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Series Preface

Our nearly 1000-member team recognizes that all elements of sustainability
science and technology continue to advance as does our understanding of the
needs for energy, water, clean air, food, mobility, and health, and the relation of
every single aspect of this vast and interconnected body of knowledge to
climate change. Our Encyclopedia content is at a level for university students,
professors, engineers, and other practicing professionals. It is gratifying for our
team to note that our online First Edition has been heavily utilized as evidenced
by over 500,000 downloads which of course is in addition to scientists’
utilization of the Encyclopedia and individual “spin-off” volumes in print.

Now we are pleased to have a Living Reference on-line which assures the
sustainability community that we are providing the latest peer-reviewed con-
tent covering the science and technology of the sustainability of the earth. We
are also publishing the content as a Series of individual topical books for ease
use by those with an interest in particular subjects, and with expert oversight in
each field to ensure that the second edition presents the state-of-the-science
today. Our team covers the physical, chemical and biological processes that
underlie the earth system including pollution and remediation and climate
change, and we comprehensively cover every energy and environment tech-
nology as well as all types of food production, water, transportation and the
sustainable built environment.

Our team of 15 board members includes two Nobel Prize winners (Kroto
and Fischlin), two former Directors of the National Science Foundation (NSF)
(Colwell and Killeen), the former President of the Royal Society (Lord May),
and the Chief Scientist of the Rocky Mountain Institute (Amory Lovins). And
our more than 40 eminent section editors and now book editors, assure quality
of our selected authors and their review presentations.

The extent of our coverage clearly sets our project apart from other publi-
cations which now exist, both in extent and depth. In fact, current compendia
of the science and technology of several of these topics do not presently exist
and yet the content is crucial to any evaluation and planning for the sustain-
ability of the earth. It is important to note that the emphasis of our project is on
science and technology and not on policy and positions. Rather, policy makers
will use our presentations to evaluate sustainability options.

Vital scientific issues include: human and animal ecological support sys-
tems, energy supply and effects, the planet’s climate system, systems of
agriculture, industry, forestry, and fisheries and the ocean, fresh water and
human communities, waste disposal, transportation and the built environment
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in general and the various systems on which they depend, and the balance of all
of these with sustainability. In this context, sustainability is a characteristic of a
process or state that can be maintained at a certain level indefinitely even as
global population increases toward nine billion by 2050. The population
growth, and the hope for increase in wealth, implies something like a 50%
increase in food demand by as early as 2030. At the same time, the proportion
of the population that lives in an urban environment will go up from about 47%
to 60%. Global economic activity is expected to grow 500%, and global
energy and materials use is expected to increase by 300% over this period.
That means there are going to be some real problems for energy, agriculture,
and water, and it is increasingly clear that conflicting demands among biofuels,
food crops, and environmental protection will be difficult to reconcile. The
“green revolution” was heavily dependent on fertilizers which are
manufactured using increasingly expensive and diminishing reserves of fossil
fuels. In addition, about 70% of available freshwater is used for agriculture.
Clearly, many natural resources will either become depleted or scarce relative
to population.

Larkspur, CA, USA Robert A. Meyers, Ph.D.
June 2018 Editor-in-Chief
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Volume Preface

Hydrogen is an abundant element that is found in many forms on Earth. In its
molecular form of H2 (two protons and two electrons), it is not readily found
but rather needs to be extracted or “reformed” from hydrocarbon fuels, both
fossil and biological, or extracted from water using a “water splitting” process
called electrolysis. Hydrogen is a widely produced and used industrial com-
modity for fertilizer production, oil refining, food production, and metallurgy,
used at a level of tens of millions of tons per year around the world. Hydrogen
is also now being used as an energy carrier for stationary power and transpor-
tation markets using various fuel cell technologies. There are many means of
hydrogen production, from established ones such as steammethane reforming,
where half of the produced hydrogen comes from natural gas or biogas and half
comes from steam used in the reaction to grid-powered electrolysis that uses
electricity to split water molecules in hydrogen and oxygen. Various other
hydrogen production methods are becoming commercially viable, including
gasification or pyrolysis processes of various types of feedstocks (e.g., biogas,
biosolids, fossil fuel production residues, etc.), biological production through
fermentation processes, and from industrial byproducts such as in chlor-alkali
production. Further from commercialization but under active study are more
recently developed electrochemical, photo-electrochemical, and thermochem-
ical processes, with potential to produce renewable hydrogen to meet growing
demand for hydrogen use at larger scale in the future.

Fuel cells are devices that electrochemically convert the chemical free
energy of gaseous or liquid reactants into electrical energy. Due to this
electrochemical rather than thermal process, fuel cells are not limited by
Carnot efficiency, thereby allow for higher efficiencies. Furthermore, the
solid-state nature of these devices and components enables the design of
high-rate architectures, which are critical for power-dense applications such
as transportation. In addition, as they are open flow systems, unlike batteries,
they scale well for longer- and larger-scale operation. For these reasons fuel
cells are being explored and commercialized for large-scale energy conversion
and electricity generation, automotive and truck applications, materials han-
dling equipment, and auxillary power units, to name a few. Fuel cells are
classified nominally based on their electrolyte, which is highly correlated to
operating temperature. At the high end of the temperature scale are solid-oxide
fuel cells (SOFCs) that can operate on various gaseous and liquid fuels and
operate around 700 �C and above with ceramic materials and oxygen anion
conducting species. At decreasing temperatures are the molten carbonate
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(carbonate anions), and then the proton conducting cells including phosphoric
acid (and related high-temperature membrane) cells, and finally the polymer-
electrolyte fuel cells that require operation at 100 �C or lower due to membrane
hydration. Because of this temperature requirement, these cells typically
operate on hydrogen although may work with denser carriers including meth-
anol. Overall, fuel cells offer intriguing possibilities and will play key roles in
the future green energy landscape, although some performance and durability
hurdles remain from both engineering and materials standpoints.

Berkeley, CA, USA Timothy E. Lipman
June 2018 Adam Z. Weber
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Hydrogen is a widely produced and used com-
modity, now being used as an energy carrier for
stationary power and transportation markets. Tens
of millions of tons of hydrogen are produced each
year globally, mostly for large-scale industrial
uses. As awareness grows for the need to reduce
greenhouse gases and enable new energy para-
digms, hydrogen is being seen as playing a critical
role as shown in Fig. 1 [1]. Hydrogen provides
chemical storage of electrical energy and can be
efficiently converted to electricity on demand for
distributed applications, thus enabling the global
electrification trends. The H2@SCALE initiative
in the United States, the commercialization of
hydrogen technologies in Japan, and the focus
on power-to-gas and hydrogen utilization in
Europe all point toward a renaissance for hydro-
gen generation and utilization based on its ability
to improve efficiency and reduce emissions across
many sectors.

Major uses of commercial hydrogen are for oil
refining, where hydrogen is used for “upgrading”
of crude oil as part of the refining process to
improve the hydrogen-to-carbon ratio of the fuel,
food production (“hydrogenation”), treating
metals and semiconductor manufacturing, and

producing ammonia for fertilizer and other
industrial uses. There are many means of hydro-
gen production, from established ones such as
steam methane reforming, where half of the pro-
duced hydrogen comes from natural gas or bio-
gas and half comes from steam used in the
reaction, and grid-powered electrolysis that
uses electricity to split water molecules in hydro-
gen and oxygen. Various other hydrogen produc-
tion methods are becoming commercially viable
and still others are emerging or being tested in
laboratories. Emerging options include various
pathways using biogas or other bio-feedstocks
such as wood waste using gasification or pyrol-
ysis processes, along with newly developed
electrochemical, photo-electrochemical, and
thermochemical processes. These include using
microbial electrolysis cells as well as tailored
molecules and integrated assemblies that can
facilitate the splitting of water molecules into
hydrogen and oxygen with lower energy require-
ments than conventional electrolysis. Other
concepts include hydrogen production from
bio-algae systems, thermo-chemical water split-
ting processes, and through high-temperature
nuclear-power system combined processes.
Concomitant with hydrogen production is its
efficient utilization via fuel cells, as well as
additional concepts such as power-to-gas (where
hydrogen is produced from excess renewable
electricity and injected into natural gas pipelines)
and methanization processes to produce
bio-methane.

Fuel cells are devices that electrochemically
convert the chemical “free energy” of gaseous
or liquid reactants into electrical energy. The
basic concepts of fuel cell chemistry have been
known for nearly 200 years where they were
conceptually identified first in the late 1830s.
Christian Friedrich Schönbein recognized and
described the appearance of “inverse electroly-
sis” [2], shortly before Sir William Grove, the
inventor of the platinum/zinc battery, constructed
his first “gas voltaic battery” that is recognized as
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the first example of an early fuel cell device
[3]. Grove had previously used platinum elec-
trodes and a dilute sulfuric acid as a proton-
conducting electrolyte. It is interesting to note
that modern low-temperature polymer-electrolyte
fuel cells still make use of related materials
(carbon-supported platinum and perfluoro-
sulfonic-acid (PFSA)-ionomer membranes).

The basic concept for high-temperature fuel
cells dates back to the 1930s, about 100 years
after the existence of the lower temperature
concepts. In an attempt to prove the concept of
“Brennstoff-Ketten mit Festleitern” (fuel chains
with solid conductors), Emil Baur and Hans
Preis tested different solid electrolytes [4], and
they came to the conclusion that the “Nernst-
Masse” is “unübertroffen” (unrivaled). At that
time “Nernst-Masse” had the composition 85%
ZrO2 and 15% Y2O3, and this is still close to
what is used in current SOFCs (solid oxide fuel
cell) as electrolyte material. Moreover, even in
these initial experiments they tested “masses”
containing Ceria (CeO2), and this is still
discussed as a base for alternative SOFC elec-
trolyte materials.

As in a battery or electrolysis cell, the reac-
tants/products are prevented from chemically
reacting by separating them with an electrolyte,
which is in contact with electro-catalytically
active porous electrode structures (Fig. 2). Apart
from effectively separating the anode and cathode
gases and/or liquids (i.e., fuel and air), the elec-
trolyte mediates the electrochemical reactions tak-
ing place at the electrodes by conducting a specific
ion at very high rates during operation. In the
simplest case of a fuel cell, operating with hydro-
gen (fuel) and oxygen (air) as reacting gases, a
proton or hydroxide or oxide ionic current is
driven through the electrolyte and converted to
electronic current at the electrodes, which can
then be used to perform work (see Fig. 2). Run-
ning a similar device in the opposite direction (i.e.,
electrolysis) can be used to generate hydrogen.
When run in both electrolysis and fuel-cell
mode, a unitized energy-storage-system can be
realized.

During the operation of polymer-electrolyte
fuel cells, many interrelated and complex phe-
nomena occur. These processes include mass and
heat transfer, electrochemical reactions, and ionic

Fuel Cells and Hydrogen Production: Introduction, Fig. 1 Schematic illustration of hydrogen production and
utilization. (Figure adapted from H2@SCALE vision courtesy of Bryan Pivovar) [1]
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and electronic transport. Most of these processes
occur in the through-plane direction as shown in
Fig. 2. This sandwich comprises multiple layers
including diffusion media that can be composite
structures containing a macroporous gas-diffusion
layer and microporous layer, catalyst layers, flow
fields or bipolar plates, and a membrane. During
operation fuel is fed into the anode flow field,
moves through the diffusion medium, and reacts
electrochemically at the anode catalyst layer to
form hydrogen ions and electrons. The oxidant,
usually oxygen in air, is fed into the cathode flow
field, moves through the diffusion medium, and is
electrochemically reduced at the cathode catalyst
layer by combination with the generated protons
and electrons. The water, either liquid or vapor,
produced by the reduction of oxygen at the cath-
ode exits the cell through either the cathode or
anode flow field.

The electrons generated at the anode pass
through an external circuit and may be used to
perform work before they are consumed at the
cathode. An electrolysis cell is essentially the
same but where electrons are supplied and the
reverse reactions occur within the catalyst
layers. Because of the applied voltage for this
process, materials are often different in terms of
catalysts and backing layers in the oxygen
electrode.

A fuel cell converts the intrinsic chemical
energy of a fuel into electrical and heat energies,
whereas an electrolyzer takes electrical energy
and converts that into chemical energy. Thus,
both are energy-conversion and not storage
devices (i.e., a fuel cell by itself is not a battery).
From the first law of thermodynamics,

DH ¼ Q�Ws (1)

one sees that the net release of energy is in the
form of heat (Q) or work (Ws). The work
performed by the system is simply the power as
expressed by the cell current multiplied by its
operation voltage:

P ¼ IV (2)

The net energy due to the electrochemical reac-
tion is the difference between the heat of forma-
tion of the products and reactants, DH, which can
be converted to an electrochemical potential,
resulting in the enthalpy potential,

UH ¼ DH
ziF

(3)

where zi is the charge number of species i and F is
Faraday’s law. Using the above power equation,
the expression for the heat released becomes

Fuel Cells and Hydrogen Production: Introduction, Fig. 2 Schematic illustration of electrochemical energy-
conversion fuel-cell architecture. (Schematic designed and provided by Ahmet Kusoglu)
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Q ¼ i UH � Vð Þ (4)

Thus, if the cell potential equals the enthalpy
potential, there is no net heat loss, which is why
the enthalpy potential is often termed the thermo-
neutral potential. However, the enthalpy energy is
not fully accessible as it is composed of both
reversible or entropic (Qrev = TDS) as well as
irreversible components. The maximum energy
that is convertible to electrical energy is related
to the free energy of the fuel,

DG ¼ DH � TDS (5)

The potential corresponding to the Gibbs free
energy is defined as the equilibrium potential,

Uy ¼ DG
ziF

(6)

Usually, the fuel cell is operated at a temper-
ature greater than the standard temperature of
25 �C, which can be accounted for by integrating
the state properties. For hydrogen and oxygen
reacting to become water, the enthalpy and equi-
librium potentials are shown in Fig. 3 as calcu-
lated from handbooks [5]. Depending on whether
the product water is vapor or liquid, one arrives at
different potentials due to the latent heat and free
energy difference between liquid and vapor
water as the reaction product. Thus, as the cell
temperature increases, the amount of usable
work from the fuel decreases (assuming the gen-
erated heat is expelled to the atmosphere), while
the amount of heat generated increases for a
given operating potential. Figure 3 clearly
shows how significant the latent heat of water
can be (~200 mV).

To account for local concentration changes,
one can use a Nernst equation for the reaction

U ¼ Uy � RT

2F
ln

pH2

ffiffiffiffiffiffiffi

pO2

p
pH2O

� �

(7)

where R is the ideal-gas constant, T is the temper-
ature, and pi is the partial pressure of species i.

Looking at fuel cells in such a principal way
as above may lead one to the conclusion that they
are perfect energy-conversion systems superior
to any heat engine, for which the efficiency is
strictly limited due to the Carnot cycle. However,
the issue is more complex in practical systems,
and it is still an open question what role fuel cells
will play in future energy supply systems. The
reason is that when current flows, the available
energy or potential of the cell decreases for fuel
cells due to losses in the cell. Such losses are
termed overpotentials and are derived from resis-
tances to electron and ion migration, surface
concentrations that differ from the bulk due to
mass-transfer limitations, and intrinsic losses in
the kinetic reaction steps. Thus, the net heat lost
from the cell is

Qloss ¼ Qrev þ Qirrev

¼ i UH � Uy� �þ i Uy � V
� �

(8)

which is summarized in Fig. 4 for a polymer-
electrolyte fuel cell. Thus, if the cell operates at a
potential between the equilibrium and enthalpy
potentials, the process is endothermic; whereas if
the operating potential is above the enthalpy poten-
tial or below the equilibrium potential, the process
is exothermic. So for fuel cells, the operation is
almost always exothermic, whereas electrolyzers

Fuel Cells and Hydrogen Production: Introduction,
Fig. 3 Thermodynamic based potentials for H2 + ½O2 -
> H2O
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(devices that convert water to hydrogen and oxy-
gen with application of electrical current) are typ-
ically operating much closer to thermo-neutral.

Also as shown in Fig. 4, for fuel cells, the
efficiency of the cell, �eff, is typically defined
relative to the maximum free energy available
for electrical work,

�eff ¼ 1� V

U
(9)

One must also be cognizant of whether the
efficiency is defined in terms of the equilibrium
or enthalpy values, and what the reference state is
for the calculation (i.e., vapor or liquid water).
This is especially important when comparing dif-
ferent fuel cells as well as with fuel cells to other
systems. For example, solid-oxide fuel cells oper-
ate at temperatures (600–900 �C) where the heat
generated can be recovered to electrical energy,
thereby making efficiency greater than 100% pos-
sible using the definition above. Thus, it is more
advisable to use the heating-value or enthalpy or
enthalpy potential of the fuel as the metric for
efficiency since this also allows for a better com-
parison among technologies (e.g., combustion
engines to fuel cells). This is also often used as
the efficiency value when looking at electrolysis.

Notwithstanding the above efficiency consid-
erations, we note that the thermodynamic effi-
ciency limits of all relevant fuel cell reactions are

actually below unity (in the range 80–100%) and
that irreversibilities (losses) occur in practically
all parts of the cells as mentioned above. None-
theless, electric efficiencies of more than 50%
(hydrogen to electricity in fuel cells) and greater
than 70% (electricity to hydrogen in electrolyzers)
have been demonstrated commercially. Consider-
ing the fact that heat engines (e.g., steam turbines)
reach such high efficiencies only for very large
units operating at high temperatures, the high fuel
efficiency of both large and small fuel-cell sys-
tems appears to be a unique feature (see Fig. 5)
and enables distributed devices and networks.

The potential expanded use of hydrogen
involves many technical and infrastructure-
related challenges. For example, dispensing
hydrogen to wider consumer and fleet-use mar-
kets, such as for private and fleet vehicles and for
stationary power uses, includes issues related to
hydrogen’s low energy density (by volume) and
other unusual characteristics (i.e., small mole-
cule size, relative ease of ignition in air, metals
embrittlement behavior, need for high gas purity
when used in certain applications such as in
polymer fuel cells, etc.). Hydrogen storage and
advanced fuel dispensing and safety systems are
active areas of research. Also important are
ongoing efforts to study the full economics and
lifecycle emissions implications of various
hydrogen production and use pathways through
total cost of ownership (TCO) and life-cycle
impact assessment (LCIA) methods. Various
analyses have shown that the capital costs and
TCO of both high and low temperature fuel cells
systems can be greatly reduced as a function of
higher production volume, and with significant
overall environmental and social cost benefits
when used in different applications.

Over the past 20 years, there has been great
progress in fuel-cell system cost reduction,
increases in power density, and extended system
durability. These improvements have brought
commercial fuel cells into specialized applica-
tions (e.g., materials handling, military, and
remote power applications) as well as initial
entry into potentially much larger transportation

Fuel Cells and Hydrogen Production: Introduction,
Fig. 4 Efficiency and heat generation of a fuel cell
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(including cars, vans, buses, trucks, and rail sys-
tems) and stationary power markets. However,
widespread use of the different types of fuel cell
systems still requires further fundamental research
and engineering efforts. This volume provides
detailed insight into the current status of the
diverse hydrogen-production and fuel cell tech-
nologies and identifies future directions based on
critical analyses of the state of the art.

Hydrogen Production Section

While hydrogen is the most abundant element on
earth, it is not readily found in its basic molecular
form and has to be produced through one of a
variety of processes. This is however also a ben-
efit as it can be produced in many different ways
and using a variety of feedstocks. Major efforts
are now exploring the options for expanded use
of hydrogen for industrial, power generation, and
transportation systems (e.g., H2@Scale by US
DOE as shown Fig. 1) as well as additional recent
work on hydrogen produced using renewable
resources (e.g., the USDOEHydroGen –Advanced
Water Splitting Materials Consortium).

As discussed above, a range of potential hydro-
gen production methods and pathways include
reformation, gasification, electrolysis, and other

advanced processes. The most common pathway
today is steam reforming of natural gas, but it is
mainly produced as an industrial input; that is,
hydrogen is not being used extensively as an
energy carrier. Electrolysis of water to produce
hydrogen is well proven at small and larger scales
but remains an active area of continued research
for improved efficiency and capital cost
reduction (chapters ▶ “Electrochemical Hydrogen
Production” and▶ “Hydrogen Production Through
Electrolysis”). There is a need to leverage the under-
standings gained and knowledge developed in fuel
cells for further development of next-generation
electrolyzer systems.

Production of hydrogen from biomass and
algae sources using a variety of gasification and
pyrolysis technologies is also a very active area of
research, using local feedstocks and appropriate
processes (chapters ▶ “Hydrogen Production from
Biological Sources”, ▶ “Biohydrogen Production
from Agricultural Residues”,▶ “Hydrogen Produc-
tion Through Pyrolysis”, ▶ “Hydrogen Production
from Algal Pathways”, and ▶ “Genetic Optimiza-
tion for Increasing Hydrogen Production in
Microalgae”).

Moving forward, some countries are even
considering the use of excess nuclear energy
(electricity and heat) for producing hydrogen (chap-
ter ▶ “Nuclear-Assisted Hydrogen Production”),
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and others want to rely completely on renewables
such as wind and solar (chapters▶ “Hydrogen via
Direct Solar Production” and ▶ “Photo-catalytic
Hydrogen Production”). Making large quantities
of hydrogen with sunlight, directly or indirectly, is
still some years away, but this is possible at a
range of scales from kilowatts to many megawatts
with only solar energy and water as inputs.

Some of the latest hydrogen-generation tech-
nologies utilize electrons and electrochemical
devices including more advanced concepts
where they are combined with thermochemical
processes (chapter▶ “Hydrogen Production from
High-Temperature Fuel Cells”). In addition to
traditional electrolyzers, there has been a recent
focus on utilizing solar light in an electrochem-
ical cell (chapter▶ “Hydrogen Production from
Photoelectrochemical Water Splitting”), where
efficiencies of solar to hydrogen of around 20%
are now demonstrated, although longevity and
associated durability concerns remain. Addi-
tional concepts include improved hydrogen
production through improved chemical reactor
systems that can be applied to different feed-
stocks and settings (chapter ▶ “Advances on
Inorganic Membrane Reactors for Production
of Hydrogen”).

Fuel Cell Section

In an overall sense, fuel cells can be classified by
their type of electrolyte (chapter ▶ “Fuel Cell
Types and Their Electrochemistry”). The electro-
lyte type is highly correlated with the operating
temperature regime of the fuel cell as the ions used
must be mobile in order to conduct the ionic
current. Lower temperature fuel cell systems
tend to use relatively pure hydrogen as the reac-
tant fuel, but for higher temperature solid-oxide
and molten carbonate fuel cells, other fuels
including hydrocarbon fuels can be reacted more
directly (chapter ▶ “Direct Hydrocarbon Solid
Oxide Fuel Cells”). Durability and reliability
issues are critical for higher temperature fuel
cells (chapter▶ “Solid Oxide Fuel Cell Materials:
Durability, Reliability, and Cost”) as are the main
components and architectures (chapters ▶ “Fuel

Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels)”) and ▶ “Solid Oxide
Fuel Cells”). At the higher temperature range,
molten-carbonate fuel cells also are commercially
available after decades of development (chapter
▶ “Molten Carbonate Fuel Cells”), and at lower
temperatures, polymer electrolyte membrane
(PEM), phosphoric acid (chapter ▶ “Poly-
benzimidazole Fuel Cell Technology: Theory,
Performance, and Applications”), and poly-
benzimidazole (used as a matrix for phosphoric
acid) (chapter ▶ “Polybenzimidazole Fuel Cell
Technology: Theory, Performance, and Appli-
cations”) types are also well established.

The most researched and deployed fuel-cell
technology to date is the PEM technology that
uses a sulfonic acid membrane and noble-metal
catalyst material coated on the electrodes and
operates traditionally at about 80 C, below the
boiling point of water. While tremendous progress
has been made over the past few decades, there are
still several critical materials issues related to cost
and durability requirements, especially for automo-
tive applications, that must be overcome (chapter
▶ “PEM Fuel Cells: Materials and Design Devel-
opment Challenges”). The electro-catalyst layers
are a key cost and performance component,
where there is a current need for higher perfor-
mance and more durable materials (chapter
▶ “PEM Fuel Cells and Platinum-Based Electro-
catalysts”). Experiments have shown that one can
reduce the amount of noble catalyst, but that at least
thus far this is not without drawbacks in terms of
performance (chapter ▶ “Proton-Exchange Mem-
brane Fuel Cells with Low-Pt Content”). Alterna-
tively, non-noble metal catalysts are increasingly
being researched (chapter ▶ “Polymer Electrolyte
Membrane Fuel Cells (PEM-FC) and Non-noble
Metal Catalysts for Oxygen Reduction”) to reduce
overall cell cost.

A key material for realizing gains in low tem-
perature systems is the PEM itself (chapter
▶ “Membrane Electrolytes, from Perfluoro-
sulfonic Acid (PFSA) to Hydrocarbon Ionomers”)
and its interplay with environmental conditions
(chapter ▶ “Proton Exchange Membrane Fuel
Cells: High-Temperature, Low-Humidity Opera-
tion”). A better ability of fuel cells systems to

Fuel Cells and Hydrogen Production: Introduction 7



adapt to local environmental conditions may help
to reduce the system cost, especially by reducing
the size of the cooling system, the amount of
noble-metal catalyst, and the purity requirements
for the fuel used (relatively pure hydrogen).
Efforts are also constantly underway to find cost
reductions by using non-noble metal catalysts,
potentially through use of more effective anion
or hydroxide exchange membranes (chapter
▶ “Alkaline Membrane Fuel Cells”). Beyond the
polymer electrolyte as a membrane separator,
there is an increasing focus on its existence as
thin films in the catalyst layers and potential
swelling of the layers over time that can inhibit
performance (chapter ▶ “Ionomer Thin Films in
PEM Fuel Cells”).

As noted, fuel cells are complex devices and to
understand the various interplays and complexi-
ties researchers are routinely turning to mathemat-
ical modeling (chapter ▶ “PEM Fuel Cells:
Modeling”). Fuel cells act as energy-conversion
modules in various systems and applications
(chapter ▶ “Polymer Electrolyte (PE) Fuel Cell
Systems”), especially automotive for polymer-
electrolyte fuel cells (chapter▶ “Polymer Electro-
lyte Membrane (PEM) Fuel Cells: Automotive
Applications”) and stationary for solid-oxide fuel
cells. Of course, when discussing the system
aspects one must be aware of the cost and design
issues (chapters ▶ “PEM Fuel Cell Materials:
Costs, Performance, and Durability” and
▶ “Solid Oxide Fuel Cells: Marketing Issues”),
including LCA (chapters ▶ “Fuel Cell Systems:
Total Cost of Ownership” and ▶ “Solid Oxide
Fuel Cells: Sustainability Aspects”) and compar-
isons to alternative technologies (chapter ▶ “Fuel
Cell Comparison to Alternate Technologies”).

We conclude this introduction by noting
that various types of power systems based on

heat engines and electrochemical energy
devices (mainly batteries but now including
fuel cells as well) have existed side by side
since the late 1800s. Over the intervening
years the abundance of fossil fuels has driven
the development of combustion engines and
turbines and slowed the development of more
efficient and cleaner energy conversion
devices. As the “oil age” continues but is
expected to wane over time, the transition
may include an increase in the importance of
an array of now commercially available sys-
tems for a cleaner and more efficient future
energy system. These include solar photovol-
taic, wind power, geothermal, and biomass-
based renewable energy systems, as well as
transitional solutions based on natural gas
and nuclear power, amid which hydrogen and
fuel cells have an important role to play.
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Glossary

Battery A battery or voltaic cell consists of one
or more electrochemical cells which store and
convert chemical energy into electric energy.

Electrochemical capacitor An electrochemical
capacitor (supercapacitor, ultracapacitor, or
double-layer capacitor) is an electrochemical
device that can store and convert energy by
charging/discharging the electrochemical
double-layer of two electrodes with large surface
areas and thus large double layer capacitances.

Electromobility Electromobility is a mobility
concept in which electric vehicles instead of
vehicles powered by internal combustion
engines are used.

Fuel cell A fuel cell is an electrochemical cell
that can convert the chemical energy stored in a
given fuel into electrical energy.

Ragone plot A Ragone plot compares the per-
formances of different energy storing devices
by plotting power densities or specific power
[W/kg] versus energy densities or specific
energy [Wh/kg].

Definition of the Subject and Its
Importance

The actual energy demand and consumption
issues make it necessary to critically discuss and
compare different energy conversion and storage
systems. At present, only one third of the primary
energy is converted into end energy, for example,
electrical energy. Losses are associated with a
high consumption of fossil fuels and large CO2

emissions. They can be avoided by considering
important electrochemical processes for energy
conversion, using batteries, fuel cells, super-
capacitors and electrochemical photovoltaics and
by incorporating energy storage, employing
rechargeable batteries, supercapacitors, genera-
tion of hydrogen via electrolysis, and generation
of methanol.

Fuel cells can offer clean power generation and
have the potential to convert fuels directly into
electrical energy with high efficiencies. Today,
however, they cannot compete with heat engines
because of much higher costs, inferior power per-
formance, and insufficient durability and lifetime.
As yet, no single electrochemical power source
can match the characteristics of the internal com-
bustion engine. A competitive system in compar-
ison to heat engines can be envisioned when
available electrochemical power systems are com-
bined. In such hybrid electrochemical power sys-
tems, batteries and/or supercapacitors would
provide high power and the fuel cells would
deliver electricity with high efficiency. The con-
sequence would be to considerably reduce costs of
the electrochemical systems.
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Moreover, when we compare different sys-
tems, we face the genuine problem of geometry
and thus the costs related to the space needed for
the processes involved. The latter explains the so
far success of thermodynamic-based systems
(e.g., heat engines) compared to alternative
energy technologies (e.g., fuel cells). This is also
evident when the power output of a coal power
plant which lies in the GW range is compared to
the power that a fuel cell can deliver which lies in
the MW range. A possible strategy would be to
develop highly efficient fuel cell systems that can
push their power to larger outputs. Current
research is aiming at increasing the power output
of a fuel cell without compromising its efficiency;
however, the advantages of conventional systems
cannot be ignored.

Introduction

Our present situation concerning major (fossil)
energy carriers and energy consumption is char-
acterized by limited reserves and resources as well
as emission problems, considering crude oil, nat-
ural gas, coal, and uranium as primary energy
sources. At the same time, the worldwide demand
for electrical energy has increased from 8.3 mil-
lion GWh in 1980 to 18.9 million GWh in 2006
and is estimated to further increase up to 30.7
million GWh in 2030 ([1] (Fig. 1).

The problem of the energy management is of a
rather complex nature. Increasing contributions of
renewable energies such as wind power, solar
power, and wave power tend to complicate the
grid management. Therefore, generation of elec-
trical energy is only part of the challenge. The
management and storage of electrical energy will
become essential in order to maintain the present
grid quality [2].

Energy conversion processes today are under
special consideration because of two issues asso-
ciated with them:

1. The limited availability of primary energy
carriers

2. The emission of pollutants with local and
global negative effects on the environment

On average, energy conversion processes
aiming at generating electrical power reveal effi-
ciencies not much higher than 30%. This indicates
that losses in the form of heat or chemical sub-
stances amount to more than two thirds of the
primary energy. Conventional processes, for
example, those in a heat engine-based power
plant, are volume processes such as combustion,
which results in mechanical and then in electric
energy. By contrast, other technologies such as
photovoltaics, batteries, fuel cells, or super-
capacitors are based on interfacial transfer of
energy and/or charge. In contrast to the perfor-
mance of heat engines which is limited by the
Carnot efficiency, interfacial reactions are usually
of much higher thermodynamic efficiency.

Classical Heat Engines

Thermodynamic considerations lead to the first
heat engines that were used to generate mechani-
cal or electrical energy. Since the eighteenth cen-
tury, conventional reciprocating steam engines
have served as mechanical power sources, with
notable improvements being made by JamesWatt.
The first commercial central electrical generating
stations in New York and London, in 1882, used
steam engines [3]. These first-generation heat
engines are still serving as power plants today.
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Further developments lead to the introduction
of combined cycle power plants. Here, usually a
combination of several cycles, operating at differ-
ent temperatures yields considerably higher sys-
tem efficiency. Heat engines are only able to use a
portion of the energy, usually 35–41%. The
remaining heat is generally wasted.

In a combined cycle power plant (CCPP), or
combined cycle gas turbine (CCGT) plant, a gas
turbine generator produces electricity and the
waste heat is used to make steam for generating
additional electricity via a steam turbine; this last
step enhances the efficiency for electricity gener-
ation to about 60%, because the temperature dif-
ference between the input and output heat levels is
higher leading to an increase in the Carnot effi-
ciency. Most modern power plants in Europe and
in North America are of this type.

If the waste heat of a conventional thermal
power station is utilized for district heating, it is
called cogeneration. This heat gives an additional
efficiency of about 40–50% which leads to an
increase of the overall efficiency to ~90%. The
fuels used in these engines comprise black and
brown coal and nuclear power.

In contrast to the stationary systems described
above, mobile engines are needed in many energy
production applications. The best known mobile
engines are the four-stroke (Otto), the diesel, and
the Stirling engine.

Heat engines have limited efficiencies which
are determined by the Carnot cycle. Practical
issues reduce the efficiency of steam engines,
due to limits of convective heat transfer and
viscous flow (friction). There are also mechan-
ical considerations, for example, limitations
imposed by the materials such as nonideal prop-
erties of the working gas, thermal conductivity,
tensile strength, creep, rupture strength, and
melting point.

Electrochemical Systems

Energy Conversion and Storage
Alternatively to conventional Carnot-based heat
engines, electrochemical systems have the poten-
tial to be employed to generate and store energy.

Important electrochemical processes for energy
conversion are considered in batteries, super-
capacitors, electrochemical solar cells, and fuel
cells, and energy storage is incorporated by
employing rechargeable batteries, supercapacitors,
generation of hydrogen via electrolysis, and gener-
ation of methanol from electrochemically generated
hydrogen and CO2/CO – containing synthetic gas.

Electrochemical energy conversion systems
are not subject to the Carnot cycle limitations
and may operate with much higher efficiencies
than combustion engines and related devices.
Heat engine cycle processes are volume pro-
cesses, whereas all electrochemical systems that
are used for energy conversion and storage are
based on reactions that take place at an interface.
This makes them dependent on the surface mor-
phology and its physical and chemical properties.

A fuel cell is an electrochemical conversion
device. It produces electricity from fuel on the
anode side and an oxidant on the cathode side,
which react in the presence of an electrolyte. Fuel
cells can operate continuously as long as the nec-
essary flows of reactants and reaction products are
maintained [4]. They are thus thermodynamically
open systems. Many combinations of fuel and
oxidant are possible. A hydrogen cell uses hydro-
gen as fuel and oxygen, usually from air, as oxi-
dant. Other fuels include hydrocarbons and
alcohols. Other oxidants include chlorine and
chlorine dioxide. The principle of fuel cells is
already known for 165 years. In 1838, Christian
Friedrich Schönbein discovered that an electrical
voltage is measured between two platinum wires
in an electrolyte solution surrounded by hydrogen
and oxygen. He published these results under the
title “On the Voltaic Polarization of Certain Fluid
and Solid Substances.” Sir William Robert Grove
investigated the new effect intensely and was the
first to develop useful fuel cells. He connected
several elements in series and called these systems
“gas batteries.” The further development of this
concept to a really efficient electrical source pro-
ved to be so difficult that it took 100 years until it
improved essentially. After the design of the first
electrical dynamo by Werner von Siemens in
1867, electrical generators were energy sources
that efficiently delivered electricity in almost
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unlimited amounts. This was the reason why fuel
cells were practically replaced completely. Fuel
cells have the potential for high conversion effi-
ciencies of chemical energy into electrical energy;
at the moment the attainable efficiency is up to
65%, depending on fuel and conditions. Fuel cells
can substitute other technologies or be operated in
synergy, for example, with combustion engines in
cogeneration of electricity and of heat and cold, in
residential or mobile applications.

Figure 2 shows a comparison of the thermody-
namic efficiencies of a hydrogen/oxygen fuel cell
and of a Carnot cycle. In the future, fuel cells
might be able to convert the used fuels into elec-
trical energy with efficiencies of >70%. The dif-
ference between the theoretical and practical
energy storage capabilities is related to several
factors, including (1) inert parts of the system
such as conductive diluents, current collectors,
containers, etc., that are necessary for its opera-
tion, (2) internal resistances within the electrodes
and electrolyte and between other cell compo-
nents, resulting in internal losses, and (3) limited
utilization of the active masses, as, for example,
parts of the fuel in a fuel cell leave the cell without
reaction or as, for example, passivation of elec-
trodes makes them partially electrochemically
inactive. Fuel cells offer a very clean power gen-
eration. They are quiet in operation and can be
located close to the application. They produce
much less greenhouse emissions and can be
more efficient in conversion of the energy in a
fuel into power than gasoline engines or utility
thermal power plants. Fuel cells are best utilized

as a steady energy source and not as a power
source to supply dynamic demands. For applica-
tions that require varying power demands, such as
automotive propulsion, the use of the fuel cell in a
hybrid configuration with a battery or an electro-
chemical capacitor is envisioned. The fuel cell
provides steady power delivery while the battery
or the electrochemical capacitor handles the surge
for regenerative breaking and acceleration as well
as initial start-up. There is a certain number of fuel
cells under development. Usually fuel cells are
classified by the electrolyte that they are using.
The electrolyte is a major component of the fuel
cell since it determines the operating temperature,
fuel, oxidant, poisons, catalysts, electrode design,
and system design. According to the type of elec-
trolyte that is used, fuel cells can be classified into
six major categories.

The polymer electrolyte membrane fuel cell
(PEMFC) uses a solid-type electrolyte that typi-
cally cannot withstand high temperatures, and the
relatively low operating temperature results in
slow reaction rates. The operating temperature of
a PEMFC is typically between 50 �C and 100 �C.
The slow reaction rate is overcome by using
highly active catalysts such as platinum. The
fuel utilized is pure hydrogen and the electrical
power that it produces is typically less than
250 kW. The fuel and oxidant must be free of
carbon monoxide, which is a poison because it
gets strongly adsorbed by the catalyst reducing the
active surface area. To overcome this issues pre-
sent research is focused onto high-temperature
proton exchange membrane [HTPEM] fuel cell
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technology. HTPEM has better CO tolerances in
hydrogen feeds, so reformed hydrogen gas can be
used instead of purified hydrogen. Moreover heat
and water management also simplified and reac-
tion kinetics are faster at higher temperatures.
Hence, HTPEM is a suitable technology for trans-
port applications [5].

The direct methanol fuel cell (DMFC) is sim-
ilar to the PEMFC but methanol is used as a fuel
instead of hydrogen. It can be used for portable
applications such as laptops, cell phones, and
MEMS devices. Maximum power of DMFCs is
typically less than 10 kW.

Figure 3 shows a typical polarization curve of a
low-temperature PEMFC. The curve is similar for
all the other types of fuel cells as same trends are
observed. At high operation voltages, the power
output of a fuel cell is controlled mainly by the
electrocatalytic properties of the catalyst. In this
region (>0.8 V), the current density is controlled
by the charge transfer and the dissipated heat is
minimized. Challenges in fuel cell catalyst
research are to obtain high electric power density,
high electric conversion efficiency, and low mate-
rial costs. At high electric power density, mass
transport is the dominant factor affecting the fuel
cell operation. This region can be expanded by
careful engineering design of the fuel cell system.
A general research trend is to obtain as high
current densities as possible at high operation
voltages.

For high electric conversion efficiency, one
should aim at the use of less cogenerated heat

which would also allow for a simplification of
the design and the need of less fuel (hydrogen)
for the same electrical energy. To guarantee low
material costs, less noble metal should be incor-
porated, because high catalyst utilization is
needed, and highly efficient catalysts are needed
for anode and cathode side. The goal in fuel cell
research must therefore be a deeper understanding
of the parameters controlling electrocatalytic
activity which would enable us to propose rational
structures for catalysts in fuel cells in the future.

Alkaline fuel cells (AFCs) were used to pro-
vide electrical power for many manned space-
crafts. The electrolyte is KOH and the catalysts
include silver, nickel, and different metal oxides.
AFC catalysts are relatively inexpensive com-
pared to catalysts used for other types of fuel
cells. The fuel and oxidant used in an AFC must
be completely free of CO2 since even a small
amount reacts strongly with the electrolyte, pro-
ducing forms of carbonates that poison the ionic
conductivity of the electrolyte. Therefore, pure
hydrogen and oxygen must be used, limiting the
use of the AFC to special applications, like space-
crafts and submarines, where cost of the fuel and
oxidant is not a major issue.

The phosphoric acid fuel cell (PAFC) was the
first fuel cell to be commercialized and shares
some technologies with the PEMFC, such as the
porous electrodes and the platinum catalysts. The
liquid phosphoric acid allows high operating tem-
peratures, around 200 �C. Fuels must be free
of carbon monoxide, as with the PEMFCs. With
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rated power over 50 kW, PAFC systems are used
for stationary applications.

Molten carbonate fuel cells (MCFCs) operate
at temperatures around 650 �C. The electrolyte is
a mixture of molten carbonate salts, such as
lithium and potassium carbonate. At the operat-
ing temperature, the carbonates melt and become
conductive to carbonate ions. Due to the high
temperature, high reaction rates can be achieved
with low-cost catalysts such as nickel. Rated
power for MCFC systems is typically greater
than 1 MW.

The last fuel cell system is the solid oxide fuel
cell (SOFC). Typical operating temperature for
the SOFC is between 600 �C and 1000 �C. It has
the same advantages of the MCFC (high reaction
rates, inexpensive catalysts, and natural gas can be
used as a fuel). The electrolyte is in solid form, the
most common kind being yttria (Y2O3) stabilized
with zirconia (ZrO2), which is a ceramic and
therefore makes the fabrication process complex
and difficult. The power output can be greater than
200 kW, making the SOFC ideal for large station-
ary applications, such as power stations.

High-temperature fuel cells such as molten
carbonate fuel cells (MCFC) or solid oxide fuel
cells (SOFC) deliver off heat at high temperature
level (T >600 �C). This can be used in high-
temperature fuel cell cogeneration for district
heating (heat extraction), for absorption refrigera-
tors and heat pumps. As the energy demand in
residential applications is complementary for
heating and for cooling over the year, such a
combination would be very useful.

A battery or voltaic cell consists of one or more
electrochemical galvanic cells which store and
convert chemical energy into electric energy.
Since the invention of the first voltaic pile in
1800, the battery has become a common power
source for many household and industrial appli-
cations. The name “battery” was coined by Benja-
min Franklin for an arrangement of multiple Leyden
jars, an early type of capacitor. There are different
types of batteries which comprise nonrechargeable
batteries (primary batteries) in which chemical
energy is stored internally, the discharging reaction,
that takes place at the electrode/electrolyte interface,
is irreversible, and rechargeable batteries or

accumulators (secondary batteries) having a
reversible discharging reaction [6].

In the nineteenth century, no difference was
made between batteries and fuel cells. Today the
definitions have been refined: batteries convert
and store electrical energy and hence represent a
thermodynamically closed system; energy storage
and conversion occur in the same compartment.
Fuel cells are open systems where the anode and
cathode are just charge-transfer media and the
active masses undergoing the redox reactions are
delivered from outside the cell, either from the
environment, for example, oxygen from air, or
from a tank, for example, fuels such as hydrogen
and hydrocarbons. Energy storage (in the tank)
and energy conversion (in the fuel cell) are thus
locally separated.

Electrochemical capacitors (EC), also called
supercapacitors, store energy using either ion
adsorption or fast surface redox reactions. In the
first case, they are called electrochemical double
layer capacitors (EDLC), in the second case they
are called pseudocapacitors. They can comple-
ment or replace batteries in electrical energy stor-
age and harvesting applications, when high power
delivery or uptake is needed. Several types of ECs
can be distinguished, depending on the charge
storage mechanism as well as the active materials
used. EDLCs, the most common devices at pre-
sent, use carbon-based active materials with high
surface areas. Pseudocapacitors or redox super-
capacitors use fast and reversible surface or near-
surface reactions for charge storage. Transition
metal oxides as well as electrically conducting
polymers are examples of pseudocapacitive active
materials. Electrochemical capacitors currently
fill the gap between batteries and conventional
solid state and electrolytic capacitors. They store
100–1000 times more charge than the latter due to
a much larger surface area (1000–2000 m2 g�1)
available for charge storage in EDLC. They have a
lower energy density than batteries, and this limits
the optimal discharge time to less than a minute,
whereas many applications clearly need more
[7]. Since the early days of EC development in
the late 1950s, there has not been a good strategy
for increasing the energy density; only incremen-
tal performance improvements were achieved

16 Fuel Cell Comparison to Alternate Technologies



from the 1960s to 1990s. The increase in perfor-
mance that has been demonstrated in the past few
years is due to the discovery of new electrode
materials and improved understanding of ion
behavior in small pores, as well as the design of
new hybrid systems combining faradic and capac-
itive electrodes [8].

To compare the power and energy capabilities
of fuel cells, batteries, and supercapacitors, a rep-
resentation known as the Ragone plot has been
developed. The terms specific energy [Wh/kg] and
energy density [Wh/L] are used to compare the
energy contents of a system, whereas the rate
capability is expressed as specific power [W/kg]
and power density [W/L]. A simplified Ragone
plot (Fig. 4) discloses that fuel cells can be con-
sidered to be high-energy systems, whereas super-
capacitors are considered to be high-power
systems. Batteries have intermediate power and
energy characteristics. There is some overlap in
energy and power of supercapacitors or fuel cells
with batteries. Batteries with thin-film electrodes
exhibit power characteristics similar to those of
super capacitors.

Not all systems can be described using these
definitions, since there are also combined systems
such as metal-air batteries [10–12] which contain
a battery electrode (metal anode) and a fuel cell
electrode (air cathode), or redox flow batteries
[13, 14] which are a form of rechargeable battery
in which electrolyte containing one or more

dissolved electroactive species flows through an
electrochemical cell. Additional electrolyte is
stored externally, generally in tanks, and is usually
pumped through the cell of the reactor. Redox
flow batteries (RFBs) are classified by the sol-
vated ions they employ for their low- and high-
potential half-cell [15, 16]. The first system that
can be called RFB was the Fe/Cr system devel-
oped by the NASA in the 1970s. The ferrous/
ferric redox couple with a standard potential of
U0= 0.77 V versus NHE is employed for the high
potential side, while chromic/chromous ions
(U0 = � 0.41 V vs. NHE) form the low potential
half-cell. The system suffers from a relatively low
open-circuit potential as well as crossover of sol-
vated ions through the membrane. This leads to
chemical contamination and self-discharge. By
mitigating the significance of the crossover prob-
lem, the all-vanadium RFB was a real step for-
ward and is the most successful system today
[17]. It makes use of the many oxidation states
of vanadium ions and uses V (II)/V (III) ions in the
low-potential half-cell and V(IV)/V(V) ions in the
high potential half-cell. Therefore, crossover
causes only a loss in efficiency, but no chemical
contamination and the initial concentrations can
be restored during charge. Contemporary prob-
lems are the relatively low energy density
(25–35 Wh/l) and the low power density. The
low obtainable current densities are an immediate
result of the sluggish electron transfer kinetics of
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the VO2+/VO2
+-reaction [15, 18]. Energy density

is limited by the solubility of the VO2
+-ions and

therefore additives such as HCl are mixed into the
electrolyte to enhance solubility [19], or the vana-
dium on the high potential side is replaced by
bromine. The latter approach was reported to
yield a significantly improved energy density of
35–70 Wh/l [20]. Since toxic bromine-vapor can
potentially be released complexing agents need to
be added to the electrolyte. Despite their short-
comings in terms of energy – and power density
RFBs show some intrinsic advantages. Energy
content and obtainable power scale indepen-
dently, larger electrolyte storage tanks increase
the capacity of the battery while a bigger power-
converter (larger electrode-electrolyte interface)
boosts current density and hence power. RFBs
are said to be relatively inexpensive and efficient
storage systems. A recent study analyzing the cost
sensitivity of an all-vanadium RFB found that the
electrolyte is the most expensive single compo-
nent (37% capital cost) for a 12 MWh system.
Depending on the power capacity the capital cost
per kWh varies between 370 US$ (1000 kW) and
750 US$ (3000 kW) [21]. For comparison, auto-
motive Li-Ion cells are estimated to cost about
400 US$/kWh while the full battery pack is priced
at roughly 800 US$/kWh. This is large overhead
is due to the need for electronic and thermal man-
agement [22]. Flow batteries can be rapidly
recharged by replacing the electrolyte while
simultaneously recovering the spent material.
Due to the overlapping properties of batteries
and fuel cells, it is nowadays considered to find a
definition that recombines the two systems again,
to no longer differentiate between batteries and
fuel cells like in former times. In order to bridge
the gap between batteries and electrochemical
capacitors, a capacitive or pseudocapacitive elec-
trode can be combined with a battery electrode.
Batteries exhibit usually high energy densities,
while capacitors can deliver high power at the
cost of low energy storage. Research efforts have
been focused to increase the gravimetric energy of
electrochemical capacitor electrodes by using
materials with enhanced gravimetric capacitances
(gravimetric charge storage per volt) [23]. The
latter can be achieved by using carbon

subnanometer pores for ion adsorption or by
incorporating the pseudocapacitance of nano-
structured transition metal oxides. A recent report
by S.W. Lee et al. [24] demonstrated that by using a
novel class of electrodes for lithium storage high
gravimetric energy (200 Wh kg electrode

�1) was
delivered at a high power of 100 kW kg electrode

�1.
Those electrodes were based on functionalized
multiwalled carbon nanotubes (MWNTs) that
included stable pseudocapacitive functional
groups and were assembled using a layer-by-
layer technique. Therefore, it was shown that it
is possible to benefit from both the capacitor and
the battery properties.

A critical parameter of fuel selection is its
energy density. The latter should be as high as
possible. Additionally, the choice of fuel is also
affected by the ease of transportation and storage
which in general should be as easy and uncompli-
cated as possible. The choice of the fuels deter-
mines which problems, including environmental
problems, will arise.

Figure 5 shows the theoretical specific energies
[(kWh)/kg] and energy densities [(kWh)/l] of var-
ious rechargeable battery systems in comparison
to fuels, such as gasoline, natural gas, and hydro-
gen. The inferiority of batteries is evident. These
values are an indication for the maximum energy
content of certain systems. The practical values
are significantly lower than the theoretical ones.
A rechargeable battery has a practical energy con-
tent which is 25% of its theoretical value while a
primary battery normally yields more than 50% of
its theoretical value. The theoretical efficiencies of
fuel cells for the conversion of fuels into electrical
energy are higher than 70%. A number of factors
influence the observed differences between theo-
retical and practical energy storage capabilities.
The systems contain inert parts such as conductive
diluents, current collectors and containers, and
internal resistances which results in internal losses
and limited utilization of the active masses. Parts
of the fuel can, for example, leave the fuel cell
without having reacted or partial passivation of
the electrodes can make parts of the surface area
inactive. For practical use, however, as batteries
and fuel cells are not subject to the Carnot cycle
limitations, they may operate with much higher
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efficiencies than combustion engines and related
devices. The efficiencies of PEMFCs, batteries,
and supercapacitors are summarized for compari-
son in Table 1.

Electrochemical photovoltaics are a specific
type of photovoltaic systems to convert solar
energy, that is, solar radiation into electrical
energy. Today, there is a variety of solar cells
already on the market. Difference must be made
between electrochemical photovoltaic cells and
conventional silicon (Si)-based photovoltaic
cells; in electrochemical photovoltaic cells two
interfaces exist at which charge transport switches
from electronic to ionic and back. In photo-
electrochemistry a photoactive semiconducting
working electrode is used together with a metallic
counter electrode. Both are immersed in an elec-
trolyte containing a suitable redox couple. Upon
radiation of the semiconductor-electrolyte inter-
face with light having a higher energy than the
bandgap of the semiconductor, electron-hole
pairs are formed and separated. Photogenerated

majority carriers accumulate at the backside of the
semiconductor, minority carriers travel to the
semiconductor-electrolyte interface. The majority
carriers are collected with a charge-collecting sub-
strate and transported to the counter electrode
where they electrochemically react with the
redox couple in the electrolyte. In the 1970s,
wet-type electrochemical photovoltaic cells were
discovered [25–27]. Michael Grätzel demon-
strated that dye molecules can be adsorbed onto
nanocrystalline TiO2 working electrodes and thus
extended the concept to dye-sensitized solar cells
(DSSCs) [28–31].

It is noteworthy that electrochemical photo-
voltaic cells without dyes have working
(semiconductor) and counter electrodes that are
both immersed in the redox electrolyte. After the
formation of electron/hole pairs, specific reactions
occur at the semiconductor electrode and at the
metal counter electrode. Charge balance is
maintained via oxidation and reduction processes,
and electrodes are often instable in aqueous
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media. Photoelectrochemical photovoltaic cells
could only replace Si-based photovoltaics if a
stable semiconductor material with a bandgap of
�1.4 eV is found [32–35]. In dye-sensitized solar
cells, a dye-sensitized porous nanocrystalline
TiO2 photoanode with a 1000-fold surface area
compared to flat electrodes has been used. Fur-
thermore, the charge transport of the photo-
generated electrons passing through all the
particles and grain boundaries is highly efficient
[36]. The conversion efficiency of DSSCs has
improved to 11.5% [37] since it was first reported
with an efficiency of 7.1% [35]. Their efficiencies
are now comparable with amorphous silicon solar
cells [38] but at a much lower cost.

Electromobility: An Example for
Combining Key Energy Technologies

Concerns about global warming and the depletion
of petroleum resources demand a shift in automo-
tive transportation from petroleum-based internal
combustion engines to electrically driven vehicles
(EVs). In the concept of electromobility, all the
abovementioned technologies should be united
and combined in order to synergistically provide
power to an EV.

Hybrid electric vehicles are a first step, where
an internal combustion engine is assisted by a
battery-driven electric motor, enabling increased
fuel efficiencies when using high-power and low-
energy (ca. 1 kWh) batteries. Further reduction or
even elimination of petroleum-based fuels can be
achieved by successively increasing the onboard
stored electrical energy, thus enabling plug-in

hybrid electric vehicles, short-range electric vehi-
cles and, ultimately, long-range electric vehicles.
Such a development would be the perfect solution
to realize electric traction in general.

Together with batteries and supercapacitors,
fuel cells are a key component that must be inves-
tigated in order to build electric vehicles suitable
for continuous use, especially in public transport.
Fuel cells have the potential to offer clean power
generation, are quiet in operation, and can be
located close to the application. They produce
much less greenhouse emissions and can be
more efficient in conversion of the energy in a
fuel into power than gasoline engines or utility
thermal power plants. Fuel cells are best utilized
as a steady energy source and not as a power
source to supply dynamic demands. For applica-
tions that require varying power demands, such as
automotive propulsion, the use of the fuel cell in a
hybrid configuration with a battery or an electro-
chemical capacitor is required. The fuel cell pro-
vides steady power demand while the battery or
the electrochemical capacitor handles the surge
for regenerative breaking and acceleration as
well as initial start-up. This makes fuel cells an
essential component for hybrid vehicles with ade-
quate ranges as they are required for public trans-
port and goods traffic.

Fuel cells, batteries, and supercapacitors have a
similar configuration, that is, two electrodes sep-
arated by an electrolyte. The latter are designed
for high power and long life service. Currently
nonetheless, the status of batteries, supercaps, and
fuel cells does not allow for a satisfactory use in
electric vehicles due to tremendous weight and
safety issues, too high costs, and too short ranges.
Thus, fundamental research is necessary to
develop novel battery, supercapacitors, and fuel
cell concepts for a new generation of electric
vehicles.

Nowadays, also concepts are developed in
which photovoltaic cells integrated on the roof
or in the windows of EVs can be used to recharge
the batteries. It is known from literature that EVs
suffer from too short ranges and too high weight
[9, 39]. Fig. 6 shows typical driving ranges of
battery-powered cars compared to ranges of cars
powered by modern combustion engines. As it

Fuel Cell Comparison to Alternate Technologies,
Table 1 Practical efficiencies of fuel cells, batteries, and
supercapacitors

System Process Efficiency (%)

PEMFCs Electrolysis-H2

storage – FC
operation

40

Batteries Charging –
discharging

80

Supercapacitors Charging –
discharging

95
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can be seen, for EVs powered with any secondary
battery system (i.e., lead acid, nickel metal
hydride, sodium sulfur, and lithium ion), the driv-
ing ranges that they possess are inferior compared
to those of conventional combustion engines.
Therefore, it is illustrated clearly why rather fuel
cells and not batteries should be considered for
replacement of combustion engines.

Fuel cells and batteries can be used to build full
electric vehicles and thus provide pure electrifica-
tion solutions for different mass and usage seg-
ments of automotive application. Battery powered
EVs based on lithium ion technology will be lim-
ited to small-vehicle low-mileage-per-day appli-
cations which is due to the low specific energy and
long charging times. The required 300 mile range
has been reached with hydrogen fuel cell vehicles
and the latter have also been proven to be able to
operate in all climates. Nevertheless, the costs
of the Pt-based catalysts needed in a fuel cell are
too high, the hydrogen infrastructure is not pre-
sent, and cost-effective renewable sources of pri-
mary energy are not yet efficiently used. Drastic
decreases in the amount of Pt used are required
which is put into practice via a number of strate-
gies currently under development [39].

A very promising approach to energy conver-
sion in electric vehicles is the use of metal-air
batteries, for example, Li-air systems. As was
discussed in the earlier section, the metal-air bat-
tery combines fuel cells with batteries. In the latter
example, substitution of the conventional lithium
intercalation cathode with an air cathode is pro-
jected to increase the cathode specific capacity by
a factor of �3.5. Additionally, the concept of
Li-air systems has another major advantage; it
can drastically decrease the weight of the battery
pack. Specifically, for the case of short-range EVs
(�25 kWh), the total battery would weigh only
�40 kg. For the case of a full-range EV, the
projected Li-air battery-pack weight is only
120 kg. This is significantly smaller compared to
the minimum weight of 330 kg for a best case
Li-ion battery pack. Therefore, the Li-air battery
technology would be a very promising and
enabling technology for full-range EVs. Li-air
batteries give promise of extending the range,
but scientists and engineers will have to face

many challenges in order to prove the research
in this area effective.

The electrical energy required on board to
travel a certain range before refueling is provided
by the energy storage/generation system and is
determined by the total gross energy consumed
minus the energy recovered from regenerative
braking (Whnet/mile). All loads on board can be
major drains of energy since they are powered by
the electrical storage/generation system which
affects the driving range. Loads that severely
affect the driving ranges are heating and cooling
devices in the car. The vehicle mass (m) including
the mass of the powertrain system and of the
passengers, the frontal area (A), the drag coeffi-
cient (Cd), and the drive cycle are elements that
influence the Whnet/mile requirement to the elec-
tric motor the most. Furthermore, the rolling resis-
tance and the ancillary loads mentioned above
have strong influence.

An equation has been developed to correlate
the different parameters [40]:

Energy required ¼ a1 �mþ a2 � Cd � A

þ a3

a1, a2, and a3 are obtained from modeling
results. Themodel is primarily based on the green-
house gases, regulated emissions, and energy use
in transportation (GREET) software developed by
the Argonne National Lab [40]. In Table 2 [39],
estimates are listed that start from a small subcom-
pact car (Cd � A = 0.6 m2) with a total vehicle
mass of 1200 kg for which the energy required to
drive the Environmental Protection Agency
(EPA) city or highway cycle is 138 or
156Whnet/mile, respectively. The energy required
for a van (Cd�A= 1.56 m2) weighing 2500 kg is
283 or 361 Wh/mile for city or highway cycle,
respectively. The energy requirement for driving
in the city is lower because the vehicle has less
resistance to overcome at lower speed, electricity
generation is more efficient at lower loads, and the
use of regenerative braking preserves these advan-
tages for the city cycle [39].

The above given examples show that the range
problem is the most severe problem of batteries
used to power electric vehicles. Fuel cells have the

Fuel Cell Comparison to Alternate Technologies 21



potential to overcome this issue. On one hand,
rather cheap materials are used in Li ion batteries,
while on the other hand they require a very large
surface area of very finely controlled thin layers,
interfaces, and separators. Li ion batteries are
already mass produced for use in portable elec-
tronic devices and thus, many of the opportunities
for cost reduction through scale have already been
taken. Nowadays, the development and imple-
mentation of improved materials must be the
way to further reduce costs.

In fuel cells, however, more expensive mate-
rials are employed even though their amount can
be tremendously reduced. The total geometric
surface area of the cells shows a 30-fold decrease
due to higher current densities obtained with more
conductive fuel cell electrolytes. Fuel cells can be
built in a bipolar construction with cells stacked in
series with the negative current collector of one
cell serving as the positive current collector of the
adjacent cell. Fuel cells require a hydrogen tank
and an air compressor which makes their balance
of plant more complex.

Strong investment is necessary to develop EVs
based on the concept of electromobility. The
advantages of all available energy conversion
and storage technologies need to be utilized in
order to achieve efficient full vehicle electrifica-
tion. It is very likely that both battery and fuel cell
technologies will be developed for automotive
application, since batteries are well suited for the
use in small short-range vehicles and fuel cells are
able to deliver electric power for long-range vehi-
cles. Super capacitors can aid with their high
power density output whenever it is needed, for
example, for regenerative breaking and accelera-
tion. Photovoltaics integrated in the EV can

convert the solar energy and charge the batteries.
The main point is that until now no single tech-
nology shows the potential to monopolize the
implementation into an electrical vehicle. For
fuel cells specifically, research needs to focus
into identifying novel catalyst materials that can
reduce the amount of expensive catalysts cur-
rently used (e.g., Pt). Additionally, it faces lot of
challenges in the areas of hydrogen production,
storage, infrastructure development, transporta-
tion, and cost. Hence, fuel cell technologies
based on alternative fuels other than hydrogen
need to be developed. For all suited energy tech-
nologies applicable in EVs, the key challenge is
their smart combination in order to build long-
range vehicles which produce less greenhouse
gas emissions than cars powered by combustion
engines.

Future Directions

In summary, even though the world is becoming
aware of an upcoming energy crisis, according to
all statistical data currently available, most of the
worldwide energy demand is still delivered via
fossil fuels, while renewables unfortunately still
account only for a small part. It is a fact that use of
fossil fuels results in greenhouse gas emissions to
the atmosphere. For this reason, the industrialized
states, under the Kyoto protocol, have committed
themselves to reduce their greenhouse gas emis-
sions by a total of 5% in the period of 2008–2012
compared to 1990.

Most of the CO2 emitted is a result of the inef-
ficient conversion and distribution systems that
we use. The current system efficiencies for energy

Lead systems

Nickel systems

Sodium systems

Lithium-ion systems

Combustion engine

Driving range/Km
0 200 400 600 800

Battery weight:
350 kg

Tank: 501

Fuel Cell Comparison to
Alternate Technologies,
Fig. 6 Comparison of the
driving ranges for a vehicle
powered by various battery
systems or a gasoline-
powered combustion
engine (From Ref. [9])
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conversion and distribution allow approximately
only 30% of the primary energy to be delivered
as usable energy. If we manage to increase the
system efficiency, CO2 emissions will be reduced
drastically. Therefore, there is the urgent need to
develop efficient energy conversion and distribu-
tion systems that emit either no or very little CO2.
A technology that has the potential to help in the
reduction of CO2 emissions is fuel cells.

Fuel cells have the potential to efficiently con-
vert chemical energy to electricity. Even though as
discussed the concept of fuel cells is not new and
research efforts worldwide have been devoted to
advance the technology, there are still many ways
that need to be covered before bringing them into
the market. Some of the key issues related to fuel
cells that need to be tackled before even
discussing about a broad commercialization of
the technology are:

1. Low efficiency at high power densities
2. Use of hydrogen which is only a secondary

energy carrier
3. Large amount of noble metal required for

widespread applications
4. Cost and availability of Pt which is commonly

used as catalyst
5. Durability and lifetime of the system

The first issue is the low efficiencies at high
power densities of current fuel cell systems. For
example in PEMFCs, typical power densities
delivered are �1 W cm�2 at 0.7 V operating
voltage. That accounts for a voltage efficiency
of �56% while the overall system efficiency is

even lower. The power output at the high voltage
regime is controlled by electrocatalytic properties
and suffers from losses attributed mainly to the
slow kinetics of the oxygen reduction reaction.
In order to achieve a high-power, high-efficiency
system, it is necessary to identify and develop
highly active catalyst materials that could push
the power output to �1 W cm�2 at 0.85–0.9 V.

The second issue relates to hydrogen which is
the employed fuel for low-temperature fuel cells.
The advantage of using hydrogen is that water is
the only product. Nonetheless, we need to take
into consideration that hydrogen is only a second-
ary energy carrier which is not freely available and
is currently produced by “nonclean” methods, for
example, reforming of natural gas. Hydrogen can
be produced by regenerative sources but those
suffer from low efficiencies. It would be beneficial
to fabricate systems that can directly convert alter-
native fuels such as bioderived alcohols which
have higher energy densities and can be produced
efficiently. Direct methanol fuel cells are a starting
point but at their current status not a satisfying
solution. Bioethanol is a very attractive candidate.
It can be produced by cellulosic biomass, has high
energy density, is nontoxic, and its liquid form
allows using the current fuel infrastructure.
Research should also aim at identifying highly
active catalysts toward ethanol oxidation and elec-
trolytes with low ethanol permeability that will
result in designing an efficient system that will
directly convert ethanol to electricity.

The last three issues refer to the current mate-
rial systems used in fuel cells. Pt supported on
carbon (Pt/C) is commonly used in PEMFCs as

Fuel Cell Comparison to Alternate Technologies, Table 2 Electrical energy required as a function of the vehicle
type and mass (analysis assumes 70% recovery of braking energy through regenerative braking)

Vehicle type Mass (kg)a Cd � A (m2) City (Whnet/mile) Highway (Whnet/mile)

Subcompact 1200 (2) 0.60 138 156

Compact car 1400 (4) 0.64 154 171

Midsize car 1550 (4) 0.67 166 183

Full-size car 1700 (5) 0.71 178 194

Minivan 2200 (7) 0.93 224 250

Van 2500 (8) 1.56 283 361

Taken from Ref. [39]
aThe mass includes 65 kg passengers weight shown in parentheses
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catalyst and in order to achieve desirable power
densities high amounts of noble metal are
required. Even though Pt possesses high catalytic
activity, it is also associated with limited resources
and high price. Efforts to reduce the metal loading
and alloy Pt with other inexpensive and more
abundant elements, that is, metals, rare earths
have shown improvements; however, there is no
system found that would lead PEMFCs to a
broader commercialization. Carbon is commonly
used as support material in several fuel cell sys-
tems since it is inexpensive with high electronic
conductivity and high availability. Carbon though
is the main reason of the low lifetime since it
undergoes corrosion. Efforts to nanostructure car-
bon, that is, nanotubes, nanofibers, have shown
only unsubstantial improvements. Pt and C are
materials that have been extensively investigated
for many years but have not brought fuel cells to
the market. Therefore research should focus to
identify novel catalyst/support systems that
would replace Pt and C.

Two possible future scenarios for stationary
electricity production and road traffic can be
envisioned. For the first scenario small units
(<1 MW) based on SOFC with natural gas, bio-
gas, or ethanol could be implemented. In niche
markets, electricity storage could be achieved
with electrolysis to produce hydrogen that could
subsequently be stored and then used in a fuel cell
system. For larger units (>10MW), SOFCs could
be used with natural gas, biogas, carbon from
biomass. For the latter, a negative CO2 effect is
possible (electricity will decrease CO2 concentra-
tion in the atmosphere). For the second scenario of
road traffic, two options are possible.

City travel could be handled with battery-
operated motor bikes and small cars, possibly in
combination with a small (1–5 kW) fuel cell.
Long-range travel could be achieved with larger
vehicles using mid-temperature (200–300 �C)
bioethanol fuel cells hybridized with batteries. In
both systems, supercapacitors could be employed
to handle the high power needs. For both scenar-
ios, all other energy conversion technologies
(e.g., solar, wind) can be used in order to convert
and subsequently store energy (i.e., battery
recharging).

In conclusion, higher targets need to be set for
the future and achieved before fuel cells can be a
commercially viable technology. There have been
numerous efforts to improve fuel cells but all
solutions proposed so far are only small steps
that address partially only one of the above-
mentioned issues. High-risk, high-profit solutions
are required that will drastically improve the cur-
rent fuel cell status and will lead them to their
broad commercialization. In fuel cell develop-
ment, we need to match the available energy
source with the application. Hydrogen does not
seem to be an option. A direct conversion of an
available fuel in a fuel cell would be more desir-
able. For example, alcohol oxidation at all tem-
peratures and (hydro-) carbons could be used at
high temperatures. In all situations, fuel cell
research has to acknowledge the fuel problem.
Therefore, if one believes that we are close to the
end of research for fuel cells and other energy
technologies then the reality is different . . . we
are only at the beginning.
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Glossary

Fuel cell an electrochemical technology that can
produce electricity or heat from a cell or a
repeating unit that converts chemical energy
from a fuel into electricity.

PEM fuel cell a type of fuel cell which operates
at low temperature (50–100 �C) and has a

polymer electrolyte membrane between the
cell anode and cathode.

SOFC fuel cell a type of fuel cell (solid oxide
fuel cell) that operates at higher temperatures
(500–1000 �C) and which has a solid oxide or
ceramic electrolyte.

MEA (membrane electrode assembly) and
EEA (electrode electrolyte assembly) the
electrochemical unit cell for PEM and SOFC,
respectively, with anode/electrolyte/cathode
layer composition specific to each technology.

Fuel cell stack a collection of unit fuel cells
connected in series form a fuel cell stack.

Fuel cell system a fuel cell stack and associated
balance of plant components that together
make up an entire system.

Balance of plant the balance of system compo-
nents that are needed to form a complete fuel
cell system such as electronic components,
pumps and compressors, meters and sensors,
heat exchange equipment, enclosures, etc. but
not including the fuel cell stack itself.

CHP (combined heat and power) a form of
distributed generation (e.g., internal combus-
tion engine or fuel cell system) that produces
both electricity and heating energy at a local
site, e.g., at a building or industrial site.

Criteria air pollutants six common air pollutants
found all over the USA (ground level ozone,
carbonmonoxide, sulfur dioxide, particulatemat-
ter, lead, and nitrogen dioxide). These pollutants
can be harmful to human health and the environ-
ment and cause property damage. Fuel combus-
tion can be one source of criteria air pollutants.

Externalities in this context externalities refer to
criteria pollutants and CO2 that are produced
by a power generation source and whose net
health and environmental effects may not be
reflected in the cost of that generation source.

Life-cycle cost (LCC) model an LCC model for
a fuel cell system includes capital and installa-
tion costs, fuel and operations, stack replace-
ments, and end-of-life costs.

Life-cycle impact assessment (LCIA)
model an LCIA model provides an estimation
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of monetized health and greenhouse gas (GHG)
costs from avoided emissions of CO2 and
criteria pollutants during fuel cell system opera-
tion, in addition to conventional life-cycle costs.

Total cost of ownership the total costs of owning
and operating an energy system such as fuel cell
CHP system including capital and installation
costs, fuel costs, operating and maintenance
costs, and ancillary financial costs and benefits
such as carbon credits, avoided heating or cooling
equipment, valuation of externalities, and any
end-of-life equipment or material recovery costs.

FCS Fuel cell system.

Definition of the Subject

Fuel cells are an electrochemical technology that
are reaching the market in transportation and are a
growing market in stationary power systems for
backup power, primary power, combined heat and
power, and materials handling equipment.

The first part of this entry describes the
manufacturing cost reductions from PEM and
SOFC technologies that are estimated from
higher-volume fuel cell manufacturing from econ-
omies of scale and improvements in overall yield.

Fuel cells combined heat and power systems
have the capability to displace grid electricity and
on-site fuel combustion. In general CHP systems
can be used in industrial and commercial building
applications. This work focuses on FC CHP in
commercial building applications.

Depending on the building application and loca-
tion, the FCS can result in lower CO2 and criteria
emissions, and this can lead to better societal out-
comes in human health and the environment.

This second part of this entry describes the
treatment of total cost of ownership for fuel cell
systems illustrating the valuation of these exter-
nality benefits in different cities in the USA and
how they can reduce the TCO of these systems.

This entry highlights the importance of includ-
ing externalities in overall societal cost calcula-
tions in cleaner forms of energy supply systems
and should be included in policy discussions for
fuel cell systems that comprehend overall both
public and private costs and benefits.

Introduction

As the world moves toward a more carbon-
constrained economy, a better understanding of
the costs and benefits of “cleaner” technology
options such as fuel cells is critically needed as
industry and governments make research, devel-
opment, and deployment funding decisions and as
organizations and individuals make long-term
investment decisions. In addition to automotive
applications, fuel cell systems are also being con-
sidered for a range of stationary and specialty
transport applications due to their ability to pro-
vide reliable power with clean direct emissions.
Existing and emerging applications include pri-
mary and backup power, combined heat and
power [1], auxiliary power applications in ship-
ping and trucking, and material handling applica-
tions such as forklifts and palette trucks.

As an electrochemical energy-conversion pro-
cess, fuel cells have intrinsically higher efficiency
and much lower criteria pollutant emissions than
coal or gas combustion-based plants. Current fuel
cell applications range between automotive, resi-
dential, and commercial applications. Unlike
automotive applications, stationary applications
of the fuel cells are also less constrained to the
weight and size limitations of vehicles. Fuel cells
can serve as a reliable source of baseload power in
comparison to variable wind or solar photovoltaic
supply sources. If fuel cells become more widely
deployed, they could improve public health out-
comes due to the reduction air pollutants such as
SOx and fine particulate matter from traditional
coal-based power plants. Fuel cell systems can
also be used as distributed generation systems
with supplying power close to load, where they
avoid transmission line construction or line losses.
Natural gas supplied fuel cell systems result in
lower overall CO2 emissions than the average
US grid emissions.

Fuel cells offer a promising role in addressing
energy security and carbon emissions due to their
efficient energy conversion processes and clean
emission profiles in comparison with fossil
fuel combustion-based systems [2, 3]. In
particular, CHP fuel cell systems are potentially
attractive applications from both an economic and
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environment standpoint due to their ability to pro-
duce both power and useful heat on-site, thus
augmenting any additional heat needed to meet
heating demands [4]. Low-temperature polymer
electrolyte membrane (PEM) fuel cells and solid
oxide fuel cells (SOFC) are the primary fuel cell
technologies considered here. Solid oxide fuel cells
(SOFC) are ceramic-based electrolyte fuel cells that
operate between 600 �C and1000 �C. They are of
particular interest in the CHP applications due to
their high fuel-to-power conversion efficiency and
the high quality waste heat produced [5].

Despite the numerous advantages over con-
ventional and alternative power generation
sources, fuel cells are not yet manufactured in
high volumes. One main adoption barrier is
the high capital costs of fuel cells [6]. Over
the last decade, the Department of Energy
(DOE) has supported several cost analysis
studies for fuel cell systems for both automotive
[7–9] and nonautomotive systems [10–13]. Most
all of these studies primarily focus on the
manufacturing costs associated with fuel cell sys-
tem production.

This entry expands the scope and modeling
capability from existing direct manufacturing cost
modeling in order to quantify more fully the
broader economic benefits of fuel cell CHP systems
by taking into account life-cycle assessment, air
pollutant impacts, and policy incentives. TCO
modeling becomes important in a carbon-
constrained economy and in a context where health
and environmental impacts are increasingly valued.

From the perspective of the CHP system oper-
ator and owner, direct or private costs are associ-
ated with equipment costs, operations and
maintenance and fuel costs, end-of-life recycling,
and potential reduced costs for building operation.
The key point here is that private (or direct costs)
alone are not the full picture and that including
both private costs and public or societal costs
(e.g., health and environmental externalities and
carbon credits) using a total cost of ownership
framework provides a more complete assessment
of overall costs and benefits. This entry in turn
can be valuable input for a more comprehensive
formulation of environmentally friendly technol-
ogy deployment programs and policies (e.g.,

standards, incentives, education and training pro-
grams, etc.).

This entry addresses some key barriers to
greater deployment of stationary fuel cell sys-
tems (FCS): high capital and installation costs
with a failure to address reductions in external-
ized costs and the fact that potential policy and
incentive programs may not value fuel cell
(FC) total benefits. The model considers fuel
cell systems ranging from 10 to 250 kWe of net
electrical power for PEM and SOFC combined
heat and power (CHP) systems and various
annual production rates (100 to 50,000 systems
per year) to estimate the direct manufacturing
costs for key fuel cell stack components. Sensi-
tivity analysis is then performed to gain insight
into the impacts of manufacturing parameters on
fuel cell stack costs.

Fuel Cell Markets
Globally, fuel cell shipments have grown at 15%
by MW and 37% by unit per year from 2009 to
2014, led by the stationary sector which shipped
over 80% of the units in 2014 [14]. About two-
thirds of MW shipped in 2014 was in Asia, led by
Japan, with about 30% of total MW shipped to
North America. Solid oxide fuel cell (SOFC) MW
shipments have increased from 1.1MWin 2009 to
32.3MWin 2014 with molten-carbonate fuel cells
(MCFC) growing from 18 to 70 MW. Currently,
the transportation market is a very small fraction
of the overall fuel cell market, but that may shift if
fuel cell vehicles continue to be introduced and
are more widely adopted. Toyota introduced a fuel
cell passenger vehicle in November 2014 and
Honda in March 2016.

Conceptually, fuel cell markets can be thought
of as global markets. For example, fuel cell stack
produced for vehicles should be available for the
vehicles in a global market. Still, there are fuel cell
systems which are geared toward specific more
local markets. For example, Japan has shipped
more than 100,000 micro-CHP units domestically
since 2005 with an impressive overall learning
rate of 18% from 2005 to 2015 (Fig. 1, where
the learning rate is the empirical cost reduction
in system price for every doubling of overall pro-
duction volume) [15].
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Modeling Approach

Modeling the “total cost of ownership” (TCO) of
fuel cell systems involves considering capital
costs, fuel costs, operating costs, maintenance
costs, “end-of-life” valuation of recoverable
components and/or materials, valuation of exter-
nalities, and comparisons with a baseline or other
comparison scenarios. When externalities are
included in TCO analysis, both “private” and
“total social” costs can be considered to examine
the extent to which they diverge and there
are unpriced impacts of project implementation.
These divergences can create market imperfec-
tions that lead to suboptimal social outcomes
but in ways that are potentially correctible
with appropriate public policies (e.g., applying
prices to air and water discharges that create
pollution).

In this section the total cost of ownership
modeling framework as shown in Fig. 2 is briefly
described. More details on each component of the
TCO model are presented in subsequent sections
of this entry. The TCOmodel accepts assumptions
about the application/size of the fuel cell system,
annual manufacturing volume and year, the loca-
tion of operation, prices, policies, fuel inputs,
etc. The TCO model itself consists of three key
components:

1. A direct manufacturing cost model for direct
and indirect manufacturing costs (e.g., admin-
istrative costs)

2. A life-cycle cost (LCC) model which includes
capital and installation costs, fuel and
operations, stack replacements, and end-of-
life costs

3. A life-cycle impact assessment (LCIA) model
that provides an estimation of monetized health
and greenhouse gas (GHG) costs from avoided
emissions of CO2 and criteria pollutants

Key outputs of the model include system
manufacturing costs, levelized costs of power
and total direct costs per year for operation, and
TCO costs including broader social costs. Note
however that the intent and scope of this entry is
not an optimization of the fuel cell design or
CHP sizing for a given commercial application
but rather an illustration of the valuation of
externalities.

Direct Cost Modeling Approach for Stack
This section describes the direct manufacturing
cost model, which provides bottom-up costing of
fuel cell stack components. Some key aspects of
this modeling are shown in Fig. 3. The first step is
to define the fuel cell configuration and functional
specifications. Next, literature reviews and indus-
try inputs are used to obtain functional and oper-
ational stack and system parameters referred to
here as functional specifications. The system con-
figuration and functional specifications define the
system type, system size, key subsystems and
system components, FC stack features, and stack
and system performance specifications. These
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Fig. 1 Observed cost
reduction for Japan micro-
CHP system cost from 2005
to 2015 with a learning rate
of 18% [15]
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form the basis for direct manufacturing cost
modeling which includes capital costs, labor
costs, materials costs and consumables, scrap/
yield losses, and factory building costs subject to
global assumptions such as discount rate, inflation
rate, and tool lifetimes. Note that process model-
ing or optimization of the stack design from a
detailed thermodynamic and thermo-chemical
point of view is not the focus of this entry. Rather,
a “medium fidelity” design, based on feedback
from industry advisors, is used to be representa-
tive of actual fuel cell systems.

The bottom-up or design for manufacturing
and assembly (DFMA is a registered trademark
of Boothroyd Dewhurst, Inc. and is the combi-
nation of the design of manufacturing processes
and design of assembly processes for ease of
manufacturing and assembly and cost reduction.
It also refers to bottom-up cost modeling, and it
is that usage that is used here.) analysis includes
the following items shown in Fig. 3b for
direct manufacturing costs, global cost assump-
tions, and other non-product costs. For each
manufactured component, first a patent and liter-
ature search was done and industry advisor
input elicited, followed by selection of a base

manufacturing process flow based on these
inputs, an assessment of current industry tooling
and direction, and engineering judgment as to
which process flows can support high-volume
manufacturing in the future.

Balance of plant or nonfuel cell stack compo-
nents such as compressors, tubing, and power
electronics is largely assumed to be purchased
components, and stack components are largely
manufactured in-house, with carbon fiber paper
and Nafion® membrane, the key exceptions
for reasons as described below. Vertical integra-
tion is assumed for stack manufacturing, i.e.,
a fuel cell manufacturer is assumed to manufac-
ture all stack components as described below.
This assumption is geared toward the case
of high-volume production. At lower production
volume, some purchase of finished or partially
finished stack components may be cost
beneficial because at very low volumes, the
investment costs for vertical integration are
prohibitive and equipment utilization is
inefficient.

Overall manufacturing costs are then quoted
as the sum of all module or component
costs normalized to the overall production

Total Cost of Ownership (TCO) Model

Assumptions:
Application/ Size
Mfg Volume/Yr

Location (mfg, op)
Prices

Policies
Fuel input

Outages/Lifetimes

Manufacturing
Cost Model
System Design
Direct mfg costs
Indirect mfg costs

Lifecycle Cost Model
Capital/installation
Fuel and operations
Maintenance
Stack replacements
End of life

Life Cycle Impact Assessment Models
Monetized health and GHG impacts

Key Outputs:
1) System manufacturing costs and “factory gate” prices
2) Levelized costs ($/kWh), Total costs/year
3) Levelized costs with TCO credits

Fuel Cell Systems: Total Cost of Ownership, Fig. 2 Total cost of ownership modeling framework
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volume in kWe. Direct manufacturing costs are
quoted in cost per kWe of production and
are often quoted in cost per meter squared of
material for roll-to-roll goods such as GDL and
catalyst-coated membrane. Global costing
assumptions include discount rate, inflation
rate, tool lifetimes, and costs of energy (e.g.,
electricity and fuel). Direct manufacturing
costs are quoted as the sum of fuel cell stack
component manufacturing and balance of
plant components. A further corporate markup
will include nonmanufacturing costs such as
general and administrative, sales and marketing,
research and development costs, and profit
margin to determine the final “factory gate”
price to the customer. The installed price to
the customer will also need to take into
account installation costs and any other fees
(e.g., permits, inspections, insurance, service
contracts, etc.). Delivery/installation costs
for CHP systems are expected to be highly
site and project specific. The focus of this
entry is on direct manufacturing costs and does
not provide a detailed analysis for corporate
markups or installation costs.

Manufacturing Cost Analysis: Shared
Parameters
Shared parameters for the cost analysis are
summarized in this section, with manufacturing
cost shared parameters summarized in Table 1.
References are shown in the table and are a mix-
ture of general industry numbers (e.g., annual
operating days, inflation rate, tool lifetime)
together with fuel cell-specific industry assump-
tions (discount rate, web width, hourly wage).

An annualized cost of tool approach is
adopted from Haberl [16]. The annualized
cost equation and components are as follows:

Cy ¼ Cc þ Cr þ Coc þ Cp þ Cbr þ Ci

þ Cm � Cs � Cint � Cdep (1)

where
Cy is the total annualized cost
Cc is the capital/system cost (with interest)
Cr is the replacements or disposal cost
Coc is the operating costs (e.g., electricity)

excluding labor
Cp is the property tax cost
Cbr is the building or floor space cost

Direct Manufacturing Costs

Capital costs

Labor costs

Materials costs

Consumables

Scrap / yield losses

Factory costs

Global A sumptions

Discount rate, in�lation rate

Tool lifetimes

Costs of energy, etc.

Other Costs
R&D costs, G&A, sales, marketing

Product warranty costs

a b

System Design

Make/Buy Decisions

Mulit-level BOM

Rolled-Up Factory Cost

Step

System
definition

Manufacturing 
strategy

Detailed parts
lists and costs

Est. of final 
system cost 

Key Outcome

Identification of subsystems
and components

Differentiation between 
purchased and made 
components

Estimation of total system
“materials” costs, DFMA 
costing

Estimation of final factory
gate price incl. labor, G&A, 
and corporate costs + profit

Fuel Cell Systems: Total Cost of Ownership, Fig. 3 (a) Generalized roll-up steps for total system cost; (b) scope of
direct manufacturing costs for components produced in-house (Wei et al. [2])
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Ci is the tool insurance cost
Cm is the maintenance cost
Cs is the end-of-life salvage value
Cint is the deduction from income tax
Cdep is the deduction due to tool depreciation
In the current version of the model Cr, the

replacements or disposal cost and Ci, the tool
insurance cost, are assumed to be zero. No net
income for fuel cell manufacturers is assumed, as
is currently the case for PEM manufacturers
and thus income tax credits such as interest tax
credits do not factor into the calculations below.

Factory area is incorporated by incrementally
adding factory area to each specific process
module. In general, factory cost contributions are
found to be very small factors, especially as pro-
duction volumes exceed 1000 systems per year.

The cost analysis utilizes largely existing
manufacturing equipment technologies and
existing materials with key exceptions to be noted
(e.g., injection molding composite material for
bipolar plates). It does not assume new high-
speed manufacturing processes nor major fuel
cell technology advances such as much lower
cost catalysts or membranes, although the

manufacturing readiness of these technologies
applied to fuel cell-specific modules was not eval-
uated. This entry is thus a “potential cost reduction”
study for future costs with existing manufacturing
technologies and mostly existing materials, and
DOE cost targets for 2020 are used as a benchmark
comparison for the cost estimates here. This entry
assumes that higher overall volumes will drive
significant improvements in yield, but it is not a
market adoption or market penetration study and
therefore timelines will vary according to the
assumptions made for market adoption. Stationary
fuel cell systems may also benefit from growth in
the transportation sector and higher volumes
achieved for fuel cell components in that sector
over the next few years may reduce the cost of
components for stationary applications (e.g.,
GDL, membranes, metal plates, etc.).

PEM Balance of Plant Cost Analysis Approach
The general approach for balance of plant costing is
a cost of component costing analysis based on the
system designs shown below and using informa-
tion from existing fuel cell systems, industry advi-
sors, and various FCS specification sheets for data

Fuel Cell Systems: Total Cost of Ownership, Table 1 General manufacturing cost parameters [3]

Parameter Symbol Value Units Comments

Operating hours ths Varies Hours 8 h base shift; (2–3 shifts per day)

Annual operating days tdy 240 Days 52 weeks*5 days/week, 10 vacation days, 10 holidays

Avg. inflation rate j 0.023 US average for past 10 yearsa

Avg. mortgage rate jm 0.051 Trading economicsb

Discount rate jd 0.10

Energy inflation rate je 0.056 US average for last 3 yearsa

Income tax ii 0 No net income

Property tax ip 0.01035 US averagec

EOL salvage value keol 0.02 Assume 2% of end-of-life value

Tool lifetime Tt 15 Years Typical value in practice

Energy tax credits ITC 0 Dollars

Energy cost ce 0.10 $ kWhe�1 Typical US value

Floor space cost cfs 1291 $ m�2 US average for factoryd

Building depreciation jbr 0.031 US Department of Commercee

Building recovery Tbr 31 Years US Department of Commercee

Hourly labor cost clabor 30 $ hr�1 Hourly wage per worker
aForecast-Chart, http://www.forecast-chart.com/forecast-inflation-rate.html, 2015
bTrading Economics, http://www.tradingeconomics.com/united-states/mortgage-rate, 2015
cTax-rates.org, http://www.tax-rates.org/taxtables/property-tax-by-state, 2015
dRSMeans, http://learn.rsmeans.com/rsmeans/models/factory2/, 2017
eUS Department of Commerce, Bureau of Economic Analysis, https://www.bea.gov/, 2015
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sources. Balance of plant components as men-
tioned above is assumed to be primarily purchased
components.

Methods of determining the representative com-
ponents found in systemsmodels range from inspec-
tion of existing stationary fuel cell systems,
information gathered through surveys of industry
members, discussions and price quotes with compo-
nent vendors, and utilization of components used for
common but similar functions in other applications.

Life-Cycle Cost Modeling
Life-cycle cost modeling or use-phase modeling
is defined as the costs associated with the owner-
ship and operational phase of the fuel cell system
when it is functioning in the field as a CHP sys-
tem. For most stationary power applications, the
use-phase is the most demanding phase among
LCIA phases in terms of energy and cost and has
the greatest GHG impact among all phases
[2]. Figure 4 shows the sequence of steps in
developing the use-phase model. The current
use-phase model is developed for a CHP system
operating on reformate fuel produced from natural
gas input fuel, with the reforming process
assumed to be on-site. GHG emission analysis is
based on the emissions associated with the
reforming process and does not include fuel
extraction and transportation.

Figure 4 shows the life-cycle cost (or use-
phase) modeling elements for the example of a
50 kW PEM FC combined heat and power (CHP)
system. This model has four inputs: electricity
demand excluding cooling loads, electricity
demand for space cooling using traditional elec-
trically driven vapor compression air condi-
tioners, hot water heating demand, and space
heating demand as a function of time, as recorded
in daily load curves for 3 different days per month
(weekday, weekend, and peak day). These load
shapes are collected from an NREL modeling
simulation [17]. The operating mode of this sys-
tem will follow the total electricity load (sum of
“non-cooling electricity load” and “electricity for
cooling load”), so that the fuel cell system will
cover all of the electrical demand at any
time when total electricity demand is less than or
equal to 50 kWe; however, if the total demand

exceeds fuel cell capacity (i.e., total electricity
loads >50 kWe), then the system will cover the
50 kWe maximum level and the remaining will be
purchased directly from the grid. Similar logic is
used for heating demand. The costs of operation
of the fuel cell and the purchased grid electricity
and fuel for supplementary on-site heating can
then be calculated in addition to the greenhouse
gas (GHG) emissions associated with the fuel cell
operation and those from the electricity grid and
on-site combustion of any fuels.

In general, building types with relative high
fraction of heat loads relative to overall on-site
energy consumption are favorable to CHP
systems. In this entry small hotels in five
cities are used as building examples. Building
load shapes are drawn from five cities
representing different climate zones in the USA
(New York, Chicago, Minneapolis, Houston,
and Phoenix). Utility tariffs are drawn from the
OpenEI database (http://en.openei.org/wiki/Util
ity_Rate_Database) of national utility rates and
include electricity rates in $/kWh, demand
charges ($/kWe (max) per month), and other fixed
charges. Natural gas fuel prices are based on
the average state commercial price of gas from
2011 to 2014 for each location, since prices are
variable and a point estimate for prices may be
misleading.

Life-Cycle Impact Assessment Modeling
Figure 5 shows the elements of the life-cycle
impact assessment (LCIA) model to quantify
the environmental and human health impacts
and/or benefits attributable to the use of fuel
cell systems in commercial buildings. The
model provides spatial resolution at the state
level for electricity generation impacts and at
the county level for on-site fuel consumption.
The motivation for the development and appli-
cation of this model is the need to assess the cost
of health and environmental externalities associ-
ated with fuel cells. The use of fuel cells can
impose impacts that arise from the manufactur-
ing of the cells, the extraction of raw materials
for manufacturing, fuel cell operation, and the
production of energy for manufacturing, trans-
portation, and servicing of the cell [18]. The
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impact assessment characterizes the use-phase
of the fuel cell system. The use of on-site fuel
cells will also offset the production of electricity
in the region where the cells supply power. Fuel
cell-based CHP can also offset on-site criteria
pollutant emissions due to the combustion
of heating fuel. This offset or net change in
emissions can have health benefits that will
depend on the sources of electricity in a region
and the impacts associated with that electricity
production.

Commercial building surveys [19] are used to
estimate the mix of heating fuel types by region
that is displaced by the FCS. Externalities to be
valued include morbidity, mortality, impaired vis-
ibility, recreational disruptions, material damages,
agricultural and timber damages, and global
warming.

In this approach, a fuel cell system in a given
building displaces some fraction of building elec-
tricity demand that otherwise would be purchased
from the grid and some fraction of heating
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Fuel Cell Systems: Total Cost of Ownership, Fig. 4 Fuel cell system life-cycle cost modeling for a combined heat and
power fuel cell system [2]
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demand fuel, as described in the LCC modeling
section above. From this, the displaced heating
fuels and displaced grid power are computed,
and together with the criteria emission factors
of the grid, heating fuels and the FCS, the net
change in pollutant emissions is derived. Valua-
tion of health and environmental externalities
for grid-based electricity and on-site fuel
consumption are calculated according to the
input parameters in Table 2. Total damages or
externality damages for each criteria pollutant
from grid electricity, on-site heating fuel from
conventional heating, and the fuel cell system
are then given by

Health and environmental externality valuation

for pollutant i
$

MWh

� �
from grid electricity

¼ MEFi
�MBAi ¼ Ton of pollutant i

MWh elð Þ
� $

Ton of pollutant i

(2)

Health and environmental externality

valuation for pollutant i
$

MWh

� �

from heating fuel ¼ MEFi
�
MBAi

¼ Ton of pollutant i

MWh thermalð Þ
�

$

Ton of pollutant i
(3)

Health and environmental externality valuation

for pollutant i
$

MWh

� �
from fuel cell system

¼ MEFi
�
MBAi

¼ Ton of pollutant i

MWh elð Þ
�

$

Ton of pollutant i

(4)

where MEF is the marginal emission factor,
MBA is the marginal benefit of abatement,
MWh is the quantity of electricity production
or thermal energy from heating fuel in units of
MWh, and the assumed emission factors and
spatial regime and temporal regimes are defined
as in Table 2. The externality valuations above
can be interpreted as the savings to society per
every unit of energy avoided from each respec-
tive source (the grid, heating fuel, or the fuel cell
system). Note that electricity emissions are
assumed to be stack-height level, i.e., above
ground level for air-mixing purposes, and that
the spatial regimes varies across the four fac-
tors. Electricity MEFs are taken from eGRID
subregional factors (eGRID 2015), electricity
and fuel MBAs are given by the AP2 model
[20], and fuel MEFs are given by the EIA and

Fuel Cell Systems: Total Cost of Ownership, Table 2 LCIA impact assessment calculations assumptions. LCIA
modeling for health/environmental valuation includes both displaced electricity and displaced on-site fuel

Type Item Units
Assumed source
of emissions

Spatial
regime

Temporal
regime Reference

Electricity from grid MEF Tons/
MWh

Stack-height level eGRID
subregions

Annual [21]

MBA $/ton Stack-height level State level Annual [20]

Fuel for
conventional
heating

MEF Tons/
MWh

Ground level Site level Annual [22, 23], various

MBA $/ton Ground level County
level

Annual [20]

Electricity from fuel
cell system

MEF Tons/
MWh

Ground level Site level Annual Various, FCS
technology-dependent

MBA $/ton Ground level County
level

Annual [20]

MEF marginal emission factor, MBA marginal benefit of abatement
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various sources for fuel combustion equipment.
The net externalities valuation (or savings) of

the FCS can then be estimated using the net
change in criteria pollutants as below:

Net health and environmental externality savings for pollutant i from FCS
¼ DGWh grid electricityð Þ� Valuation of grid electricity

þDGWh heating fuel thermal energyð Þ� Valuation of heating fuel

� Valuation from FCS

(5)

where DGWh (grid electricity) electricity and
DGWh (heating fuel thermal energy) are the sav-
ings in grid electricity and heating fuel,
respectively.

This approach provides a greater degree of
spatial resolution compared to taking national
averages for MBA values, and a comparison of
this treatment versus the use of national averages
will be addressed in future work.

Electricity and Fuel Emission Factors
In this entry, stationary fuel cells provide electric-
ity and heat to commercial buildings in different
cities in the USA. Electricity from fuel cells dis-
places energy and emissions from local electricity
grids, comprised of conventional and renewable
generators. Over long periods of time (on the
order of decades), a large reduction in demand
for grid electricity may lead to the retirement of
conventional generators. Only short-term dis-
placement is considered and measured using
regional marginal emission factors. Marginal
emission factors (MEFs) express the avoided car-
bon dioxide (CO2-eq), sulfur dioxide (SO2), and
nitrogen oxides (NOx), emissions from displaced
marginal generators. It is difficult to know exactly
which generators are operating at the margin, but
the set of generators that will be deployed to meet
electricity demand during high-demand periods
(commonly called peaker plants) can be estimated
using dispatch models and historical regressions.
Subregional non-baseload emission factors from
eGRID (2015) [21] are used for CO2 (Fig. 6) and
criteria emission factors. A second set of estimates
based on historical regressions is provided for
comparison [24]. Note that there is more than a
factor of two between regional CO2 non-baseload
emission rates indicating the high range of

emission factors that exist on the US grid
depending on region.

The approach here is to use MEFs for green-
house gases (GHG) (CO2, CH4, and N2O), NOx,
and SOx. MEFs for direct particulate matter emis-
sions (PM10 and PM2.5) are not included since a
dominant portion of PM from electricity genera-
tion comes from reactions of SOx and NOx in the
atmosphere. Subregional MEFs for grid-based
electricity are shown in Table 3. MEFs for
on-site combusted fuels are also shown [22,
23]. Commercial building surveys [19] were uti-
lized to estimate the mix of heating fuel types by
region that is displaced by the FCS.

AP2 Damage Factors
The benefit of reducing emissions through FCS
adoption can be monetized using conversion fac-
tors that express marginal benefit of abatement.
These factors estimate the damage that a unit of
emitted pollutant will cause if released in a spe-
cific location, thus explaining their alternative
name “damage factors”.

In this entry, a set of damage factors are
described and applied in the Air Pollution Emis-
sion Experiments and Policy (APEEP) analysis
model and its revised version (AP2). Alternatively
other studies could be used for damage factors as
discussed in a recent dissertation [54].

AP2 monetizes human health and environmen-
tal damages associated with SO2, volatile organic
compounds (VOC), NOX, ammonia (NH3), fine
particulate PM2.5, and coarse particulate PM10

emissions from power plants (The subscript on
PM indicates the greatest particle diameter in
micrometers that is captured in the particle mea-
surement.) [22] and ground level sources. The
idea in APEEP and AP2 is to introduce an
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additional metric ton of pollutant from a specific
source and determine the change in national dam-
ages. This process is repeated for each pollutant
type at about 10,000 sources, generating a set of

marginal damages that are more reliable than an
approach based on national averages. Atmo-
spheric chemistry models and air transport models
were used to estimate downwind primary and
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secondary pollution doses. For example, SO2

forms PM2.5 (sulfate), and NO is converted to
NO2, which reacts with VOC to form ozone (O3)
and PM2.5 (nitrate). Once the emissions and the
resulting pollutants are calculated, human expo-
sures are estimated from a database of county-
level receptor populations (humans, materials,
crops, timber, etc.). Damage factors were calcu-
lated for “ground level”: (less than 250 m off the
ground), “medium high” (<500 m), and “tall-
smoke stack” sources (>500 m). Concentration-
response models are used to convert exposure to
physical responses such as morbidity, mortality,
visibility impairment, reduced recreation, lower
agricultural and timber yields, and material deg-
radation. Finally, economic models convert these
physical responses to dollar values. In this entry,
the value of a statistical life is assumed to be $6
million and a social discount rate of 3% is
assumed [20]. The implication of these values is
that morbidity and mortality are valued more
when they occur in younger people than in older
people. The total damage from a pollutant emis-
sion from a given source is estimated by multiply-
ing the pollutant damage factor with the mass of
emitted pollutant. Given the multiple sources of
uncertainty in this type of modeling, there is gen-
erally a wide range of estimates of health and
environmental damages. The scope of this entry
does not include a detailed uncertainty analysis of
externality damages nor a comparison of outputs
of AP2 and other models (see, e.g., [25]).

Marginal benefit of abatement or damage fac-
tors are shown in Tables 4 and 5 for ground level
and stack-height level emissions, respectively, for
the regions of the USA studied.

Emissions from Fuel Cells
Direct emission factors reported in recent litera-
ture on fuel cells allowed us to determine reason-
able EF for CO2, CH4, N2O, CO, NOX, SOX,
PM10, and VOC (Table 6). PEM values are
based on Colella [26], and SOFC values are
from NETL [27] and [1].

Fuel cell emissions are modeled as ground level
emissions and were converted to damages using
AP2 county ground level damage factors. CO2,
CH4, and N2O are converted to CO2eq using
100-year GWP factors of 1, 21, and 310, respec-
tively (http://www.ipcc.ch/publications_and_data/
ar4/wg1/en/ch2s2-10-2.html, accessed September
25, 2009).

The total masses of emissions emitted from the
fuel cell over a year are calculated by multiplying
each EF by the power (P) provided by the fuel cell
in our scenarios. Emissions from the fuel cell are
modeled as ground level emissions and are
converted to damages using AP2 county-specific
ground level conversion factors shown in Table 4.

Greenhouse gas emissions were converted to
CO2eq using a 100-year global warming potential
and monetized by assuming a social cost of car-
bon (SCC), of $44/tCO2eq. Values for the social
cost of carbon have been compiled by the

Fuel Cell Systems: Total Cost of Ownership,
Table 3 Regional marginal emission factors for electric-
ity and emission factors for heating fuels. All emission

factors are from eGRID [21] except for CO2 emissions
from Siler Evans [24] (note that kWh are used as heating
fuel units here for natural gas, fuel oil, and propane)

tCO2/kWh
tCO2/kWh
[24] tCH4/kWh tN2O/kWh tNOx/kWh tSOx/kWh

Electricity (Chicago) 8.13E-04 7.31E-04 7.5E-07 2.6E-06

Electricity (Houston) 5.81E-04 5.27E-04 3.3E-07 9.23E-07

Electricity (Minneapolis) 8.92E-04 8.34E-04 1.15E-06 2.23E-06

Electricity (New York City) 4.91E-04 4.89E-04 2.87E-07 1.23E-08

Electricity (Phoenix) 5.61E-04 4.86E-04 4.69E-07 1.48E-07

Electricity (San Diego) 4.62E-04 4.86E-04 1.6E-07 1.27E-07

Natural gas 1.81E-04 1.71E-08 3.41E-10 1.51E-07 9.21E-10

Fuel oil 2.50E-04 1.02E-08 2.05E-09 3.44E-07 1.73E-06

Propane 2.10E-04 6.82E-12 3.41E-10
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Interagency Working Group on Social Cost of
Carbon [28], for use in regulatory analysis. As a
base value for additional examination, an interme-
diate value of $37/tCO2 ($2007) is used and
adjusted for inflation to get ~$44/tCO2 as an
approximate value of the current social cost of
carbon.

Emission Factor Projections with Proposed Clean
Power Plan
The analysis described above provides a snap-
shot in time of the health and environmental
impacts of a fuel cell CHP system for a
given year, e.g., for eGRID emission factors
for 2012, the most recent year available
from the EPA. Of course, the electricity grid is
not a static entity in terms of its generation port-
folio and emission factors. The proposed EPA
Clean Power Plan (The CPP is still being

reviewed in US Court of Appeals but is assumed
to be enacted for the purposes of this study.
It is unclear at the time of this writing if the
CPP will be rolled back in scope or replaced
with new legislation. As of April 28, 2017, “the
US Court of Appeals for the District of Columbia
Circuit this morning granted the White House’s
request for pause in litigation on the Clean Power
Plan, holding the case in abeyance for 60 days.”
(http://www.utilitydive.com/news/dc-circuit-halts-
clean-power-plan-case-in-win-for-trump/441554/,
accessedMay 29, 2017).) (CPP) to 2030 if enacted
would result in a cleaner grid electricity than that of
2012 [29] and would reduce the health and envi-
ronmental benefits from fuel cell CHP. The CPP
improve emissions from existing coal plants and
shift from coal to natural gas and build more
renewable sources of electricity. The key objective
here is to try to estimate the impact that

Fuel Cell Systems: Total Cost of Ownership,
Table 5 Marginal benefit of abatement for stack-height
level emissions in dollars per ton (in 2014 dollars) for the

six states in this study (point sources with height >250 m
and <500 m and statistical life value of $6 million) [20]

State

Ammonia
Nitrogen
oxides

Sulfur
dioxide

Volatile organic
compounds

Particulate
matter

Particulate
matter

$/ton
NH3 $/ton NOx $/ton SO2 $/ton VOC $/ton PM2.5 $/ton PM10

Arizona 2642 4989 11,142 1250 13,208 469

California 12,462 4005 24,704 3490 37,052 1689

Illinois 5977 9052 27,370 3531 36,767 1213

Minnesota 3090 8252 23,669 2256 23,516 853

New York 42,470 3155 23,705 5792 61,371 2024

Texas 1976 6120 10,448 1621 17,020 594

Fuel Cell Systems: Total Cost of Ownership, Table 4 Marginal benefit of abatement for ground level emissions in
dollars per metric ton for the six counties in this study (in 2014 dollars). Statistical life value of $6 million is assumed [20]

City County State

Ammonia
Nitrogen
oxides

Sulfur
dioxide

Volatile Organic
compounds

Particulate
matter

Particulate
matter

$/ton
NH3

$/ton
NOx

$/ton
SO2 $/ton VOC

$/ton
PM2.5 $/ton PM10

Chicago Cook IL 10,497 90,199 169,705 44,959 471,416 18,335

Houston Harris TX 11,526 5695 27,349 5151 53,952 5679

Minneapolis Hennepin MN 3808 70,544 122,325 30,186 316,990 13,771

New York New York NY 102,744 33,935 166,045 71,370 765,320 30,403

Phoenix Maricopa AZ 4254 23,003 39,007 10,256 109,293 3005

San Diego San
Diego

CA 16,948 62,821 330,921 32,929 350,036 13,313
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these changes to the electricity grid would have on
the externality benefits of fuel cell CHP.

Table 7 shows estimated CPP impacts to grid
electricity carbon intensity and criteria emission
intensity. Demands from the AEO2015 base
case for 2025 are extrapolated to 2030 and
assume a nominal 7% demand reduction from
energy efficiency to 2030 demands from the
Clean Power Plan in all regions per [30]. CO2

reductions are taken from mass-based reduction
targets in the Clean Power Plan. Note that
the regulations for CO2, SO2, and NOx emissions
are not the same. The Clean Power Plan
regulates CO2, and this impacts SO2 and

NOX; but SO2 and NOX have existing regula-
tions with a base emission reduction in tons
of 70% and 25%, respectively, in 2025 from
2012 (Mercury and Air Toxics Standards or
MATS). Here, it is assumed that the same
percentage reduction in MEF from the CPP as
the estimated percent reduction in AEF from
CPP. For regions where gas is already on the
margin, this may be an overestimate, but for
regions for which coal is currently on the margin,
this may be an underestimate in the percentage
reduction.

Levelized Cost of Electricity with Total Cost of
Ownership Credits
Figure 7 illustrates the conceptual approach used
to compare the case of fuel cell CHP total cost of
ownership with a reference case of no FCS, grid-
based electricity, and conventional heating
equipment. A fuel cell CHP system will typically
increase the cost of electricity but provide
some savings by offsetting heating energy
requirements. The cost of fuel cell electricity in
this case is taken to be the “levelized cost
of electricity” (LCOE) or the levelized cost in
$/kWh for the fuel cell system taking into
account capital costs, operations and mainte-
nance (O&M), fuel, and capital replacement
costs (inverter, stack replacement, etc.) only. In

Fuel Cell Systems: Total Cost of Ownership,
Table 6 Fuel cell emission factors in metric tons per
kWh for a PEMFCCHP systemwith reformate and natural
gas fuel input

Pollutant

Emissions in tons/
kWhe
PEM

Emissions in tons/
kWhe
SOFC

CO2 5.43E-04 3.4E-04

NOx 7.5-09 Negligible

SOx Negligible Negligible

PM10 Negligible Negligible

VOC Negligible Negligible

CH4 5.6E-07 5.6E-07

CO 1.9E-08 Negligible

N2O 6.5E-08 6.5E-08

Fuel Cell Systems: Total Cost of Ownership, Table 7 Estimated Clean Power Plan impacts for six representative
regions

kg/MWH kg/MWh
% Reduction 2030
from 2012

City eGRID
subregion

eGRID for 2012 2030 Projection with
Clean Power Plan

CO2
AEF
eGRID

SO2
AEF
eGRID

NOx
AEF
eGRID

CO2
AEF

SO2
AEF

NOx
AEF

CO2 SO2 NOx

Minneapolis MROW 646 1.33 0.73 489 0.25 0.45 24% 81% 38%

NYC NYCW 316 0.03 0.15 322 0 0.05 -2% 97% 64%

Chicago RFCW 626 1.54 0.55 510 0.4 0.34 19% 74% 37%

Houston ERCT 518 0.87 0.28 440 0.09 0.11 15% 90% 61%

Phoenix AZNM 523 0.2 0.59 459 0.07 0.3 12% 64% 50%

San Diego CAMX 295 0.09 0.15 259 0.03 0.08 12% 62% 46%

Average 13% 78% 49%
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this entry, in addition to crediting the heating fuel
savings to the LCOEFC, carbon credits from net
system savings of CO2eq and net avoided envi-
ronmental and health-based externalities are
credited to the fuel cell system cost of electricity.
The resultant quantity is the “cost of electricity
with total cost of ownership credits or savings.”
This allows comparison of fuel cell cost of elec-
tricity with TCO credits to the reference grid
electricity cost ($/kWh).

More specifically, this comparison is described
by the equations below. For a representative com-
mercial building (e.g., hotel, hospital, college dor-
mitory), the “no fuel cell system” case has an
overall cost of electricity as follows:

Cost of electricity
$

kWh

� �

¼ Annual energy costþ Annual demand chargesþ Other Charges

Total electricity consumption kWhð Þ
(6)

where the energy cost is the cost of electricity
(as charged per kWh consumption) and demand

charges are charges incurred based on the peak
load in kW per month and any other fixed
annual charges incurred by the rate plan
(e.g., for meters, public goods fees, etc.). The
building electricity bill will be determined
by the particular tariff structure local to the
building’s geographical location. Any on-site
fuel costs for building heating such as on-site
boilers, water heaters, or furnaces are tracked
separately.

In comparison, the fuel cell CHP system has
the following costs:

Cost of electricity
$

kWh

� �

¼ f � Cost of FC electricity

þ 1� fð Þ� Cost of electricity from grid

(7)

where the cost of electricity consists of the
levelized cost of electricity provided by the fuel
cell system (LCOEFC) times the fraction f of
electricity consumption provided by the fuel

Grid electricity
cost

Fuel cell electricity
cost

Heating cost
without FCS

Heating cost
with FCS

Grid electricity
cost

Fuel cell electricity cost
with TCO credits

Fuel Cell Systems: Total
Cost of Ownership,
Fig. 7 Cost of energy
service for fuel cell CHP
and conventional electricity
and heating systems. A fuel
cell CHP system will
typically increase the
levelized cost of electricity
(upper left two bars). But if
waste heat is utilized, the
cost of heating is reduced
(upper right two bars). In
this treatment, all
nonelectricity credits
(heating fuel savings,
carbon credits, societal
health, and environmental
benefits) are applied to an
LCOE with TCO credits or
a “total cost of electricity”
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cell and any cost of electricity that is purchased
from the grid if the fuel cell-provided electricity

is not sufficient to meet all the electricity
demands from the building:

Cost of FC Electricity
$

kWh

� �

¼ LCOEFC ¼ Installed Cost�CRFþ Annual Maintenance þ Annual Fuel Costs

Total electricity provided by FCS kWh½ � (8)

Cost of electricity from grid
$

kWh

� �

¼ Annual energy costþ Annual demand chargesþ Other Charges

Total electricity consumption� Electricity provided by FCSð Þ kWh½ �
(9)

and

CRF ¼ Capital Recovery Factor

¼ i 1þ ið Þn
1þ ið Þn � 1

� �
(10)

The levelized cost of electricity with TCO
credits is then defined as follows:

LCOE with TCO Credits

¼ f � LCOEFC with TCO Credits

þ 1� fð Þ� Cost of electricty from grid

(11)

where

LCOEFC with TCO Credits

¼ LCOEFC � TCO Credits (12)

TCO Credits
$

kWh

� �

¼ Fuel Savingsþ Savings from CO2 þ Savings from Health and Environmentð ÞAnnual
Electricity provided by FCS kWhð Þ

(13)

The method for calculating the savings from
health and environmental externalities was
discussed above. This approach allocates any fuel
savings, savings fromCO2 reductions, and savings
from health and environmental externalities to the
LCOE of the fuel cell, and the total LCOE with
TCO credits is defined as in Eqs. 11 and 12.

In the discussion below, capital costs are
drawn from the modeled costs below assuming
low-volume production of 100 units per year
for 10 kWe and 50 kWe FCS or 1 MWe and 5

annual production, respectively. The LCOE of
FC power in this definition includes all of the
fuel purchased for FCS operation, but none of the
fuel purchased for conventional heating that aug-
ments the FCS waste heat utilization.

Other studies have looked at health and envi-
ronmental benefits of solar and wind [31] where
renewable electricity displaces grid electricity.
This entry considers CHP which displaces both
grid electricity and on-site fuel combustion for
heating.
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Fuel Cell System Designs and Functional
Specifications

PEM Functional Requirements and System
Designs
PEM FC system designs and functional specifica-
tions have been developed for a range of systems
sizes including (1) CHP systems with reformate
fuel from 10 to 250 kWe. These choices are based
upon a search of relevant fuel cell literature and
patents, industry system spec sheets, as well as
industry advisor input.

The choice of these system designs and func-
tional specifications defines the operational
parameters for each respective fuel cell system
and defines the system components or balance of
plant (BOP) that will be the basis for cost
estimates. Functional requirements for the stack
further define the stack geometries and stack
sizing (number of cells per stack) for the
DFMA direct manufacturing cost analysis
below. The functional specifications also refer
to the rated power of the system. Operating at
partial load would result in slightly higher effi-
ciency across most of the turndown ratio of the
system.

System designs are meant to be “medium fidel-
ity” designs that are representative of actual fuel
cell systems to provide the basis for the costing
estimates that are the main focus of this entry. As
such, this treatment is not scoped with process
modeling or optimization of the system design in
terms of detailed pressure management, flow
rates, or detailed thermal balances. However, the
designs are a reasonable starting points for costing
based on feedback from industry advisors and for
showing key system components, subsystems,
and interconnections that are important for under-
standing system “topography” for analysis and
costing purposes.

The systems represented in this entry reflect the
authors’ best assessment of existing or planned
systems but do not necessarily capture all system
components with exact fidelity to existing physi-
cal systems, and hence there does not necessarily
exist a physical system that is exactly the same as
that described here.

PEM System and Component Lifetimes
System and component lifetime assumptions are
shown in Table 8 for CHP applications, respec-
tively. These specifications are shared across the
system power range for each application. In the
application of TCO to a CHP system, overall
system life is assumed to be approximately
15 years currently and anticipated to increase to
20 years in the future (2015–2020 time frame).
Stack life is 20,000 h in the near term and pro-
jected to double to 40,000 h per industry and DOE
targets. Subsystem component lifetimes vary from
5 to 10 years, with somewhat longer lifetimes
expected in the future compared with the present.

The system turndown ratiois defined as the
ratio of the system peak power to its lowest prac-
tical operating point (e.g., running at 33 kWe on a
100 kWe system is a turndown ratio of 3:1). The
stack cooling strategy for all CHP systems is
assumed to be liquid water circulation, consistent
with CHP system duty cycles and stack lifetime
requirements.

PEM CHP System Designs
A representative system design for an PEM fuel
cell CHP systems operating on reformate fuel is
shown in Fig. 8. Delineation into subsystems is

Fuel Cell Systems: Total Cost of Ownership,
Table 8 CHP application common specifications [2]

CHP
application –
PEM

Near-
term

Future
(2015–2020) Units

System life 15 20 Years

Stack life 20,000 40,000 Hours

Reformer life
(if app.)

5 10 Years

Compressor/
blower life

7.5 10 Years

Water
management
subsystem life

7.5 10 Years

Battery/startup
system life

7.5 10 Years

Turndown ratio 3:1 3:1 Ratio

Expected
availability

96 98 Percent

Stack cooling
strategy

Liquid Liquid Cooling

44 Fuel Cell Systems: Total Cost of Ownership



provided for modularity of design and also to
facilitate the tracking and classification of balance
of plant components and costing. The CHP sys-
tems are subdivided further into subsystems as
follows: (1) fuel cell stack, (2) fuel supply system,
(3) air supply, (4) water makeup loop, (5) coolant
system, (6) power conditioning, (7) controls and
meters, and (8) ventilation air supply.

To improve fuel utilization, the CHP system
with reformate fuel has a fuel burner to utilize
anode tail gas fuel and also includes an air slip
input (approximately 2% concentration) for
greater CO tolerance. Note that in some cases
where there is not a steady demand for waste
heat, there may need to be additional parasitic
fans and radiators to dissipate the waste heat.

PEM CHP Functional Specifications
Functional specifications for the 10 kWe and
100 CHP systems with reformate fuel are shown
in Table 9. These functional specifications were
developed based on a variety of industry sources,
publically available product specifications,
and literature review and include calculated

parameters for stack and system efficiencies for
an “internally consistent” set of reference values.
A detailed description of the functional specifica-
tion focused on the 10 kWe and 100 system sizes
follows below.

The determination of gross system power reflects
about 28% overall parasitic power at 10 kWe and
about 24% at 100 kWe, including losses through the
inverter. DC to AC inverter efficiency is assumed to
be 93% and constant across the system power
ranges. Additional parasitic losses are from com-
pressors, blowers, and other parasitic loads and are
assumed to be direct DC power losses from the fuel
cell stack output power.

The waste heat grade from the coolant system
is taken to be 65 �C for all system sizes although a
range of other temperatures are possible, mostly
over the range of 50–70 �C. The heat exchanger
configuration can also depend on the demand
temperatures for the heating streams, and the
exact cooling and heating loops will be location
and system specific. In the use-phase cost
model described later in the report, hot water is
generated as the main waste heat application with

Fuel

H2O
Coolant
Power

Air

Inverter/
Conditioning

Coolant Pumps

Clean syn-gas 

Air Humidif.

Anode
Electrolyte

Cathode

Air Filter

Reactant Air
Supply

Exhaust Air

Blower

H2O
Makeup

Exhaust H2O

Subsystem A

Subsystem C

Subsystem D

Subsystem E

Subsystem F

Controls/Meters
Subsystem G

H2O Pump

Thermal Host

Vent Air
Supply

Blower

Subsystem H

Reformer
+ WGS

Nat. Gas
Supply

Pre-treat

Clean-up

Subsystem B

Air slip

Burner

4 kW
Gross stack

power 124kW

65 °C

Fuel Cell Systems: Total Cost of Ownership, Fig. 8 System design for 100 kWe PEM CHP system using reformate
fuel [2]
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enhancement to space heating as an additional
possibility. In the reformate fuel case, additional
waste heat streams from the anode and cathode
exhaust can be routed to the fuel processor reactor
burner.

Overall fuel utilization is assumed to be up to
95% for reformate fuel systems with a “single
pass” fuel utilization of 80%. This assumes that
there is a fuel afterburner in the reformate case.

At the reference cell voltage of 0.7 volts, the
net electrical efficiency is 32–33% (LHV) for the
reformate systems. These overall electrical effi-
ciency levels are similar to those reported in the
literature (e.g., see [32]). Fuel reformer efficiency
is estimated to be 75%.

The total overall efficiency of 81–83% is
viewed as a benchmark value for the case where
a large reservoir of heat demand exists and repre-
sents the maximal total efficiency of the system.
Actual waste heat utilization and total efficiency
will be highly dependent on the site and heating
demands. For example, a smaller overall heat
efficiency can result if waste heat utilization is
confined to building water heating and the build-
ing has a relatively low demand for hot water.

There is a well-documented tradeoff of peak
power and efficiency. The functional specifications
are defined for operation at full-rated power. Mov-
ing away from the peak power point to lower
current density, the cell voltage increases and thus
the stack efficiency improves. Partial load opera-
tion has higher efficiency but less power output.
For the PEM technology considered here, the sys-
tem is assumed to be load following, or capable of

Fuel Cell Systems: Total Cost of Ownership,
Table 9 Functional specifications for CHP fuel cell sys-
tem operating on reformate fuel [2]

Parameter

CHP system
with
reformate
fuel, 10 kWe

CHP system
with
reformate
fuel,
100 kWe Unit

Gross
system
power

12.8 124 kWe

Net system
power

10 100 kWe

Electrical
output

480 VAC 480 VAC Volts
AC or
DC

DC/AC
inverter
efficiency

93 93 %

Waste heat
grade

65 65 Temp.
�C

Reformer
efficiency

75 75 %

Fuel
utilization,
overall

90–95 90–95 %

Net
electrical
efficiency

32 33 % LHV

Thermal
efficiency

49 50 % LHV

Total
efficiency

81 83 Elect. +
thermal
(%)

Stack
power

12.8 9.5 kWe

Total plate
area

360 360 cm2

CCM
coated area

259 259 cm2

Single-cell
active area

220 220 cm2

Gross cell
inactive
area

39 39 %

Cell amps 111 111 A

Current
density

0.5 0.51 A/cm2

Reference
voltage

0.7 0.7 V

Power
density

0.35 0.35 W/cm2

Single-cell
power

77.8 77.9 W

(continued)

Fuel Cell Systems: Total Cost of Ownership, Table 9
(continued)

Parameter

CHP system
with
reformate
fuel, 10 kWe

CHP system
with
reformate
fuel,
100 kWe Unit

Cells per
stack

164 122 Cells

Stacks per
system

1 13 Stacks

Parasitic
loss

2 16 kWe
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ramping its power level up and down to follow
electrical demand (to the turndown limit described
in Table 8). This system flexibility is an advantage
for PEM over higher temperature fuel cell systems
and will be included in the use-phase modeling
described later in the report.

PEM Cell Stack Sizing
Total fuel cell plate area is taken to be 363 cm2

based on inferences and interpretation of publically
available industry spec sheets (All functional spec-
ifications (e.g., gross and net system power, cell
sizes, stack current density, etc.) are based on infer-
ences and interpretations of publically available
data, patents, and literature by members of the
research team from LBNL and UC-Berkeley and
should not be interpreted as actual product data
from any other fuel cell stacks or component ven-
dors.). Catalyst-coated membrane area is about
72% of this area due to plate border regions and
manifold openings. Single-cell active area has an
additional 15% area loss. As described further in
the DFMA costing section below, this is due to the
overlap and alignment area loss associated with the
frame sealing process. The tradeoff here is a longer
anticipated frame lifetime (20,000 h) and higher
reliability from this frame sealing process for con-
tinuous power applications versus the lower area
loss with an alternative edge sealing process.

SOFC System and Component Lifetimes
System and component lifetime assumptions for
SOFC CHP systems are shown in Table 10. These
specifications are shared across the system power

range for each application. Overall system life is
assumed to be approximately 15 years currently
and anticipated to increase to 20 years in the future
(2015–2020 time frame). Stack life is assumed to
be 20,000 h in the near term and projected to
double to 40,000 h per industry and DOE targets.
Subsystem component lifetimes are assumed to
vary from 5 to 10 years, with longer lifetimes
around 20 years expected in the future. Direct air
and off-gas cooling strategy is utilized for stack
cooling for cost savings and BOP design
specifications.

System Design and Functional Specifications
for SOFC CHP Systems
System designs for both a SOFC CHP operating
on reformate fuel will be discussed in this section.
System design rationale and operations will be
discussed in greater detail.

Figure 9 shows the system design for a SOFC
CHP system operating on reformate fuel. Delin-
eation into subsystems is provided for modularity
of design and also to facilitate the tracking and
classification of balance of plant components and
costing. Similar to the PEM case above, the CHP
systems are subdivided further into subsystems as
follows: (1) fuel cell stack, (2) fuel supply system,
(3) water recirculation, (4) power conditioning,
(5) coolant subsystem, and (6) controls and
meters.

Functional specifications for the 10 and
50 kWe CHP systems with reformate fuel are
shown in Table 11. These functional specifica-
tions were developed based on a variety of

Fuel Cell Systems: Total Cost of Ownership, Table 10 Specifications and assumptions for SOFC CHP system [3]

CHP application – SOFC Near-term Future

System life 15 20 Years

Stack life 20,000 40,000 Hours

Reformer life (if app.) 5 10 Years

Compressor/blower life 7.5 10 Years

Water management subsystem life 7.5 10 Years

Battery/start-up system life 7.5 10 Years

Turndown % (>50 kW) 0 25 Percent

Turndown % (<50 kW) 25 50 Percent

Expected availability 96 98 Percent

Stack cooling strategy Air + off-gas Air + off-gas Cooling
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industry sources and literature and include calcu-
lated parameters for stack and system efficiencies
for an “internally consistent” set of reference
values. A detailed description of the functional
specification focused on the 10 and 50 kWe sys-
tem sizes follows below. The determination of
gross system power reflects about 10% overall
parasitic power at 10 kWe and about 9.7% at
100 kWe, including losses through the inverter.
DC to AC inverter efficiency is assumed to be
95% and constant across the system power ranges.
Additional parasitic losses are from compressors,
blowers, and other parasitic loads and are assumed
to be direct DC power losses from the fuel cell
stack output power.

The waste heat grade from the coolant system
is taken to be 220 �C for all system sizes although
a range of other temperatures are possible,
mostly over the range of 50–70 �C. The heat
exchanger configuration can also depend on the
demand temperatures for the heating streams,
and the exact cooling and heating loops will be
location and system specific. In the use-phase
cost model described later in the report, hot
water and space heating are generated as the

main waste heat application with enhancement
to absorption chilling as an additional possibility.
Additional waste heat streams from the anode
and cathode exhaust can be routed to the fuel
processor reactor burner.

At the reference cell voltage of 0.8 volts, the net
electrical efficiency is 59% (lower heating value, or
LHV) for the reformate systems. These overall
electrical efficiency levels are similar to those
reported in the literature [11]. The total overall
CHP system efficiency of 84% is viewed as a
benchmark value for the case where a large reser-
voir of heat demand exists and represents the max-
imal total efficiency of the system. Actual waste
heat utilization and total efficiency will be highly
dependent on the site and heating demands. For
example, a smaller overall heat efficiency can result
if waste heat utilization is confined to building
water heating and the building has a relatively
low demand for hot water.

Total fuel cell plate area is taken to be 540 cm2.
Active catalyzed area is about 61% of this area
due to plate border regions and manifold open-
ings, and single-cell active area has an additional
10% area loss due to the frame sealing process.

Fuel

H2O
Coolant
Power

Air

Inverter/
Condi�oning

Liquid Pumps

NG/reformate

Air Filter

Reactant Air
Supply

Exhaust Air

Compressor
Subsystem A

Subsystem C

Subsystem E

Subsystem F

Controls/Meters
Subsystem G

Thermal Host

Vent Air

Burner

NG Supply

Pre-treat
Subsystem B

1 kW
Gross stack

power 54.9 kW
600 °C 50 °C

React. Air Heat

600 °C

Burner Exhaust
660 °C

25°C

180°C

200 °C

700 °C

50 kW (net AC)

650 °C

75% NG

Fan

Reformer

3-way valve

Anode
Electrolyte

Cathode

Fuel Cell Systems: Total Cost of Ownership, Fig. 9 SOFC CHP system design schematic for 50 kW CHP system [3]
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The 10 kWe system consists of 130 cells in a
single stack, while the 50 kW system has 5 stacks
of 130 cells each.

Total Cost of Ownership Modeling
Results

PEM Fuel Cell System Manufacturing Costs
A PEM unit cell consisting of bipolar plate/gas-
ket/GDL/CCM/GDL/gasket is shown in Fig. 10
where the gasket represents the cell frame/seal.
Many sequential cells assembled together form a
fuel cell stack. Typically the stack is assembled
with some compression mechanism such as tie
rods or compression bands with conductive
endplates on both sides of the stack.

For this entry, bottom-up cost analysis is done
for each of the critical stack cost components,
namely, the catalyst-coated membrane (CCM),
gas diffusion layer (GDL), MEA frame/seal, bipo-
lar plate (BPP), and stack assembly. Details of
process costing can be found in Wei et al. [2]. To
illustrate the bottom-up analysis, a more detailed
discussion for two key process modules is pro-
vided: the catalyst-coated membrane and bipolar
plates. The cost critical bill of materials is shown
in Table 12.

Component process yield is assumed between
60% and 99.5%, line availability between 85%
and 95%, and daily setup time between 60 and
5 min. All are scaled with production volume and
range from current values to achievable future
values. These assumptions have been obtained
through consultation with industry sources
including Ballard Power Systems and assess-
ment of the current published literature. Yield,
availability, and setup time differs from module
to module due to differences of the manufactur-
ing processes, difficulties handling the different
materials, and embedded value of the product
further down the manufacturing line. The pro-
cess yield assumption represents an intermediate
value between the very high-yield assumptions
in [7] and the low-yield assumptions of 60% to
70% in ACI Technologies [33] and explicitly
assumes that the yield is dependent on the pro-
duction volume. Implicit in this assumption is

Fuel Cell Systems: Total Cost of Ownership,
Table 11 Functional specifications for CHP system oper-
ating on reformate fuel [3]

Parameter

10 kWe
CHP
system
reformate
fuel

50 kWeCHP
system with
reformate
fuel Units

Gross system
power

11.0 54.9 kW DC

Net system
power

10 50 kWAC

Electrical
output

220 VAC 480 VAC Volts
AC or
DC

DC/AC
inverter
efficiency

95 95 %

Waste heat
grade

220 220 Temp.
�C

Fuel
utilization %
(overall)

N/A N/A %

Net electrical
efficiency

59 59 % LHV

Thermal
efficiency

24 24 % LHV

Total
efficiency

84 84 Elect. +
thermal
(%)

Stack power 11.0 54.9 kW

Total plate
area

540 540 cm^2

Actively
catalyzed
area

329 329 cm^2

Single-cell
active area

299 299 cm^2

Gross cell
inactive area

45 45 %

Cell amps 105 105 A

Current
density

0.35 0.35 A/cm^2

Reference
voltage

0.8 0.8 V

Power
density

0.28 0.28 W/
cm^2

Single-cell
power

84 84 W

Cells per
stack

130 130 Cells

Stacks per
system

1 5 Stacks

Parasitic loss 0.5 2.5 kWAC
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that “learning-by-doing” leads to higher yield at
higher production volumes. Note that the process
yield assumed here is the total yield for an indi-
vidual stack component, not the overall stack
yield nor the step by step yield breakdown.
Table 13 shows this breakdown. Furthermore,
multiple production lines are considered for
tooling optimization of low- and high-volume
production.

Catalyst-Coated Membrane
For this entry, a decal transfer coating process is
adopted as a base flow with coating lines for
cathode and anode catalyst followed by a

lamination step to combine the two layers to
form a catalyst-coated membrane (CCM), all
using automated roll-to-roll or web line pro-
cessing. The flow is similar in concept and mate-
rials to US Patent 20090169950 [34].

Slot die coating was chosen as a representative
process for catalyst ink deposition since it is a
mature technology with a high degree of process
control capability in high-volume manufacturing.
This approach has been demonstrated for other
thin film products and is expected to be able to
scale up to larger volumes for the catalyst coating
operation. Other deposition techniques could be
used such as spray coating, gravure, roll coating,

Fuel Cell Systems: Total Cost of Ownership, Table 12 Key bill of materials for stack manufacturing

Material Component Cost Reference

Teflon perfluoroalkoxy (PFA) film CCM $9.78 m�2 Professional plastics

Platinum CCM $1402 troy ounce�1 Richest group, Shanghai, China

Carbon fiber GDL $9.50–9.72 m�2 Sinha [8]

Polytetrafluorethylene (PTFE) GDL $22.17 kg�1 Sinha [8]

Polypropylene Carbon BPP $1.597 kg�1 2011 Market price

Graphite Carbon BPP $6.761 kg�1 2011 Market price

Carbon black Carbon BPP $6.35 kg�1 2013 Market price

Carbon epoxy Carbon BPP $97.38 L�1 Eccobond 60 L

SS316L Metal BPP $4 kg�1 James et al. [7]

Chromium nitride (CrN) Metal BPP $50 kg�1

Polyethylene naphthalate (PEN) Frame/seal $5 kg�1 CES 2012a

Fluorinated ethylene propylene (FEP) Frame/seal $10 kg�1 CES 2012a

aCES 2012: Cambridge Engineering Selector computer software. Vers. 2012. Cambridge, UK: Granta Design Ltd., 1999

Bipolar plate
Gasket

Gas diffusion layer
Catalysts

Membrane

Fuel Cell Systems: Total
Cost of Ownership,
Fig. 10 Schematic of PEM
fuel cell unit
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etc., but were not explored. Ultra-low catalyst
loading, e.g., nanostructured thin films, is not
required for longer lifetime stationary applica-
tions where a higher loading can be amortized
over a longer amount of time. On the down side,
wet deposition manufacturing issues include the
management of volatile and/or explosive solvents
for safety and environmental control, wet mixing
control of viscosity, particle uniformity, and man-
agement of plumbing lines and concentration
gradients.

For the slot die coating, catalyst ink is mixed
in a tank and extruded through the slot die coater.
Following deposition, the coated membrane or
backing layer passes through an IR drying oven
to bake off the ink solvents. Anode-side
and cathode-side catalyst deposition is done on
separate lines due to swelling issues during dry-
ing and product quality and process control dif-
ficulties with concurrent or serial deposition.
Anode and cathode layers are pressed together
in a heated nip roller to form the final CCM
product.

The overall deposition area is enclosed in a
clean room environment at Class 1000 to control
for contaminants and particles. An inspection is
done after each deposition and thermal treatment
pass. Fume hoods to thermal oxidizers are
employed to control volatile organic compound
(VOC), CO, and volatile hazardous air pollutant
(HAP) emissions. Overall, both tooling lines
(high volume and low volume) and equipment
configuration have been validated by both indus-
try advisors and vendor inputs.

The CCM membrane is a Nafion membrane
from DuPont with 25.4 4 mm thickness and is
assumed to be a purchased part. The decision to
purchase the membrane was based on industry
input, the cost and complexity to bring up a mem-
brane manufacturing line, and the fact that Nafion
is readily available and is expected to scale in
price with higher demand from increasing PEM
fuel cell production. Cathode and anode Pt load-
ing are assumed to be 0.4 and 0.1 mg cm�2,
respectively. This loading is similar to that
assumed in [33] and Pt loading and price is also
a key variable for the sensitivity analysis later in
this entry.

The CCM is made from depositing a catalyst
layer (cathode) over a Nafion membrane and
depositing an anode layer over Teflon paper then
attaching these two layers via a lamination pro-
cess. Teflon PFA paper is used as a substrate in the
decal transfer method for the deposited anode and
is then attached to the coated membrane (which
was previously coated on one side) to form the
final CCM (Fig. 11).

Bipolar Plates
Bipolar plates are conductive plates in the fuel cell
stack which separate MEAs and act as an anode
for one MEA cell and a cathode for the next cell.
Bipolar plates are usually made from metal, car-
bon, or conductive composite polymer (usually
incorporating carbon). Bipolar plates have a num-
ber of functions within the fuel cell stack includ-
ing separating gases between cells, providing a
conductive medium between the anode and cath-
ode, providing a flow field channel for the reaction
gases, acting as a solid structure for the stack, and
transferring heat out of the cell.

Typically, fuel cell plate vendors/developers
have used compression molding where resin or
polymer materials are blended with conductive
filler material or embossing GRAFOIL® flexible
graphite where graphitic carbon is impregnated
with resin. Often, thermal treatment is done after
molding to completely cure the material and/or to
reduce volatile organic compound (VOC) content.
Recently metal plates have also been considered,
particularly in the automotive applications; how-
ever, a less established plate lifetime (about
5000–6000 h) suggests that using more standard
graphite composite-based plates is a more durable
option.

Injection molding is better suited to high-
volume manufacturing than compression molding
as it offers lower cycle times and established
process technology with good dimensional con-
trol. However, material issues can make injection
molding challenging for fuel cell applications. For
example, conductive filler is needed for better
conductivity, which adds to material costs and
makes the technique more difficult due to higher
viscosity and poorly controlled melt properties.
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As plates get larger in area, tolerances and
control of plate planarity and flatness become
larger concerns and need to be evaluated for injec-
tion molding. Additionally, plate brittleness can
lead to cracking, and therefore plates may need
added thickness, which results in undesirable

volume and weight. Nonetheless, recent work
from the Center for Fuel Cell Technology (ZBT)
at the University of Duisburg-Essen (see, e.g., [35,
36]) has achieved injection molded plates with
good electrical and physical performance with a
slight increase in plate thickness (2 mm).

Fuel Cell Systems: Total Cost of Ownership, Fig. 11 Schematic diagram for roll-to-roll coating line: (a) cathode line,
(b) anode line, and (c) final product
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As noted in Yeetsorn [37], research and devel-
opment is needed for better composite materials
with maximal electrical conductivity. One cited
pathway is the development of more advanced
materials with the proper conductive network
structure. Here, an analysis of injection molded
plates is presented for cost comparison with metal
plates. Injection molding was modeled instead of
compression molding since this entry is targeted
for higher volume and injection molding is
expected to yield lower costs.

This implicitly assumes that continued devel-
opment will occur in composite materials with
conductive fillers, potentially including nano-
structured materials that will allow injection
molding to be viably employed. Stationary appli-
cations allow for slightly thicker plates since vol-
ume and weight are not as stringent concerns as
that for the automotive application. Slightly
thicker plates may also achieve better quality in
terms of dimensional tolerances, plate stability,
and yield.

Injection Molded Carbon Plates
The process flow is shown in Fig. 12. It is
assumed that the input material (composite) is
already mixed and pelletized. Injection molding
machine size, electrical power, and cycle time are
determined by a model created by Laboratory of
Manufacturing and Sustainability at University of
California, Berkeley [38], that results in cycle
times estimated to be 30.6 s per half plate (half
of a bipolar plate) in a lower-volume configura-
tion and 16.1 s with a higher batch size and two
injection cavities. Injection molding is followed
by a deflashing (removal of unwanted excess
material) and shot peening step. The shot peening

step treats the surface to reduce gas permeability
and become a slightly compressive layer. This
step is in lieu of a separate resin-curing step typ-
ically used to treat the surface. A screen printer is
used to coat epoxy on the half plates to form
bipolar plates. This is followed by an oven curing
step and then a final inspection. Potential plate
cleaning steps could also be envisioned and
would add to the cost but were not included in
this entry due to the uncertainty in cleaning
requirements.

Plate materials are assumed to be a combina-
tion of polypropylene binder with a mixture of
graphite and carbon black conductive filler.
Equipment costs are fairly evenly distributed
between process modules with the injection mold-
ing machine the largest capital cost.

Manufacturing cost is typically high at low
production volumes, and therefore individual
components would be purchased rather than
manufactured in-house. However, it is assumed
that all components are manufactured in-house
(with exception to the components specifically
mentioned in the method section). For this reason,
the cost reduction is larger when transitioning
from low to high volumes than if there were
more purchased components at low-volume
production.

Individual component cost breakdowns in $
kW�1 for 100 kW CHP reformate fuel cells are
shown in Fig. 13 for the CCM and bipolar plates.
The CCM cost is dominated by direct material
cost at all production volumes due to the high
cost of the platinum catalyst. Other modules
such as the GDL and assembly also have very
high material cost at high production volumes.
This is due to high processing manufacturing

Fuel Cell Systems: Total Cost of Ownership, Fig. 12 Process flow of bipolar plate manufacturing
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with high line utilization. Also, scrap cost is high
for the frame/seal due to high material losses
when cutting out the cell sized slot.

PEM Stack Direct Manufacturing Costs
Direct stack manufacturing cost vs. annual pro-
duction volume is shown in Table 14 for CHP
systems with reformate fuel and backup power
systems, respectively. This provides an indication
of future potential PEM fuel cell stack costs with
continued process automation, economies of
scale, and learning by doing. When production

volume is increased, the stack cost decreases
considerably.

Two breakdowns of cost components are
shown in Figs. 14 and 15 for a 50 kWe
system. Figure 14 shows that the CCM is largest
cost driver of the stack in part due to the
high catalyst cost across process volumes
followed by the bipolar plates and the GDL.
Figure 15 shows that direct materials and capital
costs are the largest cost components at low
volume and direct materials dominate costs at
higher volumes.
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Fuel Cell Systems: Total Cost of Ownership, Fig. 13 Component cost breakdown of 100 kW CHP($ kW�1) for
(a) catalyst-coated membrane and (b) bipolar plate
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PEM Stack Cost Sensitivity Analysis
A sensitivity analysis at the stack level is pre-
sented in this section for 100 kW systems at dif-
ferent production volumes (as shown in Fig. 16).
The impact to the stack cost in $ kW�1 is calcu-
lated for a �20% change in the sensitivity param-
eter being varied.

As it can be seen from these plots, module
process yield and power density are the most
sensitive cost assumptions. Pt price and Nafion
membrane price are among other important fac-
tors. This is not surprising for expensive materials
and since from the above discussion, material
costs dominate at high production volumes. The

Fuel Cell Systems: Total Cost of Ownership, Table 14 Stack cost estimate in ($/kWe) as a function of annual
manufacturing volume

System size (kWe) 100 systems/yr 1000 systems/yr 10,000 systems/yr 50,000 systems/yr

10 1340 497 333 284

50 596 352 272 239

100 466 313 249 219

250 377 279 231 203
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Fuel Cell Systems: Total
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Fig. 14 Disaggregation of
stack cost by relative
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discount rate and capital cost are not large factors
at high volume since material costs dominate the
overall cost. Note that yield becomes less sensi-
tive at high volume for two reasons: (1) overall
yield is assumed to be very high at high volume
(�95%), and (2) material costs dominate at high
volume and a significant portion of material costs
are recovered from rejected material.

PEM Fuel Cell CHP Balance of Plant and
System Costs
To facilitate the analysis, the BOP is divided into
six subsystems or subareas listed below:

1. Fuel subsystem
2. Air subsystem
3. Coolant subsystem and humidification

subsystems
4. Power subsystem
5. Control and meter subsystem
6. Miscellaneous subsystem

For each subsystem, a detailed list of compo-
nents and component sizing is generated based on
the system design. Subsystem components are
estimated using bottom-up system design, com-
ponent sizing, and vendor discussions. Cost

400 440 480 520 560 600

Frame FEP cost
Frame PEN cost

Plates-Material cost
GDL CF Paper cost

Discount rate
Capital cost

membrane cost
Platinum price
Power density

Overall yield

-20% +20%

180 220 260 300

Frame FEP cost
Frame PEN cost

Plates-Material cost
GDL CF Paper cost

Discount rate
Capital cost

membrane cost
Platinum price
Power density

Overall yield

-20% +20%

a

b

Fuel Cell Systems: Total Cost of Ownership,
Fig. 16 Sensitivity analysis for 100 kW stack manufactur-
ing parameters at different production volumes: (a)

100 systems per year�1 and (b) 50,000 systems per
year�1 (Note: upper bound for yield is 100% and lower
bound varies between low and high production volumes)
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estimates are based on the cost estimates from
publically available sources such as online price
quotes or direct quotes from material or compo-
nent vendors. More details can be found in Wei
et al. [2].

The BOP includes items such as valves, com-
pressors, pumps, wiring, piping, meters, controls,
etc. that are associated with the complete opera-
tion of the fuel cell system. Six major areas make
up the BOP and are shown in Fig. 8. With refer-
ence to this figure, the plant is fed by natural gas
where it is reformed, shifted, and purified in the
reformer to a CO-free hydrogen-rich reformate
fuel before entering the stack. The hydrogen-rich
fuel enters the anode, and the compressed air
enters the cathode side to generate DC electricity
in the PEM stack. The generated power is
converted to AC power through an inverter for
load usage. A coolant loop circulates around the
stack for cooling purpose. Thermal power is
recovered from the stack and fuel burner for
CHP applications. A blower generates vent atmo-
spheric air to cool the stack. Each of the subsys-
tems are listed and described in greater detail in
the section below.

Fuel Processing Subsystem
The fuel processing subsystem is comprised of
components associated with the operation of the
fuel reforming process. The purpose of the fuel
processor is to convert a hydrocarbon fuel (e.g.,
natural gas) into a hydrogen-rich gas via steam-
methane reforming. In steam-methane reforming,
natural gas reacts with steam in the presence of
heat to produce hydrogen, carbon monoxide, and
a small amount of carbon dioxide via the follow-
ing chemical reaction:

CH4 + H2O (+ heat) ! CO + 3H2 (DHr =
206 kJ/mol)

Subsequently, steam and carbon monoxide
are reacted using a catalyst to produce carbon
dioxide and additional hydrogen. The reaction
is exothermic and is called the water-gas shift
reaction:

CO + H2O ! CO2 + H2 (+ small amount of
heat). (DHr = �41 kJ/mol)

After that, carbon dioxide and other impurities
are then removed from the reformed gas stream.

The cleaned fuel is fed into the fuel cell anode via
a piping system that is controlled with manifolds
and valves. Additional components include gas
sensors for hydrogen level detection throughout
the system.

Air Subsystem
The air subsystem consists of components asso-
ciated with oxidant delivery to the fuel cell stack.
Air supply from the atmosphere undergoes
cleanup with an air filter and is pressurized with
a blower. The air is humidified before entering
the cathode. In addition, a fan unit takes in vent
air for the purpose of stack cooling. Additional
components such as piping, manifolds, and
valves are employed for air delivery into the
fuel cell stack. Gas sensors are also used to mon-
itor oxidant levels throughout the system.

Coolant and Humidification Subsystem
The coolant subsystem consists of components
associated with water management in the FCS,
including cooling of the fuel cell stack. Water
coolant from the coolant tank is cooled with a
heat exchanger and recirculated through the
stack via a pump unit.

Thermal Management Subsystem
For CHP operation, the exhaust heat from the
burner unit and the fuel cell stack can be utilized
to provide both water and space heating (thermal
host) through the use of a liquid-liquid and gas-
liquid heat exchangers. In order to obtain the costs
of the heat exchanger used in the CHP FCS to
recover the waste heat, the maximum heat from
the fuel cell was calculated using the thermal and
electrical efficiencies from the functional specs
described above. Using the value, the required
heat exchange area was evaluated using the log
mean temperature difference method [39], where
the required temperatures were obtained from this
entry’s design specifications. Using the computed
areas, the costs of the heat exchangers were com-
puted for both brazed plate and bolted heat
exchangers with cost functions available from
online database [40].
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Power Subsystem
The power subsystem includes equipment for
power inversion (from direct or “DC” current to
“alternating” or AC current) and power regula-
tion. In order for fuel cells to deliver power at
the required voltage, a DC-DC converter is used
to regulate fluctuating DC fuel cell voltage input
to a specified voltage output, particularly for
direct DC backup power applications. For most
stationary FC applications, the fuel cell will be
connected to the electricity grid where AC power
is required for residential or utility power. An
inverter is necessary for converting the DC
power provided by a fuel cell to AC power, and
an additional DC-DC converter may or may not
be needed depending on the system design and the
characteristics of the inverter. A transistor and a
transformer were included in the subsystem to
account for voltage fluctuations in the cell for
the purposes of voltage and current conversions
(step-up/step-down) to help meet the fluctuating
electrical demands from the facility. Additional
components for the working operation of the
power subsystem include relays, switches, fuses,
resistors, and cables.

Control and Meter Subsystem
The control and meter subsystem contains system
control-related components for system operation
and equipment monitoring. During a fuel cell
system’s operation, variables such as flow rates,
power output, temperature, and cooling need to be
controlled. Sensors, meters, and pressure gauges
are used for system monitoring of these variables.
A variable frequency drive (VFD) is used to con-
trol the system’s actuation units, which include
regulation of valves, pumps, switches,
etc. A central processing unit (CPU) acts as the
primary controller of the system, keeping the fuel
cell system operating at the specified condition by
monitoring the interaction between the monitor-
ing sensors and actuating parts.

Miscellaneous Subsystem
The miscellaneous subsystem comprises external
items outside of the stack that provides support,
structure, and protection for the FCS. Items
included in this subsystem are system enclosure,

fire safety panels, fasteners, tubing, and system
assembly labor.

Table 15 shows component and subsystem
costs of 10 and 100 kW CHP 100 at 1000 units
per year, and Table 16 has a summary of BOP
costs for PEM CHP.

The total direct system costs (stack plus BOP)
are shown in Fig. 17. Total costs are seen to drop
by about 20% for every factor of 10 increase in
volume for a given system size, while increasing

Fuel Cell Systems: Total Cost of Ownership,
Table 15 Component and subsystem cost of 10 and
100 kW CHP reformate system at 1000 units per year
annual volume

CHP system with reformate fuel
component breakdown (for 1000
systems/year) $/kW

System size 10
kW

100
kW

Fuel processing subsystem

Integrated concentric-shell reformer for
reforming natural gas

602 231

Air subsystem

Air tank, humidification pump, air
pump compressor, radiator, manifolds,
air piping

246 59

Coolant subsystem

Coolant tank, pump, coolant piping,
external cooling motor

105 59

Thermal management subsystem

Liquid-liquid heat exchanger, gas-
liquid heat exchanger, condenser

182 76

Power system

Power inverter, braking transistors,
transformer, power supply, relays,
switches, fuses, bleed resistor, Ethernet
switch, power cables, voltage
transducer

421 249

Control/meter subsystem

Variable frequency drive, thermosets,
central processing unit, flow sensors,
pressure transducer, temperature
sensors, hydrogen sensors, sensor
heads, virtual private network

231 66

Miscellaneous subsystem

Tubing, wiring, enclosure, fasteners,
fire detection panel, safety leak
detection system, ISO containers, labor

390 154

Total in $/kW 2177 894

Fuel processor subsystem costs were adopted from earlier
work by Strategic Analysis Inc. [16]
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the system size from 10 to 100 kW results in about
50% lower cost. Note that customer purchase
price would be higher than these direct costs,
depending on the corporate markup for general
and administrative costs, sales and marketing,
research and development, installation costs, and
any other fees and costs (insurance, warranties).
A 50% corporate markup and a nominal 33%
additional cost for installation are assumed, and
any additional fees and costs, for a customer cost
which is approximately double those shown in
Fig. 17. For example, the externality modeling
below utilizes a 50 kWe system, and a customer
cost of $4000/kWe is estimated at an annual pro-
duction of 100 units per year.

PEM Fuel Cell CHP System Life-Cycle Cost and
LCIA Model Example
This section describes the TCO model output for
PEM CHP systems in the example commercial
building case of a small hotel. More examples of
LCIA by building type are provided in [2, 3].
Here, an illustrative example under two

assumptions is provided: a static electricity grid
and an evolving electricity grid that is getting
progressively cleaner in both carbon and criteria
emissions.

Figure 18 shows the externality benefits for six
cites for a 50 kW CHP system in a small hotel.
These values are found using the methodology
shown in Fig. 5 using two different sets of mar-
ginal emission factors: those from Siler Evans
et al. [24] for large area NERC regions and
eGRID subregions [21] and AP2 damage factors
in Tables 4 and 5. The average value of externality
benefits is fairly well matched in Phoenix, Min-
neapolis, and Chicago, but is less well matched for
New York City and Houston. The average across
all six cities is reasonably well matched however.
The largest benefits are in the two Midwestern
cities, Minneapolis and Chicago, and are domi-
nated by health and environmental savings, driven
by the larger electricity grid emission factor in
those two locations.

Example output of the LCC and LCIA model
for a 50 kW small hotel in five representative cites

Fuel Cell Systems: Total
Cost of Ownership,
Table 16 Summary of
BOP cost in $/kW for CHP
systems with reformate
fuel [2]

System size

Units per year

100 1000 10,000 50,000

10 kW 2703 2177 1792 1612

50 kW 1439 1188 982 881

100 kW 1097 894 744 676

250 kW 852 719 622 562
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Fig. 17 Direct costs for
PEM CHP systems as a
function of system size and
manufacturing volume
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is shown in Table 14. From Fig. 17, a customer
cost of $4000/kWe is assumed or about double the
direct system cost at an annual manufacturing
volume of 100 systems per year.

The cost of electricity in 2015 is shown in
Fig. 19 for the case of a 50 kW PEM fuel cell
system in a small hotel at an installed cost of
$4000/kWe. The first bar is the reference cost of
electricity for the reference case of no fuel cell
system in a 50 kW small hotel; the second bar is
the LCOE from the fuel cell system. The third and
fourth bars are the reduction in FC LCOE with
heating fuel savings and then with health and
environmental savings. The final bar is the
LCOE with TCO savings for the fuel cell system
case with electricity from the fuel cell system and
with any purchased electricity from the grid.
There is a net reduction in electricity cost in Min-
neapolis and Chicago which is driven by the
health and environmental externality savings
(Table 17).

The estimated cost of electricity in 2030 with
the estimated future grid emission reductions as
described in section “Life-Cycle Impact Assess-
ment Modeling” is shown in Fig. 20 with the same
sequence of costs as in Fig. 19. In all cases the
LCOE with TCO savings for FC and purchased
power is greater than the cost of electricity in the
reference case without a fuel cell system.

Cash Flow with Static and Lower Emissions from
Electricity Grid
Another view of this is the consideration of cash
flow. In this depiction, the capital costs are taken
in the first year, and from this initial outlay, the
annual difference in operating and fuel costs for a
fuel cell system vs. the reference case of no FCS is
added. Without externalities and assuming a static
case of fixed fuel cell and grid emission factors,
the private cash flow is negative for all years since
the fuel cell system has higher annual cost for each
year of operation.

Figure 21 shows a “societal cash flow” with
both private costs and social costs including exter-
nalities. This depicts the overall costs to the pri-
vate owner and to society. Note that this is a
notional cash flow since the benefits that accrue
to society are not captured by a private entity. In
this case, because there is a roughly $29,000 TCO
savings per year (Note that the LCOE with TCO
savings above includes the annualized capital
costs of the fuel cell system but that the cash
flow cash flow treats all equipment cost as an
initial cash outlay.), the net cash flow is very
favorable after 15 years.

The cash flow for the case of a changing
electricity grid with lower emissions due to the
Clean Power Plan and other regulations is shown
in Fig. 21c. In this case the TCO savings from a
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fuel cell (assuming static emission factors from
the FCS) are seen to drop from about $30,000 per
year to about $5000 per year. In this case the cash
flow curve bends downward over time, and
the societal cash flow is still net cash positive
after 15 years, but the net cash flow in 2030 is
reduced by about 80% from the static grid case
above.

SOFC Fuel Cell System Manufacturing Costs
A typical SOFC stack is made up of two elec-
trodes (anode and cathode), an electrolyte, seals,
interconnect plates, and a frame (Fig. 22). The
electrodes and electrolyte form the electrolyte-
electrode assembly (EEA) and forms the core
component of the fuel cell stack where the elec-
trochemical reactions take place. An anode
supporting layer and cathode supporting layer is
often added to the EEA, which are designed to
support the cathode and anode layers as shown in
Fig. 23. This entry is primarily based on
FCE/VersaPower’s anode-supported cell architec-
ture and reported process steps and stack mate-
rials. In an anode-supported cell, the anode layer
provides the structural support for the electrically
active components.

For an SOFC stack, the electrolyte is typically
made up of a ceramic material such as yttria-

stabilized zirconia (YSZ) due to its good ionic
conductivity and robust mechanical properties
under high-temperature operation. The anode is
made up of a porous cermet material composed of
nickel mixed with YSZ to allow the fuel to be
diffused to the reaction sites close to the electro-
lyte layer, for the oxygen ions to oxidize the fuel
and for the delivered electrons to be conducted to
the next cell or to the external load. The compo-
sition and manufacturing process for the EEA is
summarized in Table 18. The seals prevent the
mixing of fuel and oxidant within the stack, leaking
of fuel and oxidant from the stack, as well as to
provide mechanical bonding for the components
[41]. Barium-calcium-aluminosilicate (BCAS), an
alkaline earth aluminosilicate glass, is most com-
monly used for SOFC seals due to its high electrical
resistivity, high thermal expansion, and rapid crys-
tallization kinetics [42] and was modeled in
this study.

The interconnections provide both electrical
contacts and gas channels between individual
cells. For SOFC systems, interconnects are usu-
ally made from metal material since they need to
withstand temperatures up to 1000 �C and usually
have a lower manufacturing cost than ceramic-
based interconnects. The EEA, seals, and inter-
connects together form the “stack repeating unit”
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Fig. 20 2030 costs of electricity for a 50 kW PEM CHP
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fuel cell system’s LCOEwith TCO savings is not favorable
in any of the five cities

64 Fuel Cell Systems: Total Cost of Ownership



$(200,000)

$(150,000)

$(100,000)

$(50,000)

$-

$50,000

$100,000

$150,000

$200,000

$250,000

$300,000

20
16

20
18

20
20

20
22

20
24

20
26

20
28

20
30

Notional Cash Flow

FCS TCO Savings per year

$(500,000)

$(450,000)

$(400,000)

$(350,000)

$(300,000)

$(250,000)

$(200,000)

$(150,000)

$(100,000)

$(50,000)

$-

20
16

20
17

20
18

20
19

20
20

20
21

20
22

20
23

20
24

20
25

20
26

20
27

20
28

20
29

20
30

Notional Cash Flow

FCS Savings per year
(No externalities)

$(200,000)

$(150,000)

$(100,000)

$(50,000)

$-

$50,000

$100,000

20
16

20
18

20
20

20
22

20
24

20
26

20
28

20
30

Notional Cash Flow

FCS TCO Savings per year

a

b

c

Fuel Cell Systems: Total Cost of Ownership,
Fig. 21 Cash flows for a 50 kW PEM CHP system at
$r000/kWe installed cost for a small hotel in Chicago. (a)

Private cash flow and (b) societal cash flow with private
and social costs with a static grid and (c) social cost with a
cleaner grid under the Clean Power Plan
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(SRU) of the cell. These repeating units are
connected together to provide a wide range of
power output, forming a “stack.” Finally, a sup-
port structure, such as endplates with tie rods,
holds the fuel cell stack together to provide struc-
tural support. In this study, a base design with
SS441 interconnect and frame is assumed where

the interconnect has a thickness of 630 630 mm
and a mass of 247 grams [43].

Total fuel cell plate area is taken to be 540 cm2.
Active catalyzed area is about 61% of this area
due to plate border regions and manifold open-
ings. Single-cell active area has an additional 10%
area loss due to the frame sealing process. The
10 kWe system consists of 130 cells in a single
stack, while the 50 kW system has 5 stacks of
130 cells each. Only bottom-up costing details are
presented in this section for the EEA assembly as
an example and since this makes up the largest
cost component of the SOFC stack. More details
can be found in Scataglini et al. [3].

SOFC Stack Manufacturing Process Flow
Three different process parameters have been
taken into account in the cost model:
(i) “availability,” or the percentage of time that
equipment is available to run during the total
possible planned production uptime;
(ii) “performance,” a measure of how well the
equipment runs within its time of operation; and
(iii) “process yield or quality,” a measure of the
number of parts that meet specification compared
to how many were produced.

A major challenge for fuel cell manufacturing
cost modeling is that these parameters are not
available since data collected by fuel cell manu-
facturers are not accessible, and each fuel cell
manufacturer uses different toolsets, different
manufacturing techniques, and produces no
more than 100 MW per year. As in other costing
studies [44–46], the model assumes that losses
decrease with increasing manufacturing volumes
and level of automation due to (i) improvement of
in-line inspection with greater inspection sensitiv-
ity and more accurate response to defects and

Oxygen electrode
Electrolyte
Hydrogen electrode

Interconnect
Glass seal

AirHydrogen/Fuel

Fuel Cell Systems: Total Cost of Ownership,
Fig. 22 Typical SOFC stack configuration [18]

Fuel Cell Systems: Total Cost of Ownership,
Fig. 23 EEA schematic

Fuel Cell Systems: Total Cost of Ownership, Table 18 EEA composition and manufacturing process

Component Materials Thickness/mm Process

Anode Ni/YSZ 700 Tape casting

Anode electrolyte interlayer 50% YSZ
50% NiO

10 Screen printing

Electrolyte YSZ (yttria-stabilized zirconia) 10 Screen printing

Electrolyte/cathode interlayer 50% YSZ
50% LSM

10 Screen printing

Cathode LSM (lanthanum strontium manganite) 50 Screen printing
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in-line signals, (ii) development of models that
relate in-line metrics and measurements to output
responses and performance [33], and (iii) utiliza-
tion of greater feedback systems in manufacturing
processing for real-time adjustment of process
parameters.

Since vendors and industry advisors do not
provide exact information about these parame-
ters, the approach is to assume a range for each
parameter as described below and then estimate
intermediate values through exponential interpo-
lation depending on annual production volume
(Table 19). The advantage of introducing these
parameters in the model is because, using sensi-
tivity analysis, it is possible to estimate the
impact of these parameters on manufacturing
costs.

Line availability is assumed to be 80% and
process yield to be 85% at low volumes
(<100,000 EEA cells year�1, 10 MWe). At the
highest volumes (>10,000,000 EEA cells year�1,
500 MWe year�1), line availability and process
yield are assumed equal to 95%. For volumes
between 100,000 and 10,000,000 EEA cells
year�1, the process parameters are found through
exponential interpolation. Line performance is
considered equal to 89% for manual configuration
and 95% for semiautomatic and automatic config-
urations. As a comparison, Fuel Cell Energy
Inc. has reported a fabrication yield of 95% at a
production volume of 500 kWe per year�1 [43].

SOFC Stack Material Cost
Material costs are obtained from multiple vendors
from Japan, the USA, and China. These countries
are the primary suppliers for SOFC materials
worldwide. Material prices are priced based on
delivery to the geographical center of the USA.
Material quality and prices from Chinese sup-
pliers are also evaluated versus US distributors
to determine their competiveness.

Material prices for the EEA used in this study
are shown in Table 20. For the EEA, material cost
of each layer was calculated using the weight of
the slurry constituents multiplied by the
corresponding material cost ($ kg�1). For the
anode-supported cell design, the anode materials
contribute to about 75–82% of the EEA material

cost due to the thickness of the anode layer.
Table 21 shows the material prices for the binders,
plasticizers, pore formers, and solvents at differ-
ent order quantities. As shown in the tables, mate-
rial costs are highly dependent on annual
production volume, especially for ceramic mate-
rials used in the fabrication of the EEA cells.

At high volumes, material cost is one of the
dominant cost drivers in a SOFC stack. In most
cases, material prices from Chinese suppliers are
competitive with US-based suppliers, while prices
from Japanese suppliers were the highest among
all vendors.

Electrode-Electrolyte Assembly (EEA)
Functional Cell
Based on a literature search and discussions with
industry experts, the steps required for the fabri-
cation of the EEA functional cell are:

1. Preparing the anode slurry using a two-step
ball milling process

2. Sieving and de-airing of the anode slurry
3. Tape casting and infrared drying of the anode

tape

Fuel Cell Systems: Total Cost of Ownership,
Table 19 EEA manufacturing line process parameters
for all annual production volumes

Power
Systems/
year

Process
yield
(%)

Availability
(%)

Line
performance
(%)

10 100 88% 80% 89%

1000 91% 81% 95%

10,000 92% 88% 95%

50,000 93% 93% 95%

50 100 90% 80% 89%

1000 92% 86% 95%

10,000 93% 93% 95%

50,000 94% 95% 95%

100 100 91% 81% 95%

1000 92% 88% 95%

10,000 94% 95% 95%

50,000 95% 95% 95%

250 100 91% 84% 95%

1000 93% 910% 95%

10,000 94% 95% 95%

50,000 95% 95% 95%
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4. Rolling in a take-up roll of the green tape
5. Cutting and blanking into sheets of the green

tape
6. Screen printing and infrared drying of

subsequent layers (anode-electrolyte
interlayer, electrolyte, cathode-electrolyte
interlayer, and cathode layer) above the
anode sheet

7. First quality check (infrared imaging and
ultrasonic spectroscopy)

8. Bonding together the mini-stack of five layers
by placing it in a furnace at elevated temper-
ature (~1300–1400 �C) for 24 h [47, 48]

9. Laser cutting of the EEA cell to the proper
dimensions;

10. Final quality check (infrared imaging, ultra-
sonic spectroscopy, and vacuum leak test)

In this entry, slurries are prepared by a two-
step ball milling process. In the first step, solid
powders are ball milled for 12 h in solvent. In the
second step, binder and plasticizer are added and
then ball milled for another 12 h [49]. Quantities
of slurry to mill per day are estimated based on
number of cells casted per day and slurry weight
of each layer. Slurry drying time is estimated
using the average evaporation rate value of aque-
ous slurry described by Mistler et al. [50] as
suggested in a Battelle report [51]. Assuming
that the ratio of the freshly deposited layer thick-
ness to the dried tape thickness is two [52] and
multiplying this freshly deposited layer thickness
by its corresponding liquid density, it was possi-
ble to obtain the quantity of liquid removed per
unit area. The corresponding slurry drying time

Fuel Cell Systems: Total Cost of Ownership, Table 20 Anode-supported cell material prices

Vendor/country Material Order quantity/kg Price/$ kg�1 Comments

Daiichi JITSUGYO (Japan) Nickel oxide 1000 68.5 CIF USA by sea

5000 42.5 CIF USA by sea

10,000 37 CIF USA by sea

20,000 34 CIF USA by sea

Daiichi JITSUGYO (Japan) 8YSZ (8 mol%YSZ) 100 78 CIF USA by sea

1000 68 CIF USA by sea

5000 63 CIF USA by sea

Daiichi (Japan) 8YSZ (8 mol%YSZ) 10 97 CIF USA by sea

100 95 CIF USA by air

1000 83 CIF USA by sea

Inframat Advanced Materials (USA) 8YSZ (8 mol%YSZ) 1 139.2 By rail or truck

5 115.8 By rail or truck

10 94.5 By rail or truck

50 71.6 By rail or truck

100 49.7 By rail or truck

1000 35.2 By rail or truck

10,000 29.8 By rail or truck

Inframat Advanced Materials (USA) LSM powder 100 170 By rail or truck

1000 95 By rail or truck

10,000 70 By rail or truck

Qingdao Terio Corporation (China) LSM powder 10 250 CIF USA by air

100 150 CIF USA by air

200 125 CIF USA by air

500 105 CIF USA by air

1000 80 CIF USA by air

2000 75 CIF USA by air

5000 60 CIF USA by air

CIF price including cost, insurance, and freight
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is estimated dividing the quantity of liquid
removed per unit area by an average evaporation
rate of the solvent equal to 2.22�10�5 g cm�2

s�1 at room temperature for an air flow rate of
75 l min�1 [51]. Estimated slurry drying times
are 24.7 min for the anode slurry, 0.48 min for the
electrolyte slurry, 2.2 min for the cathode slurry,
and 0.44 min for interlayer slurries. In reality,
evaporation rates may be expected to be faster
than the ones considered in this study since water
evaporates more slowly than most organic sol-
vents as n-butyl acetate or 2-butoxyethanol [53].

Equipment size, cycle times, and level of auto-
mation vary with annual production rates. Tape
castingmachines are sized depending on production
volume, slurry drying time, and casting speed. Tape
casting speed varies with annual production volume

and machine size from 0.25 to 1 m min�1. Subse-
quent process modules included in the production
line are sized based on the estimated production
capacity and cycle time of the tape casting machine.

SOFC Stack Direct Manufacturing Costs
Table 22 shows the cost model results for all
system sizes and production rates. Considering
the base design, stack cost per unit of electrical
power ($ kWe�1) decreases both with increasing
system size and increasing annual production rate.
When comparing the two key cost drivers, cost
seems to be somewhat more sensitive to system
size than to production rate, and the impact of
system size diminishes at higher production
volumes.

Fuel Cell Systems: Total Cost of Ownership, Table 21 Binders, plasticizers, pore formers, and solvent prices

Vendor/country Material
Order
quantity/kg

Price/$
kg�1 Comments

Jiangsu Xiangcanghongrun Trade Co.,
Ltd. (China)

N-butyl acetate 99,5% 100 4.34 CIF USA
by sea

1000 1.516 CIF USA
by sea

10,000 1.29 CIF USA
by sea

ChemPoint Inc. (USA) Methocel A4M 1–45,400 18.5–29.6 CIF price

Dowd & Guild, Inc. (CA) Butvar B-76 63.5 23.37 By rail or
truck

200 21.42 By rail or
truck

500 19.47 By rail or
truck

1000 18.36 By rail or
truck

2000 17.14 By rail or
truck

5000 16.07 By rail or
truck

Univar (USA) Santicizer 160 Confidential information from vendor

Cancarb Limited (USA) Thermax® N990 thermal
carbon black

Confidential information from vendor

Jinan Shijitongda Chemical Co., Ltd.
(China)

2-Butoxyethanol 1000 3.07 CIF USA

10,000 3.07 CIF USA

100,000 2.53 CIF USA

1000,000 2.32 CIF USA

10,000,000 2.29 CIF USA

CIF price including cost, insurance, and freight
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Figure 24 shows stack manufacturing costs bro-
ken out by component for 10 kWe systems. The
largest contributor to the stack manufacturing cost
is the EEA, which constitutes about 50% of total
cost in all cases analyzed. Interconnect and cell-to-
frame seal each constitute 11–15% of the stack cost
and decrease with production volume. Stack
assembly and conditioning process remains con-
stant at about 9% of the stack cost. The relative
contribution of frame manufacturing cost to overall
stack cost increases with production volume since
at low volumes, it is assumed that interconnect
manufacturing lines are used and there is no capital
cost and building cost associated with the frames.

At low volumes, process capital and labor costs
are the categories that most affect the stack cost,
whereas at high volume, material cost dominates
followed by process capital cost. Figure 25 dem-
onstrates that with increasing production, volume
process/operational costs increase and labor cost
decreases at greater level of automation. Capital
and building costs decrease due to the
higher equipment utilization, and scrap cost
decreases since the cost model assumes lower
defective rate at higher production volumes.

SOFC Balance of Plant and System Costs
The balance of plant analysis approach is similar
to that for PEM FCS described above (Table 23).
Since the SOFC is a higher-temperature process
than PEM, the overall balance of plant is simpler
in terms of requiring fewer components and has
overall lower cost. For example, the SOFC unit in
Fig. 9 has a smaller reformer unit, no post-
reformer cleanup, and no air humidification sys-
tem. Again the BOP is subdivided into six
subsystems:

1. Fuel subsystem
2. Air subsystem

3. Heat management subsystem
4. Power subsystem
5. Control and meter subsystem
6. Miscellaneous subsystem

Overall the BOP cost for SOFC systems is
estimated to be about 35% lower per kWe than
PEM at annual production rates of greater than
about 10 MW.

For the CHP reformate system, the power
subsystem represents the largest subsystem cost
for the 100 kWe system, representing approxi-
mately 40% of the total BOP, following by the
control and meter subsystem. In particular, the
power inverter is a dominant cost driver,
representing approximately 80% of the cost in
the power subsystem (Table 15).

Direct system costs for CHP are shown in
Fig. 26. For a 50 kWe system at 100 units per
year, a customer cost of $3000/kWe for an
installed system is assumed, or about double the
direct system cost assuming similar corporate
markup and installation costs as for the PEM
case above.

SOFC vs. PEM Fuel Cell CHP Balance of Plant
and System Costs
A summary of fuel cell stack, balance of plant, and
direct system costs for SOFC and PEM fuel cell
CHP systems is shown in Table 24. Focusing on
the 50 kWe system size, the stack cost is estimated
to be lower for SOFC by about 20–30% across
manufacturing values, the BOP is between 30%
and 40% lower, and the overall direct cost is about
25–35% lower. For both PEM and SOFC,
the BOP is the dominant component of cost at
about 70–80% of direct system cost with the
BOP share of cost increasing as annual volume
increase.

Fuel Cell Systems: Total Cost of Ownership, Table 22 SOFC stack costs [3]

System size (kW) 100 systems/yr 1000 systems/yr 10,000 systems/yr 50,000 systems/yr

10 1039 342 197 178

50 478 215 176 170

100 339 194 171 168

250 249 181 167 166
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SOFC CHP System Life-Cycle Cost and LCIA
Model Example
Example output of the LCC/LCIA model for a
50 kW small hotel in five representative cites is
shown in Table 25. The cost of electricity in 2015 is
shown in Fig. 27 for the case of a 50 kWSOFC fuel
cell system in a small hotel at an installed cost of

$3000/kWe. As in the PEM FC technology case
above, the first bar is the reference cost of electricity
for the reference case of no fuel cell system in a
50 kW small hotel and the second bar is the LCOE
from the fuel cell system. The third and fourth bars
are the reduction in FC LCOE with heating fuel
savings and then with health and environmental
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Fuel Cell Systems: Total Cost of Ownership, Table 23 Summary of BOP costs in $/kWe for SOFC CHP [3]

System size 100 units/year 1000 units/year 10,000 units/year 50,000 units/year

250 kWe $ 693 $ 488 $ 419 $ 365

100 kWe $ 807 $ 564 $ 479 $ 422

50 kWe $ 1002 $ 721 $ 611 $ 537

10 kWe $ 1638 $ 1217 $ 1027 $ 925
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savings, respectively. The final bar is the LCOE
with TCO savings for the fuel cell system case with
electricity from the fuel cell system and with any
purchased electricity from the grid. There is a net
reduction in electricity cost in Minneapolis and
Chicago which is driven by the health and environ-
mental externality savings.

The estimated cost of electricity in 2030 is
shown in Fig. 28 with the same sequence of costs
as above assuming a cleaner electricity grid under
the Clean Power Plan. In this case, the LCOE with
TCO savings for FC and purchased power is still
lower than the cost of electricity in the reference
case without a fuel cell system in Minneapolis and
Chicago.

Figure 29a, b shows the private cash flow and
societal cash flow in the case of a static electricity
grid. As with the PEM system, the private cash
flow is negative, but TCO savings in the latter case
generates positive cash flow after about 2 years.
Even with the Clean Power Plan and a lower
polluting electricity grid, the societal cash flow is
strongly net positive in 2030 (Fig. 29c).

Summary

Discussion
All fuel cell stack components (CCM, GDL,
framed MEA, plates and stack assembly for
PEM and EEA, plate, frame, and stack assembly
for SOFC) are assumed to be manufactured
in-house with high throughput processes and

high yield (�95%) assumed for all modules at
high manufacturing volumes. Direct cost results
for the stack will be highly dependent on the yield
assumptions for each process module. Here,
nearly fully automated roll-to-roll processing is
modeled for the critical catalyst-coated membrane
and for the GDL.

The assumed yield rates are a key uncertain
variable in estimating fuel cell stack manufactur-
ing costs. While it was not in the scope of this
entry to do a detailed yield feasibility analysis,
well-established methodologies exist for improv-
ing yield using similar process modules in other
industries, and learning by doing and improve-
ments in yield inspection, detection, and process
control are implicitly assumed. This entry
assumes that high yield is achieved at high
manufacturing volumes. This stems from several
implicit assumptions.

Learning by doing over the cumulative
volume of fuel cell component production and
greater process optimization will drive yield
improvement both within a given vendor and
from vendor to vendor through industry interac-
tions (conferences, IP, cross vendor personnel
transfers, etc.):

• In-line inspection improvement with greater
inspection sensitivity and more accurate
response to defects and in-line signals.

• Greater development and utilization of “trans-
fer functions” (Manhattan Projection [33]),
e.g., development of models that relate in-line
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metrics and measurements to output responses
and performance, and resultant improvement
in in-line response sensitivity and process
control.

• Utilization of greater feedback systems in
manufacturing processing such as feed-
forward sampling, for real-time adjustment of

process parameters (e.g., slot die coating thick-
ness and process parameter control).

• Systematic, integrated analysis to anticipate and
prepare for yield excursions, e.g., FMEA
(failure modes and effect analysis).

• Consideration of yield limiting mechanisms
or FMEA-type analysis as a function of
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process tooling assumptions is out of scope
here and would be very challenging in this
type of analysis entry without access to
manufacturing data.

At low volumes, PEM stack cost is sharply
reduced when moving from a production volume
of 100 to 1000 systems per year since tool utiliza-
tion increases rapidly and capital costs drop
sharply. At high volumes, the stack cost is seen
to fall at a rate between 20% and 30% per decade
increase in volume. This is driven by improved
yield and lower direct material costs (e.g., mem-
brane and carbon fiber paper).

Direct material costs dominate PEM stack
costs at high volume. For fuel cell stacks in CHP
systems with reformate fuel at high production
volumes, CCM manufacturing is about 55% of
manufacturing cost, with plates at about 20%,
and frame and seal about 15%. In terms of cost
dominating factor, it was found that yield, power
density, and Pt price are the most contributing
factors to the overall stack cost.

For SOFC stacks, the EEA makes up about
50% of the stack cost at all annual production
volumes, followed by the cell-sealing process at
10–18%, and interconnects at 10–15% of the
stack manufacturing cost. The process yield and
power density are the most sensitive parameters
for the stack cost at both low and high annual
production volumes. At low production volumes
(5MWe per year), line performance and labor rate
are the next most sensitive parameters, while at
high production volume (2500 MWe per year),
material costs and tool availability also become
important cost sensitivities.

Under the assumptions of this entry, SOFC
stack and system cost are significantly lower
than PEM FCS. A representative 50 kWe system
SOFC stack costs us 20–30% lower than PEM,
BOP costs are 30–40% lower, and overall direct
manufacturing cost is 25–35% than PEM. The
SOFC stack does not require a precious metal
catalyst, and the SOFC balance of plant has a
lower number of components because of higher-
temperature operation, and these factors lead to
overall lower manufacturing cost.

This entry did not consider detailed DFMA-
type cost analysis for balance of plant compo-
nents. The case of BOP components built
in-house was not considered (i.e., “make” versus
“buy”) because many BOP components are com-
modity parts (e.g., pumps, compressors, tanks,
motors, cabinets, variable frequency drives, tub-
ing, piping, inverters, valves, heat exchangers,
switches, flow sensors) for especially the larger
CHP systems. Hence, this assumes that it would
be less expensive to purchase these commodity
components rather than manufacturing them
in-house. Fuel cell manufacturers are unlikely to
embark upon a program of producing BOP com-
modity parts in-house, with some exceptions still
being investigated. Thus, the BOP is largely
assumed to be comprised of purchased compo-
nents that are either assembled or integrated by a
fuel cell system manufacturer. The downside of
this approach is that a fuel cell system provider
may be forced to make nonoptimal design choices
based on the availability of component part sizes.
In some cases, customized design of non-
commodity parts is required, as in the case of a
manifold block for lower-power systems, but in
these cases, the part is assumed to be designed by
the fuel cell system provider and purchased from a
contract manufacturer. However, many of these
components could be readily produced in larger
volume in the future, e.g., machined aluminum
blocks, and perhaps as more integrated subassem-
blies. BOP integration and cost reductions real-
ized therein seem more critical at lower system
sizes where BOP costs are expected to comprise a
larger fraction of overall system costs. In such
cases, a FC manufacturer might work closely
with a contract manufacturer or part vendor to
prototype and develop such subassemblies. This
type of part integration and subassembly design
was not explicitly considered in this entry, but
may represent further cost-reduction opportuni-
ties. Similarly, a rigorous examination of
in-house manufacturing vs. external purchase
was not done for every part and may also yield
cost saving opportunities for some balance of
plant components or assemblies. Since BOP is
estimated to be a large fraction of overall costs,
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this general area of part integration and consoli-
dation and design optimization is a critical area for
future work.

Comparison to DOE 2020 Targets
The output of this entry can also be compared with
DOE targets for 2020 (Table 26). For 10 kWe
CHP systems at 50,000 units per year, the DOE
target is $1700/kWe, and for 100 kWe and 1000
units per year, the equipment cost target is $1000/
kWe. This entry estimates that PEM equipment
cost (direct cost with an assumed 50% equipment
markup is about 70–80% higher than the DOE
targets, while the SOFC system is meeting the
10 kWe target and within 15% of the 100 kWe
target.

Conclusions
Direct costs are estimated for PEM and SOFC
FC CHP systems from 10 to 250 kWe sizes
and for annual manufacturing volumes of
100 systems per year to 50,000 systems per
year. Key assumptions include vertically
integrated manufacturing and high speed, rela-
tively high-yield stack deposition processes for
the membrane electrode or electrode/electrolyte
assembly, and cost reductions in material
costs with higher-volume purchases from mate-
rial suppliers. Implicit in these assumptions is
the assumption of continuous “learning by
doing” as manufacturing volumes increase to
improve process yields and accumulation of
knowledge regarding best manufacturing pro-
cesses and defect mode characterization and
understanding.

Bottom-up DFMA costing analysis for fuel cell
stack components in this entry shows that, for

stationary applications, PEM fuel cell stacks
alone can approach a direct manufacturing cost of
$200 per kWe of net electrical power at high pro-
duction volumes (e.g., 250 kW CHP systems at
50,000 systems per year). Overall system costs
including corporate markups and installation costs
are estimated to reach $2200/kWe ($1600/kWe) for
50 kW (250 kW) CHP systems at 50,000 systems
per year.

SOFC fuel cell stacks can approach a direct
manufacturing cost of $165 per kWe of net elec-
trical power at high production volumes (e.g.,
250 kWe CHP systems at 50,000 systems per
year). Overall SOFC system costs including cor-
porate markups and installation costs are esti-
mated to reach $1400/kWe and $1100/kWe for
50 kW (250 kW) CHP systems at 50,000 systems
per year.

For both PEM and SOFC, balance of plant
costs including the fuel processor makes up
about 70–80% of total direct costs for 50 kWe
CHP systems across the range of production
volumes and is thus a key opportunity for further
cost reduction. In general, the BOP has a lower
rate of decrease in cost as a function of volume as
the fuel cell stack in part because many compo-
nents are already manufactured in reasonable
volume and do not benefit in the same way
from increased economies of scale as the fuel
cell stack. This result is also influenced by the
different methodologies applied to stack vs. BOP
costing: a DFMA analysis was applied to the
stack, whereas BOP costs were estimated based
on largely purchased components and vendor
price quotes.

The cost of electricity with and without total
cost of ownership TCO credits for a fuel cell CHP

Fuel Cell Systems: Total Cost of Ownership, Table 26 US Department of Energy equipment cost targets for 2020
and estimated costs in this entry

System Units/yr

2020 DOE target
with markup
($/kW)

PEM direct
cost ($/kW)

PEM cost with
50% markup
($/kW)

SOFC direct
cost ($/kW)

SOFC cost with
50% markup
($/kW)

DOE
targets This work

10 kW CHP system 50,000 $1700 $1896 $2844 $1103 $1655

100 kW CHP system 1000 $1000 $1207 $1810 $758 $1137
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system has been demonstrated for buildings in
five US cities. This approach incorporates the
impacts of offset heating demand by the FCS,
carbon credits, and environmental and health
externalities into a total levelized cost of electric-
ity ($/kWh). This “LCOE with total cost of own-
ership credits” can then be compared with the
baseline cost of grid electricity. This entry com-
bines a fuel cell system use-phase model with a
life-cycle integrated assessment model of envi-
ronmental and health externalities. Total cost of
electricity is dependent on the carbon intensity of
the electricity grid and heating fuel that a FC
system is displacing and thus highly geography
dependent.

For example, in commercial building types
considered here (small hotels), overall TCO
costs of fuel cell CHP systems at current low
production volume (e.g., 50 kWe systems at
100 systems per year) relative to grid power
exceed prevailing power rates in Phoenix,
New York City, and Houston, but can be com-
petitive in regions of the country with higher
carbon intensity grid electricity. Including total
cost of ownership credits can bring the levelized
cost of electricity below the cost of electricity
purchased from the grid in Minneapolis and
Chicago for both PEM and SOFC CHP systems.
Health and environmental externalities can pro-
vide large savings if electricity or heating with a
high environmental impact is being displaced.
These externality benefits from fuel cell CHP
systems are expected to diminish as the electric-
ity grid becomes cleaner, assuming that FCS
systems continue to be fueled by natural gas.
In the modeled scenario here, simulating the
impact of the proposed Clean Power Plan, the
levelized cost of electricity with TCO credits
becomes higher than the cost of grid electricity
in 2030 for Minneapolis and Chicago in the PEM
case, but remains lower than the cost of grid
electricity in 2030 for these two locations in the
SOFC case.

Overall, this type of total cost of ownership
analysis quantification is important to identify
key opportunities for direct cost reduction, to
fully value the costs and benefits of fuel cell

systems in stationary applications, and to provide
a more comprehensive context for future potential
policies.

Future Directions

Key uncertainties in this type of modeling are the
exact “state-of-the-art” design details for PEM and
SOFC stacks, the actual process yields of stack
process modules, and the details of stack composi-
tion and materials. Reverse engineering of a com-
mercial fuel cell through stack performance
characterization and cross sectional analysis of an
actual fuel cell stack would provide valuable infor-
mation but is beyond the scope of this entry. Addi-
tional future work includes further detailed study of
lower power (1–5 kWe) fuel cell stack design and
manufacturing and expanding the scope of the
analysis to include more detailed study of balance
of plant costs (e.g., balance of plant designs, supply
chains, and comparisons to analogous industries).

As noted above, for both PEM and SOFC,
balance of plant costs including the fuel processor
make up about 70–80% of total direct costs for
50 kWe CHP systems across the range of produc-
tion volumes and are thus a key opportunity for
further cost reduction.

Further work in TCO analysis and modeling
should explore providing a greater degree of tem-
poral resolution for the marginal emission factors
for the electricity system and higher temporal and
spatial resolution of marginal benefit of abatement
factors from the electricity grid. As in this entry,
future modeling should try to incorporate the
dynamic nature of the electricity grid portfolio
and projected fuel prices as well as incorporate
future projected equipment prices or learning rates
in estimating future FCS CHP benefits.

From a policy standpoint, the illustration here
of TCO costs that have appreciable credits in
certain regions of the country is an important
result that suggests that regionally specific poli-
cies and incentives may be appropriate. A key
policy question is how to monetize these external-
ities, for example, where to provide incentives
along the supply chain and how best to design
policies for various stakeholders.
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Glossary

AFC Alkaline fuel cell
EC Electrocatalysis
FC Fuel cell
GDE Gas diffusion electrode
GDL Gas diffusion layer
HOR Hydrogen oxidation reaction
HT-PEFC High temperature polymer electrolyte

fuel cell
MCFC Molten carbonate fuel cell
ORR Oxygen reduction reaction
PAFC Phosphoric acid fuel cell
PEFC Polymer electrolyte fuel cell
SOFC Solid oxide fuel cell

Definition of the Subject

Fuel cells are efficient energy converters, based
on electrochemical principles. They convert the

chemical energy (heating value) of a fuel directly
into electricity, circumventing the various steps
of thermal conversion and electricity generation.
Fuel cells can be designed and constructed on the
basis of a multitude of material combinations for
electrolyte and electrodes, opening the choice of
different fuels. The electrocatalytic reactions of
fuel and oxygen are major challenges to obtain
high conversion efficiency. The electrochemical
basics of different fuel cell types considered today
for technical applications are described in this
contribution.

Introduction

Fuel cell technologies have seen a revival in
recent years, due to several reasons. Global warm-
ing and local air pollution caused by various
energy utilization processes have created a multi-
tude of environmental concerns, promoting the
development of novel technologies with high con-
version efficiencies and low emissions, possibly
zero emission, with respect to green house gases
and other pollutants [1, 2]. Peak oil is another
reason for the renewed interest in fuel cell tech-
nologies, in particular for automotive applications
[3, 4]. Although this fact is discussed in a highly
controversial manner, limitation in crude oil
supply is obvious in the long-term perspective.
This particular aspect of fossil fuel resources is
strongly interlinked to the future perspective of
the “oil price” and, hence, its economic competi-
tiveness to other fuels, e.g., fuels from renewable
sources. In this context, the installation of new
supply infrastructures for alternative fuels, e.g.,
H2, is an important additional economical and
political factor. Dedicated analysis has clearly
shown that energy conversion in fuel cells has to
be based on fuels, in particular hydrogen, derived
from renewable sources [5]. Further, the geo-
graphical distribution of oil reserves causes con-
cerns about the supply security in industrial
centers around the world.

Overall, there exist several reasons to ask
for novel efficient conversion technologies for
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mobility (electromobility) and combined heat and
power systems (CHP) with independence on fos-
sil fuels, in particular crude oil. Another area of
interest in fuel cell technology is portable electric
and electronic applications, where the argument
of potentially higher energy density as compared
to today’s available battery technologies, hence,
longer time of operation, is of prime interest [6].

Electricity generation via fuel cells is an idea,
based on fundamental research carried out by
Christian Friedrich Schönbein at the University
of Basel in the early nineteenth century.
Schönbein’s basic investigations of the respective
reaction of H2 gas (oxidation) and O2 gas
(reduction) dissolved in the electrolyte at an elec-
trode/electrolyte interface, representing the funda-
mental fuel cell reactions, led William Robert
Grove to the design and construction of the first
operating fuel cell. He utilized H2 as fuel and O2

as oxidant at platinum metal electrodes in two
separated closed compartments, filled with the
respective reactant (hydrogen electrode, oxygen
electrode), and joined by sulfuric acid as common
electrolyte [7].

As will be shown in this chapter, the basic
electrochemistry of a fuel cell, an electrochemical
gas battery, is determined by the choice of the
electrolyte and the two different electrodes
immersed therein. In the course of time since
this fundamental work of Schönbein and Grove,
many combinations of electrolytes and electrode
materials have been tested and fuel cell types
derived upon there. This development has also
been driven in the past by the choice of available
fuel and possible application in view, in particular
by space and military applications.

This introductory chapter will give an over-
view on the basic electrochemistry of some fuel
cell types, developed today for dedicated techno-
logical applications. The respective electrochem-
istry will depend on the materials composition of
the fuel cell, in particular, on the nature of the
electrolyte and the temperature of operation.
This further determines the choice of fuel, due to
the strong influence of temperature on the mech-
anism of the respective electrocatalytic processes.

Engineering issues of fuel cell stack and sys-
tems design will be dealt with in the following

chapters. Hence, issues of, e.g., coflow or coun-
terflow within one cell, stoichiometry and utiliza-
tion of fuel and oxidant, temperature and current
distribution in a fuel cell of technical scale, and,
certainly, issues of stacking cells into a bipolar
arrangement will not be discussed here.

What Is a Fuel Cell?

A fuel cell is an electrochemical device, converting
the chemical energy (Gibbs free energy) stored in a
gaseous or liquid fuel, e.g., hydrogen, methane,
methanol, ethanol, others, directly into work of
electrical energy (direct current electricity) at con-
stant temperature (Fig. 1). This type of energy
conversion process is different from the classical
thermomechanical energy conversion process and
is not limited by the Carnot principle (see below).

In short, in a fuel cell, the fuel is oxidized
at an electrochemical interface (electrode called
anode), accepting electrons and donating these
electrons at a second electrochemical interface
(electrode called cathode, separated from the
anode) to an oxidant, e.g., oxygen, which is
reduced by accepting these electrons. Both electro-
chemical interfaces have to belong to a common
electrochemical cell and are joined in the cell by a
common medium, an ion-conducting electrolyte.
Both electrodes have to be connected electronically
by an external circuit, containing the electrical
device to be operated, in which the electrons, due
to the potential difference created by the two elec-
trode reactions, travel from the anode to the cathode
delivering electrical work (Fig. 2). Fuel and oxidant
are supplied in gas channels of the cell housing
(bipolar plate in stacked cells) on the backside of
the porous electrodes (not displayed in Fig. 2) Both
gases have to be transported through the porous gas
diffusion layers (GDLs) with pores typically in the
micrometer range (blue and red bodies in Fig. 2) to
the electroactive catalyst layers (ECLs, black dots
in Fig. 2) at the interface to the electrolyte. Collo-
quially, GDL and ECL together are called gas
diffusion electrode (GDE).

The fuel cell and its electrochemically active
components, i.e., electrodes, electrolyte, etc., as
well as its (electrochemically inert) structure
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materials, i.e., current collectors, cell housing,
etc., should be as invariant as possible, i.e., they
should not be consumed and, ideally, not age
(corrode) over the time of operation. Hence, as
an electrochemical reactor, they provide the elec-
trochemically active interfaces (or interphases,
see below) and the necessary pathways for mass
transport for educts and products to and from
these active interfaces through porous media
(active electrode layers, gas diffusion layers, inter-
nally corrugated cell housing (flow fields) in bipo-
lar plates) with open porosity at different scales.

At the same time, it is a prerequisite that these
materials are as conductive as possible because
they are responsible for the collection and trans-
mission of the electric current generated at the two
interfaces. Hence, ohmic voltage losses in these
materials should be as low as possible.

The electrochemistry of the two electrode
reactions is exemplified for the simplest and pre-
dominant case by the “cold” electrochemical com-
bustion of H2 with O2 (pure O2 or from ambient
air) to H2O (Fig. 2). The overall reaction is split
into two partial reactions, occurring at the two
different electrodes of the cell:

Anodic reaction :
H2 ¼ 2Hþ 2e�

hydrogen oxidation reaction, HORð Þ

Cathodic reaction :
1=2O2 þ 2Hþ þ 2e� ¼ H2O

oxygen reduction reaction, ORRð Þ

Overall reaction :
H2 þ 1=2O2 ¼ H2O

The reaction product(s) of the individual elec-
trode reactions are constituents of the (aqueous)
electrolyte (H+ in the example of an acidic elec-
trolyte, as displayed in the scheme of Fig. 2),
which avoids polarization losses in the electrolyte.

Each of the two electrode reactions creates a
characteristic potential difference across the inter-
face solid electrode/electrolyte, which is different
for the two reactions according to the different
reactants. The overall cell voltage between the
two electrodes, which are joined by the same
electrolyte, allows the electrons generated at the
anode (HOR) and consumed at the cathode (ORR)
to create work in the external circuit. Hence,
chemical energy released by the individual elec-
trode reactions at the locally separated electrodes
is directly transferred into electrical energy. This
pathway is different from the combustion step in
the “classical” thermomechanical power genera-
tion, where the oxidation of fuel and reduction
of oxidant occur in the same volume element,
thereby generating heat only.

Fuel Cell Types and Their Electrochemistry,
Fig. 1 Scheme of direct energy conversion in an electro-
chemical cell as compared to “conventional” thermal
conversion

O2-Electrode
(Cathode)

H2
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O2
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H2O

+—

H2-Electrode
     (Anode)

Electrolyte

ANODE : H2 → 2H+ + 2e–

CATHODE : 2H+ + 2e–+ 1/2 O2 → H2O

Fuel Cell Types and Their Electrochemistry,
Fig. 2 Simplified fuel cell scheme with an acidic aqueous
electrolyte, e.g., the polymer electrolyte fuel cell (PEFC).
Fuel: H2, oxidant: O2. Only porous gas diffusion electrodes
and electrolyte are shown, cell housing is not shown [8]
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Generally, the available cell voltage of electro-
chemical cells depends on the thermodynamics of
the two electrode reactions in the prevailing elec-
trolyte, hence the difference in the electrode
potentials, and is confined, according to the series
of electrochemical potentials, to a few volts
[9]. According to the individual electrode poten-
tials of the H2/H

+ reaction (by IUPAC standard
zero volt in the series of electrochemical poten-
tials, acidic electrolyte, standard conditions of
1 atm and 25 �C or 298 K) and the O2/H2O
reaction (1.23 V, respectively), a cell with H2

and O2 as reactants should yield an ideal cell
voltage of 1.23 V at these standard conditions. In
practice, a lower value in the range of 1 V is
observed, due to different implications (side reac-
tions, depolarization of electrodes due to cross-
over of gases through the electrolyte, etc.).

The free energy DG (Gibbs energy at constant
pressure) of the fuel cell reaction is related to the
cell voltage under open circuit conditions (open
circuit voltage, OCV) E0 and standard conditions
according to

E0 ¼ �DG=nF

n being the number of electrons transferred in the
respective reaction (equal to 2 for the reaction
H2 + ½O2 = H2O) and F the Faraday constant
equal to 96,487 C/mol (electric charge per mol of
electrons).

Further, DG can be expressed as the difference
of the free enthalpy DH of the reaction (thermal
cell voltage E0

H equivalent to 1.48 V for the H2/O2

reaction under standard state conditions) and the
term TDS, (T absolute temperature) expressing
entropy losses (or gains) DS in the reaction:

DG ¼ DH� TDS

Hence, the voltage (thermal) efficiency of
a reaction under equilibrium conditions can be
written as:

ϵth ¼ DG
DH

¼ 1� TDS
DH

The voltage (thermal) efficiency for the elec-
trochemical conversion of the three different

fuels H2, CH4, and CO reacting with air
(oxygen) in dependence of reaction temperature
is displayed in Fig. 3. In comparison, also the
maximal efficiency � = (T1 � T2)/T1 for a Carnot
process at the respective higher temperature T1
and the lower temperature T2 equal to 0 C is
included. The different temperature dependence
of the three conversion reactions is due to
the respective entropy changes, e.g., DS = 0 for
the reaction CH4 + 2O2 = CO2 + 2H2O and
DS 6¼ 0 for the reactions 2H2 + O2 = 2H2O and
2CO + O2 = 2CO2.

Based on thermodynamic arguments only,
electrochemical energy conversion offers higher
efficiencies within a certain temperature window,
depending on the respective reaction.

Introducing Nernst’s law for the equilibrium
case, the situation when no current (and hence
power) is delivered by the cell, the equilibrium
cell voltage under nonstandard conditions for a
H2/O2 cell in dependence of the respective reac-
tant/product concentration (partial pressures) can
be expressed as:

Eeq ¼ �DG
ntF

¼ Eeq, c � Eeq, a

¼ E0 þ RT

2F
ln

H2½ � O2½ �1=2
H2O½ �

 !

Eeq = equilibrium cell potential, Eeq,c = equilib-
rium potential cathode, E

eq,a

equilibrium potential
anode, R gas constant, T absolute temperature,
E0 = equilibrium potential under standard state.

Eeq is also called “theoretical” open circuit cell
voltage, OCV, in dependence of temperature and
reactant, respectively product concentrations.
Practical OCVs may observed to be lower, due
to losses (mixed potentials due to side reactions or
gas crossover, see practical OCV of H2/O2 fuel
cell) already occurring at zero current flow.

Under current flow, the kinetics of the elec-
trode reactions comes into effect. The Butler-
Volmer equation describes the dependency of the
current passing through the electrode interface
(current density per unit geometric area) on a
small voltage excursion (called overvoltage �)
from the respective equilibrium potential Eeq.
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i ¼ i0 exp anF�=RTð Þ � exp 1� að ÞnF�=RT�� ��
i= current density at overvoltage �, �= overvolt-
age (excursion from the equilibrium potential),
i0= exchange current density (at �= 0), a= sym-
metry factor, representing the fraction of overvolt-
age assisting the reaction, n= number of electrons
exchanged, F = Faraday constant, R = gas con-
stant, T = absolute temperature.

The exponential dependency points out that
small potential excursions cause a larger change
in current, while at larger potential excursions, the
current follows a linear behavior. This can be
described by the Tafel law, which usually is
applied when current densities of technical inter-
est, e.g., several 100 mA per cm2 geometric sur-
face area in a fuel cell, are passing through the cell.

� ¼ RT=anFð Þlni=i0

For the HOR, exhibiting an exchange current
density in the range of i0 = 10�3 A/cm2 with
platinum as electrode material [9], only a small
overvoltage arises even by drawing a current

density of technical interest, e.g., 1 A/cm2, due
to the fact that the H2 molecule is easily split into
two adsorbed H atoms (Tafel reaction), followed
by the transfer of one electron per H atom (Volmer
reaction) to the electrode generating two hydrated
H+. Alternatively, one electron is transferred to an
adsorbed H2 molecule, followed by a split into a
hydrated H+ and an adsorbed H atom. In a con-
secutive step, the second H atom is oxidized
(Heyrovsky reaction).

In contrast, the exchange current density of
the ORR at a platinum electrode is in the range
of i0 = 10�8 A/cm2. Assuming direct reduction
of the oxygen molecule, the ORR requires four
electrons in total, including the four H+ generated
in the HOR at the counterelectrode (see above).
As a consequence, ORR generates a major over-
voltage and, hence a major contribution to the
overall loss.

In addition to the overvoltage losses due to
electrode kinetics, one has to take into account
the voltage loss in the ion-conducting electrolyte,
due to the finite electrolyte conductivity, and
(minimized) losses due to the electric resistance
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Fuel Cell Types and Their
Electrochemistry,
Fig. 3 Voltage (thermal)
efficiency eth for the
electrochemical reaction of
H2, CO, and CH4 as fuel
with oxygen from air under
equilibrium versus
temperature (�C). In
comparison, Carnot
efficiency of a thermal
process as function of the
respective higher
temperature in �C and with
0 �C as lower temperature
is displayed
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of electrode and cell materials, including contact
resistances.

This relationship between cell voltage and cur-
rent density is schematically displayed in Fig. 4.
The various voltage losses are deducted from the
equilibrium cell voltage (zero current), yielding
the available cell voltage E* at the respective
current density i*. The difference between E0

H

and E* is expressed as (waste) heat. In terms of
voltage efficiency, this (heat) loss should be as
low as possible; hence, E* should be as high as
possible. On the other side, the current density to
be drawn has to be as high as possible to utilize
power output values (specific power W/kg or
power density W/L) of technical interest.

Further, Fig. 4 points to another advantage of
(electrochemical) fuel cell technology: Designing
a fuel cell to the maximum or rated power for a
certain application (power = cell voltage E times
current i), one easily realizes that the voltage
efficiency eeff increases at lower power (lower
current but higher voltage). This fact is particu-
larly important for applications where maximum
power (full load) is only required at certain parts
of the duty cycle, while in other parts, only part
load is necessary. This case is, e.g., exhibited in
automotive applications of fuel cell technology.

Generally, the available cell voltage of electro-
chemical cells depends on the thermodynamics of
the two electrode reactions in the prevailing elec-
trolyte, hence the difference in the electrode
potentials, and is confined, according to the

Electrochemical Series of Standard Potentials, to
a few volts. Cells with an aqueous electrolyte
exhibit a limitation given by the stability window
of water, namely 1.23 Vat standard conditions. As
stated above, the H2/O2 fuel cell allows practical
open circuit voltages of around 1.0 V. At cell
voltages above 1.23 V, typically around 1.5 V,
decomposition of water into H2 and O2 occurs.

Hence, to accumulate the necessary voltage for
technical applications, e.g., 200–400 V, for an
electrical power train in a car, cells must be
connected in series. Dedicated bipolar arrange-
ments of cells have been designed and put into
operation for serial connection, taking into con-
sideration also the necessary parallel mass flow
of fuel and oxidant from a manifold into each
individual cell and the respective removal of the
product. Such an arrangement of cells is called a
fuel cell stack, combining the electrical serial con-
nection of individual cells with a parallel connec-
tion for mass flow.

In contrast to batteries, fuel cells are open
systems, which convert the chemical energy avail-
able in a fuel stored outside the fuel cell, the
electrochemical converter. As a consequence,
fuel cells need a fuel tank, also a tank for the
oxidant, if the oxidant is pure oxygen and not
ambient air, and auxiliaries (for temperature, pres-
sure, etc., control) to be operated (Fig. 5).

Mass flow into (reactants) and out of the cell
(products) must be allowed and controlled, as well
as cooling to remove the waste heat. At a voltage
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efficiency of 50%, a cell producing 1 kW electric
power also generates 1 kW of heat, which has to
be removed efficiently not to cause thermal run-
away and, hence, degradation of the cell and its
components. In summary, this is called a fuel cell
system. Engineering issues of mass and heat trans-
fer, current distribution across the active area of a
cell, and voltage distribution along the stack, etc.,
are governing the design of a fuel cell system.

Fuel cells can be operated continuously, as
long as they are supplied with fuel and oxidant.
Hence, they are not limited by electrical charge-
discharge cycles, as batteries are. This fact can be
of utmost importance for certain applications, e.g.,
with respect to refueling time in mobile applica-
tions. For mobile or portable applications, the
availability of a fuel infrastructure adds another
aspect of consideration.

In terms of achievable specific energy (W/kg)
and volumetric energy density (W/L), air-fed fuel
cells have the advantage that one reaction partner,
namely, oxygen, is derived from air, and conse-
quently does not add to the weight and volume
of the device. However, ambient air must be pro-
cessed (cleaned, humidified, etc.), which has to be
taken into account. This advantage is also
expressed in the concept of metal air batteries,
e.g., the Zn/Air or Al/Air battery, which on the
anode (metal) consists as half a battery (closed
mass flow) and on the cathode as half a fuel cell
(open mass flow).

Next to the multitude of material combinations
allowing various fuel cell types to be designed and
built, the variety of mobile (transport), stationary,
and portable applications provokes a multitude of

different cell, stack, and systems designs, guided
by the implications of the different fuel cell tech-
nologies (see below).

The Role of the Electrolyte

Generally speaking, the ion conduction in the
electrolyte contributes to the losses (ohmic losses,
see Fig. 3) in the cell voltage. Hence, one of the
major tasks in fuel cell development is the reduc-
tion of these losses in the ionic circuit part,
because the work available in the external elec-
tronic circuit should be as high as possible.

The role of the “electrolyte” in a fuel cell is a
multiple one:

1. Transport the charge in ionic form from one
interface to the other within the cell. To mini-
mize losses in the ionic circuit, the ion conduc-
tion should be carried by an ion, which is
produced at one electrode and consumed at
the other to avoid losses caused by concentra-
tion gradients [10]. This majority ion should
carry as much charge as possible through the
electrolyte, hence its transport number (Hittorf
number) should be as high as possible, ideally
one. For high power applications with an aque-
ous electrolyte, the concentration of this
respective anion or cation must be high and
exclusively responsible for conduction. Typi-
cally, a specific ionic conductivity in the range
of 100 mS/cm is required, which at a current
density of 1 A/cm2 and an electrolyte gap
of 100 mm would yield an ohmic voltage loss

Power electronics

Consumer

Cooling system

Process air
Humidification

Surplus air
Fuel cell stack

Fuel recirculation+ –

Fuel Cell Types and Their
Electrochemistry,
Fig. 5 Simplified scheme
of a fuel cell system
(Adapted from L. Gubler,
Paul Scherrer Institut)
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in the range of 100 mV. As seen in Fig. 6,
the conductivities of various electrolytes are
strongly temperature dependent and cover a
wide temperature range, depending on the
ion-conducting species in its respective envi-
ronment (material). Again, electrolytes are
of interest, which offer the opportunity that
the ionic species is participating in the fuel
cell reaction.

2. Act as separator to (1) avoid crossover and, as a
consequence, “hot” combustion of the fuel and
the oxidant at the respective counterelectrode,
and (2) to avoid touching of the electrodes
by short circuiting the electronic pathway.
Thereby, the electrolyte/separator gap should
be as narrow as possible to lower the ohmic
contribution to the overall voltage loss. In the
case of a liquid electrolyte, it can be absorbed
into an inert matrix, providing porosity high
enough for an ionic conduction path with low
tortuosity for the ion and at the same time a

high enough bubble pressure to suppress gas
crossover. An ideal concept is the one of a solid
electrolyte, which fulfills the dual electrolyte
and separator function at the same time, pro-
viding a transfer number of one for the current-
carrying ionic species, as in the case of solid
polymer electrolytes (ion exchange mem-
branes), thereby excluding a contribution of
electronic conduction.

One has to emphasize that the electrolyte has to
sustain the potential window of the respective fuel
cell reaction, given by the Gibbs free energy, at
least over the device lifetime, specified for a cer-
tain application.

In aqueous acidic electrolytes, the ionic
conduction is provided by an H+ ion, respectively,
H H2Oð Þþn . As mentioned above, H+ is created by
the anodic oxidation of H2 as a fuel, and the
conducting species is transported to the cathode,
where it is consumed in the direct (ideally four

Fuel Cell Types and Their Electrochemistry, Fig. 6 Specific conductivity versus temperature of different electrolytes
interesting for fuel cell applications (Adapted from K.D. Kreuer)
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electrons) cathodic reduction of molecular oxy-
gen. Hereby, water as the reaction product appears
at the cathode side of the cell.

In alkaline solution, the ionic conduction is pro-
vided by OH� ions, created by the ORR at the
cathode. Principally, OH� ions are carriers for the
O2� ions, produced as intermediate by the cathodic
reduction reaction of molecular O2 and the follow-
up reaction with a water molecule. After conduc-
tion, OH� reacts with the H+ created at the anode
and yields water as a product at the anode side.

Solid polymer electrolytes on the basis of a
polymer cation exchange membrane in H+ form
or an anion exchange polymer membrane in
OH� form can be considered as quasi-aqueous
electrolytes, whereby the water is absorbed in
the phase separated ionic nanomorphology of the
respective material. This nanomorphology forms
ionic pathways through the polymeric membrane
connecting the two fuel cell electrodes.

In cells operated at temperatures below 100 �C,
liquid water will be the reaction product. For
operation temperatures above the boiling point
of water, a cell with an aqueous or quasi-aqueous
electrolyte can be operated, however, at the
expense of pressurizing it to avoid loss of the
water and, as a consequence, concentration and
conductivity changes in the electrolyte.

An alternative electrolyte for operating temp-
eratures above 100 �C, which also gained techni-
cal relevance, is orthophosphoric acid, H3PO4.
“Water-free” orthophosphoric acid is a self-
ionizing amphoteric system, which yields
H4PO

þ
4 and H2PO

�
4 . Protons can be passed

along pyrophosphate chains at elevated tempera-
tures of around 200 �C, at which product water
appears as vapor and can be rejected easily.

Molten salts can also be utilized as electrolytes.
Again, the ion responsible for conductivity should
be created in one electrode reaction and consumed
in the other. However, due to the (1) corrosive
nature, (2) the limited thermal stability, and/or
(3) the high melting point of many melts, only a
few molten salts have been considered. Up to
now, the only fuel cell technology based on a
molten salt electrolyte has been using a eutectic
mixture of alkali metal carbonates, Li2CO3 and
K2CO3, at temperatures of around 650 �C,

absorbed in a matrix of LiAlO2. In this molten
carbonate fuel cell (MCFC) the ion conducting the
current is O2� in the form of CO2�

3 . At the anode,
CO2 is supplied and reacts with O2 and 4e� to
formCO2�

3 , which carries the current to the anode,
where it is released in the hydrogen oxidation
reaction. As a consequence, MCFC, in addition
to the mass flow of fuel and oxidant, needs mass
flow management of CO2.

At even higher temperatures in the range of
800–900 �C, ionic conduction can also be
observed in solid oxides. Certain doped metal
oxides become O2� conductors; hence, they can
be utilized as electrolytes in the solid oxide fuel
cell (SOFC). The most common oxide used is
yttria-stabilized cubic zirconia (ZrO2), called
YSZ, with a doping level of 8% Y2O3. This mate-
rial is a ceramic; the thermal expansion coefficient
of its thin layers has to be matched with the other
fuel cell components.

As indicated by the terminology of fuel cells,
e.g., PEFC, AFC, SOFC, others (see below), the
electrolyte is the decisive cell component, which
determines operation temperature, the choice the
electrodes (electrocatalytic materials), and finally
the specifics of the electrochemistry of the reac-
tants. This, on the other hand, has consequences
for the layout of the fuel cell design (balance of
plant) and possible applications of the respective
fuel cell technology, according to the required
duty cycle of the application.

Classification of Fuel Cell Types

Today’s fuel cell types under development can be
classified in two different ways: either by the
temperature range of operation or by the nature
of the electrolyte.

The latter classification distinguishes between
acidic and alkaline fuel cells. Acidic fuel cells with
H+ conduction require other electrodematerials than
alkalinewithOH� conduction.Alkaline fuel cells, at
least with an aqueous electrolyte, require a CO2-free
fuel, and hence cannot be operated on reformate fuel
obtained originally from a C-containing fuel.

The above-described situation displays the
fact that there is a temperature gap in the
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availability of electrolytes between ca. 200 �C and
650 �C. Today, major research efforts are carried
out to extend the range of aqueous H+ and OH�

conduction to temperatures beyond 100 �C, for
technological reasons (heat rejection in cars, CO
tolerance of platinum-based catalysts). On the
other hand, oxide materials are developed with
improved O�

2 conductivity al temperatures lower
than the operation temperatures of standard SOFCs.
Also ceramic proton conductors [11] and proton-
conducting salts like CsHSO4 [12] are considered
as electrolytes for this temperature regime.

The Role of Electrocatalysis and the
Electrode /Electrolyte Interface

Next to the voltage losses due to ionic conduction,
voltage losses due to the activation overvoltages of
the respective electrode reactions arise, as described
by the Butler-Volmer, respectively, the Tafel equa-
tion. As stated above, at a certain value of the current
density, the overvoltage for the HOR is much
smaller than for the ORR, due to the simpler
electron transfer kinetics. Overvoltage for an elec-
trochemical reaction shows also a strong temper-
ature dependency, as does activation energy, and
decreases with increasing temperature.

For fuel cells with an acidic electrolyte,
platinum is the electrocatalyst of choice at tem-
peratures up to 200 �C (e.g., PAFC), due to the
stability requirements. High dispersion of the cat-
alyst is required, taking into account its nature as a
precious metal, to provide a high surface area to
volume ratio. Platinum nanoparticles in the diam-
eter range of a few nanometers, typically 2–5 nm,
supported on carbon particles are utilized. Differ-
ent carbons with different surface areas (up to
800 m2/g) are used. The amount of platinum in
the catalyst powder is specified as wt% per g of
carbon and further as mg loading per cm2 of
geometric electrode area.

Platinum is prone to CO adsorption at temper-
atures of around 100 �C and below. For this rea-
son, care has to be taken with respect to the purity
of hydrogen, in particular for hydrogen liberated
from a C-containing fuel by a reforming process
(steam reforming, partial oxidation, autothermal
reforming).

Alkaline electrolytes allow cheaper, non-
precious metal catalysts like nickel and its alloys.

High temperature fuel cells, e.g., MCFC or
SOFC, require other catalyst materials, which
are described in the respective section below.

There is a common problem to all material selec-
tions for the different fuel cell types, namely, to
generate an optimal electrolyte/electrode interface.
One has to realize that gaseous molecular reactants
are converted into ionic species, solvated/hydrated
in their electrolytemedium, by exchanging electrons
with the electrode material. This reaction occurs at
the so-called triple phase boundary (triple point),
where electron conducting, ion conducting, and
gas phase (eventually dissolved in the electrolyte)
join to each other. To allow a high surface area for
current generation, the electrolyte/electrode interface
is extended into a three-dimensional interphasewith
a certain thickness. For a polymer electrolyte fuel
cell, this interphase is drafted in Fig. 7 for the
cathode (oxygen) side.

Depending on the respective materials for the
different fuel cell types, this three-dimensional
interphase has to be established by very different
preparation/manufacturing procedures. In partic-
ular, solid electrolyte materials must be process-
able to be included into the electrode layer.

Fuel Cell Families

The various fuel cell types considered today hav-
ing some technical relevance are displayed sche-
matically in Fig. 8. They are arranged according to
the nature of electrolyte, acidic or alkaline, and to
their temperature of operation.

The polymer electrolyte fuel cell, PEFC, and
the phosphoric acid fuel cell, PAFC, are acidic
fuel cells; the PEFC operates in the temperature
range below and around 100 �C (PEFC), respec-
tively, and the PAFC at around 200 �C. Hydrogen
is the preferred fuel for both types. A PEFC can
also be fed by liquid or gaseous methanol, called
direct methanol fuel cell, DMFC. Other fuels
based on alcohols, e.g., the direct ethanol fuel
cell, DEFC, are subject to research. Fuel cell
types utilizing an acidic aqueous electrolyte will
not be considered here.

92 Fuel Cell Types and Their Electrochemistry



Most concepts for an alkaline fuel cell in the
past have been described with an aqueous alkaline
electrolyte. Recently, also anion exchange mem-
branes, alkaline solid polymer electrolytes, have
been considered [13].

The molten carbonate fuel cell, MCFC, and the
solid oxide fuel cell, SOFC, are high temperature
fuel cells, due to their temperatures of operation
of around 650 �C, respectively, 800–900 �C.
Both can be considered as alkaline fuel cells
(chapter ▶ “Molten Carbonate Fuel Cells”).

The local appearance of the reaction product
is determined by the current-carrying ion. While
for acidic fuel cells the reaction product shows
up at the cathode (oxidant side), it is the anode
(fuel side) for alkaline fuel cells. In case of
C-containing fuels, e.g., methanol, a second
reaction product containing the oxidized carbon
appears at the fuel side. The appearance and hence
the removal of the product/s causes consequences
for the mass flow engineering of the stack and fuel
cell system.

The following ordering of fuel cell types does
not reflect the historical development of the vari-
ous fuel cell technologies.

Polymer Electrolyte Fuel Cell Types
The idea of using a thin ion-conducting polymer
membrane, solid polymer electrolyte, as electrolyte

and separator can lead to different concepts of cells.
Firstly, when ionic charges, anions or cations, are
chemically bound to the polymer (ionomer) net-
work, the respective countercharge can move freely
within the polymer volume, provided a certain vol-
umetric charge density within the polymer exists,
which on uptake of, e.g., water leads to phase sep-
aration into a hydrophobic polymer (backbone) and
a hydrophilic, charge-containing phase [14]. As a
consequence, the polymer morphology allows the
continuous transport of this ion from one electrode
interphase to the other. This concept is normally
called polymer electrolyte fuel cell (PEFC).

Depending on the fuel, H2, MeOH (gas or
liquid), or others, the solid polymer electrolyte
properties have to be tailored, in particular
for their properties toward separation of fuel
and oxidant.

Further, non-ionomeric polymers can absorb
an electrolyte, e.g., phosphoric acid H3PO4,
which then renders ion conducting. This concept
is realized in the so-called HT-PEFC, high tem-
perature PEFC (ca. 100–200 �C), where a poly-
benzimidazole film imbibed with phosphoric acid
becomes proton conducting due to the mechanism
described above for non-aqueous phosphoric acid
(see this book, chapter ▶ “Polybenzimidazole
Fuel Cell Technology: Theory, Performance, and
Applications”).

H2-Fed PEFC
This type of H2-fed fuel cell, due to its high
achievable specific and volumetric power density
(in the range of 1 kW/kg and 1 kW/L and above),
its cold start behavior, and its fast load following
properties, has found interest in the automotive
industry and is under development by all major
automotive companies.

A thin ion-conducting polymer sheet, typically in
the range of 25 mm, is utilized as a solid electrolyte,
i.e., electrolyte and separator, in the PEFC (Fig. 1).
For thermal stability reasons, only cation exchange
membranes in the H+ form have been considered
up to today for technical applications (see also
▶ “AlkalineMembrane Fuel Cells”). In comparison
to cells with liquid electrolyte, this PEFC concept
offers the advantage that the “electrolyte” is chemi-
cally bound within the polymer matrix and only

H+

O2

(shown for cathode)
H2O

e–

Fuel Cell Types and Their Electrochemistry,
Fig. 7 Electrode layer (interphase) with three phase
boundary (schematic) of a polymer electrolyte fuel cell
(cathode side). Blue: polymer electrolyte, black: carbon
particles, gray: platinum nanoparticles (Adapted from
L. Gubler, Paul Scherrer Institut)
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water as reactant, in addition to the gases, appears in
the peripheral system components. Membranes are
perfluorinated or partially fluorinated polymers,
with side chains ending in pendant acid groups,
e.g., the sulfonic acid group �SO3H (Fig. 9).

Under operation, the membrane has to contain
some water, e.g., 15 water molecules per sulfonic
acid group, to provide the necessary specific con-
ductivity. This fact causes consequences for some of
the system auxiliaries, as the gases, hydrogen and
air, have to be humidified before flowing into the
cell to sustain the hydration level in the membrane.

The acidic electrolyte requires a precious metal
catalyst; hence platinum supported on carbon parti-
cles serves as electrocatalyst, with typical Pt load-
ings of ca. 0.1 mg/cm2 at the anode side and
ca. 0.4 mg/cm2 at the cathode side. Platinum nano-
particles, typically a few (3–5) nanometers in diam-
eter, are deposited on various carbon substrates (e.g.,
20–40%Pt/C) by wet chemical processes and then
further processed in combination with solubilized
ionomer material and binder(s) (PTFE) to yield an
ink, which then is applied either to the electrolyte
membrane surface (CCM, catalyst-coated mem-
brane) or to the GDL to form the GDE.

Extensive characterization of these electro-
catalysts for the fuel cell reactions has shown
that the electrocatalytic activity of these nano-
particles is by a factor 10 lower than the activity
of a polycrystalline platinum surface for the
respective reactions, HOR or ORR [15]. This dif-
ference is not fully understood yet.

An interesting proprietary approach has been
followed recently by the 3 M Company, creating a
continuous electrode area covered by nanoscale Pt
whiskers. Reactivity of these electrocatalytic
layers is in the range of polycrystalline platinum
surfaces [16].

Today, pure hydrogen is considered as the ideal
fuel. Due to its CO content, hydrogen derived
from C-containing fuels (by steam reforming
(SR), partial oxidation (POX), or autothermal

Fuel Cell Types and Their Electrochemistry, Fig. 8 The important fuel cell families of today

Fuel Cell Types and Their Electrochemistry,
Fig. 9 Generalized structure formula of Nafion® type
membranes (DuPont) with m = 1, l = 1, k = 5–7
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reforming (ATR) followed by preferential oxida-
tion (PROX)) would need specific measures in
terms of electrocatalysis, e.g., PtRu as bifunc-
tional electrocatalyst, to allow oxidation of CO.
As an alternative, purification methods of the
anode gas stream prior to entering the cell down
to only a few parts per million CO (depending on
operation temperature) are necessary.

The electrocatalytic layers are contacted by
gas diffusion layers, allowing the gases to be
passed to the interphase and the product(s), H2O
with H2 and O2 as reactants, which consist of
carbon cloth or paper (Fig. 2). This arrangement
of membrane, electrocatalytic layers, and gas dif-
fusion layers is colloquially called membrane
electrode assembly (MEA).

Most of the applications of this fuel cell type
are developed for air operation, taking advantage
of utilizing one reactant from the ambient envi-
ronment. However, there exist also some applica-
tions in which pure oxygen is employed as
oxidant. Due to the higher partial pressure of
oxygen and the absence of electrochemically
inert nitrogen as the majority component in the
cathodic gas stream, humidification issues of
the cell can be strongly simplified [17, 18].

Methanol-Fed Fuel Cell (PEFC Type)
The same concept of combination of an acidic solid
polymer electrolyte and acid stable precious metal
electrocatalysts can also be applied to a methanol-
fed fuel cell (direct methanol fuel cell, DMFC).
Methanol can be fed in liquid or vapor form,
mixed with water. The methanol molecule CH3OH
is electrochemically converted at the anode:

Anodic reaction :
CH3OHþH2O ¼ 6Hþ 6e� þ CO2

methanol oxidation reaction,MORð Þ
Cathodic reaction :
O2 þ 4Hþ þ 4e� ¼ 2H2O

oxygen reduction reaction, ORRð Þ
Overall reaction :
CH3OHþH2OþO2 ¼ CO2 þ 3H2O

As seen above, during MOR, one molecule of
water is consumed, which is necessary to oxidize

carbon in theCH3OHmolecule toCO2,while poten-
tially six protons are liberated. The ORR can be
formulated the same way as in a hydrogen-fed cell.

The equilibrium potential for the anode reac-
tion is 0.02 V; hence, a theoretical cell voltage
close to the H2/O2 fuel cell should be observed. In
practice, the OCV is lower, for several reasons:
Due to the similarity of methanol and water as
solvents (e.g., solubility parameter), methanol
also penetrates into the water-swollen polymer
membrane and passes to the cathode (methanol
crossover), causing a mixed potential at a lower
value than the oxygen potential. Further, the
anode reaction requires a binary or ternary bifunc-
tional catalyst, containing next to platinum one
metal component (or two) providing the splitting
reaction of the water molecule involved to liberate
oxygen for the carbon oxidation at lower poten-
tials as compared to platinum. Examples would be
Ru, Sn, Mo, others, or even combinations of two
of these together with platinum as the hydrogen-
liberating catalyst. Intermediate oxidation species
of the methanol molecule, e.g., �COH, may
adsorb and poison the platinum catalyst surface,
thereby impeding the full oxidation reaction.

These kinetic losses at the anode lead to a high
anode overvoltage and, therefore, the cell voltage
in the DMFC is lower at a respective value of
current density as compared to a H2-fed cell, as
is the achievable power density.

Direct methanol fuel cell concepts with liquid
electrolyte have also been considered in the past.
One advantage of circulating liquid electrolytes is
the option to cool the cell without additional
cooling fluid.

High Temperature PEFC
As mentioned above, H3PO4 can be absorbed
in polybenzimidazole films to yield water-free
proton-conducting membranes. The concept is
strongly related to the phosphoric acid fuel cell,
PAFC. These cells can be operated above 100 �C,
typically in the temperature range of 160–180 �C,
without humidification, allowing to simplify the
balance of plant. Further, due to the higher oper-
ation temperature as compared to H2-fed cells, CO
tolerance is drastically increased. Disadvantages
are the loss of H3PO4 during start-stop cycles, i.e.,
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excursions to temperatures below 100 �C, where
liquid product water causes leaching of the ionic
component. In addition, achievable power den-
sities are typically lower than with H2-fed cells,
due to the fact that phosphate cations strongly
adsorb on platinum even at these temperatures,
impeding the ORR (chapter ▶ “Phosphoric Acid
Fuel Cells for Stationary Applications”). For
more detailed information please see chapter
▶ “Polybenzimidazole Fuel Cell Technology:
Theory, Performance, and Applications”.

Phosphoric Acid Fuel Cell
Looking back at the development of fuel cell
technologies, the PAFC technology has been
the earliest one to be commercialized (chapter
▶ “Phosphoric Acid Fuel Cells for Stationary
Applications”). Several 200 kWe power units for
co-generation have been delivered to customers
over the past 20 years, mainly by the US company
UTC Power [19]. Water-free phosphoric acid is
absorbed in an inorganic diaphragm and contacted
on both sides by platinum-containing gas diffu-
sion electrodes. Advantages and disadvantages
are very similar to the ones of the HT-PEFC.

Alkaline Fuel Cell
Alkaline electrolytes played an important role in the
beginning of fuel cell development, due to its less
stringent requirements for electrocatalysts. An aque-
ous solution of NaOH or KOH at higher concentra-
tion is absorbed in amatrix, formerly asbestos, today
a composite material of an oxide and a polymer
binder. The electrochemistry of the respective
HOR and ORR can be written the following way:

Anodic reaction :
H2 þ 2OH� ¼ 2H2Oþ 2e�

hydrogen oxidation reaction, HORð Þ

Cathodic reaction :
1=2O2 þ 2H2Oþ 2e� ¼ 2OH�

oxygen reduction reaction, ORRð Þ

Overall reaction :
H2 þ 1=2O2 ¼ H2O

As described above, an alkaline cell generally
has to be operated on H2 and O2, due to the CO2

problem. As advantage, a non-precious metal,
such as Raney nickel, can serve as electrode mate-
rial. ORR in alkaline solution shows a lower over-
potential loss than in acidic solution; hence,
higher specific power densities (mW/cm2) can be
generated in cells.

Recently, some progress in the preparation of
anion exchange membranes was reported, leading
to the application of the PEFC concept to alkaline
fuel cells. However, performance in terms of
power output and stability/lifetime is far below
the acidic technology [13].

Molten Carbonate Fuel Cell
As a high temperature fuel cell, which operates
in the temperature range around 650 �C, the
MCFC can use the waste heat of the fuel cell
reactions for internal reforming of C-containing
fuels (Fig. 10). No further processing of the
reformed fuel is necessary. Reformed hydrogen
is oxidized at the anode, consisting of a porous
nickel electrode, under consumption of the
CO2�

3 cation, which carries the current through
the electrolyte, to H2O and CO2. The anode
reaction product CO2 has to be recycled to the
cathode compartment, where it is consumed dur-
ing the ORR at a porous Ni-Oxide cathode to
CO2�

3 and taken up by the electrolyte melt again,
therefore balancing the CO2�

3 concentration in
the Li2CO3/K2CO3 eutectic electrolyte, which is
absorbed in a LiAlO2 matrix.

MCFC systems in the power range of 250 kW
have been delivered for on-site testing, using a
variety of fuels, like biogas, reformed natural gas,
and others [20].

Solid Oxide Fuel Cell
The electrolyte in a solid oxide fuel cell is a thin
ceramic body, which is an O2-conducting oxide
material. O2� conduction is established by doping
a stoichiometric material like ZrO2 by Y2O3,
thereby generating O2� vacancies in the lattice.
Around 8% of Y2O3 are required to stabilize the
cubic form of ZrO2 at temperature of operation.
A reasonable specific conductivity for this 8YSZ
material is obtained in the range of and above
800 �C (Fig. 11).
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Electrode materials consist of a Ni/8YSZ cer-
met (mixture of ceramic and metal) as anode and
LaxSryMnO3 (perovskite) as cathode.

Ohmic losses in the electrolyte can be lowered
by designing cells with thin electrolyte layers,
typically 10 mm thick, supported on one of the
electrode structures, instead of utilizing a thicker,
free-standing electrolyte layer.

For many years, also a tubular concept had
been developed by Siemens Westinghouse,
addressing the challenges in matching the thermal
expansion coefficients of the different materials,
namely for the electrolyte and the electrodes.

However, the further development of this concept
had been abandoned. SOFC technology develop-
ment mainly addresses stationary co-generation of
power and heat, at a power scale of 100 kWe and
more (e.g., Topsoe Fuel Cell, Denmark), as well
as small scale (1 kWe) co-generation for private
homes (e.g., Hexis Switzerland).

Interestingly, low power application micro-
SOFCs are developed as battery alternatives,
utilizing materials which allow operation temper-
atures in the range of 550 �C (One-Bat-Project,
ETZ Zürich [21]).

Future Directions

After two decades of intensive fuel cell research
and development, some of the described technolo-
gies have come close to the market. This is particu-
larly the case for the PEFC technology developed
worldwide by automotive industry. Preliminary
market introduction is planned, according to various
sources, by the year 2015. However, still issues of
cost and reliability remain and provide ample space
for further research. Unfortunately, other technolo-
gies, e.g., the SOFC and MCFC technology, have

Fuel Cell Types and Their Electrochemistry, Fig. 10 Scheme of the molten carbonate fuel cell, MCFC (Adapted from
MTU CFC Solutions)

2H2→ 4 H++ 4e–

O2 + 4e– → 2 O2–
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Fuel Cell Types and Their Electrochemistry,
Fig. 11 Scheme of the planar solid oxide fuel cell,
SOFC, and its electrochemistry (Adapted from
L. Gauckler, ETH Zürich)
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recently seen some setbacks, due to the fact that
some longstanding prominent advocates of fuel
cell development have decided not to continue
their effort (e.g., SOFC by Siemens, MCFC by
Tognum (formerly MCFC solutions), others).
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Glossary

Fuel Cells (FC) Electrochemical cells that con-
vert chemical energy from a fuel into electrical
energy through the controlled transfer of elec-
trical charge driven by the difference in elec-
trochemical potential between two electrodes
separated by an electrolyte.

Electrocatalyst Amaterial that enhances the rate
of an electrochemical reaction, such as the
hydrogen oxidation reaction (HOR) or the oxy-
gen reduction reaction (ORR), without itself
being consumed in the reaction. In most PEM

fuel cells, the electrocatalysts are nanosized
materials made from the precious group metals
(PGM), usually platinum, palladium, and
ruthenium or alloys of these materials with
nickel, cobalt, and manganese.

Polymer Electrolyte Membrane (PEM) Cation-
or anion-conducting polymer membrane that
separates the two electrodes in a fuel cell. In
most PEM fuel cells, the polymer is a cation
(proton) conductor and in this case PEM can
stand for proton exchange membrane.

Triple-Phase Boundary (TPB) The place on the
catalyst surface within the fuel cell electrodes
where protons, electrons, and gaseous reac-
tants meet in order to oxidize hydrogen or
reduce oxygen.

Gas Diffusion Layer (GDL) A component of
the fuel cell used to evenly distribute reactants
and electrons across the electrode surface and
facilitate the removal of water.

Membrane Electrode Assembly (MEA) A
manufactured unit consisting of the electrodes,
membrane and gas diffusion electrode. Some-
times the MEA can include the gasket used to
seal the fuel cell. The MEA, when placed
between two electrically conducting plates
with channels to provide the fuel and oxygen,
constitute a single cell.

Stack A collection of individual fuel cells, sepa-
rated by electrically conducting “bipolar”
plates, connected in series. Stacks can range
in size from a few watts as in portable fuel cells
to hundreds of kilowatts as in stationary fuel
cells for combined heat and power or grid
assets.

Fuel Cell System (FCS) The combination of a
fuel cell stack and the subsystems that is required
to support its operation for the intended
application.

Definition of Subject

This entry discusses the subject of fuel cells:
how they work and how they are designed and
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integrated into a collection of subsystems for
application in a variety of applications. Particular
focus is placed upon systems utilizing polymer
electrolyte membranes and how the properties
of the membrane dictate the system design
considerations.

Fuel cells themselves were invented over
170 years ago, with the first fuel cell demonstrated
by Sir William Robert Grove in 1839. The first
commercial use of a PEM fuel cell in a system
occurred when General Electric developed the
technology with NASA and McDonnell Aircraft
for use in the Gemini space program. Since then,
fuel cells have been integrated into systems
intended for a wide variety of applications, from
fuel cells of just a few watts for portable applica-
tion up to hundreds of kilowatts for some appli-
cations in transportation.

Introduction

The vision of fuel cells running on renewable
hydrogen as an energy carrier derived from
water, and producing electricity with only water
as a by-product, has long captured the imagination
of those concerned with the environment. Since
the early days of the use of fuel cells in the Gemini
space program, various explorations of the poten-
tial use of fuel cells have been conducted by
individuals, small firms, and large corporations.
In each case, the potential of fuel cells has been
validated. The long-term benefits of high effi-
ciency and fuel flexibility are clear, especially in
today’s context, wherein energy security and the
need to reduce dependence on foreign oil and the
need for sustainable economic development and
the reduction of greenhouse gas emissions have
been brought into sharp focus by war, weather,
and wildlife.

Great progress has been and continued to be
made in the development of fuel cells since their
first commercial application roughly 50 years ago.
This is particularly true of the fuel cells developed
for automotive applications, which represents a
very demanding application in terms of durability
and cost. Progress in the automotive application
has had a spillover effect to other applications,

particularly for those being developed for motive
power and stationary combined heat and power.
This entry will attempt to lay out the status of the
technology today, with a focus on the progress
made in the past 5 years and where it needs to go
in the future. First, a brief overview will be given
of the fuel cell industry, followed by a review of
some of the basic principles underlying the theory
of operation. The notion of critical design param-
eters and specifications will be discussed as a
prelude to a review of some recent advancements
and to the system design process as it relates to
important considerations for fuel cell systems.
Finally, there will be a discussion on future
directions.

The PEM Fuel Cell Industry

In reality, it is fair to say that PEM fuel cells are
slowly emerging from their current status as a
nascent industry. The long-term benefits of high
efficiency and potential fuel flexibility are clear,
but cost and durability issues have caused a slow
adoption time line. In addition, the nagging issue
of the infrastructure needed to provide hydrogen
as a fuel has not gone away. Hydrogen availability
is still a relevant issue for many of the applications
that would have fuel cells as the privileged tech-
nology. Other obstacles to profitable commercial-
ization include the excellent low cost, operational
flexibility, and lifespan of the incumbent technol-
ogies which fuel cells are trying to displace. In
response to these important issues, most fuel cell
manufacturers, in need of revenues, are focusing
on large niche markets for which the technologi-
cal requirements are best suited to current fuel cell
capabilities. These markets, such as backup
power, forklift trucks, bus fleets, and small and
large combined heat and power, offer the oppor-
tunity for fuel cell companies to manufacture suf-
ficient quantities to gain sufficient learning and
revenues to attract investors seeking the potential
benefits of game-changing technologies. Even in
some of these cases, however, government subsi-
dies are needed to help the industry cope with the
slow market penetration associated with product
immaturity and the risk-adverse nature of the
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industries being targeted. Limited revenues from
these markets lead to high stock volatility, making
valuations difficult, limiting private investment,
and further exasperating the situation.

Over the past 5 years, the PEM fuel cell indus-
try has demonstrated a steady year-over-year
increase in placements, but at a rate which is not
offering the benefit of a strong learning curve and
the accompanying economies of scale. On the one
hand, there are large automotive players (Honda,
Toyota, GM, Hyundai) who continue to make
sizeable investments and steady progress in
terms of cost and durability. The fuel cell-powered
vehicles are now early production models that are
being sold and tested in quantities that are com-
patible with the limited hydrogen dispensing
infrastructure. These are providing important
feedback on customer acceptance and validation
of the fuel cell vehicle performance and reliability.
On the other are those established (but still not
profitable) smaller fuel cell companies focusing
on niche markets (backup, forklift, other mobility
applications) that are gaining commercial traction
based on recognized value propositions. An
example of the latter is Plug Power, which had
established strong commercial agreements with
both Amazon and Wal-Mart [1]. Feeding fuel
cell components to these companies are corpora-
tions such as 3M, DuPont, W.L. Gore, and Asahi
Glass providing the membrane electrode assem-
blies, as well as a host of large automotive sup-
pliers providing “balance of plant” components
such as blowers, compressors, heat exchangers,
and electronics which are a critical part of the
maturing supply chain necessary for industry
success.

The past 5 years have also witnessed a
restructuring of the field in which smaller compa-
nies are being consolidated into others as a means
of acquiring fuel cell IP, know-how, and addi-
tional markets. Examples include Plug Power
acquiring ReliOn and its telecom backup power
business, Ballard acquiring IdaTech’s backup
power assets and UTC’s PEM intellectual prop-
erty for bus applications, and Hyster-Yale’s pur-
chase of Nuvera for application in its forklift
business, which is one of the fuel cell applications
which is closest to profitability. In addition, China

is a slumbering dragon which has begun to
awaken to the possibilities of fuel cells for both
motive and stationary applications, with agree-
ments signed with Ballard, Plug Power, and others
as it begins to address its need to build up exper-
tise and its supply chain ecosystems [2].

One reason for the fragmentation of the fuel
cell industry is the wide range of potential appli-
cations to which fuel cells can be applied. As
mentioned, these include transportation applica-
tions, material handling, telecommunications
backup, consumer electronics, as well as both
residential and larger-scale cogeneration. Each of
these markets has a well-defined set of operational
characteristics and requirements, as defined by the
customer. Another and related reason for the frag-
mentation of the industry is the lack of a dominant
design paradigm. Each company has a preferred
method of approaching the design of a fuel cell
and the system into which it is embedded. Since
no single approach has emerged as dominant,
there is a lack of standards, de facto or otherwise,
around which the industry can capture the benefits
of economies of scale and of accumulated
knowledge.

On the other hand, it might be argued that there
is a de facto dominant design, and it is that stan-
dard which, up to now unwittingly adhered to, is
limiting the true out-of-the-box thinking needed
for step changes in performance at lower cost and
improved reliability. In most cases, as we will see,
the commercialization issues around each appli-
cation are driven to a large extent by this under-
lying “standard” technology and its modes of
failure in meeting customer requirements. In this
entry, specific attention will be given to these
failure modes and how they drive system com-
plexity. In addition, some attention will be paid to
the system design and how it can be simplified to
enable lower costs.

Finally, as will be discussed here, there has
been steady progress over the past 5 years in
lowing costs and improving reliability, due in
part to sustained government support of fuel
cells and the persistence of the key players in the
industry. The US DOE in particular has shown a
steady willingness to support the technological
development of fuel cells, particularly for the
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most demanding application, transportation.
Indeed, there is hardly a technical nuance that
has not received the DOE’s support. In many
ways the industry is now in the position of devel-
oping engineering solutions at the material, com-
ponent, and system level for minimizing the
known deficiencies and failure modes intrinsic to
the technology. These will be discussed below.

Still, there is “a lot of room at the bottom” for
scientific and engineering innovation. Indeed, the
application of nanotechnology as a means of
enabling the fuel cell industry to become a sus-
tainable ecosystem should not be underestimated.
In fact, most progress within the past 5 years has
been in engineering improvements at the nano-
scale, thus enabling improvements in cost, perfor-
mance, and durability. There is ample reason for
considerable optimism around PEM fuel cell sys-
tems for the sustainable energy applications they
support.

Fuel Cell Basics

Fuel cells are electrochemical devices that trans-
form chemical energy into electrical energy, much
the same way a battery converts chemical poten-
tial energy into electrical kinetic energy, except
that the chemicals consumed in a fuel cell in the
reaction are supplied from external sources. The
fuel cell enables the generation of electricity while
producing pure water by controlling the combin-
ing of hydrogen and oxygen:

H2 þ O2 ! H2O (1)

Ideally, this reaction would take place at a
potential of 1.229 V at standard conditions
(25 �C and 1 atm) if it were not for losses due
to irreversible internal processes. In fact, the
reversible potential Er of this reaction can be
expressed in terms of the change in the Gibbs
free energy, DG:

DG ¼ � n F Er (2)

Here n is the number of electrons involved, and
F is Faraday’s constant, which has the value of

96,485 coulombs of charge per mole of electrons.
The derivation of Eq. (2) is a straightforward
application of thermodynamics, recognizing that
in this case, the work done is the product of the
amount of charge transferred and the potential.
For the case of standard conditions, we know
from thermodynamics that DG = 237 kJ/mole
when the water is produced as a liquid
(corresponding to the higher heating value,
HHV) and n = 2 for the H2/O2 fuel cell reaction.
Of course, not all of the energy in the reaction is
turned into electricity, and because of this, some
portion of hydrogen’s HHV is converted into heat.
The enthalpy change in the reaction is given by
the familiar thermodynamic relationship

DH ¼ DG þ TDS (3)

From thermodynamic tables we find at stan-
dard conditions that DH= 286 kJ/mole. It follows
that roughly 49 kJ/mole are converted into heat,
and the theoretical efficiency �th of a fuel cell
operating at standard conditions is

�th ¼ DG=DH ¼ 237=286 ¼ 83% (4)

In addition, there are various losses which are
due to irreversible processes in the cell itself.
These losses, which are intrinsic to the cell and
are material dependent, reduce the fuel cell effi-
ciencies to around 40–60%, depending on the
type of fuel cell and its application. There are
numerous references that discuss the theory
behind fuel cells in detail [3, 4] as well as the
other entries in this encyclopedia. Here only a
very cursory overview is given, as the focus of
this entry is on the fuel cell system.

In a typical fuel cell, there are two electrodes,
an anode from which electrons are removed dur-
ing the oxidation of hydrogen and a cathode to
which electrons flow during the reduction of oxy-
gen, an ion-conducting electrolyte which ionically
connects the anode and cathode, and an external
circuit through which the electrons flow from the
anode to the cathode while doing electrical work.
In early fuel cells, the electrolyte was generally a
liquid such as a solution of KOH, which provided
for the flow of OH� anions. In this case, the fuel
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cell was termed an “alkaline” fuel cell because of
the nature of the electrolyte. In the same way, the
electrolyte can be phosphoric acid, in this case
providing for the flow of H+ cations, or protons.
Such a fuel cell is called a “phosphoric acid” fuel
cell, again in recognition of the electrolyte. In this
entry, we will discuss polymer electrolyte fuel cell
systems. In this case, the electrolyte is a polymer
in the form of a membrane, hence the term “poly-
mer electrolyte membrane” or PEM fuel cell.
Polymer electrolyte fuel cells, or PEFCs, are elec-
trochemical devices whose characteristics are
determined largely by the properties of the poly-
mer electrolyte. One of the main purposes of this
entry is to illustrate the extent to which the
PEMFC’s performance is in fact dominated by
the properties of the polymer electrolyte. It is
worth noting that in some cases, the acronym
PEM is interpreted to mean proton exchange
membrane, since in most cases in which the acro-
nym PEM is used, the ion that is transported
across the membrane and “exchanged” at the elec-
trodes is the proton. However, here we will inter-
pret the acronym to mean polymer electrolyte
membrane to emphasize the point that it is the
polymer electrolyte that to a large extent dictates
the characteristics of the system.

In a fuel cell, the two reactants, in this case
hydrogen and oxygen, are each directed macro-
scopically by flow channels molded into electri-
cally and thermally conductive plates. The
hydrogen on the anode side and the oxygen at
the cathode side are each brought into contact
with an electrode by the gas diffusion layer or
“GDL” which ensures uniform flow across the
cell. As discussed, a polymer membrane is pro-
vided that serves as the electrolyte, providing
good ionic conductivity while maintaining the
separation of these reactant gases and preventing
the flow of electrons. The membrane needs to
make intimate contact with the electrodes to
ensure efficient charge transfer across the embed-
ded electrode/electrolyte interface. The electrodes
are generally porous to allow the diffusion of the
reactant gases while providing a support for the
catalysts needed to facilitate the electrochemical
reactions. The electrodes also need to provide
conductive pathways for the ions and electrons.

Clearly, the polymer electrolyte membrane, elec-
trodes, and GDL have a complex set of interacting
functional requirements. These will be discussed
in detail, especially from the point of view of their
impact on system design.

In most cases, the polymer electrolyte is basi-
cally acidic, in which case the catalysts are usually
based upon platinum and its alloys. At the anode
electrode, hydrogen gas molecules adsorb onto
the supported catalyst material which is used to
help strip the hydrogen of its electron, oxidizing it
to become a hydrogen cation or proton. This pro-
ton is transported through the polymer electrolyte
membrane to the cathode electrode. Here, oxygen
molecules are fed into cathode electrode, usually
by supplying air. Like the active layer at the
anode, appropriate nanosized catalyst particles
are supported on electrically conducting porous
materials. In the current dominant design para-
digm, this support is usually a high surface area
carbon. Once on the catalyst surface, the oxygen’s
covalent bonds are broken, forming oxygen
anions. The oxygen anions then combine with
protons arriving through the membrane and elec-
trons that have been driven through an external
circuit by the difference in the anode and cathode
potentials. The critical point on the catalyst sur-
face at which protons, electrons, and reactant
gases must come together is generally called the
triple-phase boundary (TPB). All of the necessary
components, the gas diffusion media, the porous
electrodes, and the polymer electrolyte mem-
brane, and if desired, even the conformable gasket
required to provide sealing around the perimeter
of the plate, are manufactured as a “membrane
electrode assembly” or “MEA” by various sup-
pliers like 3M, Gore, Johnson Matthey, and
others. Since a typical PEMFC operates at a volt-
age of less than 1 V, multiple cells are electrically
connected in series to form a “stack” of cells that
can be sized for a particular application. In this
case, each thermally and electrically conducting
plate is shared between the anode of one cell and
the cathode of another and is thus termed “bipo-
lar.” The integrated stack design must accommo-
date a means for managing the products of the fuel
cell reaction: electricity, water, and heat. In
smaller systems, the stack can be air-cooled, but
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in larger systems, the plates must incorporate chan-
nels that allow for the flow of a liquid coolant.

The electrochemical equation governing the
hydrogen oxidation reaction (HOR) at the anode
of a single cell is

H2 $ 2Hþ þ 2eþ E
� ¼ 0 V (5)

This is a thermodynamically reversible reaction
and, with platinum as the catalyst, is a standard
reference known as the “reversible hydrogen elec-
trode” (RHE), for which the potential is universally
chosen as zero volts. The oxygen reduction reaction
(ORR) at the cathode, on the other hand, is thermo-
dynamically irreversible and is generally expressed
in terms of the dominant four-electron reaction:

O2 þ 4Hþ þ 4e� ! 2H2O E
� ¼ 1:229 V vs: RHEð Þ

(6)

In fact, the ORR is an extremely complicated
reaction that depends on the electronic structure
and number of the active sites on the catalyst
surface, which in turn are influenced by many
factors including the size and shape of the catalyst
particle, the presence of any contaminant species
competing for reaction sites, the presence of oxides
which may be formed during potential cycling, the
effect of the catalyst support, etc. In addition to the
four-electron reaction, there is the possibility for
the two-electron peroxide pathway [5]:

O2 þ 2Hþ þ 2e� ! H2O2 E
� ¼ 0:695 V vs:RHEð Þ

(7)

In low-temperature PEMFCs, those that oper-
ate in the range of 65–80 �C, the peroxide path-
way is problematic because if the peroxide is not
quickly decomposed into water, it can form radi-
cals that chemically attack the membrane, causing
premature failure.

The ORR is a major source of efficiency loss in
a PEMFC, but it is not the only source of the
so-called overpotential. In general there are also
resistive and mass-transport losses. The resistive
losses are associated with the finite conductivities
of the electrolyte and the electrodes and the con-
tact resistance losses at the plate and GDL

interfaces, whereas mass-transport losses are
associated with the lack of adequate fuel or air
reaching the reaction sites within the electrode.
For low-temperature PEMFC systems that operate
below the boiling point of water, mass-transport
losses are primarily due to the buildup of liquid
water in the electrode or GDL (referred to as
“flooding”) that increase the tortuous pathways.
Reducing all of these sources of potential losses is
important for achieving the highest possible
efficiency.

It is perhaps convenient at this point to briefly
mention the types of PEM fuel cell that are under
development. Low-temperature PEM fuel cells
(LTPEMFCs) operate in the range of 65–80 �C.
These systems are limited in temperature by the
requirement for the membrane to be maintained in
a hydrated state in order to have sufficient proton
conductivity. Typical of these systems are the
perfluorinated sulfonic acid (PFSA) membranes
made by DuPont, the standard being Nafion®.
3M, Gore, Solvay, Asahi, and others make mem-
branes with similar properties and characteristics.
Intermediate-temperature PEMFCs that are capa-
ble of operating above the boiling point of water
in the region of 120 �C are under development
primarily for automotive applications. These are
still in the development phase [6] and when avail-
able will have a significant impact on PEMFC
performance for applications other than just
automotive. Still higher-temperature PEMFCs
(HTPEMFCs) are based upon phosphoric acid-
doped materials such as polybenzimidazole
(PBI). These proton-conducting polymer electro-
lyte membranes allow fuel cells to operate at
temperatures in the range of 160–200 �C, thus
providing for a high degree of tolerance to certain
fuel cell contaminants such as CO, while at the
same time offering a source of high-quality heat
[7]. PBI-based systems are discussed in detail
elsewhere in this encyclopedia and will be men-
tioned briefly below in terms of their potential to
simplify system design.

For a basic understanding of PEM fuel cells, it
is important to appreciate how the properties of
the polymer electrolyte dictate the requirements
on the fuel cell, stack, and system design. A recent
comprehensive review of the properties of PFSA

104 Polymer Electrolyte (PE) Fuel Cell Systems



ionomers has been given by Kusoglu and Weber
[8]. Here we will discuss just one but critically
important example: water management. One of the
more well-known and basic properties of the PFSA
type of polymer electrolytes is that their protonic
conductivity is a strong function of the level of
hydration. Sulfonated fluoropolymer membranes
are based on a polytetrafluoroethylene (PTFE) back-
bone that is sulfonated by adding a side chain ending
in a sulfonic acid group (�SO3H) to the PTFE
backbone. The resulting macromolecule contains
both hydrophobic regions associated with the
backbone and hydrophilic regions associated with
the sulfonic acid group. Thus, a hydrated PFSA
membrane forms a two-phase system consisting of
a water-ion phase that is distributed throughout a
partially crystallized perfluorinated matrix phase.
As the membrane adsorbs water, the first water
molecules cause the sulfonated group to dissociate,
forming hydronium (H3O

+) ions. The water that
hydrates themembrane then forms counterions that
are localized on the sulfonated end groups, which
act as nucleation sites. As more water is added, the
counterion clusters coalesce to form even larger
clusters, until a continuous phase is formed with
properties that approach those of bulk water. The
level of hydration is measured in terms of a param-
eter l, which is equal to the number of absorbed
waters per sulfonated group. For l = 0, there is no
water, and this anhydrous form of the membrane is
uncommon, since complete removal of water
requires temperatures near the decomposition tem-
perature of the polymer. Molecular dynamic simu-
lations indicate that the primary hydration shell
around the sulfonated group grows to a level of
about l equal to five waters [9]. As more water is
added, for l> 6, the addedwater is screened by the
more strongly bound water of the primary hydra-
tion shell, and it can be considered a free phase.
Saturation occurs in Nafion® at l= 14. One of the
consequences of this strong coupling is that proton
transport within the membrane is accompanied by
the transport of water. This effect is known as
“electroosmotic drag,” and it complicates the
required management of the fuel cell by-products:
water and heat.

The mechanism and degree of protonic
conductivity change as the level of hydration

increases. Kreuer [10] has provided an in-depth
review of the physics underlying the basic mech-
anisms of transport in proton conductors. Trans-
port of the proton can occur by two mechanisms:
structural diffusion and vehicle diffusion. The
structural diffusion mechanism is associated with
the proton “hopping” along water molecules
(Grotthuss shuttling). Vehicular diffusion is the
classical Einstein diffusive motion. The former is
viewed as a discrete mechanism, the latter a con-
tinuous mechanism. In the nanosized confined
hydrophilic spaces within the membrane, both
mechanisms are operative, with the diffusion con-
stant of the discrete mechanism being larger and
increasing faster than that of the continuous mech-
anism at higher levels of hydration. At intermedi-
ate and low degrees of hydration, the proton
mobility is essentially vehicular in nature. What
is important here is that the underlying mecha-
nism of transport in proton-conducting mem-
branes changes as a function of the level of
hydration, and it is fundamental to the overall
behavior of the fuel cell and therefore the design
of the fuel cell system.

Given this fundamental and strong dependence
of protonic conductivity with water content, it is
necessary to ensure that the polymer electrolyte is
safeguarded against localized drying. Indeed, a
situation in which the membrane is in a “drying”
mode of operation may lead to a catastrophic
“death spiral” failure mode, since lower conduc-
tivity leads to higher resistances, increased local-
ized temperatures and therefore an ever increasing
rate of drying, ultimately resulting in membrane
failure. In addition, other failure modes, including
attack by hydroxyl radicals, are also accelerated at
higher temperature and drier membrane condi-
tions, further exasperating the situation.

Hence, it is necessary to maintain the localized
level of membrane hydration through “water man-
agement,” the active management of the moisture
content of the membrane. One method is to design
the system so that the relative humidity (RH) of
the reactant streams coming into the stack is
nearly saturated, an approach used by Plug
Power and other fuel cell manufacturers. Another
approach is to provide for water injection, an
approach used by Intelligent Energy. Or one can
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employ porous plates to distribute the product
water generated during operation, a technique
previously used by United Technologies. More
recently, there is also a move toward thinner mem-
branes to enhance the back transport of water.
Each of these techniques requires careful stack
and system design. The design approach taken
likewise needs to avoid the situation where too
much water can cause localized “flooding” within
the cell, which in turn results in fuel starvation and
subsequent permanent performance degradation.
In most cases the requirement to manage the poly-
mer electrolyte membrane water content adds
considerable system complexity and cost, as well
as sources of unreliability.

Critical Parameters/Critical
Specifications

It is clear that in a typical operating fuel cell, the
current-voltage characteristics are dependent on
the local operating temperature, pressure, flow
rate, and composition of the reactant gas streams
within the cell. These local conditions within the
cell are critical parameters that need to be sup-
plied by the careful design of the overall system.
The system-level critical parameters around
which the fuel cell system must be designed in
order to achieve and maintain the desired local
conditions ultimately determine the desired elec-
trical state of the fuel cell system. Achieving the
local critical parameters for adequate cell perfor-
mance must take into account the design of the
overall system and vice versa. It is also obvious
that the performance of the fuel cell is also depen-
dent on how well the individual functional
requirements are met with the specifications on
the component parts.

From a systems design perspective, it is per-
haps worthwhile to describe how these terms are
related. Tomotivate this discussion, it is important
to note that a system is “technically ready” when
all the required critical parameters can be simul-
taneously achieved through the intended interac-
tions of the buildup of parts whose specifications
can be meet with ordinary manufacturing methods.
It is assumed that the critical parameters are chosen

tomeet the system specifications, while at the same
time avoiding all known failure modes. The extent
of the range in the critical parameters under which
the system can operate over time, without failure, is
called the “operating latitude.”

As a simple example, assume that one can
write the equations of physics in the linear form

Fi ¼ KijXj (8)

The terms Fi and Xj are termed the critical
parameters, and the Kij are termed the critical
specifications that are required to meet the func-
tional requirements of the particular component
under consideration. The term “critical” is of
course an indication that the specification in ques-
tion is one of the significant few specifications that
will be tracked all the way from the voice of the
customer down to the factory floor. In a complete
PEM fuel cell system, there can be hundreds of
specifications that will need to be tracked during
the development of the system. Of these, perhaps
a few dozen will remain critical even after the
product has launched and is in production.

As an example, consider the conduction of
protons across the membrane and for the moment
neglect the electroosmotic drag of water with the
proton. In this case, Eq. (8) takes the simple form
of Ohm’s law:

d’=dz ¼ � 1=k½ � i (9)

Here d’/dz is the potential gradient across the
membrane, i is the flux of protons, and k is the
protonic conductivity. The system-level critical
parameters (pressure, temperature, flow rate, and
composition) establish the conditions for deter-
mining the local critical parameters (d’/dz, i),
and these are in turn determined by the functional
requirement that the polymer electrolyte has a
protonic conductivity, k. Typical values lie in the
range of 10�1_10�2 S/cm. Notice that critical
parameters are generally not dimensions, but are
rather forces, fields, affinities, and fluxes. They
are the conditions that are required for operation.
Specifications, on the other hand, are the items
that an engineer can call out on a drawing: dimen-
sions, conductivities (both electrical and thermal),
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moduli of elasticity, and so forth. Instead of spec-
ifying the protonic conductivity k, which is fixed
by the material chemistry, the design engineer will
specify perhaps the membrane equivalent weight
and its thickness, thereby affecting not only the
resistive losses but also the diffusion rate of gas-
eous and ionic species across the membrane.

As discussed above, the protonic conductivity
is known to be a strong function of the moisture
content, which again will be influenced by the
system-level critical parameters of flow rate, tem-
perature, pressure, and composition. Hence, in
reality, a constitutive equation of the dependence
of conductivity on moisture content is needed to
support larger PEM fuel cell models which are
essential to account for and keep track of all the
complex interactions between the critical param-
eters and the specifications for the components of
the MEA and other critical components. An early
constitutive equation defining these interactions
was described by Springer et al. [11] These inter-
actions place stringent demands upon the design
of the cell, stack, and ultimately the system.
Researchers and engineers have developed
sophisticated models in an attempt to describe
the current-voltage response of single fuel cells
to the significant critical parameters through the
specifications of the material properties of the cell
components. These models, which are remarkably
successful in describing the overall performance
of a single cell, are macro-homogeneous in the
sense that they use local average properties, such
as electrode porosity, conductivity, etc. to describe
the materials. Constitutive equations of the con-
ductivity dependence on moisture have been
developed to support the fuel cell models
[12]. There are also excellent reviews of the
models that have been developed to elucidate the
various aspects of fuel cell behavior under a vari-
ety of conditions, for example, those by Weber
and Newman [13] and Wang [14]. A comprehen-
sive review of the mass-transport phenomenon in
PEM fuel cells, with a particular focus on multi-
phase flow, especially on understanding interactions
at embedded interfaces within the electrodes, has
been conducted by Weber et al. [15]. In addition,
there are specialized models that deal with the
root cause of specific failures, such as platinum

dissolution [16] and carbon corrosion [17] due to
high potentials generated during startup and shut-
down [18]. All of these have added considerable
insights into how the PEM system runs and how
failures are to be avoided. Finally, there are models
of the fuel cell system itself. The models predict full
system behavior over the range of system-level crit-
ical parameters and are useful in developing the
algorithms needed in implementing model predic-
tive control strategies.

Extensive cell-/stack-/system-level testing is
also needed to assess the system’s overall perfor-
mance. In this case, computational fluid dynamics
(CFD) is generally used to guide the cell-/stack-
level testing, aiding in the fuel cell system devel-
opment process. Some of these models have been
made commercially available. In particular,
models for PEMFCs can be obtained from
CD-adapco [19], Fluent [20], Comsol [21], and
others. In fact, knowledge of the cell and stack
failure modes, and their dependence on the pro-
cess critical parameters and critical specifications,
is fundamental to designing and developing com-
mercially viable fuel cell systems. A more
detailed discussion of failure modes will be
addressed in what follows. First, however, it is
important to understand the current state of the
art relative to the component at the heart of the
PEM fuel cell, the MEA.

Recent Advancements

The operation of the fuel cell involves complex
interactions at numerous embedded surfaces
within the cell, including the triple-phase bound-
ary. These embedded surfaces can mask the ability
to probe the detailed nature of these interactions.
Today, processes at the nanoscale are a fertile
ground for research, enabled by the tremendous
advances made in computational nanoscience
through the convergence of “nano” and “info”
technology. These advancements in computation
have allowed theoreticians to explore electro-
chemical and electromechanical processes at the
micro-, meso-, and nanoscales, with meaningful
numbers of atoms, thereby improving our theoret-
ical understanding of the basic processes involved.
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Furthermore, the rapidly expanding field of nano-
science and nanoengineering is being applied in a
variety of fields, to include the synthesis and char-
acterization of nanoscale materials and structures
that have direct bearing on energy generation, con-
version, and storage.

Electrocatalysts
Relatively recent advancements have been made
in the understanding of heterogeneous ORR catal-
ysis using the combination of molecular- and
atomic-level simulation tools, nanoscale fabrica-
tion methods, and nanoscale characterization
techniques. For example, the early experimental
work of Markovic [22], combined with the impor-
tant theoretical work of Nørskov [23], Mavrakakis
[24], Neurock [25], and others, has now given us a
deeper understanding not only of the thermody-
namics involved in the ORR, and the likely cause
of the overpotential associated ORR, but also how
variations in the electronic structure determine
trends in the catalytic activity of the ORR across
the periodic table. This work, coupled with the
insights provided by the seminal work of Adzic
[26], Stamenkovic [27], and others in the synthe-
sis and performance characterization of Pt alloys
and core-shell architectures, has significantly
advanced the understanding of the state of the art
of catalysts for use in both the HOR and ORR.

The exact mechanisms underlying the ORR are
still debatable. However, Nørskov [28] and his
group have used density functional theory (DFT)
to significantly advance our understanding of the
thermodynamics of the various possible reaction
pathways and their dependence on surface prop-
erties. In combination with detailed DFT calcula-
tions, Nørskov and his teamwere able to provide a
detailed description of the free-energy landscape
of the electrochemical ORR over Pt as a function
of applied bias. In doing so, they found that
adsorbed oxygen and hydroxyl species are very
stable intermediates at potentials close to equilib-
rium, and the calculated rate constant for the acti-
vated proton/electron transfer to these adsorbed
intermediates accounts for the observed kinetics.
On this basis, they were able to account for the
trends in the ORR rate for a large number of
different transition metals. In particular, they

were able to construct “volcano” plots of maxi-
mum catalytic activity as a function of the oxygen
and hydroxyl adsorption energies, describing
known trends and the observed effects of alloying.
It is clear that a significant amount of progress has
been made in the past several years in our basic
understanding of the electrocatalytic processes at
the nanoscale. An excellent summary of this and
other work has been given in the recent book on
fuel cell catalysis by Koper [29].

Of course, the high price of platinum has nat-
urally provided the impetus for reducing the plat-
inum loading by improving the kinetics of the
ORR reaction. Considerable experimental effort
has gone into the research and development of
electrodes that incorporate the advantages of
new nanomaterials intended to significantly
reduce precious metal catalyst loadings, while
maintaining high-power densities. Chief among
these are electrodes that incorporate platinum
alloys with transition metals of various types as
a means of increasing catalytic activity, thereby
allowing a reduction in platinum loading. Cur-
rently, Pt3Co alloys supported on carbon are
achieving roughly a 2� improvement over the
state-of-the-art Pt/C electrodes. Intermetallic
architectures of Pt and other materials have been
fabricated by a variety of techniques. Some of
these, which yield so-called “core-shell” [30]
structures which involve monolayers of Pt parti-
cles on Pd cores supported on carbon, are reported
to have achieved very significant (�20) increases
in mass activities. The catalysts must not only
have high catalytic activities but also good stabil-
ity, and in this regard, the core-shell architectures
offer a challenge in that Pt dissolution is known to
occur during voltage cycling.

To deal with this latter problem, researchers are
examining the effect nanoparticle structure on not
only activity but also stability. In this regard,
Adzic [31] and his coworkers have developed a
promising new class of Pt-based catalysts having
both high activity and high durability for the
ORR. In particular, they have achieved this by
depositing a Pt shell on an Au core doped with
titanium oxide. They experimentally validated
that the distinct microstructure of the Ti-Au
core-Pt shell on a carbon support (Ti-Au@Pt/C).
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The nanoparticles had Au cores, Pt as the shell,
with protective titanium oxide located on the low
coordination edges and vertex sites of the nano-
particles. Electrochemical measurements using a
rotating disk electrode indicate that the mass
activity (A/mgPt) of the Ti-Au@Pt/C catalyst
exhibits a 13-fold enhancement over that of com-
mercially available Pt/C, whereas the specific
activity (A/cm2

Pt) showed a fivefold improve-
ment. More impressively, the catalyst exhibited
excellent durability after 10,000 cycles of voltage
cycling between 0.6 and 1.0 V.

Likewise improvements have been made with
the development of catalysts with a “Pt-skin”-type
surface structures formed upon annealing Pt-alloy
nanoparticles. Stamenkovic, Markovic, and
coworkers [32] have explored the activity and
stability associated with this class of catalyst
structure and have found increased activity and
durability through the tailoring of nanomaterials
in terms of size, composition, morphology, and
architecture, with the objective of balancing the
gains in stability with those in activity. They
describe a strategy for achieving both high activ-
ity and stability as involving the de-alloying of
Pt3M nanoparticles, followed by annealing which
creates a Pt-skin-like surface of several mono-
layers over a stable alloy-rich core, thereby
achieving the desired reduction in PGM loading.
Starting with PtM3 particles, Han et al. [33] have
systematically studied the effects of particle
size, acid de-alloying, and post-acid treatment
annealing on nanoporosity and passivation of the
alloy nanoparticles and have achieved unprece-
dented levels of performance, exceeding the
DOE 2017 performance targets in fuel cell tests
using MEAs.

Underlying these demonstrated improvements
in the activity and stability of Pt-alloy catalysts are
important insights gained of the fundamental
mechanisms at play at the atomic level. In partic-
ular, Stamenkovic, Markovic, and coworkers [34]
have performedmeasurements of dissolution rates
of surface atoms and have been able to correlate
them to the kinetic rates of electrochemical reac-
tions in real time, allowing for almost “atom-by-
atom” structure-activity-stability relationships for
Pt single crystals in both acidic and alkaline

environments. They found that the degree of sta-
bility is strongly dependent upon the level of
coordination of surface atoms, the nature of cova-
lent and non-covalent interactions, the thermody-
namic driving force for Pt ion speciation in
solution, and the nature of the electrochemical
reaction. All of these findings provide the oppor-
tunity to further understand and improve upon the
activity and stability dependency on nanoparticle
electrocatalysts.

Porous Electrodes
As discussed above, steady progress has been
made experimentally in reducing the platinum
loadings, particularly in the hydrogen/air fuel
cells used in automotive applications. Gasteiger
et al. [35] have discussed the strategies to achieve
the nearly fivefold reduction in loading needed in
order to achieve automotive cost targets. These
strategies, which involve increasing the power
density at high voltages (while reducing the Pt
loading through an increase in the Pt activity and
durability) and reducing mass-transport losses in
the cell, should also be relevant to backup, motive,
and stationary PEMFC applications. The current
pathway involves optimizing the Pt-alloy nano-
particle size, composition, and morphology and
process optimization, as discussed above.

Most porous electrodes are fabricated from a
mixture of ionomer (for proton conduction) and
nanoparticles of Pt-alloy catalyst supported on
high surface area carbon (for electron conduction)
that are all mixed together with a dispersion
medium to form an ink-like random material.
This ink is then either sprayed, doctored, or jetted
onto either a microporous layer on the gas diffu-
sion media or applied directly to the polymer
electrolyte. In either case, the density and nature
of the local environment at triple-phase bound-
aries are to a large extent left determined by the
random nature of the ink, the interactions among
its components, and the application process.

Recent focus has, therefore, shifted to under-
standing the performance loss of electrodes with
low loadings at high current densities. In this case,
the flux of reactants at the triple-phase boundary is
necessarily high, thereby exposing limitations
in mass transport at the nanoscale, including
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unexplained resistances that scale with Pt specific
area current density. Weber [36] has discussed the
nature of these unexplained transport resistances
in detail and has proposed that most are caused by
the ionomer thin film surrounding the catalyst
sites, where confinement and substrate interac-
tions dominate and result in mass-transport limi-
tations. Gostick and Weber [37] have approached
this problem by developing a model of the ion
conduction in polymer electrolytes as a random
resistor network. In the model he accounts for
swelling as a function of humidity, as well as
spatially varying conductivity within the nano-
domains of Nafion®. Finally, he included the
known confinement effect wherein a substantial
drop in conductivity is apparent in films less than
50 nm. Although the model was stated as being
overly simplistic, it agrees with experimental data
which provide insights into some of the basic
mechanisms that limit ion transport in the thin
ionomer films within the porous electrode. An
important and related finding with regard to the
thin ionomer films is their response to annealing.
Paul and coworkers [38] have studied the thick-
ness dependence of thin films of Nafion on surface
wettability and proton transport. They reported
that thermal annealing induces switching of sur-
face wettability of thin films (<55 nm) from
hydrophilic to super-hydrophobic and a reduction
in proton conductivity. These types of behavior
obviously are important factors to consider in the
fabrication of porous electrodes.

Recently, Orfanidi et al. [39] have explored
the effect of ionomer distribution on oxygen
mass transport and proton resistivity of the cathode
catalyst layer in H2/air fuel cells by functionalizing
the carbon support. The functionalization of the
commercially available Vulcan XC72 carbon with
(�NHx) groups was intended to get a more uniform
ionomer distribution through interaction with the
ionomer’s sulfonic acid groups. Detailed experi-
ments usingMEAs prepared with differing amounts
of ionomer to carbon ratio and ultralow loadings,
followed by careful characterization accounting for
voltage loss based upon proton resistivity and oxy-
gen transport resistance measurements, provided
insights into the major voltage loss contributions.
By lowering the ionomer to carbon mass ratio,

thereby reducing the effective ionomer film thick-
ness, oxygen transport resistances were lowered,
improving performance. Reducing the ratio fur-
ther resulted in increased proton resistivity, indi-
cating that low loadings require a balance between
good ionomer distribution with a low ionomer/
carbon ratio and adequate proton conductivity.
These results are consistent with the recent
Kongkanand and Mathias [40] review of the chal-
lenges of achieving high-power performance at
low loadings in PEM fuel cells, in which they
conclude that through a concerted effort in the
design of materials and electrodes, engineers will
be able to resolve the issue of “unexplained
losses” at low loadings and achieve a significant
improvement in cost and performance. A more
detailed discussion can be found in the entry on
PFSA thin films within this encyclopedia.

Nanostructured Electrodes
There is a different class of electrodes based upon
highly ordered nanoscale structures that enable
both increased performance and better utilization
of the precious metals. These so-called thin-film
nanostructured electrodes are highly structured by
design and enable significant improvement in
both performance and durability. To date, the
most significant of these structures have been
those under development by Debe [41] at 3M,
wherein the structure consists of a dense forest
of crystalline organic whiskers with areal densi-
ties on the order of 3 to about 10 billion whiskers
per cm2, highly oriented with their long axis nor-
mal to the substrate. The whiskers are nanoscale in
size (roughly 50 nm by 30 nm by 300–1000 nm)
and provide an interesting support for the Pt cat-
alyst. An image of these whiskers, coated with a
platinum catalyst, is shown in Fig. 1 below.

High-resolution TEM studies of the sputter that
deposited thin catalyst film on the whiskers indi-
cate that the catalyst films grow as polycrystalline
layers that expose highly oriented crystallites. The
resulting catalyst “whiskerettes” growing on and
at an angle of roughly 70� to the surface of crys-
talline whiskers represent a very interesting hier-
archical nanostructure that is providing significant
improvements in performance. As proposed by
Debe [42], the source of the activity gain of such
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a system might have its contribution rooted in the
nature of the metal/support interactions.

How well do these nanostructured thin-film
(NSTF) electrodes meet the expected perfor-
mance targets? Current DOE maturity targets for
light-duty vehicle applications specify perfor-
mance in terms of platinum group metal loading
of<0.125 mg/cm2

MEA, a durability target of least
5000 h (at temperatures <80 �C), a mass activity
of at least .44A/mgPt @ .9VIRfree, and a specific
activity of 720 mA/cm2

Pt @ .9VIRfree. At a recent
DOE Annual Merit Review, 3M reported that they
had achieved 0.19 mgPt/cm

2
MEA loadings on

400 cm2 cells in short stacks, 5000 h of durability
(20 mm, 850 EWwith no stabilizers), 0.24 A/mgPt
with PtCoMn alloy (0.40A/mgPt with a new
Pt3Ni7 alloy that needs further development),
and specific activity of 2100 mA/cm2

Pt. This is a
substantial improvement in performance over the
conventional Pt/C paradigm that has dominated
fuel cell MEA designs in the past. There are,
however, water management issues with the thin
electrode structure, as the reduced thickness of the
electrode results in flooding more easily under
cold, humid conditions. 3M has addressed this
by proposing the use of a unique set of operating
conditions and GDL properties on the anode side
with an additional cathode interfacial layer in
order to reduce the impedance of water transport
from the cathode to the anode as a way to improve
the “operating robustness”with respect to cathode
flooding [43]. In addition to this issue, the NSTF

system is more susceptible to the cumulative
effects of contaminants on the long-term stability
at operating potentials. In particular, even though
the NSTF electrodes show a 20–50X reduction in
fluoride emission rates (due to their high specific
activity for the ORR), they are more susceptible to
poisoning by the products of membrane degrada-
tion (due to their low electrochemically active
surface area ECSA) [44]; 3M is addressing this
by pursuing more stable membranes.

It is important to note that in the pursuit of
other types of highly ordered nanostructures,
researchers are also taking aim on the issue of
the catalyst support from the perspective of its
stability. As will be discussed below, the usual
carbon materials are used to support the catalyst
nanoparticles corrode under certain operating
conditions associated with startup and shutdown
of the fuel cell, or conditions of localized fuel
starvation, and so it is desirable to have a support
which is more stable under these dynamic situa-
tions. Accordingly, researchers are developing
nanostructures in which the typical carbon mate-
rial is replaced with materials with greater stabil-
ity. Included in this set of support materials are the
use of carbon nanotubes [45] and ceramic mate-
rials such as TiO2 [46]. It is anticipated that
advanced nanostructured electrodes will try to
emulate the excellent results and the lessons
being learned in the case of the NSTF work under-
way at 3M, while avoiding problems of water
management and contamination.

Low- and Intermediate-Temperature Proton-
Conducting Polymer Electrolyte Membranes
There is also significant research underway
addressing the development of alternative classes
of polymer electrolytes for fuel cells. For example,
sulfonated aromatic polymers, sulfonated poly-
imides, proton-conducting membranes carrying
phosphonic acid groups, and polyphosphazene
polymer electrolytes are all being examined as
lower cost, more durable alternatives to PFSA-
based membranes. There are excellent reviews of
the progress being made in the development of
these acid-based polymer electrolytes [47].

As noted, PFSA-based polymer electrolyte
membranes used in current PEMFCs require
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thermal and water management systems to control
temperature and keep the membrane humidified.
These extra components increase the weight and
volume of the fuel cell system and add complex-
ity. The cost and complexity of the thermal and
water management systems could be minimized if
the fuel cell operated at higher temperatures (up to
120 �C) and at lower relative humidity (RH). In
this context it is important to stress the DOE
requirement for heat rejection, which reflects itself
in the metric of a Q/DT that has recently been
adopted. Currently, this metric is 1.45 kW/�C.
The US Department of Energy has therefore initi-
ated a major effort to develop new membranes
that can operate at temperatures up to 120 �C
without the need for humidification. While it is
desired that the fuel cell membrane operates with-
out external humidification, it is recognized that
the water generated by the fuel cell itself can be
utilized to provide some humidification of the
membranes. It is expected that under proper oper-
ation, recycling product water from the cathode to
the inlet air can provide roughly 25% RH inside a
stack operating at 120 �C with inlet feeds at a
water vapor partial pressure of <1.5 kPa. This
reduces the burden for performance with very
low water content, but operation at this low RH
still remains a major challenge.

A variety of strategies have been pursued. It is
known from extensive molecular level modeling
of Nafion® that membrane microstructure has a
substantial effect on conductivity. With block
copolymers, McGrath [48] observed that as
the block length increases, the performance
under partially hydrated conditions increases,
suggesting the presence of hydrophilic domains
at higher block lengths through which protons can
be transported along the sulfonic acid groups and
water molecules. Utilizing block copolymers
consisting of hydrophilic oligomers and hydro-
phobic perfluorinated oligomers, McGrath and
his coworkers have prepared a block copolymer
that exhibited higher proton conductivity than
Nafion® 112 at 80 �C at all RH values (30–95%).

FuelCell Energy has attempted a rather sophis-
ticated approach utilizing a four-component
composite consisting of a copolymer, a support
polymer, a water retention additive, and a protonic

conductivity enhancer. The copolymer, which is
intended to provide the basic building block
for the membrane, is an advanced perfluoro-
sulfonic acid with significantly higher conductiv-
ity than state-of-the-art polymers. The support
polymer is intended to give a stable cluster struc-
ture and to enhance mechanical properties. The
functionalized additives are designed to retain
water at low RH conditions and to enhance the
composite membrane’s proton conductivity by
providing an alternate proton conduction path
for the efficient transport of proton at high tem-
perature as well as at subfreezing conditions. Pro-
gress to date has led to a membrane with
conductivity about a factor of 2 better than
Nafion® 112 at 120 �C [49].

3M has recently initiated a study of the use of
perfluoroimide acid (PFIA) ionomers in mem-
branes reinforced with electrospun nanofibers
made of fluoropolymers [50]. These experimental
membranes are exhibiting excellent properties
against the DOE targets. However, these are rela-
tively new results, and testing has revealed an
unexpected performance loss during open-circuit
voltage (OCV). The mechanism of this oxidative
decomposition of the PFIA is not yet fully
understood.

All of these approaches still rely on water for
conduction. Systems utilizing phosphonic acids,
heteropolyacids, protic ionic liquids, and hetero-
cyclic bases do not rely on water for conduction.
One of the major issues for these systems, how-
ever, is that the acid or base aiding proton trans-
port is generally water soluble. The acid or base
must be immobilized for use in transportation
applications where condensation of liquid water
under some of the operating conditions is inevita-
ble. However, enough mobility must be retained
by the active group to be able to participate in
proton conduction.

In addition to these more advanced studies,
progress has been made in developing improve-
ments to the current PFSA polymer electrolyte
membranes currently employed in PEMFCs, par-
ticularly with regard to degradation caused by
mechanical failure due to operationally induced
cyclic stresses and from peroxide generated either
electrochemically or chemically as the result of
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oxygen crossover to the anode. With regard to the
former, mechanical reinforcement is often used to
improve durability as well as to enable thinner
membranes. With regard to peroxide, it is gener-
ally accepted that the membrane degradation is
the result of the subsequent formation of hydroxyl
radicals that attack the side chains of the polymer
[51–53]. Here again, dry conditions greatly accel-
erate the rate of degradation.

What is not generally agreed upon is the loca-
tion and origin of the hydrogen peroxide forma-
tion. Two theories are dominant. One is that the
peroxide is formed mainly at the anode due to the
diffusion of oxygen across the membrane, at
which point the peroxide can form either chemi-
cally or electrochemically by the reaction of oxy-
gen with hydrogen. This hypothesis is supported
by the fact that the peroxide yield is greatly
enhanced in the anode potential region (<0.2 V)
of the ORR, as evidenced by rotating ring disk
electrode experiments [54]. The other is that the
peroxide is formed at the cathode. Experimental
results from several sources support this hypoth-
esis. Liu et al. [55], Mittal et al. [56], and Miyake
et al. [57] have commonly reported that the mem-
brane degradation rate is higher for an MEA cat-
alyzed only at the cathode side than for one
catalyzed only at the anode side. This fact seems
inconsistent with the hypothesis that peroxide is
formed at the anode. Yu et al. [58], in an effort to
identify the origin of the radicals which decom-
pose the membrane, performed a series of exper-
iments after which they concluded, based upon
energy dispersive X-ray analysis and IR spectros-
copy, that the degradation begins on the cathode
and progresses inward. They also found that the
formation of radicals within the membrane or near
the anode was very low or absent. They postulated
the formation of undesirable free radicals involv-
ing the catalyst, similar to the hypothesis of Liu
and Mittal mentioned above.

Any model of the degradation process would
need to propose that formation of hydrogen per-
oxide forms by distinct mechanisms in the cathode
and anode. The commonly accepted mechanism is
that the peroxide then forms radicals through Fenton
reactions involving metal-ion impurities. The radi-
cals then participate in the decomposition of reactive

end groups in the membrane, to form, among other
species, hydrogen fluoride, which can be detected
in the product water. Higher fluoride release rates
correlate with higher rates of membrane degrada-
tion. The degradation occurs through the
“unzipping” of the polymer backbone and the
cleavage of the polymer side chains. The two
conditions which accelerate this degradation
mechanism are dry conditions and high tempera-
tures, thinning the membrane until “pinholes”
form, allowing gas crossover and cell failure.
Therefore, as emphasized earlier, PFSA-like poly-
mer electrolyte materials must be kept under good
temperature control and maintained hydrated.

The susceptibility to peroxide radical attack has
been attributed to a trace amount of polymer end
groups with residual hydrogen containing terminal
bonds [59]. It is at these sites that decomposition is
initiated. DuPont has reported that the number of
hydrogen containing end groups can be reduced by
treating Nafion® with fluorine gas. 3M has been
improving their PEMs by modifying the end
groups in the membrane. 3M is investigating mod-
ified polymer structures to try to control membrane
morphology and has developed a new ionomer
with a shorter side chain than standard perfluoro-
sulfonic acid (PFSA) membrane ionomers without
the pendant CF3 group. They have reported that
this structure provides a higher degree of crystal-
linity and allows for lower equivalent weight mem-
branes with improved mechanical properties and
durability under hot, dry conditions. Solvay
Solexis also has a short side chain PFSA mem-
brane, Aquivion™, that resists peroxide radical
attack. In addition, companies are not only modi-
fying the chemical structure but are also incorpo-
rating proprietary stabilizers to mitigate the effect
of peroxide and the attack by its radicals.

In addition, companies are not only modifying
the chemical structure but are also incorporating
proprietary stabilizers to mitigate the effect of
peroxide attack. Trogadas et al. [60] have investi-
gated the efficacy of cerium oxide as a regenera-
tive free radical scavenger. On the basis of
measuring the fluoride emission rate (FER), they
determined that membranes prepared with nano-
sized ceria particles from 0.5 to 3 wt. % lowered
the FER by over one order of magnitude.
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Likewise, Coms et al. examined the use of cerium
and manganese ions and found that the FER was
reduced by factors of approximately 1000 and
100 with Ce3+ and Mn2+, respectively. As a result,
companies are not only modifying the chemical
structure of the PFSA but are also incorporating
proprietary stabilizers to mitigate the effect of
peroxide and the attack by its radicals. Recent
research is even looking at additives such as
microcapsules of Nafion solution that rupture to
create self-healing composite membranes [61].

High-Temperature Polymer Electrolyte
Membranes
Early work on the properties of proton-
conducting acid polymer blends was carried out
by Lassegues et al. [62, 63]. The first detailed
study of the effect of doping a high-temperature
polymer membrane such as polybenzimidazole
with a phosphoric acid in order to achieve proton
conductivity in a range suitable for use as a fuel
cell was conducted at Case Western Reserve
[64]. Polymer electrolyte membranes which do
not rely on water as the basis of their proton
conductivity offer the potential advantage of
simplifying the fuel cell system, if these systems
can be operated without complex external
humidification schemes. Furthermore, because
these systems run at high temperature, they can
tolerate higher levels of CO in the reformate,
thus further simplifying the system in terms of
reforming and control. In addition, the higher
operating temperature simplifies thermal man-
agement issues and provides a source of high-
quality heat for combined heat and power
applications.

Advent has recently acquired the rights to PBI-
based membranes from BASF, which has
restructured its fuel cell business to focus on cat-
alysts and absorbents for fuel cell systems in its
catalyst division. Consequently, Advent [65] is
developing both PBI-based proton-conducting
membranes for high-temperature stationary CHP
fuel cell applications, as well as its own high-
temperature polymer electrolyte membranes for
use in HTPEM fuel cells. These latter are based
on aromatic polyether polymers and copolymers
containing polar pyridine moieties in the main

chain which have been developed by Advent
Technologies, with the idea of creating acid-base
interactions in order to obtain high proton conduc-
tivity. The developed polymer products are called
Advent TPS®. Such materials combine the excel-
lent film-forming properties with high mechani-
cal, thermal, and oxidative stability and the ability
to be doped with phosphoric acid. Highly
conducting polymer electrolyte membranes were
produced after treatment with phosphoric acid
amounts that could be controlled by varying the
pyridine-based monomer content. The polar pyri-
dine groups strongly retain the phosphoric acid
molecules, due to their protonation, thus
inhibiting leaching out of the phosphoric acid.
The performance based on Advent TPS® MEA
operating at 180 �C with pure hydrogen or refor-
mate with different CO contents and air feed gases
is shown in Fig. 2. Here again, because of the high
operating temperature, this system tolerates up to
2 volume percent CO poisoning without a signif-
icant decrease of performance. The performance
shown in Fig. 2 is much improved over that
reported earlier by Advent, and this is due to the
fact that the TPS®-based MEA is now based upon
the electrode technology developed at BASF.
(DeCastro E, Private communication, 2017).

As is well known, and as discussed by Neyerlin
and others, there is an increase in polarization
losses with phosphoric acid-based fuel cells, in
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Fig. 2 Polarization curves of advent TPS® (type ABM)
at 180� with H2 or reformate gas (71%H2, 2.1%CO, and
26.9% CO2) and air, under ambient pressure (lH2 = 1.2,
lair = 2)
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comparison to low-temperature PFSA-based fuel
cells, and this effect is due to the presence of
phosphoric acid and/or its anions that adsorb
onto the surface of the catalyst [66]. Because of
this, high-temperature stacks based upon phos-
phoric acid-based polymer electrolyte membranes
are somewhat larger in order to get the same
power output. The overall question is whether
the benefit in system simplification overcomes
the need for these larger stacks, so that there is
an overall net system benefit. Reducing the
effect of the adsorbed anion species would, of
course, have significant benefit at the stack and
system levels. One of the approaches suggested
by Strmcnik and coresearchers for dealing with
this effect is to utilize nanoparticles which are
rationally designed to prevent anion adsorption
by patterning of platinum surfaces with cyanide
absorbates that can block sites for adsorption of
spectator electrolyte anions [67].

Amore detailed discussion of PBI-based mem-
branes can be found in the entry on PBI in this
encyclopedia.

Alkaline Polymer Electrolyte Membranes
There are also efforts underway to develop
alkaline-based polymer electrolytes, which
enable the replacement of precious metal cata-
lysts for the ORR by catalysts based on inex-
pensive transition metals, such as Co, Fe, and
Ni. This requires pursuing the development of
alkaline technology by transitioning from the
proton-conducting polymer electrolyte mem-
brane and ionomer to an OH- ion-conducting
membrane and ionomer. It is also argued that
the alkaline ion-conducting polymer electrolyte
membrane provides a much more benign chem-
ical environment which lowers the risk of insta-
bility caused by the corrosion processes
prevalent in the highly acidic environment of
the PEM fuel cell.

Alkaline-based polymer electrolyte mem-
branes are relative newcomers on the scene. It
has been widely believed that the quaternary
ammonium hydroxide functional group (RN4

+,
OH�), which is the one used in most anion
exchange membranes, is “self-destructive,”
because the OH- ion is likely to attack the RN4

+

cation. In addition, the specific conductivity of an
OH�-conducting ionomer was suspected of being
at least a factor 3–4 lower than that of the H+

conducting ionomer, thereby setting a limit on
power output. It was also suggested that, as the
AEMs developed to date have been based on
hydrocarbon, rather than fluorocarbon backbones,
the preparation of effective and stable membrane/
electrode assemblies would present a significantly
tougher challenge vs. the case of PFSA ionomers.
Historically, there has always been a concern hav-
ing to do with the effect of CO2 from the air feed
on the OH- conducting ionomer. Since conversion
of the OH- ion in the alkaline ionomer to bicar-
bonate (and/or carbonate) ion upon exposure to
air, cell performance suffers from the effects on
both lower ionomer conductivity and, particu-
larly, the kinetics of electrode processes. Hence,
one of the particularly interesting system applica-
tions of this technology is for operation on pure
oxygen, as would be the case, for example, with a
unitized AEM-based electrolyzer/fuel cell operat-
ing off of a renewable energy source [68]. (This
problem is less severe in KOH systems since it
does not form insoluble bicarbonate.)

Tokuyama, a Japanese company specializing
for a long time in membrane technology for elec-
trodialysis and desalination, has undertaken
development of AEMs in OH- form, targeting
fuel cell applications. The commercially available
membranes, A201 and A901, are currently the
standard against which other AEM designs are
compared, much like Nafion is the gold standard
for acidic membranes [69]. The ionic conductivity
of the Tokuyama AEM, while quite satisfactory
for many applications, is nonetheless inferior to
that of Nafion. Measurements of the water uptake,
ionic conductivity, and swelling properties of the
A201membrane have beenmeasured and indicate
that, even more so than Nafion®, ionic conductiv-
ity is a strong function of the hydration state of the
membrane [70]. Hence, water management and
water transport issues are also a predominant con-
cern in the design of fuel cell systems based on
alkaline membranes, especially since water is
needed as a reactant at the cathode in order to
reduce oxygen to create the OH- needed for the
anode reaction [71]:

Polymer Electrolyte (PE) Fuel Cell Systems 115



Anode :

2H2 þ 4OH� ! 4H2O þ 4e� Ea ¼ � 828V

(10)

Cathode :

O2 þ 2H2O þ 4e� ! 4OH� Ec ¼ 0:401V

(11)

Efforts are underway to improve upon the per-
formance of the Tokuyamamembranes in terms of
its conductivity, water transport properties, and
durability. Ren [72] and coworkers have reported
improved performance using an approach which
mimics the structure of Nafion in the sense that it
has poorly ordered bi-continuous hydrophobic
and hydrophilic phases. They achieved this by
using a styrenic diblock copolymer with a quater-
nary ammonium-functionalized hydrophilic block
with a cross-linkable hydrophobic block. They
attributed the improved performance to the
reduced tortuosity of the conductive paths, while
the hydrophobic network maintains the mechani-
cal integrity, preventing excessive water uptake.
Additionally, Pivovar [73] and coworkers are pur-
suing the use of perfluoropolymer chemistry
because of its chemical robustness, enhanced
water transport, and conductivity properties com-
pared to hydrocarbon polymers. They are pursu-
ing different strategies to tether different cations to
the perfluorosulfonyl fluoride precursor.

There is one final aspect of AEM-based fuel cells
that deserves mention. Whereas in acid-based PEM
systems the ORR is the predominate source of acti-
vation losses, with the hydrogen oxidation reaction
being extremely facile, the same cannot be said of
alkaline-based systems. For in spite of the fact that
non-PGM catalysts can be used for the ORR in
alkaline systems, the HOR and HER reactions
prove to be problematic at the low Pt loadings
normally used for the HOR and HER in acidic
systems. Indeed, Durst et al. [74] have reported on
the effect of PH effect on the HOR and HER for Pt,
Ir, and Pd carbon-supported catalysts, with the data
illustrating a 100-fold decrease in activity on all
these surfaces when going from low to high pH,
pointing to the need for increased understanding of
the effect of the materials on binding energies.

Additional information on alkaline membrane
fuel cells can be found in the entry on this subject
in this encyclopedia.

Fuel Cell System Design

The process of designing of a fuel cell system
follows the general design process for any com-
mercial product in which a phase-gated, product
development process (PDP) guides activities from
initial concept to launch. The PDP is one of the
most interesting and well-studied business pro-
cesses, and usually ends up being tailored to
each company’s appetite for speed and time to
market, balanced by its desire to mitigate risk.
Product development is very much a social sci-
ence, one that integrates business, technology,
engineering, and human behavior [75]. Many
attempts have been made to study its characteris-
tics and improve the manner by which products
are brought to market [76]. Even today it remains
a subject of research in most business schools.
Before these steps are undertaken, however, usu-
ally a product strategy is developed which aligns
to both the business strategy and the business
model of the organization. This product strategy
generally takes the form of a platform strategy,
which shows the relationship between multiple
products expected to be developed and launched
over a 5–10-year time horizon [77].

System Requirements and Architecture
The design of the fuel cell system really begins
with the “voice of the customer” (VOC). For fuel
cell systems, there can be many potential cus-
tomers: the end user, the OEM, or an intermediate
service provider. In any case, the voice of the
customer is meant that quality expectation is
taken directly from the customer, properly evalu-
ated and deployed within the product develop-
ment process. One such technique for doing this
is the well-known quality function deployment
(QFD) process which, if properly used, enables
the VOC to be deployed all the way to the factory
floor. Without knowing and agreeing on the key
customer requirements upfront, the fuel cell system
design process cannot be successfully completed.
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A very much abbreviated and simple example
of one of the first steps in the process of develop-
ing fuel cell system specifications is shown in
Fig. 3. This example is for a residential stationary
fuel cell application, but similar requirements are
relevant in most other fuel cell applications. Here
is shown the high-level VOC, gathered by some
technique such as the use of customer interviews
or focus groups and the system attributes that will
influence their achievement, arranged in order of
importance. As shown, some of the key system
attributes that are critical to quality (CTQs) and
that influence the customer’s demand for clean,
quiet, safe, and affordable energy are related to
meantime between failure, major component life,
load-following capability, turndown ratio, operat-
ing and maintenance cost, efficiency, startup time,
audible noise, and agency compliance.

Of course, there are a host of other attributes
which need to be specified and met, including the
expected ranges in ambient temperature and oper-
ating altitude, expected number starts and stops,
and the quality of air and water needed for oper-
ation. All of these external requirements drive the
selection of a technology set which, when opti-
mized, needs to provide for acceptable operating

latitude over the life of the system. The US
Department of Energy’s Office of Energy Effi-
ciency and Renewable Energy (EERE) has
performed a great service in developing a consen-
sus view of some of the more critical CTQs
needed for PEM fuel cell systems for a variety of
applications, including those for transportation as
well as stationary fuel cell systems with combined
heat and power. Convening OEM manufacturers,
value chain suppliers, and researchers, the EERE
set technical targets for 1–25 kWe residential and
light commercial combined heat and power
(CHP) and distributed generation (DG) fuel cell
systems operating on natural gas delivered at typ-
ical residential distribution line pressures. The
most recent set are shown below in Table 1.

Along with this set of targets, the EERE devel-
oped a companion low-temperature PEM refer-
ence architecture against which it could track
progress against the targets. The most recent sta-
tus for 2015 is given in the table, from which it is
seen that the performance in cost and reliability is
still off target. It is worth noting that there is
considerable “expert” opinion on whether these
targets can be met with either low-temperature or
high-temperature PEM systems, as the combination
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of cost, efficiency, and durability targets is quite
demanding. In the face of this uncertainty, Japan’s
Ene-Farm program supported the installation of
around 200,000 small micro-CHP PEM units in
the <1 kW size, mostly from Toshiba and
Panasonic. It is anticipated that government subsi-
dies will continue until 2019, duringwhich time cost
reduction efforts through system design simplifica-
tion and standardization of components will
continue [78].

It is clear that one of the key requirements for a
successful platform strategy is a well thought out
platform architecture. The platform architecture
enables that product strategy to be executed. As an
example, consider the high-level architecture
shown in Fig. 4 below. Here one sees the func-
tional breakdown of the system into the major
components, which in turn defines requirements
for each module in the system.

This figure shows several major subsystems
typical of a PEM stationary system. Included are
the reactant processing module (RPM), which
determines the pressure, temperature, flow rate,
and composition of the reactant streams which
are delivered to the power generation module or

PGM. Included in the RPM are the desulfuriza-
tion, reformer and shift reactors, and the required
number of heat exchangers which are needed to
manage the reforming process. More will be said
of this below. The PGMwill include the stack and
its manifold, and any other subsystems needed to
ensure the stack can function properly, such as the
subsystems that provide for cathode recirculation
and water management. Also shown in this figure
is a hydrogen pump module (HPM) that can be
used to purify and compress hydrogen for storage
in the chemical energy storage module (CESM)
for refueling a hydrogen fuel cell car and a thermal
management module (TMM) that provides the
methods of capturing and directing the flow of
heat to either a heat load (such as the RPM) or
heat sink. Electrical energy generated by the fuel
cell can either be stored in the electrical energy
storage module, EESM, or passed through to the
power conditioning module (PCM) where it is
converted to high-quality power for alternating
current loads. A control module (CM) ensures
that the required electrical state of the system is
achieved over time, as defined by the energy man-
agement module (EMM). The CM provides the
proper control of the pressure, temperature, flow
rate, and composition of the fuel and air streams
going into and out of the system. The result of all
of this is made visible to “customer” through an
appropriate user interface module (UI).

This is a high-level architecture. If the detailed
lower-level subsystem requirements that support
this “meta-system” are well thought out, it is
possible to develop multiple products off of the
same set of hardware and software components,
thereby minimizing the product acquisition
spending (PAS). For example, there at least four
products that can be derived from this architec-
ture, including a home refueling system, a resi-
dential CHP system (eliminating CESM and
HPM), a hydrogen fuel cell system for backup
applications (further eliminating the RPM sys-
tem), and a stand-alone hydrogen generator
(retaining only the RPM, TMM). Of course, in
each case, the controls and user interface have to
be modified for the intended application. Further-
more, system-level specifications need to be com-
patible over the ambient temperature range, etc.

Polymer Electrolyte (PE) Fuel Cell Systems,
Table 1 DOE technical targets for fuel cell systems for
stationary (CHP) applications (2015)

Characteristic Units 2015 status
2020
targets

Electrical
efficiency at
rated power

%(LHV) 34–40 >45

CHP energy
efficiency

%(LHV) 80–90 90

Equipment cost,
5-kWave system

$/kW 2300–2800 1500

Transient
response
(10–90% rated
power)

min 5 2

Startup time
from 20 �C

min 10 20

Degradation
with cycling

%/1000 h <2% 0.30%

Operating
lifetime

h 12–20 K 60 K

System
availability

% 97 99
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Where the intended range of applications does
not allow for platform architecture at the meta-
system level, the platform products then need to
be defined at the system level. In fact, the concept
of platform-based architecture can be pursued
at the component as well as the system level.
Ballard®, for example, has defined its platforms
at the stack level. It is currently advertising five
stack platforms. Each stack platform has a differ-
ent voltage range, reactant pressure (air and
fuel), and cell aspect ratio, optimized for the
intended application, whether it be for backup
(telecommunications), motive power (forklift
trucks), transportation (buses), or residential
cogeneration.

While the overall architecture defines the inter-
relationships among form, fit, and function, sys-
tems engineering supports the development and
achievement of the product specifications. The
systems engineering required to enable a product
platform strategy is generally quite extensive,
requiring many iterations using simulations to

guide the final design at the system, subsystem,
and component levels. In general, the require-
ments for a fuel cell system are quite extensive
and complex, and these need to be defined, allo-
cated, and enforced all through the development
process.

The key steps in the product development pro-
cess are shown below in Fig. 5. Most activities are
focused on two types: the systems engineering
associated with requirements definition, ending
with components specifications, and on the actual
design and verification process, ending with a
successful in-house design verification test
(DVT), a field readiness demonstration test
(FRDT), and a factory acceptance test (FAT) to
validate launch readiness. A key step in the over-
all process is the development of the systems
requirement document (SRD), which enables the
development of the process and instrumentation
diagram (P&ID), and its companion, the process
flow diagram (PFD). The PFD, which is the out-
put of the process engineering analysis using
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computational tools such as ASPEN®, captures
the concepts in flow sheet format and summarizes
the heat and material balances characterizing the
system design. In short, the PFD, which is the link
between concept and reality, defines the critical
parameters at each step in the process.

Early on in the process, it is useful to organize
the systems engineering effort in pursuit of a
collection of interlocking functionally important
topics which are system-level attributes that need
to be allocated to subsystems within the system.
One example would be the allocation of efficiency
targets between the various major modules.
Another high-level example of such an allocation
would be the “flow down” of the requirements for
cost and reliability. Here the percentage of total
allowed cost and failure rate is allocated among
the major modules, based upon an initial test of
reasonableness followed by refinement during the
development process as further information
becomes available. Clearly, the initial allocation
of the functionally important topics is important,
because it drives engineering behavior and subse-
quent design modifications and, eventually, time
to market. The system may have other high-level
requirements, such as size, weight, noise, and
appearance, and these early requirements are met
through systems engineering efforts. Manage-
ment of the allocation process is achieved through

the use of artifacts such as input/output/constraint
charts (IOCs) that keep track of both functional
(signal) and dysfunctional (noise) attributes
of each subsystem, subject to the constraints
imposed by the overall system. They track the
interactions between subsystems in terms of the
critical parameters, and are used to define and
guide the robust design optimization process,
eventually becoming the “contract” between the
subsystem teams and the system engineers.
Again, a combination of careful testing and sim-
ulation is required to ensure convergence to the
subsystem- and system-level allocations.

An Example: Reforming Considerations
In many cases, hydrogen at required purity is not
normally available, in which case it must be
obtained by the reforming process of stripping
hydrogen off a hydrocarbon fuel such as methane,
propane, ethanol, and liquid petroleum gases
(LPG) or kerosene. Generally, there exist sulfur
species that are naturally occurring in the fuel
(COS, H2S) or are added as odorants (mercaptans,
tetrahydrothiophene, THT). Since sulfur poisons the
catalysts in the system, the first step in the reforming
process generally involves the removal of harmful
sulfur-containing species. The level to which sulfur
needs to be removed depends upon the operating
temperature, but in general, it is safe to assume that
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for PEM systems, the level needs to be less than
about 50 parts per billion (ppb) [79]. To achieve
this level of sulfur impurity, there are several
available technologies. At ambient temperatures,
these include physical adsorption beds using acti-
vated carbon and zeolites and chemisorption beds
incorporating nickel-, copper-, and iron-based
sorbents. At higher temperatures, one alternative
is to use hydrodesulfurization with Co-, Mo-, and
Ni-based catalysts. Another option is thermal
swing absorption. Ideally, it is desirable to have
a single technology in order to have a fuel flexible
system that enables the fuel cell system to be sited
in a variety of geographical locations. Seasonal
and regional variations in sulfur content, as well as
catalyst material cost and toxicity, make this a
difficult engineering problem. Each of these tech-
nologies is well known, and each has its strengths
and weaknesses. All add considerable capital cost
and complexity to the system, not to mention
annual maintenance cost which can also be a
significant expense. Consequently, there is a
need for continued research into the discovery
and development of effective, low-cost desulfuri-
zation for fuel cell applications requiring them.

Assuming that the fuel has been adequately
desulfurized, there are essentially three alternative
processes for extracting hydrogen: steam reforming
(SR), catalytic partial oxidation (CPO), and auto-
thermal reforming (ATR). SR is an endothermic
process. Heat must be supplied to the reactor, and
this is normally accomplished by combusting an
additional amount of fuel in a separate, but ther-
mally integrated, reactor. Usually this reactor burns
the unused hydrogen which flows through the
anode chamber of the fuel cell stack. This compo-
nent is referred to as the “anode tail-gas oxidizer” or
ATO. The ATO is generally considered an integral
part of the reactant processing module.

The steam reformation reaction is reversible, and
the product gas is a mixture of hydrogen, carbon
monoxide, carbon dioxide, and water vapor. In the
case of methane, the steam reforming step is

CH4 þ H2O ! CO þ H2O þ 2H2 (12)

The amount of CO in reformate is a system-
level critical parameter, as CO interferes with the

hydrogen oxidation reaction by blocking reaction
sites on the platinum catalyst surface. To remove
the high levels of CO, this reformate stream is then
fed to a “shift” reactor which reduces the CO
concentration and makes additional hydrogen:

CO þ H2O þ ! CO2 þ H2 (13)

Following the “shift” reaction, the reformate is
generally passed through a preferential oxidation
(PROX) step to further reduce the CO content to
an acceptable level so as not to poison the anode
catalyst. For low-temperature PEM systems, this
level is typically less than 10 ppm. To increase the
tolerance to the residual CO, ruthenium is added
to the anode catalyst layer, but even this is not
sufficient to deal with the amount of CO in the
reactant stream. In the case of low-temperature
PEM systems, there is generally a small amount
of “air bleed” fed into the reactant stream to oxi-
dize any residual levels of CO that adsorb onto the
catalyst. It is desirable to keep the air bleed to a
minimum to reduce the formation of peroxide.
Pulsed air bleed techniques have been studied to
achieve this purpose [80]. Depending on the
reformer design, there may be a high-temperature
as well as a low-temperature shift, as well as a
single- or two-stage PROX.

Unlike steam reforming, CPO is an exothermic
process. It is essentially a combustion but with less
than stoichiometric amount of oxygen. As in SR,
the reformate gas must go through a shift reaction
to produce more hydrogen, though a CPO pro-
duces less hydrogen than SR, and unlike SR the
product gas contains relatively large amounts of
nitrogen from the air used in the process.

Because CPO is an exothermic process, and SR
is an endothermic process, these two can be com-
bined in the “autothermal” reforming (ATR) pro-
cess. The overall reaction of an autothermal process
for methane, with the shift reaction included, is

CH4 þ wO2 þ 2 � 2wð ÞH2O ! CO2

þ 4� 2wð ÞH2

(14)

In this equation, w is the number of moles of
oxygen per moles of fuel. Its value determines if
the reaction (14) is exothermic, endothermic, or
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thermoneutral. In practice, the value is chosen to
avoid the risk of carbon formation in the reactors,
and the amount of steam added is usually in
excess of that theoretically required. All of these
process steps use specially designed catalysts to
facilitate the reaction steps. Catalyst designs are in
many cases proprietary, although in most cases
references to catalyst materials used in similar
reactions can be found in the literature.

For many applications requiring the need to
reform a logistical fuel, the reactant processing
module represents a significant percentage of the
total system cost. This is because the reactant pro-
cessing module must provide reformate with the
proper level of humidity over the entire load range,
the required level of CO within the constraints of a
single-stage partial oxidation (PROX) step, have
rapid startup and load-following capability with
near-zero emissions for NOx, and this all without
resulting in coke formation. To meet the efficiency
requirements of the overall system, the reactant
processing module must also be thermally inte-
grated into the rest of the fuel cell system. This is
a very demanding set of requirements, and the cost
of the reactant processingmodule typically ends up
being about one-third of the total system cost.

It is well known that most Japanese residential
mCHP fuel cell systems use steam reformers, prin-
cipally due to their high efficiency. Adachi et al.
[81] have recently published the results of their
effort to design an autothermal reforming fuel
processor for a 1 kW mCHP residential system.
They designed and bench tested an ATR system
capable of achieving 80% efficiency (on a higher
heating value basis) and a reformate containing
48% hydrogen (dry basis) and less than 5 ppm
CO. They have studied the ATR principally to
address the issues around startup time and the
daily start/stop requirements.

A simplified schematic of an ATR-based
reformer system is shown below in Fig. 6.
Shown in this figure are the desulfurization sub-
systems, the ATR reactor, a low-temperature shift
(LTS) reactor, PROX, ATO, low-pressure steam
generators to meet the reformate due point
requirements, and the appropriate heat exchanges.

In practice, there are several critical operating
requirements placed on the reformer system. First,

the reformate must contain a negligible amount of
carbon monoxide (and oxygen) to avoid poison-
ing the anode catalyst. Likewise, the fractional
conversion of fuel in the reformate needs to be
specified in order to minimize unburned hydro-
carbon emissions. From a system control perspec-
tive, it is also desirable to deliver a predictable
amount of hydrogen for a given fuel input.
Finally, because of the dependence of the PEM
on the level of hydration, the reformate dew point
must also be controlled to a specified value. Given
these specifications, Feitelberg and Rohr [82]
have shown that two variables, the steam to car-
bon and oxygen to carbon ratios, define a unique
“operating line” for the fuel processor. The oper-
ating line defines the required relationship
between steam to carbon and oxygen to carbon
ratio for a reformer that meets fuel conversion and
reformate dew point specifications. An example
of the operating line [83] for several dew points is
shown in Fig. 7. Operation above this line means
that the dew point is greater than that specified,
implying that energy has been wasted vaporizing
more water than is needed. Operation below the
operating line means that the reformate dew point
is lower than specified, implying that one should
expect reduced MEA life or premature failure.
When the PEM system is operating on the line,
and the heat generated in the ATO just balances
the heat consumed in the reformer, the reforming
process has achieved the maximum theoretical
efficiency.

In this regard, Feitelberg and Rohr’s analysis
has shown that the maximum theoretical effi-
ciency of a SR-based system is only about one
percentage point higher than the maximum theo-
retical efficiency of a typical ATR-based fuel pro-
cessor. Hence, the ATR technology seems to be a
good compromise in performance and efficiency.

Technical Readiness

A key milepost in the development of a fuel cell
(or any other) system is the achievement of tech-
nical readiness; that point in the development
cycle when commitments to volume manufactur-
ing can be made with confidence. For this
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purpose, it is meaningful to define this state of
knowledge as:

Technical readiness is achieved when all critical
failure modes are known, and when the critical
parameters that are required to avoid those failure
modes over the required operating range can be
achieved through the intended interaction of speci-
fied parts which can be manufactured with accept-
able process latitude.

In discussing PEM fuel cell systems for sta-
tionary, transportation, and portable applications,
it is worthwhile to do so in terms of defining those
conditions needed to not only meet the intended
application but also to avoid the critical failure
modes.

Freezing
One of the customer-driven requirements associ-
ated with fuel cells intended for stationary and
transportation applications is the ability to not
only survive subfreezing temperatures but to
gracefully startup from subfreezing conditions
and operate over a large number of expected
freeze/thaw cycles. Inasmuch as water is the prod-
uct of the fuel cell reaction, it is normally carried
into the stack with humidified reactants and is
fundamental to the transport of protons in the

membrane. Most of the work on defining the
operating conditions needed for surviving freez-
ing conditions has focused on the behavior of the
water within the principle stack components:
manifold, plates, flow fields, and MEA. There
are three types of water in PFSA-type polymer
electrolyte membranes. Water that has strong
interactions with the ionic groups in the polymer
can withstand temperatures well below the normal
freezing point of water without freezing. Water
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that finds itself within the nanoscale channels of
the polymer electrolyte has a freezing temperature
that is dependent on the size and nature of the
channel, which in turn is dependent on the degree
of hydration of the polymer. This water will there-
fore have a range of temperatures over which it
will freeze, with some of the water having its
freezing temperature depressed by the presence
of the hydrated ions. Finally, there is “free”
water that behaves like bulk water. The result is
that there is a distribution of freezing points within
the PEM, with no specific “freezing point.” The
PEM proton conductivity, for example, varies
continuously over a wide range of temperatures,
depending on the level of hydration. The proton
conductivity below freezing can be an order of
magnitude lower than that for normal operation
[84], indicating that a large fraction of the water in
the membrane is frozen. However, even in this
state, the polymer electrolyte membrane is capa-
ble of carrying current, increasing with increased
thawing. Also, the tightly bound water, while not
freezing, has a very low conductivity, since it is
not that mobile, as though it were frozen; the
resulting membrane resistance is therefore key in
generating heat during freeze startup.

Next to the membrane itself, the most critical
components in the fuel cell stack relative to
startup from freezing and cool down to subfreez-
ing temperatures are the catalyst layer and the
GDL. As previously discussed, the GDL is one
of the few critical components in the system
which can be designed to affect proper water
management, including frozen water that exists
during storage or operation from subfreezing con-
ditions. However, only a few studies have been
published on the effect of freeze/thaw cycles on
the properties of the GDL and its subsequent
effect on the durability of a PEM fuel cell during
cold startup [85, 86]. In fact, due to the wide range
of operating conditions and the difference in fuel
cell design approaches, reported impacts of
freeze/thaw cycles on MEA performance vary
considerably.

One of the most descriptive accounts of the
factors influencing the cold-start behavior of
low-temperature PEM fuel cells has been given
by Mao and Wang [87]. They develop a lumped

analysis model of the cold startup of a PEM fuel
from subfreezing conditions. The model accounts
for the rate of water production, removal, and
conversion during startup. The condition for a
successful startup is to have the fuel cell raise its
temperature beyond the freezing point before
being shut down by the formation of ice in the
catalyst layer. By accounting for the heat and mass
balances within the catalyst layer, the authors
were able to investigate the conditions under
which ice forms in the catalyst layer, thus
restricting the flow of oxygen to the reactions
sites. In effect, the authors indicate how to calcu-
late the critical parameter requirements for a suc-
cessful startup from subfreezing conditions. Initial
membrane moisture content, heating rate, and
thermal masses need to be chosen so that the
temperature within the catalyst layer can reach
the melting point before ice can fill up the pores
within the catalyst layer and the GDL. Clearly,
these critical parameters will depend upon the
critical specifications of the components within
the MEA, as well as the thermal properties of the
bipolar plates.

There are a variety of system-level strategies
for dealing with freezing, including purging of the
stack at shutdown to remove liquid water, heating
the stack prior to or during warm-up with auxil-
iary energy sources, and preventing freezing con-
ditions from occurring (standby idling, etc.). Each
of these strategies, however, results in a decrease
in overall system efficiency.

Start/Stop
Every fuel cell system needs to be started up and
shut down in a way that meets the requirements of
the customer and at the same time ensures long-
term operation of the system. Frequent starting
and stopping can place the system in a severe
electrochemical environment. In particular, when
the anode side of the fuel cell is filled with air, as
would be the case in standby situation, and the
system is started up with the flow of a hydrogen-
rich stream through the anode, a hydrogen/air
boundary forms on the anode side of the cell
[88]. This boundary moves from the anode inlet
to outlet and in doing so sets up a high voltage
(�1.4 V) situation across the cell. This potential
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sets up a reverse current which greatly accelerates
the oxidation of carbon, which theoretically can
proceed as

C þ 2H2O ! CO2 þ 4Hþ þ 4e�

E ¼ 0:207 V vs:RHEð Þ (15)

In fact, this potential-driven “corrosion” of
carbon can be quite severe, causing substantial
loss of the electrochemically active surface area
as the electrode degrades with the loss of the
catalyst support. Enhanced fuel cell degradation
can occur under the additional stress conditions
associated with cold start and hot stopping [89].

In order to deal with the problem of carbon
corrosion due to start/stop, it is necessary to under-
stand the critical parameters associated with the
start/stop process, as well as the critical specifica-
tions that need to be placed upon the materials.
What is required to do this is to have a validated
model of carbon corrosion and its dependence on
the critical parameters: temperature, pressure,
flow rate, and composition. Such a model has
been developed, to the first order, by Meyers and
Darling [90] in which the potentials driving the
reaction are linked to the spatial concentrations of
oxygen and hydrogen in the flow channels.

Carbon corrosion can also occur due to fuel
starvation on the anode, which sometimes happens
when flooding is imminent. Again, this situation
sets up localized high potentials and reverse cur-
rents. Carbon as a catalyst support is problematic,
and for this reason control systems need to provide
algorithms to deal with the situation when a partic-
ular cell in the stack is behaving in an abnormal
fashion (so-called “stack health” algorithms).

Load Following
In most applications involving fuel cells, the load
is dynamic, and it is a requirement that the fuel
cell system be able to respond to these load tran-
sients nearly instantaneously. This requires care-
ful system design. This requirement translates into
the need for having rapid delivery of fuel to the
catalyst sites within each cell in the stack. Two
transient types of operating modes were described
above, startup from subfreezing and start/stop.

Here focus will be on load changes during opera-
tion and on applications involving both hydrogen
and reformate fuel. In the former, emphasis will be
placed on the effects of rapid cycling on durabil-
ity, whereas in the latter, emphasis will be placed
upon achievement of the required critical param-
eters over the expected range in operating
parameters.

Hydrogen-air fuel cells, which are used in
transportation, backup power, and material han-
dling applications, respond almost instanta-
neously, provided that they are fed adequate
amounts of fuel. Control schemes for hydrogen-
based fuel cell systems for automotive applica-
tions are discussed by Pukrushpan et al. [91] in
which the primary focus of the discussion is on
control of the supply of air and hydrogen. In most
cases, the fuel cell system will be “hybrid” with a
battery in the overall system architecture. For
example, in telecom backup fuel cell systems, a
small battery pack (or supercapacitor) is included
to ensure the continuous delivery of power within
the first millisecond after the grid drops out. In
light-duty vehicles, batteries are included as a
means of load leveling and energy harvesting
during braking. In forklift applications, batteries
offer the opportunity to alleviate the load-
following requirements on the stack, thereby
extending its operating life. In fact, Plug Power
sets a stringent set of charging and discharging
capacity requirements on the battery to maximize
the performance of the system and at the same
time life of the stack (Du B, Private communica-
tion, 2017). This is another example of adopting a
systems engineering approach to systems design.
Obviously, it is important from a systems control
perspective that one of the key aspects of achiev-
ing adequate load-following capability is to
develop a comprehensive stack control scheme
that incorporates the relevant system-level com-
ponents, critical parameters, and their linkage to
the critical specifications. In most cases, this con-
trol scheme must also address both stack health
and efficiency.

For reformate-based systems, the control prob-
lem becomes particularly difficult because of the
strong interactions between subsystems. This is
perhaps best seen when considering the function

Polymer Electrolyte (PE) Fuel Cell Systems 125



of the ATO. The ATO is designed to oxidize the
unreacted anode gas into water for the reformer,
as well as to achieve zero emissions from the fuel
cell system. On the other hand, the ATO also
serves as the heat source for steam generation.
Both the stack and the ATO require an air/oxygen
source. To minimize cost, improve efficiency,
and increase the operating latitude over which
the system can be water independent, it is desir-
able to use a single air blower to provide air to
both the stack and the ATO. However, this shared
actuator couples the controls for stack, ATO,
steam generation, and reforming, thereby increas-
ing the complexity of the interaction among the
control loops.

Another complexity arises due to the lack of
in situ measurement of some of the critical
parameters, requiring the inference of the value
of the critical parameter from the operation of the
system itself. This is particularly true when, by
design, the relative humidity of the input reactant
streams is near or at saturation. In this situation,
RH sensors become unreliable, and the RH level
needs to be inferred from the system control
parameters. In order to accommodate the strong
interactions between the subsystems, a consider-
able amount of modeling and simulating of
system performance is required. This can be
accomplished by linking process models in
ASPEN Dynamics® with controls models in
Matlab®. In this way, nonlinear dependencies in
the process can be linearized in a piecewise fash-
ion and exported to Matlab, an environment in
which the order of the model can be systemati-
cally reduced together with weighting factors to
get time-dependent models that can provide uni-
fied descriptions of the fuel cell in both steady
state and dynamic environments. An example of
the result of such an exercise is shown below in
Fig. 8, comparing the performance of the ATO
during load transients versus the model predic-
tions. In this particular experiment, the system
was run in steady state, and the load-following
requirements were simulated by suddenly manip-
ulating the cathode air blower in pseudorandom
manner. It is seen that the dynamic model is a
remarkably good predictor of the ATO
performance [92].

CO Poisoning
One of the challenges facing the fuel cell system is
the mismatch in the time constants of the various
components in the system. The reformer has the
longest time constant, followed by that of the air
handling system and stack, and finally the battery.
This mismatch can result in large fluctuations
in the quality of fuel provided to the stack and
can be the source of unwanted excursions in the
amount of CO reaching the stack. With validated
advanced simulation tools, it is possible to
develop robust control strategies that ensure that
the overall system can meet the load-following
requirements during large and rapid transients.
Shown below in Fig. 9 is the transient response
of the Plug Power ATR-based fuel processor to
large and sudden step changes in electrical load
demand. Here it is seen that the control software is
able to keep the CO concentration within perfor-
mance specifications (<10 ppm). In this case,
batteries are used to make up the load demand,
while the reformer ramps up, illustrating the mis-
match in time constants between the stack and
reformer subsystems [93].

It is evident that advanced controls, once vali-
dated with system verification tests, can be used to
maximize the system operational latitude. As
shown below in Fig. 10, these controls are used
to optimize the operating window for the CO
concentration in the reformate stream fed to the
stack. Here it is seen that there is a large opera-
tional window, in terms of PROX outlet tempera-
ture and CO concentration over which the system
can operate within its specification.

It is perhaps important at this point to once
again discuss the potential advantages of higher-
temperature operation. It is well known that fuel
cell systems that operate at higher temperatures
can tolerate much higher levels of CO. Indeed,
tests have shown that stacks at temperatures in the
range of 160–200 �C can tolerate CO concentra-
tions on the order of 103–104 ppm. In this case, it
is possible to eliminate the PROX and its associ-
ated costs and sources of unreliability, while sim-
plifying the controls requirement.

There are, of course, many other potential fail-
ure modes that need to be addressed. Only a few are
mentioned here. Perhaps the most difficult are
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those associated with maintenance of the polymer
electrolyte’s required properties over hours of oper-
ation and over a wide range of conditions. Temper-
ature, humidity, and potential cycling place severe
stress on the polymer electrolyte and its matching
electrodes, and minimizing these through great
attention to engineering detail is fundamental to
the achievement of technical readiness.

System Cost and Reliability

Two key parameters that are obstacles to wide-
spread fuel cell adoption are system cost and
reliability. Both are interrelated through the sys-
tem design, driven mainly by the complexity of

the interactions between the stack and the rest of
the system, which in turn is determined by the
nature of the polymer electrolyte. However, sys-
tem complexity is also determined by the
customer-driven system specifications. System
specifications can vary widely, depending upon
the application, and for this reason it is nearly
impossible to make specific claims about costs
of fuel cell systems without reference to the
detailed requirements driving the design.

The cost and reliability of PEM fuel cell sys-
tems for light vehicles are tracked quite closely as
automotive manufacturers are making significant
investments in developing fuel cell cars for field
entry in the next 5–10 years. The US Department
of Energy (DOE) has, in conjunction with indus-
try leaders, developed cost and reliability perfor-
mance target and track progress against those
targets in its annual review process. In addition,
the DOE has defined a baseline fuel cell system
with which to model performance improvements
due to advances in technology and to coordinate
those findings with the assumptions in the cost
projections. The latest 2017 DOE cost estimates
suggest that in high-volume production, total sys-
tem costs of around $45/kWnet can be achieved,
with an outlook of $42/kWnet in 2020, nearly
equal to the DOE 2020 target of $40/kWnet at
production volumes of 500,000 units/year
[94]. This improvement in cost reduction was

Polymer Electrolyte (PE) Fuel Cell Systems,
Fig. 8 Model vs. data comparison for transient operation
of ATO [92]
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accounted for a combination of advances made in
stack power density at low loadings, based upon
the data from General Motors on the use of
de-alloyed PtCo catalyst on high surface carbon,
as well as cost reductions in the processing of
coated stainless steel bipolar plates and reduction
in hydrogen sensors.

The situation for stationary fuel cells is not as
clear. The current DOE performance targets for
integrated stationary fuel systems of $1500/kWe,
and 60,000 h of durability and 45% electrical
efficiency at rated power are difficult targets to
meet with a reformate-based system. The system
requirements for stationary systems can vary
widely, depending upon application. In general,
however, the key to cost reduction is through
system simplification. One way to accomplish
this is through good engineering design, including
value analysis/value engineering (VA/VE).
VA/VE enables one to reduce the number of
parts. Another way is to avoid expensive second-
ary fastening operations by having parts and
modules self-align to each other, eliminating
adjustments, using gravity wisely, and designing
for “poka-yoke.” (A poka-yoke is any mecha-
nism in a lean manufacturing process that helps
an equipment operator avoid (yokeru) mistakes
(poka).) A third is to specifically employ the
design for manufacturing and analysis (DFMA)
techniques of Boothroyd-Dewhurst. Readers are
also directed to the entry on stationary cost assess-
ments in this encyclopedia.

Currently, stationary fuel cells include the cost
burden of the reformer, which makes the achieve-
ment of $1500/kWe difficult. As a percentage of

the total system cost, the reactant processing mod-
ule can be as much as 30% of the total system unit
manufacturing and service cost. Whereas the
stack can scale downward gracefully as a function
of size (kWe output), the reformer cannot, making
low-cost small residential stationary systems even
more challenging. For this reason, it is appropriate
to examine alternative system architectures that
decouple the reformer and provide the required
hydrogen from a shared-use centralized reformer.
Such architectures are currently under consider-
ation for use in Japan. Lastly, it seems appropriate
that at this stage, fuel cell systems should be
developed for large niche markets that are appro-
priate for the current state technical readiness of
the technology. Forklift applications are a prime
example of matching requirements versus capa-
bility. Large stationary fuel cells that are designed
for constant base loads with high combined heat
and power utilization requirements are another
example.

Of course, another way to reduce cost and
improve reliability is through clever systems engi-
neering using advances in technology. This is in
fact the approach recently taken by Toyota engi-
neers in their pursuit of cost reductions in the
Toyota Fuel Cell System (TFCS) known as
“Mirai.” In particular, the Toyota engineers pur-
sued an approach of reducing system cost by
improving stack performance in terms of power
density and by enabling membrane humidification
under operating conditions without the cost and
complexity of an external humidification system,
and in order to achieve these objectives, Toyota
engineers took a broad systems perspective. First,
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they reduced the number of required cells in the
stack by employing a newly adopted boost con-
verter that adjusts the voltage difference between
the motor and the inverter. To achieve a system
without an external humidifier, Toyota engineers
decided to pursue this by ensuring adequate
migration of water generated at the cathode to
the anode. Three interrelated modifications were
made. The first was to reduce the thickness of the
membrane by two-thirds, thereby increasing the
diffusion of water generated in the downstream
air system and improving proton conductivity.
The second was to humidify the system using
the moisture at the anode, thereby humidifying
the cathode inlet by flowing the hydrogen fuel
and the air in counter directions. By adjusting the
anode operating conditions by increasing the
hydrogen circulation in the anode in accordance
with the driving conditions, and by reducing the
anode inlet pressure, the system was made to
enhance the movement of product water to the
anode surface [95]. In addition to the steps taken
above to eliminate the external humidifier, the
Toyota engineers also improved the water man-
agement through an innovative cell flow field
structure and membrane electrode assembly that
enabled a compact and high-performance stack.
In particular, an innovative three-dimensional
fine-mesh flow field was developed to prevent
water accumulation at the cathode by directing
the airflow toward the MEA/GDL assembly, pro-
moting oxygen diffusion, and drawing water
generated within the MEA/GDL to the back sur-
face of the 3D fine-mesh flow field. An optimized
flow field was also developed for the anode to
facilitate anode operation, with the material
changed to titanium to reduce the weight and
cost of the plate-coating process. In terms of the
MEA, in addition to reducing the membrane
thickness, the amount of platinum was reduced
as well, using a de-alloyed PtCo with an
improved acid treatment process, coupled with
a change in the carbon support to a solid type,
reducing the oxygen diffusion resistance. Along
with the optimization of the ionomer thickness,
the net effect of all of these synergistic modifica-
tions was to increase the current density by a
factor of 2.4 and to achieve a power density of

3.1 kW/L, reportedly the highest in the
industry [96].

The Mirai story described above is important
because it demonstrates that a broad-based sys-
temic approach to improving fuel cell cost and
performance is within the reach of engineers
engaged in the design and development of fuel
cell systems. It is an example of combining a
combination of clever systems engineering with
careful experimentation and design innovation
based upon a deep knowledge of fuel cells that
has been accumulating over the past 10 years. It
also demonstrates the singular importance of
increasing power density in order to decrease
cell count through dedicated efforts in materials
and design engineering.

Fuel Cell Systems and Sustainability

The connection between fuel cell systems and
sustainability is, of course, hydrogen. The lightest
and most abundant element on planet Earth is
destined to play a central role in the energy land-
scape of the future. Renewable energy sources can
be used to produce hydrogen, which can then be
stored as a means of addressing the natural inter-
mittency of the renewable source. In the future, by
splitting water with renewable sources of energy
such as wind and solar energy and using the stored
hydrogen so produced to produce electricity, one
can also return the product water to its source,
achieving a sustainable energy paradigm for
nearly every nation on Earth. This is truly the
energy “end game.” Indeed, the fact that as an
energy carrier hydrogen can play a key role in
the storage of energy produced from renewable
resources has received renewed interest among a
variety of stakeholders.

Since the fuel cell system will play a key role in
the pursuit of sustainable energy, whether in elec-
trifying the automobile for transportation, provid-
ing energy for buildings, or converting stored
hydrogen generated from renewable sources into
electricity, the design of the fuel cell itself should
consider its impact on the environment. This
encyclopedia addresses the subject of life cycle
analysis elsewhere. Here it seems appropriate to
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note that Cooper et al. [97] have developed a
method to assist in the rapid preparation of life
cycle assessments of energy generation technolo-
gies and in particular polymer electrolyte fuel cell
systems. The method allows one to compare dif-
ferent fuel cell system design approaches, using
publically available and peer-reviewed life cycle
assessment data, against an environmental impact
weighting scheme that reflects various environ-
mental sensitivities. Providing a fuel cell system
“designed for the environment,”with the goal that
no part ever ends up in a landfill, seems to be a
fitting way to approach the objective of truly
sustainable energy systems.

Future Directions

Progress in the development of fuel cell systems
for transportation, stationary, and motive power
applications will continue as long as the incen-
tives around renewable and clean energy continue
to receive public support. This support, in turn,
needs to be based upon public awareness of the
true cost of the incumbent technologies: environ-
mental and social, as well as financial. The rate of
progress made in the past 10 years has been accel-
erating due to the support of governments tending
to the longer range needs of their citizens. With a
view of the need for a clean energy future clearly
in sight, alternative means of energy generation,
conversion, and storage will play an increasing
role in shaping the future for our children’s chil-
dren, a time not too far away.

To meet this challenge, fuel cell research and
development will need to continue to pursue a
range of subjects from basic understanding of
the key factors governing charge transfer at the
nanoscale to enabling the simplification of fuel
cell systems by developing advanced materials
that can relax the constraints currently imposed
by the polymer electrolyte membrane. Hence,
continued examination of the property and struc-
ture relationships in electrocatalysis will be
needed to point the way to improved catalyst
materials. Research on improved and more stable
nanostructured electrodes incorporating advanced
and lower cost materials will be needed to reduce

cost while improving durability. The development
of new polymer electrolyte membrane materials
and structures that enable broader operating lati-
tudes at higher operating temperature and lower
relative humidity will be needed to further reduce
cost by enabling less complex system designs and
improved control. In parallel with this, of course,
innovative engineering approaches toward reduc-
ing cost while simultaneously increasing reliabil-
ity will needed to close the gap between today’s
cost-performance curves and those required to
enable penetration of commercial markets. In
other words, a systemic, broadly based, and
steady attack on the issues of unit manufacturing
cost, durability, and reliability at the system level
is necessary to advance the state of the art around
PEM fuel cell systems.
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Glossary

Automotive PEMFC Proton exchange mem-
brane fuel cell stacks used to power automotive
vehicles typically using hydrogen as a fuel and
ambient air as the oxidant

Electrocatalyst The material used on the anode
and cathode electrodes of fuel cells to catalyze
the fuel oxidation and oxygen reduction reac-
tions to produce electrical power and
by-products of heat and water. Amount of
electrocatalyst used in the anode or cathode
of fuel cells is reported in units of mg/cm2

Fuel cell durability A measure of the degrada-
tion of components of a fuel cell as well as the
output power of the entire stack over time. Also
defined in terms of the maximum life of the
stack before failure or degradation rate of the
fuel cell performance in mV/h

Fuel cell performance The voltage produced by
a fuel cell stack at a defined current density.
A performance or polarization curve refers to a

plot of the cell potential (V) versus current
density (I) under specified conditions of pres-
sure, temperature, humidity, and reactant
stoichiometry

Membrane/PEM The proton conductive poly-
mer electrolyte used to separate the anode and
cathode compartments of fuel cells. The mem-
brane replaces the liquid electrolytes used in
some fuel cells.

Definition of Subject: Automotive PEM
Fuel Cells

Since the discovery of fuel cells in the nineteenth
century, they have been designed for operation
with liquid alkaline, acid, and solid oxide ion
conducting electrolytes in different temperature
ranges to produce electrical power for stationary,
portable, and automotive applications. The liquid
acid that provides ionic conduction has been
replaced by fairly thin proton conducting mem-
branes such as polystyrenes and perfluorosulfonic
acids (PFSAs) like Nafion and more recently with
hydrocarbon-based polymers. These fuel cells
incorporating a proton-conducting membrane
rather than liquid electrolyte to separate the
anode and cathode (forming a three-layer sand-
wich or catalyst coated membrane) are referred to
as PEMFCs. PEMFCs are preferred for use in
automotives for a multitude of reasons including
their high volumetric and gravimetric power
density.

PEMFCs for automotives have electrodes
that are typically constituted of Pt-based catalysts
separated by proton-conducting perfluorosulfonic
acid (PFSA) or hydrocarbon membranes. The
membranes (�25 mm thick) have proton conduc-
tivities of about 100 mS/cm and areal resistances
of 50 mO-cm2. The anode Pt loadings that
catalyze the hydrogen oxidation reaction
(HOR) are of the order of 0.05 mg/cm2, while
the cathode Pt loadings that catalyze the oxygen
reduction reaction (ORR) fall in the range
0.20–0.40 mg/cm2. Automotive PEMFCs are
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operated in the temperature range from ambient
to �90 �C at ambient to �300 kPa and at
30–100% RH. Compressed hydrogen fuel tanks
(350–700 kPa) and ambient air pressurized using
a compressor are employed as the fuel and oxidant
sources. Depending on the size of the vehicle,
automotive fuel cell stacks produce 80–140 kW
of peak power. Most fuel cell automotives are
hybrids and employ a 10–20 kW NiMH or Li
ion battery to improve efficiency and to store
and provide supplemental power. Automotive
PEMFCs are subject to variable operating condi-
tions of high potentials, load cycling, start-up and
shutdown cycles, humidity cycles, freeze-thaw
cycles, and contamination from ambient air. The
main obstacles toward commercialization of
PEMFC stacks for automotives are the combina-
tion of cost, performance, and durability that are
not mutually exclusive. Today’s PEMFC-
powered automobiles demonstrate driving ranges
and lifetimes approaching (�70%) that of ICE
vehicles. Major automotive companies have
stated that PEMFCs for automotives are slated to
arrive at cost levels approaching that necessary for
commercialization beginning in 2015.

Currently, ICE-powered vehicles emit�1.5 bil-
lion tons CO2 equivalent per year at a US urban air
pollution cost to society of $30 billion/year. The
consumption of fossil fuels by the human species
(�6.5 billion) has resulted in challenges of energy
sustainability, environmental pollution, and
global warming that need to be addressed
urgently. Currently, several technologies that
lower the greenhouse gas emissions partially
such as gasoline-powered hybrid electric vehicles
(HEVs) and gasoline plug-in hybrids (PHEVs),
biofuel PHEVs, and batteries (BEVs) are being
developed in parallel with fuel cells.

PEMFCs can operate on hydrogen fuel and
atmospheric air to produce electrical energy,
while exhausting only heat and water. Hydrogen
is not available on earth as gas; it is found as a
compound bound to oxygen as in water or bound
to carbon, and in living things as biomass. Hydro-
gen is a carrier of energy and needs to be gener-
ated and stored efficiently; an infrastructure for
hydrogen needs to be developed along with more
efficient storage of hydrogen carried on board the

vehicle. Currently about 9 million metric tons of
hydrogen per year are generated in the USA that
could power 30 million automobiles. Hydrogen
can be produced from fossil fuels such as natural
gas, and also, renewable sources, such as hydro-
electric, wind, geothermal, solar photovoltaics,
direct photoelectrochemical, and concentrated
solar power ocean (tidal, wave, current, and ther-
mal). The application of H2|Air PEMFCs in auto-
motives is one of the most important components
in a renewable hydrogen economy that has the
potential to reduce greenhouse gas emissions
(to 80% below 1990 GHG levels), lower pollu-
tion, and arrest global warming.

Introduction

Fuel cells have been known to science for more
than 150 years. In 1800, British scientists
William Nicholson and Anthony Carlisle first
demonstrated and explained the phenomena
of using electricity to decompose water into
hydrogen and oxygen. William Robert Grove
(1811–1896), a Welsh scientist who was work-
ing on electrolysis of water to hydrogen and
oxygen, tested the hypothesis that the reverse
might be possible. He placed two platinum
strips immersed in dilute sulfuric acid in two
separate chambers, one of which was filled
with hydrogen and the other with oxygen.
A current was found to flow between the two
platinum strips and water produced in the cham-
ber confirming the hypothesis [1]. Although
Grove was the first to build a working fuel cell,
the discovery of the principle and fundamentals of
the fuel cell is attributed to Christian Friedrich
Schoenbein (1799–1868) [2]. Grove later
improved on his original experiments by using a
series of four cells to increase the total voltage; he
named the device a “gas battery” – now known as
a fuel cell stack.

Significant contributions were made in later
years on fuel cells powered by various fuels such
as that by Mond and Langer [3], Haber, W. V.
Jacques [4], Bauer [5], Taitelbaum, Schmid [6],
Tobler [7], and others. In addition to the experi-
mental and practical fuel cell devices, a number of
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scientists contributed to the science and mecha-
nism of the detailed functioning of fuel cells. Two
noteworthy theories were debated to explain the
functioning of the fuel cell. One was the “contact”
theory originally proposed by Alessandro Volta
(1745–1827) to explain his battery and the other
was a “chemical” theory that held chemical reac-
tions responsible for the generated power. Both
theories had part of the solution which is that
reactions that occurred where reactant gases, Pt
catalyst, and electrolyte converged. This under-
standing was advanced by the contributions of
Friedrich Wilhelm Ostwald (1853–1932). Other
systematic nonempirical contributions were made
by Nernst [8], Tafel [9], and Erdey-Gruz and
Volmer. A history of the development of fuel cell
electrodes between 1839 and 1960 can be found in
the reviews of Liebhasvsky and Cairns [10],
Vielstich [11], Baur [5], Tobler [7], Maget [12],
and Liebhavsky and Grubb [13].

In 1932, Francis Thomas Bacon replaced the
platinum electrodes with cheaper porous nickel
metal and the sulfuric acid with potassium
hydroxide to demonstrate the first alkaline fuel
cell (AFC). Alkaline fuel cells were demonstrated
to produce power for practical applications such
as welding machines, tractors, powerlifts, etc., in
the 1950s. Improved AFCs (2.3 kW) were
engineered by Pratt & Whitney/International
Fuel Cells (IFC) and were used by NASA in
manned US Apollo space missions (1968–1972)
and Skylabs for about 54 missions. High power
density AFCs using precious metal-based cata-
lysts, static electrolyte (KOH), and operating
on hydrogen and oxygen have been used to
power (three 12 kW stacks, 92 �C, 400 kPa)
space shuttles since 1981 [14]. Other companies
that have worked on AFCs include Union Carbide
Corp., Siemens AG, and the European Space
Agency [15].

Cation exchange resins polymerized as sul-
fonic acids became available in 1945 for use as
deionizers. Around 1959, General Electric
(Thomas Grubb and Leonard Niedrach) consid-
ered the use of these materials (sulfonated poly-
styrene) to form solid polymer electrodes (SPEs)
as membranes for fuel cells; these materials were
predicted to eliminate the system complexity

involved in using liquid electrolytes and lead to
the first PEMFCs [10, 16, 17]. The commercial
availability of Teflon® (discovered in 1938 by
Roy Plunkett of Dupont®) enhanced the perfor-
mance of SPEs due to its hydrophobic nature and
consequent lowered flooding of electrode pores.
Using SPEs, PEM modules were fabricated and
used in the Gemini space modules operating under
hydrogen and oxygen. The Biosatellite 2 (1967)
followed the Gemini program (seven flights,
1962–1966) in which Nafion membrane was
used for the first time. GE continued working on
PEMFCs and in the 1970s developed PEM water
electrolysis technology for undersea life support
that was used in US Navy oxygen-generating
plants. Some of the technology from GE was
acquired by UTC affiliates Hamilton-Standard
and IFC in 1984. The British Royal Navy also
adopted this technology in the 1980s for their
submarine fleet. Siemens A.G. commenced a
fuel cell research program on AFCs and in 1984
implemented a 100 kW fuel cell in a German navy
submarine; they also have PEMFCs installed in
submarines operating with rated power of
34–120 kW with technology that allows a high
power density and good thermal management.
The efforts described above in all these related
areas established the basis and provided the foun-
dation and grounds for pursuing fuel cells for
automotive applications.

In 2009, ICE vehicles consumed about 3.5 bil-
lion barrels/year gasoline and emitted 1.5 billion
tons CO2 equivalent per year of the greenhouse
gases [18]. Figure 1a illustrates the CO2 emissions
over the next century for five different scenarios
and Fig. 1b illustrates the well-wheels greenhouse
emissions projected for 2010 [19]. In the USA,
28% of the total energy used powers the transpor-
tation sector. The fuels commonly used for trans-
portation are gasoline (62%), diesel (22%), jet
fuel (9%), and natural gas (2%). The by-products
(that have an impact on the environment and
human health) of petroleum products include
CO2, CO, SO2, NOx, volatile organic compounds
(VOCs), fine particulate matter (fine PM), lead,
benzene, formaldehyde, acetaldehyde, 1,3 butadi-
ene, etc. Automotives produce a large proportion
of the pollution and greenhouse gases on earth;
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with global warming becoming an accepted
reality, governments and automakers are finally
making an effort to lower greenhouse gas emis-
sions. Although a number of intermediate low-
emission technologies are being unraveled,
PEMFCs are considered to be the best long-
term solution since they can operate on hydro-
gen and atmospheric air to produce electrical
energy, while exhausting heat and water with
zero emissions.

Although onboard reforming of methanol,
gasoline, etc., was seriously considered and
attempted, fitting a miniature chemical plant in
the limited space of a fuel cell vehicle was found
to be untenable. Hydrogen was unanimously
selected as the choice of onboard fuel for automo-
tive vehicles in the early twenty-first century with
an understanding of its strengths and weaknesses.
Hydrogen is not available on earth as gas; it is
found as a compound bound to oxygen as in water
or bound to carbon, and in living things as bio-
mass. Hydrogen has the highest energy content of
any fuel by weight (hydrogen: 143 MJ/kg, gaso-
line: 43 MJ/kg) and the lowest by volume. Hydro-
gen can be produced from fossil, fuels such as
natural gas, and renewable sources, such as hydro-
electric, wind, geothermal, solar photovoltaics,
direct photo-electrochemical, and concentrated
solar power ocean (tidal, wave, current, and ther-
mal). Hydrogen is also classified based on criteria
such as primary energy sources (hydro, nuclear,
wind, solar, natural gas, etc.); methods of produc-
tion (reforming, electrolysis, etc.); and renewable/
nonrenewable. Currently, about 9 million metric
tons of hydrogen per year is generated (�95%-
steam methane reforming (SMR) and the rest
electrolysis); in the USA, this could, in principle,
power �30 million automobiles.

Historically, there have been concerns about
the safety of hydrogen, but in actuality, it is as
safe and even safer than other flammable fuels
such as gasoline and natural gas. A primary safety
advantage of hydrogen is that it has very high
diffusivity so that it dilutes rapidly to a nonflam-
mable concentration in a reasonably ventilated
space. Additionally, due to the absence of carbon
and presence of water vapor in the combustion
products of hydrogen, hydrogen fires release less

radiant energy thus lowering incidents of second-
ary fires. The flammability limits, explosion
limits, ignition energy, flame temperature, and
stoichiometric mixture most easily ignited in air
are all well documented for hydrogen. Codes and
standards have been established for the safe use of
hydrogen. Fuel cell vehicles are subjected to the
same safety tests and crash/impact tests as
gasoline-powered vehicles and have little trouble
passing them.

As the world transitions to a hydrogen econ-
omy, a hydrogen infrastructure including a com-
bination of distributed and centralized production
is likely to evolve. Hydrogen pipeline networks
already exist in some regions, often to provide
hydrogen to the refining and food processing
industry; transport by trucks is also prevalent. In
the USA, at this time, there are 60 hydrogen fuel-
ing stations (�350 worldwide), 1,200 miles of
hydrogen pipelines, and�9million tons of hydro-
gen produced every year. Hydrogen storage is
often categorized as physical (or molecular) and
chemical (or dissociative) storage. Onboard phys-
ical storage methods include compressed gas, liq-
uid hydrogen, and cryo-adsorbed hydrogen;
chemical storage includes metal hydrides and liq-
uid organic carriers. Typically, compressed hydro-
gen (35–70 MPa) in one or two tanks (�4–8 kg
hydrogen depending on the target range) is stored
onboard fuel cell vehicles today. Most fuel cell
vehicles today closely meet the driving range of
their IC engine counterparts.

The application of H2|Air PEMFCs in automo-
tives is one of the most important components in a
renewable hydrogen economy that has the enor-
mous potential to reduce greenhouse gas emis-
sions (to 80% below 1990 GHG levels) and
arrest global warming. Based on the Intergovern-
mental Panel for Climate Change (IPCC) study
(Fig. 2) by 2050 well-wheels emissions of CO2

must be reduced by 70% � 90% versus 2000
levels [20]. Of all the possible pathways such as
gas-electric hybrids, EVs, and fuel cells, only H2|
Air PEMFCs have the ability to reduce emissions
to zero. Thus in attempts to reduce greenhouse gas
emissions, lower dependence on imported oil, and
limit urban air and water pollution, FCVs are
expected to play a very central role.
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Brief History of Automotive Fuel Cells

Ballard should be recognized for reigniting the
interest in PEMFCs in the late 1980s and 1990s
and for the development of improved stacks used

today by several companies in their fuel cell vehi-
cles [21]. All the major automotive companies
initiated fuel cell research and development
programs as well as small-scale demonstration
programs between 1998 and 2010; this was
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Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 1 (a) CO2 emissions
over the next century for five scenarios where gasoline
vehicles, gasoline-hybrid, gasoline plug-in hybrids,

biofuel plug-in hybrids, and fuel cell electric vehicles are
used as the power source [18]; (b) well-wheels green house
gas emissions based on state of technology in 2020 [19]
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augmented by materials and component develop-
ment by companies in the area of membranes,
catalysts, diffusion media, bipolar plates, etc. In
2003, the US government announced a $1.2 bil-
lion FreedomCAR and Hydrogen Fuel Initiative
(HFI) to develop hydrogen-powered fuel cells.
Together, by 2008, the two initiatives invested
about $1 billion to develop hydrogen-powered
fuel cells, hydrogen infrastructure, and advanced
automotive technologies. Fuel cells suffered a
setback due to the 2009 US government policy
that projected a longer 10–20-year forecast for
automotive fuel cell commercialization. Never-
theless, most of the US, European, and Japanese
automakers continue to support the development
of PEMFCs for automotives internally as well as
in public statements and most of the government
funding was later restored. Also, in 2009, the
European Union (EU) announced €140 million
($195 million) in available investments for
research in energy technology. The funding
(European Commission matched by contributions
from the private sector) is part of a €1 billion
($1.4 billion) that the EU plans to invest in fuel
cell research and development by 2014. In Japan,
the Ministry of Economy, Trade and Industry
(METI)’s New Energy and Industrial Technology
Development Organization (NEDO) has overseen
a lot of the funding for fuel cell and hydrogen
research, development, and demonstration. The
Japan Hydrogen & Fuel Cell Demonstration Pro-
ject (JHFC) conducts research and activities for
the practical use of fuel cell vehicles and hydrogen
stations. The JHFC consists of the Fuel Cell
Vehicle-Demonstration Study and the Hydrogen
Infrastructures-Demonstration Study; the studies
are subsidized by the METI. Many countries now

have hydrogen corridors or hydrogen highways
with a number of hydrogen fueling stations already
implemented. In this section, for simplicity, the
contributions made by a number of stack devel-
opers and automotive companies to advance fuel
cell technology for automotives based on publicly
available sources will be outlined.

Allis-Chalmers
In 1959, a team led by Harry Ihrig developed and
demonstrated a 15 kW fuel cell tractor for Allis-
Chalmers that was exhibited at state fairs across
the USA. The FC stack system used KOH elec-
trolyte and compressed hydrogen and oxygen
as the reactants operating at 65 �C. The original
fuel cell tractor is on display at the Smithsonian.
In 1965, Allis-Chalmers further developed
hydrogen-powered FC golf carts. Allis-Chalmers
is also experimenting with fuel cell stacks to gen-
erate power for spot welders and forklift trucks.

General Motors
In 1968, GM’s Electrovan was the automotive
industry’s first attempt at an automobile powered
by a H2|O2 125 kW fuel cell. It took a team of
250 people 2 years to demonstrate the potential
feasibility of fuel cell technology. The Electrovan
weighed more than twice as much as a normal van
and could travel at speeds up to�70 mph for 30 s.
In the early 1980s, Los Alamos National Lab
(LANL) initiated a PEMFC program and GM
was part of the overview board. In 1996, the
program moved from LANL to Rochester, NY,
and later to Honeoye Fall, NY, where a large
fuel cell R&D center still operates. In 1997,
GAPC was formed globally at Honeoye Falls,
NY; Mainz Kastel, Germany; Warren, MI; and
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Torrance, CA. In 1998, the GM/DOE program
was successful in demonstrating a 50 kW metha-
nol fuel processor PEM system, and in late 1998,
GM methanol Zafira was displayed at Geneva
Auto Show. In 2000, focus shifted to hydrogen
fuel, and in 2001, HydroGen 3, Zafira was
launched. Figure 3 illustrates the history of the
various GM FC vehicles from 1968 to 2001 and
their latest FCV model. The advancements in
volumetric and gravimetric power density of
PEMFC stacks designed at GeneralMotors between
1997 and 2004 are depicted in Fig. 4 [22]. Figure 5
is a photograph of their fifth generation stack
[23]. GM’s Chevrolet Equinox FCV passed 1 mil-
lion miles with customers using the vehicles in
everyday real-world conditions [24, 25]. GM and
Honda have been working on fuel cells together
since 2013 and the Honda-General Motors’ partner-
ship and cooperation on hydrogen fuel cells is
approaching a new phase, as both parties intend to
build a joint fuel cell plant for FCVs.

UTC Power/UTC Fuel Cells
For the last 40 years, various groups under
the umbrella of United Technologies (IFC,
UTC Fuel Cells, UTC Power) have been
uninterruptedly involved in the research and
development of fuel cell stacks such as the com-
mercial PAFC stack-power plant and the AFC
PEMFC stacks/power-plant used in the orbiter/
space shuttle [26]. Over the last decade, UTC
Power collaborated with several automotive
companies to integrate their PEMFC stacks
into various automotive platforms. Some of the
interesting aspects of the UTC-PEMFC stack are
that they operate close to ambient pressure and have
unique water transport plates or separators; the
plates are porous and have internal channels allo-
wing for circulating water or coolant that performs
the function of cooling the stack as well as passive
water management. The reactants in the anode and
cathode flow fields are, in principle, always humid-
ified and improve the performance and durability of
the membrane.

Some of the automotive companies they have
worked with include: Hyundai-Kia Motor Com-
pany, Chevron Technology Ventures, Nissan,
BMW, and a few others. UTC Power has also

developed PEMFC 5 kW auxiliary power units
APUs for BMW installed in BMW 7 series vehi-
cles. The PEMFC stack APU provides energy
for the vehicle’s on-board electrical require-
ments. The third generation of the APU has
been reported to perform for >3,000 h. UTC
Power together with Hyundai-Kia Motor Com-
pany developed an automotive FCV that was
capable of starting and functioning under sub-
zero conditions; they were tested in the winter
of 2008 in Michigan under the US DOE Hydro-
gen Fleet and Infrastructure Program. UTC
Power also supplied PEMFC stacks for initial
generations of Nissan X-TRAIL FCVs.

Ballard/AFCC
Ballard Power Systems was originally founded in
1979 as Ballard Research Inc. by Dr. Geoffrey
Ballard to conduct research on high-energy lith-
ium batteries. In the late 1980s and 1990s, Ballard
championed PEMFCs for automotive and other
uses and reinvigorated the field. In 1995, Ballard
Systems tested PEM cells in buses in Vancouver
and Chicago and later in experimental vehicles
made by DaimlerChrysler. In late 2007, Ballard
pulled out of the hydrogen vehicle sector of its
business to focus on fuel cells for forklifts and
stationary electrical generation. Established in
2008, the Automotive Fuel Cell Cooperation
(AFCC) is a Burnaby, B.C.-based joint-venture
private company owned by Daimler AG, Ford
Motor Company, and Ballard Power Systems
Inc. to develop fuel cell stacks for automotive
applications. Today, Daimler and Ford have more
than 150 fuel cell vehicles on the road. The fuel cell
vehicles of Ford and Daimler are combined together
in this subsection since they both generally utilize
stacks based on AFCC technology.

DaimlerChrysler unveiled a series of FCVs using
Ballard stacks such as the NECAR 1 (50 kW, Com-
pressed H2, 1994), NECAR 2 (50 kW, Compressed
H2, 1996), NECAR 3 (50 kW, liquid methanol,
1997), NECAR 4 (70 kW, liquid H2, 1999), and
F-Cell (A-class) FCV hybrid delivering 85 kW
(Ballard Mark 900) using compressed H2 in 2002.
Most recently, Mercedes announced a series-
production of B-class F-Cell powered by an elec-
tric motor that generates 136 hp. and 214 lb-ft of
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torque, providing a range of 240 miles, and a
refueling time of 3 min [27]. Ford Motor Company
has also released a series of vehicles using Ballard
stacks such as the P200HFC (1999), Focus FCV
(2000), and Advanced Focus FCV (2002).

Toyota
Toyota has been developing fuel cells since about
1996 with vehicles such as the RAV 4 FCEV-
hybrid (metal hydride, 1996), RAV 4 FCEV
(methanol, 1997), FCHV-3 (metal hydride,
2001), FCHV-4 (compressed H2, 2001), and
FCHV-5 (reformed gasoline, 2001). Their efforts
have resulted in the development of the latest
Toyota Fuel-Cell Hybrid Vehicle (FCHV), some

of which are being tested daily at the University of
California in Davis and Irvine. Since 2001, a fleet
of 25 FCHVs has accumulated more than
100,000 miles. In 2002, Toyota began limited
marketing of the hydrogen-powered TOYOTA
FCHV (fuel cell hybrid vehicle) in the USA and
Japan [28]. Toyota FCHVs have also been suc-
cessfully tested under subzero conditions. In real-
world driving tests carried out in 2008 in collab-
oration with the US DOE, Savannah River
National Laboratory, and National Renewable
Energy Laboratory (NREL), the FCHV-adv aver-
aged the equivalent of�68mpg achieving a range
of �430 miles on a single fill of compressed
(70 MPa) hydrogen gas. Figure 6 depicts images

World’s first operational fuel cell powered vehicle

First GM fuel cell vehicle propulsion concept
– Geneva Motor Show

a

b

First GM drivable fuel cell vehicle (methanol powered)
– Paris Motor Show

First GM direct hydrogen fuel cell vehicle (FCV)
– Set 15 endurance and speed records

2001

2000

1998

1997

1968

World’s first FCV
with full functionality

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Fig. 3 (a) Timeline of fuel cell
vehicle development at General Motors until 2001; (b) 2008 Chevy Equinox fuel cell vehicle [24, 25]
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of Toyota’s FCHV and an under the hood look at
their PEMFC stack [29]. At this time (2017),
Toyota has released a commercial FCEV the
Toyota Mirai that can be purchased (~USD57,500)
in Japan and California. The Toyota Mirai is now
available for purchase for $57,500 with a 312 miles
per fill, and 5 mins to refill. The fuel tank consists of
a carbon fiber wrapped, polymer lined tank built to

absorb five times the crash energy of steel. About
5 kg of hydrogen is stored at 70 MPa. The fuel
consumption is rated at 67 mpge combined. The
vehicle has a cold start capability of �30 �C. The
vehicle is warranted for 8 years/100,000 miles on
key components.

The key specifications are as follows:

Name Toyota fuel cell stack

Fuel cell stack type Solid polymer electrolyte fuel
cell

Humidification system Internal circulation system
(humidifier-less)

Power output 153 HP (114 kW) MAX

Output density by
volume

3.1 kW/L

Output density by
weight

2.0 kW/kg

Cell number of cells in
one stack

370 (single-line stacking)

Thickness 1.34 mm

Weight 102 g

Flow channel 3D fine-mesh flow field
(cathode)

Emission rating Zero emissions vehicle (ZEV)

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Fig. 4 Advancements in the devel-
opment of the fuel cell stacks designed at General Motors from 1997 to 2004 is depicted [22]

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 5 Photograph of fifth
generation of General Motors PEMFC stack and system [23]

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications 143



Motor type AC synchronous electric generator

Power output 151 HP (113 kW) MAX

Peak torque 247 lb-ft (335 Nm)

Storage method Carbon fiber reinforced tanks

Number of tanks 2

Nissan
Nissan’s foray into the development of FCV tech-
nology started in 1996 in collaboration with various
stack development partners such as Ballard and
UTC Fuel Cells. In 1999, testing of a methanol-
reforming fuel cell was initiated and in 2000 Nissan
participated in the California Fuel-Cell Partnership
(CaFP). Since 2004, Nissan has developed and used
an in-house PEMFC stack in their FCVs. Their 2005
FCV employs 70 MPa hydrogen fuel tanks that
allow the X-Trail FCV to have a driving range of
about 300 miles. Figure 7 depicts the timeline for
FCV development at Nissan along with metrics of
driving range and acceleration time [30]. The range
of their current generation vehicle is �500 km
(310 miles) and is comparable to a similar ICE
powered vehicle. In 2007, they have developed a
new generation of stacks that have significantly
lower catalyst loadings, improved durability, high-
rated power of 130 kW, and a volumetric power
density approaching 2 kW/L. Specifications of
Nissan’s 2005 model FCVare detailed in Fig. 8.

Honda
A brief timeline for the development of FCVs by
Honda is summarized below. Honda initially
employed various 60–85 kW Ballard stacks in

their initial FCVs such as the FCX-V1 (metal
hydride, 1999), FCX-V2 (methanol, 1999),
FCX-V3 (compressed H2, 2000), FCX-V4 with
ultra-capacitors (compressed H2, 2001), and the
FCX (compressed H2, 2002) vehicle that was
leased in Los Angeles.

The US City of Los Angeles became the first
FCX customer, leasing the first of five Honda
FCX models for fleet use. In 2003, a next-
generation fuel cell stack capable of power gener-
ation at temperatures as low as �20 �C was
announced. In 2005, Honda introduced the
second-generation FCX and the first to be
powered by a Honda FC stack. FCX Clarity
FCEV, a dedicated platform hydrogen fuel cell
vehicle, debuted at the LA Auto Show; the new
stack was 20% smaller and 30% lighter than its
previous generation. Since 2008, FCX Clarity
FCEV has been made available as a leased vehicle
for consumer use [31].

Some of the interesting aspects of the Honda fuel
cell stack are the so-called V-Flow stack configura-
tion that claims easy drainage of water, higher cell
stability, aromatic electrolytic membrane, improved
thermal management, and improved packaging.
Honda has also reported the use of specialized coat-
ings with impregnated electrical contacts on their
bipolar plates that reduced the contact resistance
while being corrosion resistant. Figure 9a depicts
the conventional stack assembly and Fig. 9b and c
illustrate their improved efficient stack packaging
design. Honda has recently a commercially leasable
FCEV, the 2018 Clarity (174 hp) that has a 366 mile
EPA-range rating and can be refueled in 3–5 mins.

Polymer Electrolyte
Membrane (PEM) Fuel
Cells: Automotive
Applications,
Fig. 6 Images of Toyota’s
FCHV-adv installed with
their PEMFC stack [29]
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The 2017 Honda Clarity is also available for
commercial sale and has the following key specs:

Engineering Clarity fuel cell

Proton electrolyte fuel cell (PEFC) •

Operating range �22 �F–221 �F
Power output 103 kW

Size 33 L

Weight 114 lbs

Lithium-ion battery •

Output 346 volts

AC permanent-magnet
synchronous electric motor

•

Horsepower (SAE net) 174 @
4501–9028 rpm

Torque (SAE net) 221 lb-ft @
0–3500 rpm

EPA mileage ratings2/fuel Clarity fuel cell

5w?>Miles-per-gallon equivalent
(MPGe), (city/highway/combined)

69 / 67 / 68

Driving range rating 366

Fuel tank capacity 5.46 kg

Fuel tank pressure 70 MPa /
10,000 psi

Required fuel Compressed
gaseous hydrogen

Automotive PEMFCS

In this section, the operational modes that fuel cell
stacks are subjected to; the 2015 performance,
cost, and durability targets that fuel cell technol-
ogy must achieve; and recent advancements made

by automotive companies toward achieving the
targets for commercialization are discussed.

Operational Modes of Automotive PEMFCS
Unlike residential and stationary fuel cells, auto-
motive PEMFCs undergo the entire slew of
aggressive variable loads and environmental con-
ditions that are typically experienced by conven-
tional ICEs. The modes of operation of an
automotive PEMFC can be simplified to the fol-
lowing [32]: (1) Idling/low load, (2) acceleration-
deceleration/load cycling, (3) start-up shutdown,
(4) cold temperatures/freeze-thaw cycles, and
(5) contamination/impurities from the environ-
ments and cell degradation products. The impact
of these modes of operation on the PEMFC stack is
briefly discussed below. Unless otherwise speci-
fied, the discussion assumes a Pt nanoparticle-
based electrocatalyst on a high-surface-area carbon
black support, a perfluorosulfonic acid membrane,
hydrogen flow on the anode, air flow on the cath-
ode with the reactants partially humidified at the
inlet. Testing is performed on a variety of platforms
such as liquid electrolyte-half-cells (�0.198 cm2),
subscale fuel cells (25–50 cm2), and full-size single
cells or short stacks having active areas as high as
400 cm2. The basic diagnostics techniques and
characterization of fuel cell components can be
found detailed in the literature [33–35].

Idling/Low Load
When a vehicle in operation is at rest, for example,
at a stop light, the current drawn by the fuel cell
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engine Vehicle
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500 km

X-Trail
FCV 05 Model

Higher
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200 km160 km
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FCV

X-Trail FCV
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Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Fig. 7 Timeline for FCV develop-
ment at Nissan along with metrics of driving range and 0–100 kmph acceleration time [30]
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stack is low; essentially power is drawn by the
auxiliary equipment in the vehicle. At such low
current densities, the cathode potential is high and
may approach the open circuit voltage (OCV).
Although the thermodynamic reversible potential
at 80 �C is about 1.18 V, leakage currents (few
mA/cm2) especially due to hydrogen crossover
across the (�20–50 mm thick) membrane and
electronic shorting lower the OCV to about
0.95 V. This high cathode potential leads to sev-
eral degradation phenomena in the cells. The

Pt-based catalyst dissolves at these potentials and
diffuses toward the anode through the membrane
and within 48 h forms a band inside the membrane
as shown in Fig. 10 [36]. This Pt band formed in the
membrane induces chemical degradation of the
membrane itself due to formation of OH, hydrogen
peroxide, and peroxyl radicals resulting in mem-
brane thinning. The chemical degradation is accel-
erated under low RH conditions and higher
temperatures. Degradation of the membrane leads
to an increase in hydrogen crossover and can result

Classification
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Motor
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Stack

Battery

Fueling
System

Overall length
/ width / height (mm)

X-TRAIL FCV

Co-axial motor integrated
with reduction gear

90

Compact Lithium-ion
Battery

90

Curb Weight (kg)

Seating capacity

Top speed (km/h)

Cruising range (km)

5

1790(1860)

4485/1770/1745

150
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Type

Max. power (kw)

Fuel cell

Max. power (kw)

Supplier

Type

Fuel type

Polymer electrolyte type

In-house

35 (70)

Compressed hydrogen gas

Max. pressure (MPa)

Inverter Compact Battery

Traction
Motor
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Hydrogen
Storage
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in thinning, pinholes, and eventually catastrophic
failure. Figure 11 shows the fluoride and sulfate
elution from the exhaust water of a fuel cell during
and after OCV testing [37]. About 6% of the fluo-
rine in the membrane is released during 48 h of
OCV hold. If the carbon support (on which the
catalyst is dispersed) has a high surface area and
therefore susceptible to corrosion, it may first
become hydrophilic and over time corrode and
oxidize leading to some Pt nanoparticle agglomer-
ation which also leads to cell performance loss. If
the fuel cell is a hybrid with a 10–20 kW NiMH or
Li-ion battery, it may be possible to minimize the
deleterious effects of high cathode potentials by
using appropriate system controls and algorithms
to lower the high potentials.

Acceleration/Deceleration
PEMFC stacks in vehicles are subject to variable
power demands that depend on environmental
conditions such as the grade of the road as well
as the driving behavior of the vehicle operator.
As the load changes, the current drawn from the
fuel cell and hence the cell voltage changes
resulting in the cell being subject to load cycles
or potential cycles. Thus, the fuel cell is subject to
all kinds of potential cycles with the widest
potential range being about 0.60–0.95 V [32,
35, 38–41]. The upper potential corresponds
roughly to OCV/idling and the lowest potential
corresponds to the potential at peak power (about
0.6 V and a few amperes per square centimeter).
The upper limit of the voltage is determined by

MEA

Multi-layered Film

Connecting Components New Fuel Cell Stack

Resin Mold Frame

Cell Single-row
Cell Stacking

Integrally Molded of
Frame
(Stabilization of cell stack
layers)

(Reduction of connecting
components, mininturization
of enclosure)

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 8 Detailed specifications
of Nissan 2005 X-Trail FCV along with a layout of

components of the fuel cell stack system. Next generation
Nissan Terra SUV concept along with improvements to
stack technology is also shown [30]
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the choice of the membrane (thickness/perme-
ability) and in part by the design of the vehicle
system controls. Although peak power is drawn
from the stack for only �5% of the time, it is
necessary for the stack to have an electrical effi-
ciency of �55% (to be competitive with ICEs);
also, the size of the stack is partly determined
based on the peak power point.

A number of automotive drive cycles (FUDS
cycle, US06, NEDC, and Japanese 10–15 mode
drive cycles, etc.) are available to represent the
statistical usage of a vehicle and are used to deter-
mine the mileage of ICE vehicles. Figure 12 is an
example of the Japanese 10–15 drive cycle and
Fig. 13 an example of the US06 drive cycle. These
drive cycles can be systematically converted into
voltage-time profiles and applied to estimate the
degradations rates of stacks under simulated driv-
ing conditions. A generic individual cycle profile
is shown in Fig. 14 that represents a superset of all
possible profiles [32]. The five elements of the
profile that can be varied are: (1) duration at low
potential, (2) duration of the ramp-up from low to
high potential (or ramp-up rate), (3) duration at
high potential, (4) duration of the ramp-down

from high to low potential (or ramp-down rate),
and (5) duration at low potential. The high and
low potentials can have infinitely different values
between the upper and lower limit in the range
0.6–0.95 V.

It has been determined through a large number
of studies that the widest potential cycles of
0.60–0.95 V cause the most degradation of the
cathode catalyst layer. Automotives typically
undergo 300,000 such cycles over their 5,000
h/10 years lifetime. At potentials above 0.95 V,
the Pt surface is highly covered with oxide
species while below 0.6 V it is almost free of
oxide species as is observable from a typical
cyclic voltammogram of platinum in acids or in
a PEMFC. Thus, the process of cycling in the
range 0.60–0.95 V results in the growth
(oxidation) and stripping (reduction) of oxide
species on the surface and prevents the formation
of a stable passivating film. (Amore conservative
potential regime of 0.70–0.90 corresponding to
the iRFree potential that the catalyst layer expe-
riences is sometimes selected.) Figure 15 depicts
both the enhanced activity of PtCo/C electro-
catalysts over Pt/C [42] and the surface area

Honda FC Stack

Carbon separators
Disk springBackup plate

Bolt

Endplate

Seals

Panels
Endplate

Stamped metal
separators (unitized seal)

MEA
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Endplate

Humidifier unit

a b

c

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 9 (a) Illustrates con-
ventional stack package design of previous configurations

and (b, c) illustrate Honda’s new efficient stack package
design [31]
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loss during cycling [39]. Based on recent
research, it appears that exposure of bare
(oxide-free) Pt to high potentials during the
anodic portion of a scan in a cycle has a high
impact on the Pt dissolution and degradation of
the cathode catalyst layer. Again, practical
methods that involve limiting the number of
large cycles with the help of a battery in a hybrid-
ized systemmitigate the losses partially. Pt-based
alloys, heat-treated Pt, and other modifications to

the catalyst layer also provide partial material
solutions that restrict the losses.

Start-Up/Shutdown
Automotive PEMFC stacks are shut down and
started a number of times depending on the
needs of the driver; the number of such occur-
rences is about �30,000 over the stack life.
When an automotive PEMFC stack is allowed to
rest for a period of time, both the anode and

Polymer Electrolyte
Membrane (PEM) Fuel
Cells: Automotive
Applications,
Fig. 10 Formation of a Pt
band (with magnified view
of the band) in the
membrane when held under
OCV conditions over a
period of 100 h [36]

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 11 Fluoride emission
during OCV hold test (6% of fluorine in the membrane is

released over a 48 h hold) and sulfate emissions during
recovery operation [37]
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cathode chambers get filled with ambient air
from the atmosphere. When such a stack filled
with air is restarted and hydrogen turned on to
flow on the anode side, it pushes out the air
leading to the formation of a “H2-air front.” It
was discovered around 2001 that frequent
starting and shutting down of fuel cells resulted
in a peculiar phenomenon where the cathode
becomes subject to potential transients as high
as 1.5 V [43–45]. At these high potentials, the

carbon support of the cathode catalyst layer
undergoes precipitous corrosion to carbon diox-
ide. Loss of the carbon leads to agglomeration
of the Pt nanoparticles resulting in a loss in
catalyst surface area, severe mass-transport
issues, and a precipitous loss in cell perfor-
mance. No losses are observed if the start-up
takes place within a short time of shutdown as
long as there is residual hydrogen in the anode
of the fuel cell; thus the time interval between
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start-up and shutdown is an important parameter
governing overall degradation rate [46].

Figure 16 below is a schematic of the start-up/
shutdown phenomenon and the reactions that
occur in the anode and cathode catalyst layers.
Interestingly, no damage occurs on the anode-
side catalyst layer. Figure 17 depicts the degraded
cross section of an MEA (cathode facing up) after
�50 start-up/shutdown cycles. Over the last
decade, several mitigation techniques that involve
controlling the procedure at start-up and shut-
down have been reported and losses have been
minimized, albeit at the expense of system

complexity. Some of the mitigating solutions
include: (1) shorting the stack to minimize the
potential spike, (2) purging the anode using high
flows of gases to minimize the H2-air front time
(to less than 0.5 s), (3) drying the stack after
shutdown, (4) lowering the Pt loading on the
anode side to lower the ORR with a consequent
suppression of the COR on the cathode, and
(5) lengthening the time for which residual hydro-
gen remains in the anode, etc. The search for more
durable corrosion-resistant supports to replace
carbon is underway so that the fuel cell system
can be simplified. Oxides, nitrides, carbides, of
tungsten, titanium, etc., are promising candidates
but they often suffer from poor electronic conduc-
tivity, lower surface area compared to carbon
blacks, and it can be difficult to disperse Pt nano-
particles on them [47].

Cold Temperatures
Automotive PEMFCs must be capable of endur-
ing cold weather conditions such as freezing tem-
peratures as low as �40 �C. Even conventional
ICE vehicles need help from engine block
warmers, etc., in order to be able to start-up from
subzero conditions. Under subzero conditions, an
operating fuel cell will generate sufficient heat to
prevent water from freezing and will likely show
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Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 14 Schematic represen-
tation of an arbitrary cycle extracted from a complex drive
cycle illustrating the various parameters that can be varied
in the cycle profile
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little or no loss in performance. The problem
arises when a PEMFC has been idle for a long
period of time under subzero conditions and is
required to start-up.

PEMFCs have the added challenge of liquid
water in the system that can freeze, block channels
and gas flow paths, and form icicles that may
penetrate through the polymer membrane and
cause damage. Blockage of channels can lead to

fuel starvation, carbon corrosion, and degradation
of the anode/cathode catalyst layer. The use of
insulation, heaters, and antifreeze coolants are
helpful for short periods of time, but the residual
water within the fuel cell will eventually freeze
forming ice. The catalyst layer and the diffusion
media are especially susceptible to repeated
freeze-thaw cycles due to their porous nature and
the inherent presence of water (loosely bound and
free water) that can expand and contract leading to
a disruption of the porous structure that is so
important for mass transport. Significant discon-
nection of the catalyst particles from the ionomer
and carbon support could result in degradation in
performance due to the loss in protonic and elec-
tronic interfacial contact.

Elimination or minimization of the water in the
cells by purging with gases or vacuum drying
prior to shutting down the stack is a general
approach that has been found to be effective. In
short, “keeping the stack warm” and “removal of
water” are essentially the two main strategies to
counter the cold start issue. The principal targets
that automotive PEMFC stacks are required to
meet are the ability to start unassisted from
�40 �C and a cold start-up time to 50% of rated
power in 30 s (from �20 �C) with a start-up
energy consumption of <5 MJ [48]. Most auto-
motive manufacturers have claimed to have
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Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Fig. 16 Schematic of start-up/
shutdown phenomenon before and during passage of the H2-Air front through the anode chamber [43–46]

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 17 SEM cross section
of an MEA with the cathode (top) layer showing severe
corrosion and degradation after about 50 uncontrolled
start-up/shutdown cycles. A light band is also observed
near the cathode-membrane interface due to the cycling
of potential that takes place between 1 and 1.5 V
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achieved the targets although research to under-
stand the phenomenon in detail continues.

Contamination/Impurities
PEMFCs are very clean systems and act as filters
for impurities introduced from ambient air, fuel
used, and even degradation products from the cell
materials. Both the membrane and the catalyst are
susceptible to contamination and poisoning. Elec-
trode degradation of PEMFCs can occur as a
result of various impurities found in the fuel
feed, air stream, as well as corrosion by-products
from fuel cell components such as the bipolar
plate, catalysts, or membrane.

Hydrogen for PEMFCs can come from various
sources including reformed fossil fuels. There-
fore, depending on the reforming technique and
degree of posttreatment, small amounts of con-
taminants such as CO, CO2, NH3, and H2S are
expected to be present in the fuel stream
[49]. Trade-offs in the level of impurities are
unavoidable since ultrahigh purification would
lead to elevated costs of hydrogen. The US
FreedomCAR technology team has arrived at pre-
liminary fuel mixture specifications that include:
>99.9% H2, 10 ppb H2S, 0.1 ppm CO, 5 ppm
CO2, and 1 ppm NH3. Hydrocarbons such as
methane, benzene, and toluene are other common
impurity by-products from reforming processes.

Atmospheric air contains 78% nitrogen and
20% oxygen with the remainder being a number
of trace gases and particulates depending on the
local air quality. Pollutants found in the atmo-
sphere include nitrogen oxides (NO and NOx),
hydrocarbons, carbon monoxide (CO), ozone,
sulfur dioxide (SO2), fine primary and secondary
particulate matter, and chloride salts from the
ocean and deicers. Chloride anions adsorb on Pt,
occupy reaction sites, and significantly lower the
ORR activity; fortuitously, the loss is recoverable
simply by flushing out the anions with generated
water. The degradation of performance due to 2.5
and 5 ppm SO2 in the air streamwas reported to be
about 50% and 80%, respectively, by Mohtadi
et al. [50]. The degradation is due to chemisorp-
tion of sulfur species on the Pt catalyst, and oxi-
dation by the application of high potentials
(CV) reversed the degradation but operation

under normal potentials did not [51]. The poison-
ing mechanism by NO2 was reported to be depen-
dent on the time of exposure rather than bulk
concentration and could apparently be reversed
by operation under clean air for 24 h. Figure 18
depicts the loss in performance of a subscale fuel
cell as a result of contamination of the catalyst in
the presence of SO2, H2S, NO, NO2, and NH3

[51]. The PEM is also easily contaminated by
cationic impurities that may enter the stack
through water, dissolved catalyst cations [52], as
well as corrosion products from the bipolar plate.
The loss in cell performance is fairly severe due to
the lowering of the conductivity of the membrane.

The Status and Targets for Automotive PEMFC
Commercialization
The overall status and targets for automotive
PEMFC systems as well as hydrogen production,
delivery, and storage are outlined in Table 1. All of
the targets need to be attained for successful com-
mercialization of fuel cell vehicles.

The performance, durability, and cost of
PEMFC system and stacks for automotives are
approaching levels such that major automotive
manufacturers have projected that commercializa-
tion will commence around 2015. The USDOE has
had cost analysis conducted by independent orga-
nizations and estimates assuming 500,000 units/
year indicate that system cost has been lowered
from $275/kW in 2002 to $73/kW in 2008 [53,
54]. The target for PEMFC system cost in 2015 is
$30/kW. The durability of stacks under automotive
conditions is currently around 2,500–3,000 h with
the target in 2015 being 5,000 h.

In order to achieve commercialization in 2015,
the targets of performance, durability, and cost of
the fuel cell components (catalyst, membrane,
diffusion media, bipolar plates, etc.,) and the sys-
tem (thermal, fuel, air, and water management,
and balance of plant) have to be met simulta-
neously. For example, high durability can easily
be achieved by utilizing high loadings of Pt cata-
lyst, corrosion-resistant bipolar plates with expen-
sive coatings, etc., but this would violate the cost
targets. It is required to maintain the performance
of PEMFC stacks of today while at the same time
lower the precious metal catalyst loadings by a
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factor of 4–10 and increase the stack durability by
a factor of �2.

Basis for Targets
The targets of performance and durability of
PEMFC stacks are loosely based on that of IC
engines used in automotives today. Durability
targets are being addressed by organizations
such as the US DOE’s Office of Energy Efficiency
and Renewable Energy’s Hydrogen Fuel Cells
and Infrastructure (HFCIT) program in close asso-
ciation with national laboratories, universities,

and industry [48], the New Energy and Industrial
Technology Development Organization (NEDO)
in Japan [55], and the European Hydrogen
and Fuel Cell Technology Platform (HFP) and
Implementation Panel (IP) in Europe. The Fuel
Cell Commercialization Conference of Japan
(FCCJ) has also published a booklet defining per-
formance, durability, and cost targets in collabo-
ration with Nissan, Toyota, and Honda and a
summary has been reported elsewhere [56]. Over-
all, the general 2015 target for fuel cell stack
durability (in cars) is roughly defined to be
5,000 h (150,000 driven miles) at the end of
which �10% performance degradation is allow-
able. This includes �30,000 cycles of start-up/
shutdown, �300,000 cycles of wide span load,
and hours of idling. So far �3,000 h of stack life
with low degradation rates has been demonstrated
and steady progress is being made toward the final
goal. An additional durability enhancement by a
factor of<2� is needed for attaining the commer-
cialization targets of 2015.

The cost breakdown of PEMFC systems is as
illustrated in Fig. 19: The most expensive compo-
nent (22% of system cost) is the precious metal
(�$40/gPt) catalyst used on the anode and cathode
of each cell. Figure 20 shows the estimated reduc-
tion in cost of PEMFC stack system that has been
achieved between 2002 and 2009. Figure 21
charts the breakdown of cost by subsystem and
component for automotive PEMFC stacks.
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Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Table 1 Overall status and
targets for PEMFC systems, hydrogen storage, production,
and delivery [48]

Status Target

Fuel cell system cost $61/kW $30/kW

Fuel cell system
durability

2,000–3,000 h 5,000 h

Hydrogen production $3–$12/gge $2–$3/
gge

Hydrogen delivery $2.30–$3.30/
gge

$1/gge

Hydrogen storage
gravimetric

3.0–6.5 wt.% 7.5 wt.%

Hydrogen storage
volumetric

15–50 g/L 70 g/L

Hydrogen storage cost $15–$23/kWh $2/kWh
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Electrocatalyst Targets The amount of Pt cur-
rently being used in ultra low emission IC engine
automobiles (Pt, Pd, Rh, etc.) used in automotive
catalytic converters can be as high as 6–10 g. This
provides a justification for limiting the amount of
Pt in a stack to �10 g (in a typical 100 kW stack)
or �0.1 gPt/kW. Recycling of Pt used in fuel cells
has been evaluated extensively by Tiax and the
conclusion is that more than 90% of the Pt in fuel
cell stacks is recyclable. Table 2 outlines the latest
targets for automotive PEMFC electrocatalyst
activity and costs.

Membrane Targets Today’s membranes show
excellent protonic conductivity (�100 mS/cm) at
100% RH and temperatures below 80 �C. PFSA
membranes have been improved over the last few
years to also achieve durability values that are
approaching the target values of 5,000 h. These
improvements involve modification of PFSA
membranes by varying the casting conditions,
thermal pretreatments, forming composites,
employing reinforcements, using different lengths
of pendant side chains, fluorinating the end
groups, etc. In particular, micro-reinforced mem-
branes (such as those fromW. L. Gore [57]) allow
for the use of thinner membranes that result in the

use of less ionomer, improve the back diffusion of
water, lower the protonic resistance, and generally
result in higher power density fuel cells.

For automotive operation, it would be helpful
to have a membrane material that could function
with high proton conductivity at a low RH and
higher temperatures. It would allow for simplified
humidification systems and improved heat rejec-
tion (smaller radiator) and improved cell perfor-
mance (mass transport) is expected due to the
absence of liquid water. Membranes that exhibit
sufficient conductivity at high temperature by
retaining water necessitate the use of higher
stack pressures (and higher parasitic compressor-
related losses) especially as the temperature
exceeds the boiling point of water at ambient
pressure.

A cheaper hydrocarbon membrane is also
desirable. Hydrocarbon membranes prepared
from aromatic block copolymers constituted of
alternating rigid sulfonic acid segments with
hydrophobic polymeric units that are flexible
have been reported. The unique morphology
of the membrane provides comparable chemical
stability as PFSA commercial membranes with
high durability and a wide operating temperature
range. Such membranes are already being used by
automakers such as Honda. Other hydrocarbon-
based membranes that are being actively
researched include the use of di-sulfonated poly
(arylene ether) sequenced block and random
copolymers [58].

The key requirements for survivability and
durability of membranes used in PEMFCs are
mechanical durability (RH cycling, subzero
start-up, shorting) and chemical durability (OCV
holds). Survivability refers to the ability of the
membrane to withstand operating conditions
without the formation of pinholes that would
lead to catastrophic hydrogen crossover and
stack failure. Under subzero conditions, mem-
branes can fail if the stack is not designed to
eliminate most of the water in the flow fields to
prevent formation of ice that can penetrate and
damage the membrane on start-up. Durability
refers to the slow thinning of the membrane
over thousands of hours resulting in increased
hydrogen crossover, membrane thinning, and

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 19 Cost structure for
automotive PEMFC stack system [53, 54]
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consequent loss of cell performance. The mem-
brane (restrained in a cell) is mechanically
stressed (fatigue) when the fuel cell RH cycles
between dry and wet conditions; thermal cycles
also play a role. In the laboratory, tests have
shown that nonreinforced PFSA membranes
fail in a few hundred hours or �6,000 cycles
while reinforced membranes last as long as
1,000 h or 60,000 cycles. Shorting is a mechan-
ical degradation leading to electronic leakage
currents through the membrane that may occur

due to overcompression or penetrating irregu-
larities from the catalyst layer or fibers of the
diffusion medium. Shorting failures can be par-
tially mitigated by using lower compression
pressures (typically �1,200 kPa), applying a
coating of carbon black-based microporous
layer (MPL) on the diffusion medium,
etc. Chemical degradation of membranes is
accelerated under OCV conditions where the
potential is high and no water generated, as
well as under generally low RH operation.
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Chemical degradation of the membrane is mea-
sured in terms of the fluoride release rate (FRR
in g F�/cm2ċh) in the collected water; the FRR
exhibits Arrhenius dependence with tempera-
ture in the range 50–120 �C. The FRR is of the
order of 1.0 � 10�5 for typical membranes
tested under OCV conditions and has been
lowered with newer membranes to 1.0 � 10�7.
It should be noted that the mechanism of mem-
brane degradation is not fully understood and is
an area of intensive research. The two com-
monly invoked mechanisms are based on the
assumption that hydrogen peroxide formed in
the catalyst layer or at the Pt band in the mem-
brane forms a hydroxyl radical which decom-
poses the membrane/ionomer by unzipping the
less stable end groups or by scission of the main
polymer chain. In actuality, mechanical and

chemical degradation occur simultaneously in
fuel cells accelerating the failure of the
membrane.

The targets for membrane performance and
durability based on figures reported by Nissan,
USDOE, and the FCCJ are very similar. In order
to be able to design a system that can reject heat at
peak power, the fuel cell stack needs to operate for
short spurts of time at temperatures as high as
90–95 �C. At this time, most fuel cell stacks
operate at about 80 �C due to the restrictions of
system complexity, parasitic (compressor) losses,
and humidification requirements. The membrane
is targeted to operate at temperatures above
100 �C (preferably 120 �C) at RH <30% while
exhibiting a membrane conductivity of >100
mS/cm. The durability targets are similar to that
for the complete fuel cell and includes <10%

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Table 2 Targets for automo-
tive PEMFC electrocatalyst activity and costs. Mass

Activity @ 0.90 V, H2|O2, 80 �C, PH2, PO2 = 100 kPa
(based on multiple sources)

Characteristic Units 2015 Status 2020 Targets

Platinum group metal total content (both
electrodes)a

g/kW (rated,b gross) @ 150 kPa 0.16c,d 0.125

Platinum group metal (pgm) total loading (both
electrodes)a

mg PGM/cm2 electrode area 0.13c 0.125

Mass activitye A/mg PGM @ 900 mViR-free >0.5f 0.44

Loss in initial catalytic activitye % mass activity loss 66c <40

Loss in performance at 0.8 A/cm2,e mV 13c <30

Electrocatalyst support stabilityg % mass activity loss 41h <40

Loss in performance at 1.5 A/cm2,g mV 65h <30

PGM-free catalyst activity A/cm2 @ 0.9 VIR-free 0.016i >0.044j

aPGM content and loading targets may have to be lower to achieve system cost targets
bRated power operating point depends on MEA temperature and is defined as the voltage at which V = 77.6/(22.1 + T
[�C]), based on target of Q/DTi = 1.45 kW/�C and definition of Q/DTi from Table 3.4.4, with an approximation of MEA
temperature as equal to stack coolant outlet temperature
cSteinbach et al. (3 M), “High-Performance, Durable, Low-Cost Membrane Electrode Assemblies for Transportation
Applications,” 2014 Annual Merit Review, http://www.hydrogen.energy/gov/pdfs/review14/fc104_steinbach_2014_o.pdf
dBased onMEA gross power at 150 kPa abs. Measured at 0.692 Vand 90 �C, satisfying Q/DT< 1.45 kW/�C. At 250 kPa
abs status is 0.12 g/kW
eMeasured using protocol in Table P.1
fKongkanand et al. (General Motors). “High-Activity Dealloyed Catalysts,” 2014 Annual Merit Review, http://www.
hydrogen.energy.gov/pdfs/review14/fc087_kongkanand_2014_o.pdf
gMeasured using protocol in Table P.2
hB Popov et al. “Development of Ultra-lowDoped-Pt Cathode Catalysts for PEMFuel Cells,” 2015AnnualMerit Review,
http://www.hydrogen.energy.gov/pdfs/review15/fc088_popov_2015_o.pdf
iP. Zelenay (LANL). “Non-Precious Metal Fuel Cell Cathodes: Catalyst Development and Electrode Structure Design,”
2016 Annual Merit Review, https://www.hydrogen.energy.gov/pdfs/review16/fc107_zelenay_2016_o.pdf
jTarget is equivalent to PGM catalyst mass activity target of 0.44 A/mgPGM at 0.1 mgPGM/cm

2
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performance loss over 5,000 h/10 years of operation
under automotive conditions that includestart-up/
shutdown, load cycling, freeze (�40 �C), and idling.
The target cost of the membrane is $10–20/m2 for
production levels of 10 million m2/year. More
detailed membrane performance targets base on
USDOE and other sources are detailed in Table 3.

Bipolar Plate Targets Graphite bipolar plates
have been used for a long time and are still being
used in some fuel cell stacks. Graphite has a very
high electronic conductivity, low interfacial contact
resistance (ICR), and high corrosion resistance.

Disadvantages of graphite bipolar plates are the
high cost of material and machining, increased
stack volume, high gas permeability, etc.,
although high volume manufacturability is some-
what better with polymer-carbon fiber and com-
posite bipolar plates. Graphite-polymer composite
plates have also been researched to improve the
manufacturability of graphite plates while
maintaining conductivity and stability with tem-
perature. Bare metal plates do not have the disad-
vantages mentioned above but suffer from high
ICR and poor corrosion resistance that can lead to
metal dissolution and possible poisoning of the

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Table 3 Targets for selected
properties of automotive PEMFC membranes [48]

Characteristic Units 2015 Status
2020
Targets

Maximum oxygen crossovera mA/cm2 2.4b 2

Maximum hydrogen crossovera mA/cm2 1.1c 2

Area specific proton resistance at:

Maximum operating temperature and
water partial pressures from 40–80 kPa

ohm cm2 0.072 (120 �C, 40 kPa)c 0.02

80 �C and water partial pressures from
25–45 kPa

ohm cm2 0.027 (25 kPa)c 0.02

30 �C and water partial pressures up to
4 kPa

ohm cm2 0.027 (4 kPa)c 0.03

�20 �C ohm cm2 0.1b 0.2

Maximum operating temperature �C 120c 120

Minimum electrical resistance ohm cm2 >5,600c 1000

Costd $/m2 17e 20

Durabilityf

Mechanical Cycles until >15 mA/cm2 H2

crossoverg
23,000c 20,000

Chemical Hours until >15 mA/cm2

crossover or >20% loss in OCV
742c >500

Combined chemical/mechanical Cycles until >15 mA/cm2

crossover or >20% loss in OCV
– 20,000

aTested in MEA on O2 or H2, 80 �C, fully humidified gases, 1 atm total pressure. For H2 test methods, see M. Inaba et al.
Electrochimica Acta, 51, 5746, 2006. For O2 test methods, see Zhang et al. Journal of the Electrochemical Society,
160, F661–F622, 2013
b14 mm PFIA membrane with nanofiber support. M. Yandrasits (3 M), private communication, February 1, 2016
cReinforced and chemically stabilized PFIA membrane. M. Yandrasits et al. (3 M), U.S. Department of Energy Hydrogen
and Fuel Cells Program 2015 Annual Progress Report, https:www.hydrogen.energy.gov/pdfs/progress15/v_b_1_
yandrasits_2015.pdf
dCosts projected to high-volume production (500,000 80 kW systems per year)
eCost when producing membrane for 500,000 systems per year. DOE Hydrogen and Fuel Cells Program Record 15,015,
“Fuel Cell System Cost – 2015.” http://www.hydrogen.energy.gov/program_records.html
fMeasured according to protocols in Table P.3, Table P.4, and Table P.5
gFor air or N2 testing, an equivalent crossover metric of 0.1 sccm/cm2 at a 50 kPa pressure differential, 80 �C, and 100%
RH may be used as an alternative
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PEMFC stack components. The dissolved metal
ions can contaminate/lower the conductivity of
the membrane by taking up ion exchange sites or
adsorb on the catalyst and lower its activity. The
stacks are generally tolerant to about 5–10 ppm of
metal ion contamination. At the compression
forces of relevance to PEMFCs, the USDOE bipo-
lar plate areal resistivity target for ICR is
10 mO-cm2.

Stainless steels, as well as Al-, Ni-, and
Ti-based alloys, have been studied extensively as
possible candidates for bipolar plates. One of the
most well-studied materials for bipolar plates is
SS 316/316 L (16–18% Cr, 10–14% Ni, 2% Mo,
rest Fe); other candidates are 310,904 L, 446, and
2205. Bare stainless steel plates form a passive
2–4 nm chromium oxide surface layer under
PEMFC conditions that leads to unacceptably high
ICRs. A similar trend is observed for the other alloys
and therefore surface modification or surface coat-
ings on selected substrate material has to be consid-
ered as a pathway tomeet the technical targets of low
ICR and high corrosion resistance.

Coatings may be metal based, such as gold,
TiN, CrN, metal carbides, or carbon based, such
as diamond-like carbon, graphite, graphite plate-
lets, carbon-resin composites, conductive tin
oxides. Coatings have to be compatible with the
substrate bare metal and have good adhesion and
peel resistance.

An additional requirement that has to be satis-
fied is a high level of surface hydrophilicity. Non-
wettable plate surfaces result in unstable reactant
flows that have to be countered with higher pres-
sure drops and gas stoichiometries and hence
higher parasitic power drains. This requirement
has led to the development of hybrid coatings
that can provide the low ICR and high wettability.
At this time, the bipolar plates account for 75% of
the total stack weight and x% of the stack cost.
Table 4 summarizes some of the targets for bipolar
plates for automotive fuel cells.

Future Directions

Direct hydrogen-fuel-cell-powered vehicles have
reached a level of development where the major
automotive companies have publicly announced

that initial initiation of commercialization has
begun. The targets of performance, durability,
and cost agreed upon by various organizations,
including the US DOE, appear to be achievable
with recent improvements in stack and cell
designs as shown in Figures 22, 23, and 24.
Well-delineated pathways and strategies have
been established to address the barriers of cost
and durability of PEMFC stacks and achieve the
automotive targets. The principal directions for
reduction of cost and enhancement of durability
of key fuel cell components, i.e., electrocatalysts,
membranes, and bipolar plates are briefly summa-
rized in this section.

Pt-based electrocatalysts will continue to be
used in both the anode and cathode of automotive
PEMFCs for the next decade. The current status of
catalysts in automotive PEMFCs is a Pt-based
carbon black-supported catalyst (20–50 wt.%
Pt/C, 2–4 nm, 60–90 m2/g) with a loading of
0.20–0.35 mgPt/cm

2 on the cathode and about
0.05 mg/cm2 on the anode. About 30 g of Pt are
required for a 100-kW-rated stack. The rated
power usually corresponds to a voltage of
0.60 V at 1–2 A/cm2. The durability of fuel cell
stacks under automotive conditions fall in the
range of 3,500 h or 75% of the target life.

Progress has already been made over the years
in enhancing the activity of the Pt nanoparticles
dispersed on carbon support catalysts by alloying
Pt with base metals such as Co, Ni, Fe, Rh, Cu,
and Ti. The activity enhancements are a factor of
2–4, although the performance decreases over
time. The Pt-alloys/C also fortuitously exhibit
improved durability in part due to their larger
particle size and heat treatment. This is a conven-
tional pathway that has already been explored and
proven over the last few decades in PTFE-bonded
electrodes used in PAFCs. A correlation to the
improved activity from alloying is that the oxygen
binding weakens as the d-band center shifts
[59–61]; a volcano plot of various metals can be
obtained with Pt sitting at the top [62]. Also, an
increased number of neighboring metal atoms, 3d
metal neighbors, as well as compressive strain
have all been reported to weaken the oxygen
binding to Pt. A positive shift in the onset of
oxide observed in cyclic voltammograms indicat-
ing oxophobic nature of the surface has also been
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directly correlated to enhanced ORR activity.
Larger Pt particles, heat-treated Pt particles, and
alloys of Pt exhibit oxophobic tendencies and
concomitant improved activities. More recently,
the understanding of the impact of d-band center
on the metal-oxygen bond strength has been
refined [63]; the entire valence band structure
(density of states vs. binding energy) affects the
bond strength and simplification of the band to a
single “d-band center” is not valid. To summarize,

the same binary and ternary alloys used previ-
ously in acid fuel cells are being implemented in
PEMFCs using modified electrode structures.

A well-known weakness of the Pt-alloy
approach is the leaching out of the base metal
from the surface immediately and from the bulk
over time. It has been shown by Stamenkovic
et al. [64] that almost all the surface base metal
is leached off once in contact with electrolyte; a Pt
skeleton structure is formed (or Pt-skin for

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Table 4 Technical targets for
automotive PEMFC bipolar plates [48]

Characteristic Units 2015 Status 2020 Targets

Costa $/kWnet 7b 3

Plate weight kg/kWnet <0.4c 0.4

Plate H2 permeation
coefficientd

Std cm3/(sec cm2Pa) @ 80 �C, 3 atm
100% RH

0e <1 3 � 10–14,f

Corrosion, anodeg mA/cm2 No active peakh <1 and no active
peak

Corrosion, cathodei mA/cm2 <0.1c <1

Electrical conductivity S/cm >100j >100

Areal specific resistancek ohm cm2 0.006h <0.01

Flexural strengthl MPa >34 (carbon plate)m >25

Forming elongationn % 20–40� 40
aCosts projected to high volume production (500,000 80 kW systems per year), assuming MEAmeets performance target
of 1,000 mW/cm2

bCost when producing sufficient plates for 500,000 systems per year. DOE Hydrogen and Fuel Cells Program Record
15,015, “Fuel Cell System Cost – 2015.” http:www.hydrogen.energy.gov/program_records.html
cC.H. Wang (Treadstone), “Low-cost PEM Fuel Cell Metal Bipolar Plates.” 2012 Annual Progress Report, http:www.
hydrogen.energy.gov/pdfs/progress12/v_h_1_wang_2012.pdf
dPer the standard gas transport test (ASTM D1434)
eC.H. Wang (Treadstone), private communication, October 2014
fBlunk, et al. J. Power Sources 159 (2006) 533–542
gpH 3 0.1 ppm HF, 80 �C, peak active current <1 � 10�6 A/cm2 (potentiodynamic test at 0.1 mV/s, �0.4 V to +0.6 V
(Ag/AgCl)), de-aerated with Ar purge
hKumar, M. Ricketts, and S. Hirano, “Ex-situ evaluation of nanometer range gold coating on stainless steel substrate for
automotive polymer electrolyte membrane fuel cell bipolar plate,” Journal of Power Sources 195 (2010): 1401–1407,
September 2009
ipH 3 0.1 ppm HF, 80 �C, passive current <5�10�8A/cm2(potentiodynamic test at +0.6 V (Ag/AgCl) for >24 h, aerated
solution)
jO. Adrianowycz (GrafTech). “Next Generation Bipolar Plates for Automotive PEM Fuel Cells,” 2009 Annual Progress
Report. http:www.hydrogen.energy.gov/pdfs/progress09/v_2_adrianowycz.pdf
kIncludes interfacial contact resistance (on as received and after potentiostatic test) measured both sides per Wang, et al.
J. Power Sources 115 (2003) 243–251 at 200 psi (138 N/cm2)
lASTM-D 790–10 Standard Test Method for Flexural Properties of Unreinforced and Reinforced Plastics and Electrical
Insulating Materials
mD. Haack et al. (Porvair), “Carbon-Carbon Bipolar Plates.” 2007 Annual Progress Report, http:www.hydrogen.energy.
gov/pdfs/progress07/v_b_3_haack.pdf
nPer ASTM E8M-01 Standard Test Methods for Tension Testing of Metallic Materials, or demonstrate ability to stamp
generic channel design with width depth, and radius
oM. Brady et al. (Oak Ridge National Laboratory), “Nitrided Metallic Bipolar Plates.” 2010 Annual Progress Report,
http://www.hydrogen.energy.gov/pdfs/progress10/v_1_1_brady.pdf
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annealed catalysts) that has higher coordinated Pt
atoms and a sublayer enriched in the base metal
contributes to the higher activity. Nevertheless, as
long as the catalyst activity and fuel cell perfor-
mance is maintained within the target limits over
the life of the stack, it remains an acceptable
approach. Fundamental studies on single crystal
Pt and Pt-alloys through a “materials by design”
approach that involves the simultaneous applica-
tion of a number of surface spectroscopies to a
surface undergoing electrochemistry are being
pursued by Markovic et al. [65]. Alloys with
controlled crystal orientation such as the PtNi
(111) have been demonstrated by Stamenkovic
et al. [66] to show extremely high specific activi-
ties; it remains a fundamentally important yet dif-
ficult approach to implement in practical catalysts.

Perturbations in the approach to the use of alloy
catalysts are the use of voltammetrically dealloyed
catalysts such as dealloyed Pt25Cu75 and
Pt20Cu20Co60 nanoparticles [67]. Pt-rich surfaces
and alloy-rich cores of such materials have been
shown to exhibit significantly improved activity
for oxygen reduction in acidic media due to a
reduced Pt-Pt atomic distance (lattice strain) and
also possess superior durability to commercial Pt/C.

Two other pathways being explored to further
drastically reduce the Pt loading are: (1) raising
the catalyst mass activity (mA/mg) by using a core
of base metal coated with monolayers of Pt and
(2) applying the concept of high specific activity-
extended thin films to a practical catalyst electrode
system. The catalysts in the first pathway are
often referred to as core-shell catalysts [68, 69].

GENI FCS
(GMT101X)

104

80

405

250

62

187

1903

64

30

191

130

78

120

1100

Stack Size (L)

Platinum (g)

System Size (L)

System Mass (kg)

Peak Power @ 150,000 miles (kW)

System Part Numbers

System Part Count

GEN2 FCS
(GMT/E)

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications, Fig. 22 Demonstration of improve-
ment in the automotive polymer electrolyte fuel cell stack and system

Polymer Electrolyte Membrane (PEM) Fuel Cells: Automotive Applications 161



A deposition technique that involves the replace-
ment of a first UPD metal adlayer with a 2D
deposit of a nobler metal monolayer to cover the
surface uniformly forms the basis of the technique
[70]. In addition to the use of expensive Pt only at
the surface where reaction takes place, the use of
different subsurface materials enhance the specific
activity of the surface Pt layer; a Pt-metal mixed
surface monolayer may also be used. About
4–10� enhancement in mass activity has been
shown using these catalysts. The use of small

quantities of gold clusters [71] on the surface has
also shown to enhance the durability of the cata-
lysts under potential cycling. Latest work in the
area includes the generation of hollow Pt spheres
(4–8 nm hollow spheres having 1–2 nm Pt shells)
prepared from Ni templates exhibiting 5�
enhancement of activity over solid nanoparticles
(measured in rotating disk electrode liquid elec-
trolyte half cells) [72]. Scale-up and evaluation in
fuel cells of several of these technologies is cur-
rently underway.
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For decades, discussion on the enhanced spe-
cific activity of larger nanoparticles has raged.
Larger nanoparticles of Pt have been found to
have both a higher activity as well as a higher
durability by several groups [38, 73, 74]. In addi-
tion, bulk polycrystalline Pt has been shown to
have �10� higher specific activity that Pt nano-
particle in half-cells using ultra pure nonadsorbing
liquid electrolytes such as perchloric acid. Over
the last decade, the high specific activity of con-
tinuous thin films has finally been demonstrated in
practical MEAs of fuel cells especially by 3 M
with their NSTF catalysts [75, 76]. Two chal-
lenges remain in the widespread use of these cat-
alysts in practical fuel cells: the mass specific
surface area (m2/g) which is ten times lower for
these films at this time and significant mass trans-
port resistances due to flooding under humidified
conditions due to the thinness of the cathode cat-
alyst layer. Essentially, the catalyst films (�30 nm
thick) are not thin enough to provide high mass
activity and the electrode structure formed with
these catalysts is not thick enough to disperse
water easily. Both issues are being addressed by
programs funded by the US DOE, and in labora-
tories elsewhere; the next 5 years will determine
the degree of success of this approach [77]. -
Figure 25 outlines the main precious metal path-
ways for future fuel cell electrocatalysts. One of
the unexpected problems associated with the use
of lower Pt loadings (with Pt-alloys/C) on the
cathode is that a higher drop in high current den-
sity near peak power is observed compared to
higher loaded catalysts. Although not fully
resolved, it has been partially attributed to a
local resistance at the catalyst ionomer interface
as is being currently addressed by major automo-
tive companies and research institutions.

Fundamental research related the formation of
surface oxides on Pt [78–80] as well as Pt dissolu-
tion [81], although studied in the past, has come to
the forefront again. This is due to the current under-
standing that the dissolution/surface area loss of
Pt/C in automotive fuel cells is intensified by the
cycling of load and hence potential [35, 40, 82]
along with the trend toward core-shell and nano-
films of catalysts. Operational methods to limit the
losses through this understanding of mechanisms as

well as material solutions are being actively
pursued [32].

An intermediate approach to limit the use of Pt
and instead use Pd-based metal alloys has shown
reasonable success in activity improvement.
Although fairly precious, Pd is currently four
times less expensive than Pt. Pd alloyed with
Mo, Ta, W, Re, and Cu have all been evaluated.
A Pd-Cu (1:1) catalyst composed of 20 nm nano-
particles prepared by co-impregnation showed
activity within range of Pt and is being further
pursued [63, 83].

Nonprecious metal catalysts (non-Pt group
metals/non-PGM) research is still in its infancy
and lags in activity and durability by a factor of
�10 compared to conventional Pt/C electro-
catalysts; they have shown significant progress
in terms of improved activity in recently reported
work, and research in this field continues as a
long-term approach to completely eliminate plat-
inum usage in fuel cells. The target for non-PGM
catalyst activity is expressed per unit volume
(>130 A/cm3 @800 mV) since it is the volume/
electrode thickness that determines its usability.
An example is the C|Fe|N catalyst system that can
be synthesized by heat treatment of Fe-N4 macro-
cycles as well as individual precursors of the three
elements [84, 85]. Lefevre et al. [86] synthesized
the catalyst system by utilizing ball-milling to fill
microporous carbon with iron ions and pore fillers
to obtain higher ORR activity. Carbon supported
as well as sputtered transition metal (Cr, Co, Fe)/
chalcogens (Se, S) have also been studied with
limited success [87]. In research funded by the
USDOE, heat-treated, carbon-supported poly-
pyrrole and PANI in the presence of salts of Fe
and Co are being investigated in half-cell rotating
disk electrodes as well as subscale fuel cells. In
comparison to carbon, pyrolyzed carbon, PANI/C,
PANI-Co/C, PANI-Fe/C, PANI-Fe3Co/C exhibited
the highest ORR activity of 27 A/cm3 at 800 mV
under H2|O2; the peroxide yield for PANI-Fe3Co/C
was found to be the lowest at 0.5% [88].
A cyanamide-Fe-C (3.5 mg/cm2) catalyst has
shown catalyst activity in fuel cells of 165 A/cm3

@ 800 mV in most recent work [89]. Much work
remains to be carried out in the fundamental under-
standing and characterization of non-PGM catalysts
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in terms of identification and quantification of the
reaction sites and estimating the turnover frequen-
cies and mechanisms for the ORR.

The high-surface-area carbon supports used
today enable the use of small nanoparticles of Pt
that are well-dispersed; the price paid in using a
high-surface-area carbon black is that it tends to
be susceptible to corrosion [90–93]. Carbon is
thermodynamically susceptible to corrosion in
the entire fuel cell operating regime but the kinet-
ics are fortunately very slow. Near and above the
open circuit potential of 0.95 V and especially
above 1.1 V, the corrosion currents increase.
Potentials in the range 1–1.5 V are seen only
during uncontrolled start-up and shutdown of
fuel cells [43, 94, 95]. Using mitigation tech-
niques based on operating conditions, the highest
potential seen is close to the OCV and the losses

correspondingly lower. Nevertheless, some car-
bon corrosion is observed over the life of the
fuel cell and material solutions are being actively
sought. The material solutions will enable system
simplification and lower costs. Alternative non-
carbon supports such as titanium, tungsten oxides,
nitrides, and borides are being studied that can
provide a higher corrosion resistance at high poten-
tials and also help anchor the Pt nanoparticles and
limit degradation due to particle agglomeration.
The main issues with alternative materials is that
the corrosion resistance often comes with the cost
of lower conductivity, lower surface area, different
electrode structure, and the need for new methods
to deposit catalysts on them.

Intensive research is being carried out to improve
both the membrane performance (conductivity/areal
resistance) and durability. The protonic conductivity

Polymer Electrolyte Membrane (PEM) Fuel Cells:
Automotive Applications, Fig. 25 Pathways for future
electrocatalyst development for automotive PEMFCs. (a)
Thick films or bulk single crystal and polycrystalline cat-
alysts that are ideal for fundamental studies on surface
structure and mechanisms; these materials need to be mod-
ified into (c) and (d) to be applicable to fuel cells. (b)
Typical commercial nanoparticles (2–4 nm) on a high-

surface-area carbon support used in fuel cells at this time;
(c) Thin continuous films of catalyst on a support such as
carbon nanotubes that may provide a physical porous
structure for mass transport in a fuel cell; (d) Core-shell
catalysts where only the shell consists of precious metals
and are supported on a typical high-surface-area support
[72, 77, 89]
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is typically improved by the use of low EW
ionomers; these ionomers swell with water to a
greater extent increasing fatigue stresses. Thin-
ner membranes are also being developed to
reduce the areal resistance, but often need to be
reinforced to provide mechanical strength and
suffer from higher reactant permeability and sus-
ceptibility to shorting. Thus, a trade-off between
performance and durability is often unavoidable.

Development of new membrane materials that
have the capability of sustaining proton conduc-
tion under low RH conditions and at temperatures
as high as 120 �C has been a struggle. Such a
membrane would allow facile water management
and also reduce thermal management issues in the
stack. Of the two desired properties, a membrane
that operates at low RH with sufficient conductiv-
ity is more critical since catalyst (both platinum
and carbon) degradation is also suppressed under
these conditions.

The approach to synthesizing new membrane
material candidates involves obtaining the
required properties of conductivity, chemical
and mechanical durability by: tailoring or mod-
ifying water retention, domain interconnectiv-
ity, lowering the equivalent weight, use of
additives such as metal composites and
quenchers, stabilizing bonds and end group ter-
minations, use of short side-chains, using rein-
forcements and cross-linking, raising the glass
transition temperature, the use of amphoteric
protogenic groups such as imidazole and
phosphonic acid, etc. [96, 97]. Inorganics such
as titania, silica, and zirconium phosphate have
been incorporated into membranes in attempts
to maintain conductivity at low RH through
tightly bound water in these compounds. The
use of amphoteric protogenic groups such as
imidazole [98] and phosphonic acid that allow
for proton transport in the absence of water has
also been pursued [99]. PBI-PA-based mem-
branes at temperatures above 200 �C have
been investigated by several groups [100] and
commercialized by PEMEAS®. These materials
suffer from the leaching of phosphoric acid,
complex start-up and shutdown, as well as loss
of Pt activity due to phosphate anion adsorption.
Modifications to this approach include the use

of sulfonimides, perfluorinated acids, and metal
oxides as additives to reduce the anion adsorption
and increase the oxygen solubility. Heteropoly
acids such as phosphotungstic acid, silicotungstic
acid, and sulfonated zeolites have been used with
partial success [101]. 10–20 wt.% heteropoly
acids (not immobilized) were combined with
3 M PFSA ionomers to cast membranes and
prepare MEAs; they showed a reduction in the
FRR in fuel cell tests under hot dry conditions
[100]. Additives in general may not be stable and
may leach out over long periods of time and may
also change the mechanical properties of the
membrane. High-temperature, water-free/water-
insoluble, proton-conducting membranes (protic
salt polymer membranes) where a salt repeat unit
conducts protons with an adjacent unit without the
transport of water are also being researched by
Gervasio et al. [102]. The membranes are pre-
pared from solvent-free liquid salts known as pro-
tic ionic liquids or pILs that are tailored by
selecting an acid and base.

Recently, the use of highly electron-poor poly
(phenylene) backbones has resulted in ionomers
containing sulfone (�SO2�) units connecting the
sulfonic acid (�SO3H) functionalized phenyl
rings that exhibit high proton conductivity and
stability [103]. Some preparation routes have
resulted in highly sulfonated material with an
exchange capacity of IEC = 4.5 meq/g or an
EW of 220 g/eq along with low water transport
coefficients. These materials though are water
soluble and brittle in the dry state but may still
be usable as a component in a PEM. The task of
synthesizing and developing such membranes is a
difficult task, but even partial success such as
obtaining a membrane that can operate at similar
temperatures as today but at lower RH will help
advance PEMFC stack technology considerably.
Hydrophobic-hydrophilic multiblock copolymers
(BPSHx–BPSy; where x=MWof sulfonated poly
(arylene ether) and y = MW of poly(arylene
ether)) with varying block lengths and controlled
morphology that develop order and produce a
co-continuous hydrophilic phase for good con-
ductivity at low humidity have also been the sub-
ject of research as potential candidates for a new
PEM [58].
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Incremental engineering modification of mem-
branes is also being carried out with some success.
Composite membranes that consist of conductive
and nonconductive porous polymer reinforce-
ments have been incorporated for some time into
membranes to provide mechanical strength for
extremely low thicknesses; they suffer from
some loss of conductivity. One approach is to
form a composite/polymer blend and decouple
the proton conduction from other membrane
requirements. Arkema has demonstrated an inex-
pensive hydrocarbon-based polyelectrolyte
blended with polyvinylidene difluoride (PVDF
or Kynar) that exhibits similar performance to
commercial PFSA membranes [104]. Another
approach involves the use of electrospun ionomer
fibers embedded in a polymer [105]. 3 M has
reported the fabrication of 825 EW nonreinforced
membranes with new additives that meet the tar-
gets of 20,000 RH cycles and 500 h OCV test in
fuel cells [106]. Giner Electrochemical Systems
[107] has reported on the development of dimen-
sionally stable membranes (DSM) with laser-
drilled supports composed of polysulfone or poly-
imide (Kapton) or that lowers the swelling of high
acid content PFSA ionomers. Asahi Glass Co.,
[108, 109] has reported a new polymer composite
membrane (based on PFSAs) in PEMFCs operat-
ing at 120 �C, 50% RH for �4,000 h; the MEA
tested in fuel cells had a degradation rate of
75 mV/h and a FRR of less than 1% of the baseline
control. Chemical modification of PFSA mem-
branes is being carried out to minimize the non-
fluorinated end groups susceptible to degradation.
Additives such as Ce3+ and Mn2+ ions added in
trace quantities into the membrane and ionomer
have also been demonstrated to improve the
chemical stability.

Although the focus of this entry is on PEMs
that are being used in automotive fuel cells today,
brief mentionmust be made of work carried out on
alkaline anion exchange membranes (AAEMs).
Such membranes have the potential to exhibit suf-
ficient activity when used with nonprecious metal
catalysts, may work with fuels such as methanol
and ethylene glycol, and provide some of the fea-
tures that commercial PFSA membranes provide
for PEMFCs. A cross-linked, water-insoluble,

OH�-conducting, alkaline polymer free of metal
ions and consisting of counter ions bound to the
quaternary-ammonium containing polymer back-
bone has been reported with reasonable prelimi-
nary results (133–153 mm thick, 0.0092 S/cm @
30 �C, 100%RH) [110]. H2|Air alkaline mem-
brane fuel cells that showed encouraging prelim-
inary results with Pt and transition metal catalyst
cathodes in CO2 free air have also been reported
recently by Acta S.p.A [111].

Graphite-based bipolar plates have been used
in PEMFC stacks, they suffer from drawbacks
such as higher manufacturing costs, greater thick-
nesses, higher gas permeability that is necessary
for high power density automotive fuel cell stacks.
Metal bipolar plates (stainless steel, Ni, Ti,
Al-based alloys) on the other hand possess high
thermal conductivity, high mechanical and flex-
ural strength, and facile high volume production
but tend to corrode and require corrosion-resistant
and conductive coatings that increase their cost
[112]. New coatings are under development along
with thinner stamped plates with most of the
details being proprietary at this time. An example
is thermal nitriding of thin (0.1 mm foils,
Fe-20Cr-4 V and type 2205) stainless steel plates
to generate surface layers of Cr2N, CrN, TiN,
V2N, etc., that lowers the interfacial contact resis-
tance and raises the corrosion resistance simulta-
neously [113]. The additional requirement of
hydrophilicity to facilitate water management in
the flow fields has led to the development of
hybrid coatings that is capable of providing a
low ICR and high wettability. Superhydrophilicity
has been shown by layer-by-layer deposition of
silica nanoparticles onto bipolar plates, which
meets the other requirements [114]. Electrostatic
layer-by-layer techniques have been employed
to generate 100 nm coating structures that are
constituted from 5 to 10 nm graphite platelets
and 19 nm silica nanospheres. A low ICR of
4 mO-cm2 and a high degree of hydrophilicity
are simultaneously achieved by this method.

Figure 23 in the previous section showed the
improvement in Nissans latest generation stack
achieved by using metal separators instead of
carbon. Figure 24 illustrates schematically novel
surface treatments on stainless steel bipolar plates
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along with electrically conductive inclusions that
help maintain high conductivity and corrosion
resistance at the same time. Intensive applied
research is being carried out to obtain thin,
corrosion-resistant conductive bipolar plates mod-
ified with coatings that are inexpensive and condu-
cive to high-speed/high-volume manufacturing.

A combination of synergistic improvements in
the catalyst, support, gas diffusion layers, mem-
brane, and essentially the entire porous electrode
structure in conjunction with bipolar plates/flow
fields is expected to improve the mass-transport of
reactant gases, protons, and water management.
Thus, an increase in the peak current density
(A/cm2) and peak power density (W/cm2) will
result; this in turn will lower the stack volume,
the amount of catalyst, and membrane material
used and raise the kW/L, kW/kg, and lower the
$/kW stack metrics. It should be noted that the
rated or peak power for automotive stacks is based
in part on maintaining an electrical efficiency of
>50%; this dictates that the cell voltage has to be
maintained above�0.60 V. At this time, volumet-
ric power densities of practical stacks in fuel cell
vehicles have been reported to be as high as
�2 kW/L [46] and are likely to increase over the
next few years contributing to lower stack costs
($/kW).

Trends in short- and longer-term directions for
key fuel cell components including electrocatalysts/
supports, membranes, and bipolar plates have been
elaborated in this section; improvement of the per-
formance and durability of these components will
directly impact the entire automotive fuel cell sys-
tem requirements, complexity, and cost. Durable
catalysts with enhanced ORR activity, durable
membranes that perform at very low humidity,
and durable bipolar plates that have low contact
resistance will not only increase the power density
and cost of the fuel cell stack but also simplify and
lower/eliminate system component costs of the air
compressor, humidification systems, recycle
pumps, radiator, start-up/shutdown and freeze-
start-related components, etc. A combination of
advances in all the fuel cell components discussed
above, system simplification, governmental poli-
cies that are sensitive to sustainable clean energy,
and development of a hydrogen infrastructure will

enable achieving the projected technical and
cost targets needed for automotive fuel cell
commercialization.
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Glossary

Hydrogen oxidation reaction (HOR) The elec-
trochemical oxidation of molecular hydrogen
occurring at the anode of a fuel cell.

Membrane electrode assembly (MEA) The
assembly consisting of the electrolyte mem-
brane sandwiched between the anode and
cathode.

Oxygen reduction reaction (ORR) The electro-
chemical reduction of molecular oxygen
through a four electron transfer at the cathode
of a fuel cell.

Perfluorosulfonic acid (PFSA) The CF2SO3H
group is the protogenic group on ionomers
and membranes utilized in catalyst layer and
electrolyte in a fuel cell.

Proton exchange membrane (PEM) A solid
polymer thin film that is proton conducting and
functions as the central component of a fuel cell.

Definition of the Subject and Its
Importance

Substantial resources have been devoted over the
past decade to the development of proton
exchange membrane (PEM) fuel cells that use
hydrogen fuel and oxygen from the air to produce
electricity for applications including automotive
propulsion. Remaining challenges include the
design of inexpensive and stable robust catalysts
for the electrochemical reaction at the cathode
(i.e., the reduction of oxygen) of the fuel cell and
the synthesis of robust (i.e., chemical andmechan-
ical stable) electrolyte membranes exhibiting high
proton conductivity under hot and dry conditions.

Introduction

The development of commercially viable proton
exchange membrane (PEM) fuel cell systems
powered by hydrogen or hydrogen-rich reformate
faces a significant number of materials and MEA
(membrane electrode assembly) design-related
performance and durability challenges, which
need to be addressed via:

1. Improvement of current platinum-based cata-
lysts for the oxygen reduction reaction (ORR)
and the hydrogen oxidation reaction (HOR)
or substitution by platinum-group metal
(PGM) free catalysts in order to meet the
platinum cost and design constraints for com-
mercial applications [1].
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2. Development of more durable ORR and HOR
catalysts, which are resistant to the voltage-
cycles occurring during the transient opera-
tion of fuel cell vehicles (owing to the vari-
able power demand during typical vehicle
drive cycles) [2, 3].

3. Substitution of currently used perfluoro-
sulfonic acid (PFSA) ionomers and ionomer
membranes (e.g., Nafion®) by novel mate-
rials with substantially improved proton con-
ductivity at low relative humidity (RH),
which would eliminate the need for fully
humidified reactants and thereby significantly
simplify fuel cell system design [2, 4, 5].

4. Modification/development of ionomers and
ionomeric membranes to obtain enhanced
chemical durability under low-RH conditions
[6, 7] as well as increased mechanical stabil-
ity during RH-cycles, both of which are
frequently occurring conditions under auto-
motive fuel cell operation [2, 8].

5. Replacement of current high-surface area car-
bon supports (e.g., Ketjen blacks) with more
corrosion-resistant materials (e.g., fully graphi-
tized carbon supports or noncarbon-based sup-
ports) in order to minimize the damage caused
by local hydrogen starvation [9, 10] and during
fuel cell start/stop processes [11, 12], so that
more complex system-design based mitigation
strategies can be avoided [13].

6. Design of HOR catalysts which have no
activity for the ORR [14] and their integration
into anode electrodes, which is an alternative
approach to mitigating degradation caused by
start/stop.

7. Mitigation of possible cell-voltage reversal
caused by temporary hydrogen under-supply
during fast transients, which can be achieved
by incorporation of efficient oxygen evolution
catalysts into the anode electrode [15] or by
corrosion-resistant anode catalyst supports (e.g.,
whisker electrodes developed by 3 M [16]).

8. Optimization of electrode and MEA perfor-
mance with new electrode materials (catalysts,
catalyst supports, and ionomers [2]), particu-
larly for high-current density operation with
low platinum loadings.

9. Design of high-performing gas-diffusion
media (DM) and microporous layer (MPL)

coatings which are resistant to contamination
[17] and aging caused by fuel cell system
transients (i.e., extensive voltage-cycling,
start/stop [18]).

10. Development of ab initio catalyst models,
particularly for the ORR catalysis [19] as
well as rigorous MEA performance models
[20, 21] and in situ diagnostic methods
[22–24] in order to provide effective analyti-
cal methods required for the screening and
implementation of improved electrode mate-
rials and MEA designs.

Despite this impressively long list of technical
hurdles, the development of fuel cell vehicles has
advanced significantly in the past 10 years, and
hydrogen fuel cell vehicle fleet tests are now dem-
onstrating drive-cycle efficiencies of 52–58%
(lower heating value), real-world vehicle operat-
ing life ranging from 700 to 1900 h, and refueling
times on the order of 5 min [25], with the capa-
bility of starting from temperatures as low as
�20 �C [26]. Nevertheless, in order to meet the
automotive cost targets (<50 US$ per kW system
power), the platinum supply constraints (<10 g
platinum per vehicle), and the required durability
targets (6000 operating hours), the above listed
challenges remain and the cutting-edge research
on these topics is being presented in the subse-
quent entries of this book.

In the following, we will provide only a very
brief overview of some of the basic materials and
MEA design concepts and the interested reader is
referred to the very detailed articles in the remain-
der of this encyclopedia or to the cited literature.

Processes in an MEA and Voltage–Loss
Terms

In order to define the limiting factors in fuel cell
performance, it is helpful to review the various
reactions and transport processes occurring in a
PEM fuel cell, which are illustrated in Fig. 1. The
HOR and ORR reactions catalyzed by the anode
and cathode catalysts, respectively, require facile
proton transport through the ionomeric membrane
and also throughout the porous electrodes which
are typically composed of carbon-supported
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catalysts and proton-conducting ionomer
(exceptions are nanostructured electrodes, for
example, those developed by 3 M [16]). At the
same time, hydrogen and oxygen supplied via
flow-field channels in the bipolar plates (BP, see
Fig. 1) need to be supplied via gas-phase diffusion
through the porous gas-diffusion layers [27] and
throughout the electrodes. At the design point for
automotive operating conditions, that is, at an
average humidity of the exiting gas-streams of
<100% [20], reactant diffusion can be described
by a simple effective diffusion coefficient
[28]. However, under conditions where the rela-
tive humidity of the exiting gas-streams exceeds
100% (e.g., at fuel cell temperatures below 50 �C),
the quantitative description of gas transport is
more complex due to the presence of liquid
water inside the porous layers [29].

The local relative humidity also determines
the proton conductivity of the ionomeric mem-
brane [30] and of the electrodes [31], leading to
major voltage losses below 50% RH. An addi-
tional voltage loss, particularly at high-current
densities and low relative humidity, arises from
the dry-out of the anode-side of the membrane,
which is due to the electro-osmotic drag of water
caused by protons flowing from the anode to the
cathode (vide infra). Owing to the drastically
increasing proton conduction resistance at low
RH [30], the associated voltage loss can be sub-
stantial, unless membranes are very thin in order

to allow for fast water back-transport from the
cathode to the anode; for this reason, membranes
in state-of-the-art PEMFCs are typically not
thicker than 15–20 mm.

In addition to the voltage losses caused by the
overpotentials of the HOR, �HOR, and the ORR,
�ORR, as well as by the proton-and gas-transport
resistances, substantial voltage losses can arise
from purely electronic resistances from the bipo-
lar plate all the way throughout the electrode,
Relectronic. However, the bulk resistances of
carbon-black based electrodes, carbon-fiber
based diffusion media, and stainless steel or
carbon-composite based bipolar plates are gener-
ally negligible compared to the electronic contact
resistances between electrodes/DMs and
DMs/BPs [20], so that the measured electronic
resistances are mostly due to contact resistances.
The largest contribution here comes from the
strongly compression-dependent contact resis-
tance between the bipolar plate and carbon-fiber
based diffusion media [27].

The above described voltage losses can be
summarized by a conceptually simple equation,
describing the fuel cell voltage, Ecell, as a function
of current density, i:

Ecell ¼ Erev: � i� Relectronic þ Rmembraneð Þ
� �HOR � �ORR � i� RHþ,eff :
� �tx,gas dryð Þ � �tx:gas wetð Þ

(1)

H2O

1~3 H2O (drag)
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BP

200 mm 10 m  01m mm 200 mm20 mm
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PEM Fuel Cells: Materials and Design Development
Challenges, Fig. 1 Schematic of a PEMFC repeating
unit showing the electrode reactions, H2 and O2 gas trans-
port, water transport, as well as proton and electron charge

transfer. Typical values of component thickness are shown
(not drawn to scale). (Reproduced fromW.Gu et al. [20] by
permission from Wiley)
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where Erev. is the reversible thermodynamic
potential depending on temperature and gas par-
tial pressure. The proton conduction resistances
of the membrane, Rmembrane, and the electrodes,
RH+,eff., are strongly dependent on the local rela-
tive humidity and, in contrast to Relectronic, do also
depend on current density and on the local tem-
perature which again is mostly determined by
thermal conductivity resistances between the
electrode/DM and the DM/bipolar plate inter-
faces [20, 31, 32]. For fuel cells fed with pure
hydrogen and air, the gas-diffusion over-
potential, �tx,gas(dry), is primarily due to the dif-
fusion of oxygen in air through the diffusion
medium and the cathode electrode in the absence
of liquid water, that is, at operating conditions
where the RH of the exiting reactants is <100%;
the additional gas-diffusion overpotential losses
caused by the presence of liquid water in the
diffusion media and the electrodes are here
described as �tx,gas(wet) and become significant
at wet operating conditions (i.e., at >100% RH
of the exiting reactants).

The various voltage losses under typical auto-
motive operating conditions are shown in Fig. 2.
At the highest current density of 1.5 A cm�2, the
voltage loss caused by the slow ORR kinetics
amounts to approximately 70% of the overall
voltage loss, while the voltage loss for the HOR
is negligibly small under these conditions
(�5 mV [33]). At the maximum power density
of 0.93 W cm�2 (0.62 V at 1.5 A cm�2) and the
total platinum loading of 0.5 gPt cm

�2 shown in
Fig. 2, the platinum specific power density is
0.54 gPt kW

�1, implying that 54 gPt would be
required for a typical 100 kW automotive fuel
cell. Even though the fast HOR kinetics allow
for a lowering of the anode catalyst loading to
0.05 mgPt cm�2 without notable performance
loss [33], the thus obtained platinum specific
power density of 0.38 gPt kW

�1 is still too high
for commercially viable fuel cells. Therefore,
major foci in current fuel cell R&D is the devel-
opment of either more active platinum-based
ORR catalysts or of PGM-free ORR catalysts [1,
34, 35] as well as the development of suitable
electrode structures for these novel catalysts. The
other voltage loss terms shown in Fig. 2 are

significantly smaller and dominated by the
ohmic resistances, RO, which represent Rmembrane

and Relectronic (s. Eq. 1), whereby 60 of the 90 mV
losses at 1.5 A cm�2 are mostly due to the elec-
tronic contact resistance between the DMs and the
bipolar plates.

From a systems point of view, it would also be
desirable to develop ionomers and ionomeric
membranes with increased conductivity at low
RH, since this would enable the design of fuel
cell systems operating with either dry gas-feeds
and/or at higher fuel cell temperature [5]. The
latter would reduce the vehicle radiator require-
ments, which are quite demanding for fuel cell
vehicles due to the large heat load which has to
be dissipated via the radiator [4], contrary to inter-
nal combustion engine-based vehicles where a
large fraction of the produced heat is discharged
via the latent heat of the engine exhaust gases.
A brief discussion on the membrane development
toward this goal is given below.
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PEM Fuel Cells: Materials and Design Development
Challenges, Fig. 2 Voltage loss terms in state-of-the-art
H2/air PEMFCs operated under representative automotive
conditions.MEAs: 0.2/0.3mgPt cm

�2 (anode/cathode) coated
on an 18 mm thick composite membrane and sandwiched
between �200 mm thick DMs (SGL 25 BC). Operating
conditions: H2 and air stoichiometric flows of 2 and
1.8–5.5, respectively, stack pressure of 110–176 kPaabs, gas
inlet humidities of 30–60% RH, and stack temperature of
70–80 �C. For details see [20]. (Reproduced from W. Gu
et al. [20] by permission fromWiley)
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Ion and Water Transport in Ionomers

The central component of a PEM fuel cell is a thin
film polymer that is an ionomer or ion-containing
polymer that critically functions as the separator
of gases and electrodes but also as a proton con-
ductor completing the internal circuit. Typically, a
proton conductivity of 0.1 S cm�1 is required for
efficient function of the fuel cell. PEMs for auto-
motive applications require that the ionomer
function both at high temperature (>90 �C)
to dissipate waste heat and low pressures
(<170 kPaabs) to minimize pumping parasitics
[2]. This necessitates operation at low relative
humidities but currently utilized PFSA-based
PEMs require water to facilitate the dissociation
and long range transport of protons [36]. Although
there are a large number of materials and systems
that conduct protons (as shown in Fig. 3), those
exhibiting sufficient proton conductivity in the
target temperature range (for fuel cell operation)
are almost nonexistent. It is also interesting to note
that while the majority of the materials substances
display an increase in conductivity with increas-
ing temperature, the benchmark PFSA ionomer
Nafion® exhibits just the opposite if the water
vapor pressure remains constant (note: this
means that the relative humidity decreases with

increasing temperature). This is, of course, due to
the dehydration of the membrane as the tempera-
ture approaches and then exceeds the boiling point
of water (at a water pressure of 1 atm.). All PFSA
ionomers show a sharp decrease in proton con-
ductivity as the water content falls (see the entry
on ▶ “Proton Exchange Membrane Fuel Cells:
High-Temperature, Low-Humidity Operation”
by Hamrock and Herring). Several different
approaches have been used to improve the proton
conductivity of PEMs including changes in the
backbone and/or side chain chemistry and are
described in detail in the entry ▶ “Membrane
Electrolytes, from Perfluorosulfonic Acid
(PFSA) to Hydrocarbon Ionomers” by Miyatake.

Several approaches have been devised to
reduce the resistance of the membrane at low
RH, including increasing the density of the acidic
groups and making the membrane thinner. There
is, of course, a limit to the extent to which the acid
content may be increased, and the membrane
thickness decreased. Membranes with a very
high ion exchange capacity suffer mechanical
robustness as the low degree of crystallinity and
high amounts of water result in materials that
dissolve and/ or fall apart. Very thin membranes
are also prone to mechanical failure and are no
longer impermeable to gases which results in both
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Fig. 3 Measured proton
conductivity for various
materials as a function of
temperature. In the
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PEM fuel cells, the only
presently available
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ionomers (Nafion®, etc.)
and display a significant
decrease in conductivity as
the temperature is increased
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loss of performance and membrane degradation
due to the crossover of the reactant gases. Further
details of these issues are provided in the entry on
▶ “Proton Exchange Membrane Fuel Cells: High-
Temperature, Low-Humidity Operation”.

Degradation of Pt-Based Catalysts

A significant part of the performance degradation
of fuel cells with current platinum-based cata-
lysts derives from the dissolution and sintering
of platinum. This is due to the relatively high
solubility of platinum in the strongly acidic elec-
trolyte [37], whereby the dissolution rate is
enhanced by voltage-cycling of the cathode elec-
trode during the dynamic load-following
required by the fuel cell in automotive drive
cycles [2, 37]. The enhanced Pt dissolution rate
is caused by the transition between mostly metal-
lic platinum at high-current density (viz., at high

cathode overpotential) and an oxidized platinum
surface at low current density or open circuit
potential (viz., at low cathode overpotential)
[38, 39]. As illustrated in Fig. 4, dissolved plat-
inum species either redeposit on other platinum
particles via an Ostwald ripening process or dif-
fuse in the electrolyte phase toward the mem-
brane, where they precipitate inside the ionomer
phase by reaction with hydrogen which is perme-
ating through the membrane from the anode side.
Within the ionomer phase, precipitated platinum
crystallites form a clearly defined platinum band
(see Fig. 4b), the location of which can be pre-
dicted by the partial pressure of hydrogen and
oxygen in the anode and cathode feed-gases,
respectively [40].

Since several hundred thousand large voltage-
cycles would be encountered during the lifetime of
an automotive fuel cell [2], the associated signifi-
cant loss of active platinum surface area must be
mitigated either by more dissolution-resistant
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Schematic representing
platinum surface area loss
on (i) the nanometer scale,
where platinum particles
grow on the carbon support
via Ostwald ripening and
(ii) the micrometer scale,
where dissolved platinum
species diffuse toward the
membrane, become reduced
by hydrogen permeating
from the anode through the
membrane, and precipitate
as platinum particles in the
membrane. (b) SEM cross
section of a short-stack
MEA operating at open
circuit voltage for 2000 h,
where the bright band in the
image indicates platinum
deposited in the membrane
near the membrane/cathode
interface. (Reproduced
from P. J. Ferreira et al. [37]
by permission from The
Electrochemical Society)
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cathode catalysts or by hybridizing a fuel cell sys-
tem with a large propulsion battery (tens of kW
battery power), by which the number of large
voltage-cycles can be substantially reduced. In
many instances, it was observed that platinum-
alloy catalysts displayed an increased resistance
to platinum dissolution [2, 3, 41], but much of the
effect is due to the larger particle size of platinum-
alloys which favorably affects the platinum disso-
lution rate via the Gibbs-Thomson effect
[42]. Indeed, more recent data demonstrated that
voltage-cycling of platinum-alloy cathode catalysts
leads to core/shell structures, with platinum-shells
forming around a platinum-alloy core, so that the
initially higher specific activity of platinum-alloys
slowly approaches that of pure platinum in the

course of extensive voltage-cycling [43]. This phe-
nomenon is illustrated in Fig. 5.

In summary, while fuel cell/battery hybrid sys-
tems reduce the degradation from platinum sur-
face area loss from voltage-cycling to an
acceptable level, novel cathode catalysts with
increased stability toward voltage-cycling would
bring significant benefits and are therefore a very
active field of research.

Carbon-Support Corrosion

The excellent gas-transport properties of fuel cell
electrodes are due to their high porosity, with void
volume fractions of �60% for the typical
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Challenges, Fig. 5 Schematic of the evolution in mor-
phology and composition of a Pt0.5Co0.5 cathode catalyst
caused by acid leaching and voltage-cycling. The upper
panel represents particles attached to the carbon-support
(“carbon phase”), with skeleton PtxCo particles obtained
after acid leaching, and transforming via Ostwald ripening
into core/shell particles. The center panel represents both
the liquid acid phase during pre-leaching and the “ionomer
phase” both in the membrane and the electrodes, with large
single-crystalline Pt (agglomerates) forming in the

membrane and Co2+ ion-exchanging into the ionomer
phase. The lower panel is a proposed mechanism for the
formation of percolated PtxCo alloy particles deriving
from precursors with higher than average Co content
(“Pt < 0.5Co > 0.5”) and resulting in Pt-rich spongy par-
ticles. TEM bright-field images and spot-resolved EDS
compositions (analysis area of 2.5 nm in diameter) of the
various types of aged nanoparticles in the 24 h-C-MEA are
shown on the right-hand-side. (Reproduced from S. Chen
et al. [43] by permission from The Electrochemical
Society)
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ionomer/ carbon weight ratios of 1/1 (volume
fractions of ionomer and carbon being �20%
each) [20]. This high void volume fraction is due
to the use of highly structured carbon blacks (e.g.,
Vulcan XC72 or Ketjen black), which have an
intrinsically low packing density which is
maintained up to compressions of �100 MPa
(in comparison, MEAs in fuel cell stacks are com-
pressed at�1MPa). However, at sufficiently high
potentials, viz., above �1 V versus the reversible
hydrogen electrode (RHE) potential, the electro-
chemical oxidation of carbon by water (C + 2H2O
! CO2 + 4H+ + 4e�) is substantial, and after the
oxidation of approximately 5–10 wt.% of the car-
bon support, the carbon structure collapses [44],
resulting in a rapid decrease of the fuel cell per-
formance, as is shown in Fig. 6.

Under normal fuel cell operating conditions,
the highest oxidative potentials in the cathode
range between �0.6 V (vs. RHE) at high-current
density and �0.95 V (vs. RHE) at open circuit
(the anode potential remains always near 0 V
vs. RHE), so that carbon-support corrosion is
negligible. However, under start/stop conditions
or in the case of localized hydrogen starvation, the

cathode potential significantly exceeds 1 V versus
RHE and the associated rapid carbon-support cor-
rosion leads to a loss of electrode void volume
which experimentally is observed as a so-called
cathode thinning. This is illustrated by the SEM
cross section shown in Fig. 7 for a cathode elec-
trode, where 8 wt.%. of the carbon support had
been oxidized by applying a cathodic potential
(the extent of carbon support-corrosion was mea-
sured by on-line monitoring of the CO2 formation
rate).

As shown in Fig. 7, the extent of cathode
thinning can be monitored by cross section mea-
surements via SEM or optical microscopy [23]. It
is accompanied by a loss of electrode void volume
as is illustrated in Fig. 8, showing high-resolution
SEM cross sections of a nondegraded cathode
electrode (left-hand-side) and of a degraded cath-
ode (right-hand-side).

The fundamental start/stop mechanism was
first reported by Reiser et al. [11], and occurs
when one part of the anode flow-field is partially
filled with hydrogen and another part is filled with
air, a situation which occurs during the start-up of
a fuel cell (hydrogen displacing air in the anode
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Challenges, Fig. 6 Fuel cell performance loss as a func-
tion of the extent of carbon-support corrosion. Conditions:

H2/air (s= 2/2) performance at 80 �C, 100%RH, 150 kPaabs
(Reproduced from H.A. Gasteiger et al. [3] by permission
from Springer)
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flow-field) or during shutdown (air diffusing into
a hydrogen filled anode flow-field after the hydro-
gen supply is shut off). Detailed explanations of
the processes which lead to very high voltages on
the cathode electrode (�1 V vs. RHE) have been
given elsewhere [11, 34] and the interested reader
is referred to these references. The voltage degra-
dation rates produced by start/stop can be simu-
lated conveniently by sending H2/air fronts
through the anode flow-field of a fuel cell (single
cell or stack), whereby the voltage degradation
rates are proportional to the residence time of the
H2/air front and increase with increasing current
density [12], as would be expected for gas-
transport induced voltage losses. Such an experi-
ment is shown in Fig. 9, whereby the H2/air-front
residence time of 1.3 s is roughly 10 times longer
than that which can be achieved during the start-
up of a fuel cell stack (residence times much

shorter than 0.1 s are typically not achievable
due to engineering constraints). Under these con-
ditions, the cell voltage at 1.5 A cm�2 decreases to
0 Vwithin only 100 cycles! Under normal start-up
conditions, the residence time would be roughly
10 time shorter, so that a maximum of 1000 start-
up cycles could be performed, which is far short
from the automotive target of �40,000 starts dur-
ing the life time of a vehicle.

Therefore, mitigation strategies had to be
devised and implemented. Currently, most miti-
gation strategies are based on system design (short
residence times, stack storage under hydrogen,
cell shorting, etc. [13]), but on the long-term,
additional materials-based mitigation strategies
are required. These include implementation of
graphitized carbon-supports [12, 44, 45] or of
more corrosion-resistant alternative support mate-
rials, lowering of the anode catalyst loading which
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PEM Fuel Cells: Materials and Design Development
Challenges, Fig. 7 Scanning electron microscopy
(SEM) cross section of an MEA of which 8% wt. of the
cathode carbon-support had been corroded (see also

Fig. 6). The initial cathode electrode thickness was identi-
cal to the anode electrode thickness shown in the picture.
(Reproduced from H.A. Gasteiger et al. [3] by permission
from Springer)

PEM Fuel Cells: Materials and Design Development
Challenges, Fig. 8 SEMmicrographs of freeze fractured
sections of the cathode electrodes of MEAs. Left: non-
degraded MEA; right: MEA aged by localized hydrogen

starvation. SEM analysis was done without mounting of
the MEAs in epoxy. (Reproduced from R.N. Carter et al.
[23] by permission from John Wiley & Sons)
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reduces the ORR activity of the anode electrode or
development of anode catalysts with low ORR
activity [14], or the incorporation of highly active
oxygen evolution catalysts in the cathode elec-
trode. Again, the reader is referred to the literature
for a detailed discussion [12, 44, 45].

A mechanism very closely related to the start/
stop degradation is the so-called localized hydro-
gen starvation. It was first discussed by Patterson
and Darling [9], and occurs when large sections of
the anode flow-field are not being supplied with
hydrogen due to blockage of the flow-field chan-
nel or of the diffusion medium by liquid water. In
that case, oxygen permeating through the mem-
brane from the anode to the cathode side creates
an analogous situation to that produced by a H2/air
front, viz., the simultaneous presence of hydrogen
and oxygen in the anode. Consequently, cathode
thinning is observed also in the case of localized
hydrogen starvation [10, 23], albeit at a slower
rate. While the systems mitigation strategies are
different from those used in the case of start/stop,
the materials mitigation strategies are identical,
with one additional materials mitigation

approach: since the maximum carbon corrosion
rate is limited by the oxygen permeation rate
through the membrane, ionomeric membranes
with reduced oxygen permeability (typical for
most hydrocarbon-based ionomers) would lower
the damage by localized H2 starvation [10].

Membrane Development Needs and
Approaches

As indicated earlier, water is needed in the mem-
brane to dissociate protons (i.e., making the mate-
rial proton conducting) from the acid functionality
or protogenic groups and then secondly to estab-
lish a continuous pathway for long range proton
transport. The water content of a PEM decreases
with decreasing water activity. It has been
observed [30] that the water uptake in sulfonic
acid (–SO3H)-based PEMs is essentially identical
when plotted as function of the water content
when the latter is expressed in terms of, l, the
number of water molecules per acid group (i.e.,
l = H2O/SO3H) as seen in Fig. 10. It is also clear
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Challenges, Fig. 9 Cell-voltage decays for different cur-
rent densities as a function of start/stop cycles for an MEA
with a platinum catalyst supported on a conventional

carbon-support. Conditions: H2/air (66% inlet RH) at
150 kPaabs and 80 �C, aged at a H2/air-front residence
time of 1.3 s. (Reproduced from P. T. Yu et al. [12] by
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from this data that the isotherms of the various
PEM are essentially identical to that of sulfuric
acid at relatively low levels of hydration (i.e.,
l< 6), suggesting that it is the enthalpy of hydra-
tion of the – SO3H group which is driving water
uptake in the low-RH region.

This experimental isotherm has been shown to
fit either the Brunauer-Emmett-Teller model [46]
or a simple empirical polynomial fit at a given
temperature [47]. Finally, above l � 6 (i.e.,
>80% RH) the isotherms diverge, indicating that
properties including polymer structure and mor-
phology, charge density, cross-linking, etc.,
impact the absorption of water at high water
content.

Temperature Targets

For automotive application, it has been deter-
mined that a reasonable target for high

temperature membrane operation is between
110 �C and 120 �C for H2 fueled fuel cell vehicles
[5]. Heat rejection at this temperature with con-
ventional packaging becomes feasible and the
purity requirement for onboard H2 is reduced as
the tolerance for CO improves to approximately
50 ppmv CO without air bleed at low anode cat-
alyst loading (0.1–0.2 mgnoble-metal cm�2)
[48]. Operation of stationary systems at
140–160 �C with hydrocarbon-based H2 refor-
mate would result in an increase in CO tolerance
to about 0.1–0.5% allowing for a simpler or pos-
sibly no preferential oxidation (PROX) reactor.
Although there is a small improvements in the
oxygen reduction reaction kinetics if the system
were operated at 160 �C, this would be offset with
a loss of about 70 mV in equilibrium voltage
[49]. Furthermore, the strong specific adsorption
of phosphate ions on platinum catalysts leads to a
reduced ORR activity in the presence of phospho-
ric acid electrolyte if compared to sulfonic acid-
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isotherms of various
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based ionomers (see Table 4 and Fig. 20 in [50]).
At temperatures >160 �C, the stability of the
carbon-support material is compromised [51].

Proton Conductivity

Figure 11 displays the results of a seemingly rather
subtle change in the length of the side chain in PFSA
membranes: the Dow ionomers have a shorter
perfluoroether side chain (–OCF2CF2SO3H) than
Nafion (–OCF2CF(CF3)OCF2CF2SO3H). This plot
clearly indicates that the density of the sulfonic acid
groups as realized through alteration of the equiva-
lent weight (EW, the grams of polymer per mole of
acid) may bring about a fairly large change in the
proton conductivity across themajority of the hydra-
tion isotherm. The proton conductivity of both
ionomers, however, drops precipitously at water
contents below 5 H2O/SO3H.

The dependence of proton conductivity on RH
for 1100 EWNafion at 80 �C and 120 �C is shown
in Fig. 12 and indicates that although the conduc-
tivity falls from about 0.10 to 0.01 S cm�1 as the

relative humidity is decreased from 100% to
�30% it is essentially independent of temperature
[5]. This is in stark contrast to polybenzimidazole
(PBI) and phosphoric acid-doped PBI (also plot-
ted in Fig. 12) which although exhibiting the
typical fall in proton conductivity as the hydration
level is decreased, show significantly higher con-
ductivity at elevated temperatures [54]. Although
the PBI systems appear to offer the promise of
high temperature fuel cell operation, they suffer
from other issues including adsorption on the
surfaces of platinum-based catalysts and
the leaching of phosphoric acid from the electro-
lyte. Although a significant body of research has
focused on determining the hydrated morphology
of PFSA membranes, the connections between
the structure and morphology with the transport
properties are not fully understood. The micro-
structure of the PFSA polymer not only affects the
proton conductivity but also other properties
including methanol permeability (i.e., for direct
methanol fuel cells), water diffusion, and electro-
osmotic drag.
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Challenges, Fig. 11 Room temperature proton conduc-
tivity of the short side chain (SSC) PFSA ionomer at two
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equivalent weights (EW) and Nafion as a function of water

content expressed as l= [H2O]/[–SO3H]. The data clearly
shows the significant effect the equivalent weight has on
proton conductivity with the Dow 858 exhibiting conduc-
tivity twice that of the higher EW PFSAs. (Reproduced
from K. D. Kreuer et al. [52] by Elsevier Science)
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Reactant Gas Permeability

Other important properties of the ionomer include
the permeability to both H2 and O2 gas. The PEM
must not be too permeable to the reactive gases, as
excessive gas crossover through the membrane
would result in fuel efficiency loses. However,
the ionomer in the electrodes must possess suffi-
cient permeability to allow transport of the reactant
without imposing any significant concentration
gradients and/or mass transfer losses.

The rate of the permeation of gases in PFSA
membranes is proportional to the product of the
permeability coefficient and the partial pressure
(i.e., the driving force) and inversely proportional
to the membrane thickness. The permeation leads
to a fuel cell crossover efficiency loss due to two
components: hydrogen consumption at the anode
from O2 crossover and hydrogen loss to the cath-
ode and subsequent reaction with oxygen.
A relatively straightforward analysis [5] based
on fuel cell operation with instantaneously

varying loads of 0.05 A cm�2 at 60 �C and
2 A cm�2 at 120 �C has estimated both upper
and lower limits for the permeability of H2 and
O2 which are shown as a function of temperature
in Figs. 13 and 14, respectively. The permeability
window for both reactant gases is approximately
3–4 orders of magnitude. Hence, the permeability
coefficient, k, for H2 transport must fall within the
range: 1� 10�17 < kH2 < 1� 10�12mol cm
cm�2 s�1 kPa�1, and for O2 transport within the
range: 1� 10�16 < kH2 < 3� 10�12mol cm
cm�2 s�1 kPa�1, where the lower limits are dic-
tated by the ionomer in the electrodes and the
upper limits by the ionomer in the membrane.

Morphology

As indicated earlier, all presently available PEMs
must be humidified in order to exhibit sufficient
proton conductivity to function effectively as the
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PEM Fuel Cells: Materials and Design Development
Challenges, Fig. 12 Relationship between proton con-
ductivity and adjoining gas stream humidity at various
temperatures for Nafion (1100 EW) [5] and phosphoric
acid-doped polybenzimidazole (PBI) [54]. The data clearly
demonstrate that the increase in temperature from 80 �C to
120 �C has little effect on the conductivity of Nafion but a

significant effect on the PBI systems. A curve is also shown
for a material exhibiting the desired conductivity as a
function of the relative humidity that would be ideal for
system simplification. (The figure is reproduced from
Gasteiger and Mathias [5] with permission from The Elec-
trochemical Society)
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electrolyte in a fuel cell. When humidified, the
PEMs swell with the absorbed water resulting in
a hydrated morphology where the aqueous phase
is confined within the polymer to domains that are
typically only a few nanometers in dimensions

[56–62]. This morphology and the interactions
driving their formation are key to the understand-
ing of the morphological stability of the ionomer
and transport properties [63, 64]. Both are of
paramount importance for the application of
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of both temperature and
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the ionomer in the
electrode. Data for both dry
and wet Nafion 1100 EW
membranes taken from
Refs. [55–57]. (Reproduced
from H.A. Gasteiger and
M.F. Mathias [5] with
permission from The
Electrochemical Society)
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permeability as a function
of both temperature and
relative humidity. Upper
limit (solid line) defined by
crossover losses (assuming
no contribution from H2

crossover), lower limit
(dotted line) defined by the
transport requirements of
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electrode. Data for both dry
and wet Nafion 1100 EW
membranes taken from
Refs. [55–57]. (Reproduced
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permission from The
Electrochemical Society)
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such materials in PEM fuel cells: morphological
stability under operating conditions is not only
important for keeping the integrity of the ionomer
membrane but also for a stable microstructure of
the active electrode layers usually containing a
high volume fraction of ionomer. Proton transport
is actually a very complex phenomenon [36, 63,
65] comprising different species (protonic charge
carriers, water, and gases dissolved therein) and
different transport modes (diffusional, hydrody-
namic), but the key process here remains the pro-
ton conductivity.

The microstructure is usually the consequence
of a constrained hydrophobic/hydrophilic separa-
tion, and this can be controlled by adjusting the
concentration of protogenic groups (ion-exchange
capacity IEC). A high IEC corresponds to a high
charge carrier concentration and generally leads to
a high uptake of water, both being favorable for
high proton conductivity. However, the high IEC
leads to severe swelling which goes along with a
loss of morphological instability and eventually
leads to a complete dissolution of the ionomer.
Therefore, the optimum IEC is essentially a
tradeoff between these two properties.

Interestingly, this is different for different types
of ionomers which is because of the differences in
the backbone/backbone interactions and hydrated
morphology. Such morphological details are usu-
ally obtained from small angle X-ray (SAXS)
diffraction experiments (see Fig. 15). A recent
interpretation of the SAXS spectra of fully swol-
len Nafion has attracted considerable attention
[62]. The authors claim the existence of parallel
cylindrical micelles bearing the water and the
dissociated protons. Such a morphology could
easily explain the relatively high conductivity of
PFSA membranes at low water contents
corresponding to a low IEC and low degree of
hydration (low RH): cylindrical structures provide
high connectivity within the water structure even
for low water volume fractions and a high local
proton mobility because of their relatively large
width compared to water structures of higher
dimensionality (a cylinder width of 2.4 nm is
suggested which is large compared to about
1 nm suggested by other models). But it should
be noted that other groups have raised serious

doubts about this model [67, 68]. It has recently
been proposed that the morphology resembles two
dimensional water structures, and that it is essen-
tially the tortuosity of locally flat water structures
which determines percolation and therefore pro-
ton conductivity in such materials.

In any case, there is a clear difference in the
morphology of PFSA and hydrocarbon mem-
branes which was first pointed out in a compara-
tive SAXS study [60]. While proton conductivity
at high levels of hydration is mainly dependent on
the IEC only, the decrease in proton conductivity
with decreasing water content is more severe in
hydrocarbon membranes. The reason for this
characteristic difference is suggested to be the
more pronounced hydrophobic/hydrophilic sepa-
ration of PFSA ionomers which leads to a better
connectivity within the aqueous domain and
locally to more bulklike properties of the water
of hydration. But there are also characteristic dis-
advantages of PFSA membranes: (1) because of
the bulk-like properties of the hydration water, the
transport of water has a large hydrodynamic com-
ponent which shows up as large electro-osmotic
water drag and high water/gas permeation coeffi-
cients and (2) the viscoelastic properties are
severely decaying with temperature. At this
stage, it should be noted that so-called short side
chain ionomers show a slightly weaker hydropho-
bic/hydrophilic separation which actually reduces
the conductivity for a given IEC. But the signifi-
cantly higher morphological stability especially
at higher temperature (higher Tg) allows for
significantly higher IECs without significantly
compromising the elastic properties (storage mod-
ulus). PFSA membranes with shorter side chains
(e.g., Dow, 3 M, Aquivion) seem to be a real
improvement over the traditional long side chain
PFSA membrane Nafion [52].

Despite the disadvantageous conductivity
behavior at low levels of hydration, the other
alternatives are hydrocarbon membranes. They
usually do not show softening in the temperature
range of fuel cell operation and the higher disper-
sion of the hydration water (smaller width of the
water domain) leads to significantly lower hydro-
dynamic water transport. The lower conductivity
can actually be increased by introducing another
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heterogeneity with respect to the degree of sulfo-
nation (IEC) on the 10–100 nm scale. This can
lead to a significant increase of proton conductiv-
ity provided that bi-continuous morphologies are
formed. The reason is the highly nonlinear
increase of proton conductivity with increasing
IEC. An interesting approach toward such
morphologies is the formation of multiblock
copolymers consisting of an alternating sequence
of highly sulfonated hydrocarbon segments
and unsulfonated segments [69]. When cast from
solutions, such polymers undergo a constrained
microphase separation. The hydrophilic sulfonated
phase then still provides a sufficiently high con-
ductivity while the nonsulfonated phase can give
the material morphological stability and reduces
swelling to an acceptable level (see also the entry
in this encyclopedia: ▶ “Membrane Electrolytes,
from Perfluorosulfonic Acid (PFSA) to Hydrocar-
bon Ionomers” by Miyatake).

Optimizing and controlling the microstructure
of such materials is one of the major materials
design issues. Here, the main challenges are to
maximize the local concentration of sulfonic
acid functions within the hydrophilic phase and

to obtain morphological stability with relatively
small volume fractions of unsulfonated phase.
A recent study on the model system of aqueous
methylsulfonic acid (CH3SO3H(aq)) clearly dem-
onstrates that there is still a huge potential for
increasing proton conductivity at low relative
humidity [70].

Choice of the Protogenic Group

The source of the protons in current state-of-the-
art PEM fuel cells is the highly acidic sulfonic
acid functional group. As pointed out above,
hydration is required to dissociate the protons of
these groups and to mobilize the protonic charge
carriers through solvation (hydration). Since the
hydration requirement is one of the issues limiting
the operation temperature of sulfonic acid-based
electrolytes, there has been an extensive search for
other protogenic groups which may enable high
proton conductivity at lower water activities [71,
72]. One of the most interesting approaches is to
use functional groups which are amphoteric in the
sense that they may act both as a proton donor and
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as a proton acceptor. Conceptually, they can
combine the role of the proton source and the
proton solvent in one functional group: high
selfdissociation may lead to a sufficiently high
charge carrier concentration and structural diffu-
sion (i.e., proton hopping or shuttling) within a
dynamically disordered hydrogen bond network
and thereby provide high charge carrier mobility.
The concept has been proven for imidazole [73]
and phosphonic functionalized model compounds
[74]. A comparative study, however, of sulfonic
acid, phosphonic acid, and imidazole as pro-
togenic groups suggests that only phosphonic
acid has some potential to substitute for the
sulfonic acid functional group [75, 76]. Experi-
mentally determined proton conductivities of
functionalized heptanes examined in this study
[75] and corresponding computed proton transfer
barriers are shown in Fig. 16. This study actually
investigated not only transport but also stability
issues and the participation of these groups in the
electrochemical reactions. Apart from the fact that
the imidazole functionalized oligomer showed the
lowest proton conductivity, reaction with oxygen
was observed and the platinum catalyst was
blocked at high potentials where oxygen reduc-
tion takes place. The phosphonic acid-based sys-
tem showed a clear signature of proton
conductivity in the “water free” state, but some
water activity was essential to prevent condensa-
tion reactions which immediately suppress proton
conductivity. It appears that the condensation
issue is more severe for systems with immobilized
phosphonic acid groups compared to pure liquid
phosphonic and phosphoric acid, and it remains a
challenge to immobilize phosphonic acid func-
tional groups without increasing the susceptibility
for condensation [77].

Future Directions

Despite the significant and substantial progress in
PEM fuel cell technology achieved during the past
couple of decades, the large-scale market intro-
duction of this technology into applications such
as vehicular power will require overcoming the
high costs associated with the components of the

fuel cell stack (i.e., the anode and cathode cata-
lysts, the ionomeric membrane, bipolar plates,
etc.). The platinum or platinum-alloy based elec-
trodes in current state-of-the-art fuel cells will
constitute a significant fraction of the overall
cost of a PEMFC stack if produced at large num-
ber. The precious metal catalysts are the only
component in the fuel cell stack that will not
benefit from an economies of scale, and hence
the research and development of nonprecious
metal catalysts is an important challenge that
must be overcome.

Although it would be best if the platinum cat-
alysts were replaced at both electrodes, the reduc-
tion of oxygen (at the cathode) requires much
more Pt and hence the development of nonnoble
metal catalysts with sufficient and durable ORR
activity is a major focus of current and ongoing
research [78–80]. Significant effort and progress
has recently been achieved toward the develop-
ment of catalysts with nitrogen coordinated with
either iron or cobalt in a carbon matrix or support
(i.e., Fe/N/C or Co/N/C). These systems are show-
ing great promise with turnover frequencies com-
parable to that of current Pt/C catalysts. A major
challenge (and still largely unexplored) is the sta-
bility and durability of these catalysts in the hos-
tile electrochemical environment of an operating
fuel cell [81].

Although substantial progress has been made
on the development of advanced high perfor-
mance PEMs, there are currently no ionomers
that exhibit sufficiently high proton conductivity
and durability under hot (i.e.,>100 �C) and “dry”
(<30% RH) conditions. However, there are sev-
eral potentially promising routes that may ulti-
mately lead to electrolytes exhibiting both high
chemical and thermal stability and not requiring
humidification. Increasing the density of sulfonic
acid groups (i.e., by lowering the IEC) in PFSA
ionomers through shortening the side chain and/
or having tethering more than one protogenic
group per side chain warrants further research.
The development of the highly sulfonated poly-
sulfones also seems to offer some promise as these
materials demonstrate that with interpenetrating
aqueous domains of very small diameters the pro-
ton conductivity is still very high. This class of
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materials, however, must be made with lower
water solubility in water and with resistance to
breakage through elongation.
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Glossary

Bipolar plate Forms the connection between
MEAs in a fuel cell stack. The bipolar plate
includes the gas flow channels and may also
include cooling channels. Bipolar plates are
also called flow plates.

Degradation The gradual loss of performance.
Irreversible degradation is due to change of
materials properties. Reversible degradation
can be caused by non-optimal operating con-
ditions. Quantitatively, the degradation can be
expressed as a voltage decay rate.

Durability The capability of the fuel cell to oper-
ate in the operating window with limited loss
of performance.

Lifetime The number of hours that a fuel cell can
be operated in the operating window with a
pre-defined performance loss relative to the
initial performance.

MEA Membrane electrode assembly is the result
of joining two electrodes and the electrolytic
membrane together. Usually, the gas diffusion
media are considered to be part of the MEA.

Operating window The range of conditions in
which the PEMFC can be stably operated.
Within this operating window, performance
can still depend on the conditions, but irrevers-
ible performance loss is limited. The operating
window includes the modes of operation, such
as start/stop events and load cycling.

PEMFC Proton exchange membrane fuel cell.
The operating temperature is around 80 �C.
Cold start, below 0 �C, is possible. For trans-
port applications, the PEMFC is the fuel cell of
choice.

Robustness The capability of the fuel cell to
operate outside the operating window without
a significant irreversible loss of performance.

Definition of the Subject and Its
Importance

The Proton Exchange Membrane Fuel Cell,
PEMFC or PEFC, is in development for transport
applications as well as for power generators rang-
ing from a fewWatts to tens of kilo Watts. Despite
the fact that fuel cells have many advantages, such
as a high conversion efficiency at partial load,
clean exhaust gases, modular design and low
noise production, their marketability will depend
heavily on whether these fuel cells can compete
with the incumbent technologies on performance,
cost, and reliability in a specific application.
For transport, the benchmark at present is the
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internal combustion engine, which has been mass-
produced since 1908, and is characterized by high
performance, high reliability, and relatively
low cost.

Performance
The internal combustion engine can be cold
started within seconds and can be operated world-
wide under all climate conditions. It has become
quite standard to have 100 kW of engine power
under the hood, enabling highway and uphill driv-
ing without any concession. A fuel cell vehicle
will have to meet the same standards with regard
to a fast cold start, availability of power without
compromising the available space for the user
under all foreseeable conditions. The power den-
sity of the complete fuel cell system must be
650 W L�1 and 650 W kg�1, which translates
to 2000 W L�1 and 2000 W kg�1 for the fuel
cell stack [1].

Lifetime and Reliability
Service intervals for passenger vehicles have
dropped to once per 30,000 km or once per
2 years, and vehicles last 10–15 years without
major revisions, running more than 250,000 km.
Consumers are not used anymore to car break-
downs, especially not within the first 5 years
of first ownership. Fuel cell vehicles will
have to meet the expectations of today, rather
than develop along the line of the internal
combustion engine, that is, provide reliability
comparable to that of the internal combustion
engine of decades ago.

This means that at the time of mass-market intro-
duction, their expected lifetime needs to be 5,000 h,
with an end of life performance, which is at least
90% of the performance at the beginning of life. No
external conditions, except for severe crashes, might
lead to severe deterioration of the fuel cell perfor-
mance. In practice, this means that the fuel cell
system needs to operate between �40 �C and
+50 �C ambient temperature, under all relative
humidities.

Costs
For the PEMFC to become a viable option for
transport, the cost of buying and operating a fuel

cell system, which comprises all parts at present
not part of a conventional vehicle, must be com-
parable to that of an internal combustion engine.
A higher investment cost of a fuel cell system can
be offset by a lower fuel cost, determined by the
cost of hydrogen and the fuel economy of the fuel
cell vehicle. Although consumers are increasingly
eager to take fuel costs or reduced CO2 emissions
into account when making their buying decision,
there will be limits to the additional price they
will want to pay. A cost-neutral switch from the
internal combustion engine to a fuel cell system
leads to an allowable cost of US$30/kW for
a complete PEMFC system and US$15/kW for a
PEMFC stack, which will be operated on hydro-
gen [1]. These costs are a reflection of the costs
of the components and the assembly of the
PEMFC stack and system, with the implicit
assumption that it will last for the whole lifetime
of the vehicle.

The Role of Materials
The materials used in the PEMFC play a key role
in the fuel cell systems performance, cost, and
reliability. This article aims to present a compre-
hensive treatment of the performance, cost, and
durability issues, especially but not exclusively,
in light of their application in transport, as this
provides so far the most challenging combination
of these issues.

Introduction

As of 2010, fuel cells have matured considerably:
Hundreds of fuel cell-driven passenger vehicles
have been demonstrated, with an impressive
improvement of systems performance. Major car
companies such as Honda, Toyota, Daimler, Gen-
eral Motors, Ford, and Hyundai have recently
produced a new generation of passenger vehicles
that can meet consumer expectations with respect
to driving speed, acceleration, and driving range.
Furthermore, they can be operated under severe
conditions, such as extreme ambient temperature
or demanding driving conditions. This accom-
plishment is based on a combination of advances
on both fuel cell components as well as on
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systems level. On the one hand, the properties of
materials determine the real power density of the
fuel cell and the volumetric power density of the
fuel cell stack. On the other hand, the systems
layout, balance of plant and control strategy deter-
mine which conditions the fuel cell materials actu-
ally experience.

A schematic presentation of cell and stack
components is given in Fig. 1.

The electrolyte of the PEMFC consists of a
proton exchange membrane. Besides conducting
ions from one electrode to the other, the electro-
lyte serves as gas separator and electronic insula-
tor. At either side of the membrane, a catalytically
active electrode is intimately attached to the mem-
brane, to form a so-called membrane electrode
assembly, the MEA. At the anode, hydrogen is
oxidized to protons. At the cathode, oxygen is
reduced to water. The theoretical voltage at open
circuit of a hydrogen-oxygen fuel cell is 1.23 Vat
298 K. Under load conditions, the cell voltage is
between 0.5 and 1 V, producing a current density
up to 1.5 A cm�2, depending on conditions.

The type of materials being used in PEM fuel
cells has stayed the same since the early 1990s [2].

For the electrolyte, perfluorosulfonic acid/
tetrafluoroethylene copolymer membranes (usu-
ally referred to as PFSA membranes) have been
used for decades. Chemically, this polymer can be
considered as a Teflon or polytetrafluoroethylene
(PTFE) backbone, with Teflon-like side chains
bearing a SO3H (sulfonic acid) group. Dissociation
of this sulfonic acid group leads to mobile pro-
tons. Produced as thin, flexible sheets that become
conductive when containing water, these mem-
branes enable high volume manufacturing of
complete cells by coating the electrodes on these
sheets. Originally developed for chlor-alkali
electrolysers, the membranes provide a combina-
tion of properties that is unsurpassed: high proton
conductivity and a high chemical stability. For
optimal conductivity, the water content of the
membrane needs to be such that the H2O/SO3H
ratio l is larger than 14 [3], which for state-of-the-
art materials is only achieved at 100% RH. The
latest developments on perfluorosulfonic acid/
tetrafluoroethylene copolymer membranes that
have been applied in fuel cells have been on

even further improvement of their chemical sta-
bility and the development of ever thinner mem-
branes down from 175 to 25 mm, among others by
using reinforcements for maintaining strength.

For the electrodes, platinum on carbon cata-
lysts have long been used in both anode and
cathode for hydrogen/air fuel cells. Commercial
electrodes contain around 0.2–0.4 mg cm�2 plat-
inum, generating a power density of 0.5–0.7 W
cm�2 [2]. Using a total loading of 0.6 mg cm�2

and a power output of 0.5 W cm�2, the platinum
usage amounts to 1.2 g kWe�1. It has, however,
been demonstrated that fuel cells with 0.4 gPt
kWe�1 are achievable when using clean hydrogen
and air [4]. The long-term stability of such cells
is, however, not known yet, and the use of refor-
mate prescribes higher loadings of Pt-Ru at the
anode, 0.2 mgPtRu cm�2 at minimum. The ulti-
mate goal is to lower the platinum usage to less
than 0.2 gPt kWe�1.

The use of noble metals is an important factor
in the cost of the fuel cell. Whereas the cost of
many components drops when the scale of
manufacturing increases, this is not the case for
the noble metal catalysts. The concern of a real
shortage of platinum in case of large-scale use of
fuel cells in vehicles has been proven not to be
substantiated [5], but this is based on a significant
reduction of its use to 15 g/vehicle, corresponding
to the 0.2 gPt kWe�1 mentioned before. The key
issue is to minimize the amount of platinum
per kW fuel cell power, while maintaining the
power density of the present state-of-the-art.
It makes no sense to substitute platinum by
another metal when this leads to a reduction of
the power density.

The catalysts used as a base for electrode
manufacturing consist of high loadings of noble
metal on carbon, of 40 wt% or even higher. These
high loadings are used to render a thin electrode
with high enough amount of active sites, typically
10 mm thick. The platinum particle sizes are even
at these high noble metal loadings in the range
of 2–3 nm [6].

Even in electrodes with a high catalytic activ-
ity, the performance is heavily dependent on the
electrode structure, as oxygen transport becomes
crucial at practical current densities. Water

PEM Fuel Cell Materials: Costs, Performance, and Durability 197



Flow plate

Electrolytic
membrane

Seal

Electrode

Electrolytic membrane

Catalytically active layer Micro porous layer of gas
diffusion medium

Macro porous gas diffusion
layer of gas diffusion medium

Flow plateGas channel

Air Cathode

AnodeHydrogen

PEM Fuel Cell Materials: Costs, Performance, and
Durability, Fig. 1 Cell and stack components. Top:
top view of separator plate and MEA with seal; middle:

cross-section view of one site of MEA on flow field;
bottom: cross-section view of complete cell package

198 PEM Fuel Cell Materials: Costs, Performance, and Durability



removal plays a key role in this, as the diffusion
constant of oxygen in water is a factor of 5,700
lower than that in air at 60 �C. Gas Diffusion
Media (GDM) play a decisive role in the water
management of the fuel cells. Gas diffusion
media, which consist of a macro porous gas dif-
fusion layer (GDL) of 200–400 mm covered by
a micro porous layer (MPL) of 30–50 mm, facili-
tate the transport of gas and electrons between the
catalytically active layer and the flow plate. While
the macroporous gas diffusion layer needs a cer-
tain thickness to distribute the gas in horizontal
direction, the microporous layer facilitates the
removal of liquid product water, preventing the
so-called flooding of the electrode. Effective pre-
vention of such flooding can extend the voltage
current curve by around 0.5–1 A cm�2.

The component that has the highest impact on
the weight and volume of the fuel cell stack is the
flow plate or bipolar plate. Whereas the flow
plates used to be made from high-density graph-
ite, nowadays the material of choice is a moldable
graphite/polymer composite material. Although
the latter has a somewhat lower conductivity
than pure graphite, it enables the use of plates
with lower thickness due to its higher mechanical
strength and its higher flexibility. This directly
leads to reduction of stack weight and volume.
A major advantage of polymer/graphite plates is
the fact that they can bemanufactured bymeans of
injection molding [7]. An alternative to graphite
and polymer/graphite material plates is the metal
plate. The main advantage of metal plates is the
fact that very thin metal sheets can be used, and
mass manufacturing techniques are available for
forming flow patterns in these sheets [2].

Operating Window and Performance
As the area power density of a fuel cell is deter-
mining for the overall cost of the system, it is
essential to optimize the operating window of
the fuel cell stack. Of all conditions, the relative
humidity has the largest influence on power den-
sity. This relative humidity is governed by the
water content of the feed gases and their stoichi-
ometry, the amount of product water, which is
directly proportional to the current density, and
the cell temperature.

The minimum requirement for water is set by
the dependence of the proton conductivity of the
PFSA membrane on its water content. In case this
minimum requirement is not met, drying out of
the membrane and the ionomer phase of the elec-
trode leads to rapid decline of the power density.
A maximum is clearly set by the transport of
oxygen through the electrode, as liquid water is
an effective barrier for the transport of gas to the
reaction interface. In the catalytic layer of the
cathode, these two factors determine an optimum:
sufficient liquid water in the ionomer for proton
conduction while simultaneously allowing gas
phase transport of oxygen [8]. Figure 2 schemat-
ically draws the optimum situation as well as the
situation of drying out and flooding.

The water accumulation at the cathode catalyst
layer not only originates from product water but
also from the electroosmotic drag, that is, protons
migrating from anode to cathode also carry water
with them. This electroosmotic drag is roughly
proportional to the current density. Removal of
this accumulated water can take place in two
directions. First, water will be transported through
the cathode gas diffusion medium to the air gas
channel either as vapor or in the liquid form.
Second, there will be back-transport of water
through the membrane and the anode gas diffu-
sion layer to the fuel gas channel. The respective
rates at which these processes take place depend
on the driving force for the water transport in
either direction and the water permeability of the
components [9].

The driving force is the difference in the chem-
ical potential of water (determined by vapor pres-
sure or hydraulic pressure) in the catalyst layer
and the gas channel. The first depends strongly on
the current density, the second on the relative
humidity of the gas channel, factors that can to
some extent be controlled and matched.

The water permeability of the components is
at least as important. Thin membranes allow for
fast water transport to the anode, reducing
flooding at the cathode. In thin membranes, the
back-transport of water can often overcompensate
the water transport that is associated with the
electroosmotic drag, thus preventing drying out
at the anode.
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The state-of-the-art gas diffusion media are
hydrophobized to such an extent that they allow
transport of liquid water, an important mechanism
at near-saturated conditions, as well as of water
vapor and reactant gases. An important role is
played by the micro porous layer (MPL). Because
of the presence of small hydrophobic pores, a
substantial liquid water capillary pressure can
be built up, enabling a good gradient in the chem-
ical potential of water to drier sections [10]. The
optimization of gas diffusion media and the appli-
cation of theMPL have led to significant improve-
ment of the fuel cell performance at saturated
conditions, showing their critical role.

The occurrence of flooding leads to an almost
immediate drop in power output, which cannot be
restored instantaneously. Proper design of the
flow field, the cell characteristics, and knowledge
of the operating window in which flooding as well
as membrane drying can be avoided with the
hardware used should lead to system control
design avoiding these conditions. Sensors that
measure the relative humidity continuously do
exist [11] but seem to be too bulky and costly to
be applied in a fuel cell system. In fact, the accu-
rate measurement of the water content of gases is
very complicated. Most systems therefore rely
on the proper functioning of the humidifier, the
cell temperature sensor, gas flow sensors, and the
preservation of the water management properties
of the gas diffusion media. If in the course of
the cell lifetime, the water removal capability
of the gas diffusion media declines, one could
compensate for this by increasing the reactant
stoichiometries at high current densities.

A more drastic prevention from flooding would
be to work at drier conditions. In such a case, the
conditions in the gas channel are such that the
driving force for water removal is enhanced. In
addition to the strategy of developing membranes
and catalysts that do not require a high humidity, the
water permeability of the gas diffusionmedia should
be reduced. Whereas mere reduction of gas perme-
ability may also deteriorate the access of especially
oxygen, improved water management may come
from optimized MPLs. The capability to work at
drier conditions would also allow increase of the
upper limit of the window of operating temperature.

In the following sections, the fuel cell compo-
nents are discussed in detail: options and needs for
further cost reduction, for operation at more
desired conditions, and durability issues.

PEMFC Component Costs and
Performance: Targets, Status and
Developments

Cost and Performance Breakdown
Directly or indirectly, all R&D efforts on PEMFC
materials and components can be brought down to
cost reduction. The progress on cost reduction
over the last decade has been impressive. Based
on high volume numbers, 500,000 systems per
year, the cost of a PEMFC system using the mate-
rials available in 2009 would be $61/kW coming
from $275 in 2002 [12]. These costs are a reflec-
tion of the costs of the components and the assem-
bly of the PEMFC stack and system, with the
implicit assumption that it holds for the rest of
the lifetime of the vehicle. The durability require-
ment of 5,000 h for a passenger vehicle is treated
separately.

For commercial applications, operation and
maintenance costs are considered as important as
the initial investment costs. Durability becomes in
that case a matter of maintenance costs, both from
the point of replacing individual components, as
well as taking into account the time needed to
replace these components. An individual seal in
a fuel cell stack might cost only 1 dollar, but when
the complete stack has to be disassembled to
replace that individual seal, it is obviously worth-
while to apply more robust seals that minimize
the need for replacement. Similarly, accepting
higher fuel costs, caused by a lower cell voltage
needed to generate the same fuel cell power after a
certain voltage decay has accumulated over time,
may be preferred to replacing MEAs or even a
complete stack.

The most consistent monitoring of the progress
on cost reduction is probably done by the US
Department of Energy (DoE). Cost targets are
set for 2010 and 2015, where the 2015 target is
meant to meet commercial requirements, and the
2010 target is meant as intermediate milestone.
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An annual production volume of 500,000 vehicles
per year is used to take into account the beneficial
effect of mass manufacturing, which does not
imply that a learning factor is incorporated in the
cost figures. The cost per kW follows from
the cost of components used per m2 cell area and
the power density of such a cell under the speci-
fied conditions. The use of expensive components
can thus lead to low costs per kW provided the
power density of such a cell is high enough.

Figure 3 gives the progressive cost reduction of
a PEMFC stack for the years for which enough
details are present to make a deeper assessment of
the cost breakdown.

It must be noted that the DoE analysis has some
tentative aspects. New materials are taken into
account in the cost figures without the guarantee
that these will actually survive the operating con-
ditions over the full lifetime of the fuel cell. On a
cell level, these materials might have survived rel-
evant accelerated tests, but that does not mean that
in combination with stack and system hardware,
and used under real-life conditions, these materials
will qualify. It is at present the only publicly known
assessment of fuel cell costs that is regularly
updated, and that takes into account all fuel cell
stack and system components on an equal basis.

According to the most updated report [13], the
cost of an 80 kW PEMFC system, when produced
in a quantity of 500,000 systems per year, would
amount to $60–$80/kWnet. The contribution of

the stack and systems components is illustrated
in Fig. 4.

From Fig. 4, it becomes clear that the stack is
the most expensive single component of the fuel
cell system, and that on stack level, the catalyst is
the most expensive single component. It is impor-
tant to notice that all costs are expressed per kW
system output. It can therefore be important to
improve a component that has a big impact on
fuel cell performance without being expensive
itself. When a better performing membrane or
gas diffusion layer leads to a doubling of the
power density while the catalysts cost per square
meter stays the same, its cost will halve per kW
due to this membrane or GDL improvement. Vice
versa: It is not helpful to decrease the loading of
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platinum per square meter, when this leads to a
lower power density: All components’ costs per
kW will increase, possibly offsetting the cost gain
of the lower platinum cost.

In PEMFC, the cost targets strongly determine
the performance targets, which includes MEA
performance as well as the allowable operating
window. As a result, targets are more demanding
for automotive than for stationary applications.

For automotive conditions, the DoE has set for
2015 a target rated cell power density of 1 W
cm�2, that is, 1.5 A cm�2 at 0.68 V corresponding
to 55% LHV electrical efficiency. The requested
efficiency at 25% power is 65%, which implies
0.8 V at 0.25 W cm�2 or 0.31 A cm�2. Further-
more, the cost requirements demand that the total
precious metal loading should not exceed 0.15 g
kW�1, which results in 0.2 mg cm�2 [1]. In auto-
motive conditions, the peak power will be
achieved at the higher end of the temperature
window, in extreme situations near 120 �C,
which will mean that the relative humidity will
be low, in the order of 25% maximum.

In stationary systems (including APU), the
power density may be lower, with 0.6–0.7 W
cm�2 at 0.7 V a typical target but with higher
precious metal loadings in the order of 0.5 mg
cm�2. For reformate fed systems, there is the
additional requirement of CO tolerance up to
50 ppm. The temperature and relative humidity
can be kept closer to what are called the ideal
PEMFC conditions, although increase of temper-
ature up to 120 �C, without increasing the dew
point of the gases, would contribute to efficiency
of the utilization of heat in mCHP systems. As
automotive performance targets seem to encom-
pass stationary targets with the exception of refor-
mate tolerance, in the following, the emphasis will
be on automotive targets.

Figure 5 shows a deconvolution of the total cell
voltage compared to the voltage corresponding to
the Lower Heating Value. Three different types of
losses are usually identified, ohmic loss, activation
loss and transport losses. The curves shown corre-
spond to the target situation, that is, the overall
ohmic resistance is 0.04 O cm2, the total perfor-
mance matches the efficiency requirements at rated
power and 25% rated power, and the activation

losses are limited to what may be expected if the
catalysts satisfy the targets of the DoE, that is, a
mass activity for the oxygen reduction reaction
(ORR) of 0.44 A mg�1 (900 mV, H2/O2, 80 �C,
100% RH, 150 kPa), and 0.15 mgPt cm

�2 cathode
loading [1]. At 0.05 mgPt cm

�2 anode loading,
anode losses are assumed to be negligible. The
difference between the targeted curve and the
curve representing activation and ohmic losses
reflects the maximum acceptable transport losses.

The most significant contributions to the ohmic
losses are due to the membrane, the bipolar/
cooling plates and the electrodes (GDM + catalyst
layer), including contact resistance between com-
ponents. In a H2/air-fed fuel cell, the activation
losses are mainly at the cathode. The catalyst
layer, the microporous layer (MPL), and the
macroporous gas diffusion layer (GDL) of the
gas diffusion medium (GDM) as well as the gas
channel design (i.e., the bipolar plate) all contrib-
ute to transport losses of reactants.

The PEM fuel cell contains a number of com-
ponents of which the performance varies with
operating conditions. This relation can be either
instantaneous or become apparent after longer
exposure to such conditions. The components
that are most sensitive for operating conditions
are the proton exchange membrane and the elec-
trodes for hydrogen oxidation and oxygen
reduction.
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The PEMFC based on perfluorinated sulfonic
acid membranes can be operated from sub-
freezing conditions to around 80 �C, the upper
limit depending on the operating pressure and
relative humidity of the inlet gases. Although the
PEMFC can be started subzero, systems will gen-
erally be controlled in such a way that the cell
temperature is allowed to increase to the desired
set-point between 60 �C and 80 �C, where power
output is at its maximum while improving water
management. At low pressures and low relative
humidity, this set-point will be close to 60 �C,
while at high pressures and high relative humidity,
the set-point will be close to 80 �C.

It has been amply demonstrated that the mem-
brane performance is at its maximum when fully
wetted by water. The proton conductivity is in this
case at its maximum. Under stationary conditions,
using fully humidified gases and moderate tem-
peratures not exceeding 70 �C, the stability of the
membrane was proven sufficient to sustain stable
performance for 26,000 [14] – 36,000 [15].

For the fuel cell electrodes, the picture is more
complex, partially because of the various elec-
trode components and functions merged together.
For proton conductivity, an ionomer similar to that
used for the proton-conducting membrane is dis-
persed throughout the electrode. As for the mem-
brane, it needs to be wet to provide sufficient
proton conductivity. At the same time, an upper
limit for wetting exists for the catalyst layer to

prevent flooding. For the electrocatalyst, the elec-
trode potential is the dominant factor determining
activity and stability, provided that hydrogen and
oxygen are sufficiently available at the reaction
interface. For hydrogen oxidation, the activation
losses are moderate, so that in practice the anode
is between 10 and 50mV versus RHE. For oxygen
reduction, however, the activation losses are sub-
stantial; the cathode potential is, depending on the
current density, between 500 and 800 mV versus
RHE. There has always been a trade-off between
efficiency and power output, which can be trans-
lated into a trade-off between fuel efficiency and
fuel cell investment cost. The relation between
cell current density and cell voltage, efficiency,
and power density is illustrated in Fig. 6.

The fuel cell electrical efficiency is directly
proportional to the fuel cell voltage DEcell:

EffFC,LHV ¼ DECell

1:23 V
, or EffFC,HHV ¼ DECell

1:48 V

for the lower heating efficiency (LHV) and the
higher heating efficiency (HHV), respectively, at
room temperature. In Fig. 6, the green line repre-
sents the relation between cell voltage and current
density, which is the same as in Fig. 5; the red line
represents the LHV cell efficiency versus current
density, according to the equation above, while
the black line represents the cell power density
versus current density. For the fuel cell and

PEM Fuel Cell Materials:
Costs, Performance, and
Durability, Fig. 6 Cell
voltage (green), power
density (black), and
efficiency (red) versus cell
current density. The points
of rated power and 25%
rated power are indicated.
Follow vertical lines to find
the corresponding cell
characteristics at these
points
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conditions of Fig. 6, the point of rated power
density, in this case 1 W cm�2, lies at 0.68 V, at
which the cell LHVefficiency amounts to 55%. At
a cell LHV efficiency of 65%, the power density
equals 0.25 W cm�2 at a cell voltage of 0.8 V. In
practice, a system containing a cell with charac-
teristics shown in Fig. 6 will be operated near the
high efficiency point for most of its time, while at
occasional times, when the rated power is needed,
the cell is operated at lower cell voltage. Opposed
to internal combustion engines, the operation at
low power demands, for example, when idling,
leads to higher efficiencies of the fuel cell. At
systems level, this is partly offset by the energy
consumption of balance of system components.

When developing new materials and compo-
nents for reducing costs, their durability should
be the starting point instead of the sanity check
afterward. The durability standard is set by the
components used in today’s technology, and
should only become better. Cheaper alternatives
that would lead to lower durability are not wel-
come, as they would lead to the previously men-
tioned early replacement of complete stacks or
disassembling of the stack to replace individual
components.

Moreover, cheaper cell materials leading to
lower power density will lead in most cases to
higher stack costs at the end. Except for the cata-
lyst, no single component constitutes more than
10% of overall stack costs. Using the overall cost
numbers of the Tiax analysis [13], total cost
per cell will be $4,80 including bipolar plates.
The power of such a single cell is 196 W, that is,
costs are $24.50 per kW. The membrane, gener-
ally regarded as an expensive component, will
cost $0.43 per single cell. Suppose a cheap alter-
native membrane, costing only $0.10 per cell,
would lead to a performance of 180 W per cell.
In this case, a very substantial cost reduction
of more than 75% for a particular component
leads to a power output loss of less than 10%.
Per kW, the cell with the low cost membrane is
more expensive, $24.8 per kW than the cell with
the expensive membrane. This simple example
shows that improvement of the cell power density
rather than mere component cost reduction should
be driving materials R&D.

The complexity of the fuel cell system is for a
considerable part caused by the large influence of
the relative humidity in the cell on the perfor-
mance of the MEA. The heat removal capacity
of a fuel cell system operating at 70–80 �C is
limited, since it is directly proportional to the
temperature difference between the cooling liquid
temperature and the ambient temperature. More-
over, nearly all the heat produced in the fuel cell
stack has to be rejected over the coolant/radiator/
ambient air heat exchanger, while in the internal
combustion engine, much heat is rejected through
the tailpipe. Under certain conditions, that is,
when delivering full power at a limited speed at
high ambient temperature, this can easily lead to
stack temperatures up to 120 �C. Volkswagen has
a test drive in Death Valley to test their cars on
their capability to deal with this [16]. Although
the occurrence of such events can be minimized
by increasing, for example, the radiator size of the
system, from a point of view of system robustness,
it is preferred that the stack can operate at such
conditions.

However, maintaining a constant high relative
humidity at temperatures rising above 70–80 �C is
not feasible due to the large amount of water that
would need to be circulated as well as the negative
effect it would have on the oxygen partial pres-
sure, Therefore, a large R&D effort is currently
spent on developing MEAs that do not show a
drop in power output at, increasing temperatures
with concomitant reduction in relative humidity.
Although such widening of tolerable relative
humidity range could lead to some reduction in
cost for thermal management and water manage-
ment, see Fig. 4, the prime advantage is on in-
creasing robustness of the system.

In the following sections, the individual cell
and stack components are discussed in view of
their performance and cost.

Costs and Performance Developments of
Components

Membranes
The targeted values for the membrane resistance
are 0.02 O cm2 [1]. The accepted commercial
standard for membranes (Nafion, Flemion,
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Aciplex,) consists of a PTFE backbone with a
perfluorovinylether side chain that ends with a
sulfonic acid group. Variations in this side chain
distinguish the different trade names. The com-
mercial standard membranes have equivalent
weights (EW) in the order of 1,100 g eq�1

(weight per mol sulfonic acid groups). At ideal
conditions (i.e., 80 �C, liquid water present), a
conductivity of 0.1 S cm�1 is a standard value
for commercial PFSA membranes. The resistance
target therefore corresponds to a maximum thick-
ness of 20 mm. Whereas this was a few years ago
still at conflict with requirements on gas tightness
and durability, the implementation of reinforced
membranes has made this feasible as was shown
by Gore, Dupont, and 3 M [17–19]. Such a rein-
forcement is made of PTFE or a ultrahigh molec-
ular weight polyethylene. The latter materials,
however, are less suitable for operation near
120 �C. These high EW PFSA membranes of
25–30-mm thick, either reinforced (DTI) or not
(TIAX), form the basis of the membrane cost in
the DoE analysis. These costs amount to
$2.4(Tiax) or $3.3 (DTI) per kW [13].

The conductivity of high EW membranes,
however, drops dramatically with relative humid-
ity to less than 5 mS cm�1 at 25% RH, that is,
by more than an order of magnitude [20].
Although conductivity values increase slightly
with temperature, this implies that at 120 �C,
25% RH these membranes do not meet the target.
This fact has motivated considerable research into
membranes that can operate at drier conditions,
with already quite promising results.

Several routes have been and are to time still
being explored, which include (1) low EW PFSA
membranes, (2) hybrid inorganic/organic mem-
branes where inorganic additives should take
care of water retention and/or proton conductivity,
and (3) membranes that enable intrinsically dry
proton conduction, such as systems based on
imidazole or phosphonic acid rather than water
as a proton carrier or relying on phosphoric acid as
the proton-conducting medium.

Low EW membranes have higher proton con-
ductivity values at a given humidity. The equilib-
rium number of water molecules per acid group
(l) at a certain humidity value is not dependent on

the EW, which results in an increased water
uptake per volume or weight unit. In addition,
the mobility of the protons tends to increase with
decreasing EW, supposedly due to morphological
changes associated with the higher water fraction
[21]. The combination of higher concentration
of protons and enhanced mobility results in con-
ductivity values that at the same l are higher
for low EW polymers. At low EW, however,
the degree of crystallinity of the membrane is
reduced, which results in water-soluble mem-
branes. Approaches to reduce the water solubility
have included modification of the polymer, cross
linking, and blending.

A modification of the polymer that has been
adopted by various groups is to have shorter side
chains as compared to Nafion. Short side chains
increase the crystallinity of the PFSA, thus reduc-
ing the solubility. Solvay Solexis has developed
Aquivion, a membrane based on Hyflon, which
is a copolymer of Teflon and sulfonyl fluoride
vinyl ether with low EW (790–870) and good
crystallinity, with proton conductivity values in
the order of 30 mS cm�1 at 120 �C, 30% RH
[22]. A similar approach is followed by 3 M, who
have shown 580 EW membranes approaching
100 mS cm�1 at 120 �C and RH 50% [23]. Gore
recently reported values>50 mS cm�1 at 30% RH
and >100 mS cm�1 50% RH with a new,
undisclosed ionomers [24]. DuPont recently pre-
sented results on MEAs with new ionomer that
showed a much reduced dependence on the RH
as compared to Nafion-based membranes [17].

Cross-linking can be achieved through the
backbone, but also through the acidic groups.
Dongyue Shenzhou New Materials uses
sulfonimide links to this end [25]. Values of
200 mS cm�1 at 80 �C and 95% RH to 12 mS
cm�1 at 120 �C and 25% RH have been reported
with this material. Also 3 M is considering intro-
ducing (aromatic) imide groups to the sulfonic
end group either to attach cross-linkable groups
or more acid groups per side chain [23]. So far,
approaches involving blending of soluble and
insoluble material do not seem to have been suc-
cessful in stopping the dissolution of the soluble
material. Reinforcements may also reduce the sol-
ubility of low EW materials.
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The durability aspects, however, have not
been fully established. These will be discussed
in section “Materials Degradation and the Rela-
tion to Performance Loss and Shortening the
PEMFC Lifetime.”

Also the addition of inorganic materials to
enhance water retention and/or proton conductiv-
ity has had some success, for example, by adding
zirconium phosphate. Such additions have also
been successful in increasing the mechanical
strength of materials [26, 27].

Hydrocarbon membranes, such as sulfonated
PEEK or sulfon imides, usually show lower con-
ductivity values and increased swelling, or water
solubility. The proton conductive paths in these
materials are not as effective as in PFSA mem-
branes. Not unrelated, however, is the observation
of much reduced gas cross-over rates in such
membranes [25, 28]. While this may be unfavor-
able for the application of such materials as
proton-conducting phase in the electrode, it has
a positive impact on the durability of the mem-
brane as will be discussed in section “Materials
Degradation and the Relation to Performance
Loss and Shortening the PEMFC Lifetime.” This
has recently given a new incentive to research
in this area [29]. Sulfonated PEEK membranes
are commercialized by Fumatech GmbH in Ger-
many [30]. Low equivalent weight membranes
(EW 675–850) with a conductivity ranging from
0.04 S cm�1 at 40 �C to more than 0.08 S cm�1 at
80 �C are offered.

The success of widening the operating temper-
ature for water-based proton conduction system
has so far not been matched in the field of intrin-
sically dry proton conductors. Although interest-
ing developments were reported in the field of
polymers having tethered imidazole groups
[31–34], these and other approaches based on
phosphonated polymers, either in their pure form
or as acid-base copolymers or blends, show con-
ductivity values, which are at least an order of
magnitude too low [34–36].

The proton conduction based on the phospho-
ric acid is the basis of HT-PEMFC Celanese tech-
nology [37], mostly referred to as phosphoric
acid-doped PBI (polybenzimidazole) This mem-
brane enables operation at temperatures as high as

180 �C, without the need for external humidifica-
tion. Heat dissipation at this temperature is much
easier than at the 70–80 �C operating temperature
of fuel cell systems using standard PFSA mem-
branes. The CO tolerance at 180 �C is such that
even 1% CO leads to a minor loss of power
density compared to that using the same mem-
brane on pure hydrogen. The downside of this
membrane is its low conductivity below 100 �C,
making a cold start impossible, as well as the
lower power density at its optimal temperature.

At 23 �C, the power density of a phosphoric
acid-doped PBI-basedMEA is quoted to amount to
8 mW cm�2 [38], while the best performing MEA
at 160 �C shows a power density of 0.28W cm�2 at
0.7 V [39], less than half of the PFSA-basedMEAs
used for the DoE cost analysis. The only car man-
ufacturer pursuing the use of phosphoric acid-
doped PBI membranes has been Volkswagen. For
stationary applications, it has been primarily
PlugPower that has developed fuel cell systems
based on phosphoric acid-doped PBI membranes.

Unassisted start-up at freezing conditions,
another automotive requirement, does not seem
to be compatible with systems not based on water.
First, as already mentioned, their proton conduc-
tivity is too low at such temperatures. Secondly,
they cannot play the role of water storage medium
during start-up. By pre-drying PFSA membranes,
the water content can be reduced so much that
only non-freezable water remains. This results in a
remaining conductivity in the order of 10 mS
cm�1 that is sufficient for a start-up procedure.
The low initial performance induces heat genera-
tion. In a previously dried system, product water
can then be stored, keeping the gas channels in the
active layers free from ice [40, 41]. This start-up
procedure is not feasible for membranes unable to
adsorb liquid water, such as PA-doped systems
where water adsorption would lead to washing
out of the acid.

In a cost comparison by Gebert et al. [42], it is
concluded that sulfonated Polyether ether ketone
(S-PEEK) and phosphoric acid-doped poly-
benzimidazole (H3PO4-PBI) could be a factor of
five cheaper than Nafion. As discussed earlier, this
cost advantage is only helpful when not offset by
lower MEA power density.

PEM Fuel Cell Materials: Costs, Performance, and Durability 207



Electrodes and Gas Diffusion Media
As noted in the expert review of the two parallel
cost estimates for the DoE program [13], the cost
reduction realized in the past 3 years is almost
entirely caused by the reduction in platinum load-
ing to 0.25 mg cm�2 at an areal power density of
0.715 mW cm�2. It takes into account a pre-
scribed platinum cost of $1100 per troy ounce
(= 31.1 g), to avoid a high volatility of fuel cell
cost caused primarily by the volatility of the plat-
inum price. At the same time, the high impact of
the platinum price on the fuel cell cost is a serious
problem: As the loading target is distilled from the
platinum price and the allowable cost per kW, a
successful reduction of the platinum loading can
easily be offset by an increase in the platinum
price. A further reduction of the platinum loading
could alleviate this dependence.

The catalytic layer used for the DoE cost
review [13] is based on a ternary PtCoMn alloy,
either supported by carbon or by organic whis-
kers, as developed by 3 M, with a platinum load-
ing of 0.25 mg cm�2 cell area. The cost of the
support and the ionomer is insignificant compared
to the precious metal cost of the catalytic layer.
Most R&D is devoted to decreasing the use of
precious metal, primarily platinum, while at
the same time preserving power density and
durability.

The PtCoMn alloy as developed by 3 M that
was adopted for the cost review is so far the only
catalyst for which the activity data set by the DoE
have been met in MEA tests under relevant con-
ditions, but long-term field data are absent for
stacks or systems based on the PtCoMn alloy.
The most applied cathode catalyst to date is
Pt supported on carbon, while at the anode, either
Pt or Pt alloyed with Ru and or Mo is used.
At present, these catalysts do not meet yet the
target activity.

Further electrode performance improvements,
and thus reductions in use of platinum per kW, can
either come from a further reduction of ohmic
losses, activation losses, or from transport losses.

Ohmic losses: The ohmic losses associated
with the electrodes are related to electron transport
through the gas diffusion media and the catalyst
layers. The proton transport in the catalyst layer is

associated with transport losses, as its contribu-
tion is not ohmic but depends on current density
[43]. In state-of-the-art components, carbon is the
electron conductor.

The in-plane as well as the through-plane resis-
tance of the GDM contributes to the ohmic resis-
tance due to their function of evening out the
current distribution. As most current GDM’s are
based upon non-isotropic materials such as paper
or woven materials, these differ often by an order
of magnitude. The through plane resistance of the
material depends strongly upon the compression,
a factor that has to be taken into account for
application in a fuel cell. In general, the overall
ohmic loss through the GDM is quite small, in the
order of 2 mVat 1 A cm�2 [44].

The presence of a so-called microporous layer
at the interface with the catalyst layer has a posi-
tive effect on the contact resistance. For carbon
black-based catalyst layers, it is usually assumed
that electron transport losses are negligible. This
may not be the case when less well-conducting
oxide or carbide supports are considered.

Activation losses: In an H2/air-fed fuel cell,
the activation losses are mainly at the cathode.
The hydrogen oxidation rate is very fast on the
standard Pt catalyst, indeed such that it is hard to
measure it accurately. Estimates of the exchange
current density are in the order of 0.24–0.60 A
cm�2

Pt [45]. There is substantial evidence that the
anode Pt loading can be as low as 0.05 mg cm�2

with losses in the order of mVonly [4]. Durability
issues as well as the presence of CO may require a
higher loading; this will be further discussed in the
next chapters.

The research is therefore focused at the cath-
ode. The state-of-the-art catalyst Pt/C shows
only a low specific activity in the order of
0.2 mA cm�2 Pt at 900 mV (IR-free, at 1 bar
80 �C) This is compensated by the large Electro-
chemically Active Surface Area values (ECSA)
obtained with these catalysts, which can be in the
order of 60–90 m2 g�1. The corresponding mass
activities, which are the product of the ECSA and
the specific activity, are between 0.12 and 0.18 A
mg�1, about a factor 3 lower than the target,
resulting in a required Pt loading in the order of
0.4–0.6 mg cm�2 Pt [46].

208 PEM Fuel Cell Materials: Costs, Performance, and Durability



A further increase of the ECSA does not seem
useful; this would imply particles smaller than
2 nm, which are not very active. Specific activity
decreases with particle size or specific surface
area due to more low coordinated Pt atoms and
longer Pt-Pt bond distances, which have a pro-
nounced effect on the electronic structure. Ensu-
ing strong OH adsorption blocks the sites for
oxygen adsorption. Whereas 0.2 mA cm�2

seems a sort of maximum for Pt nanoparticles,
the maximum specific activity for pure Pt with
well-defined crystal faces is much higher, in the
order of 2.2 and 1.9 mA cm�2 for Pt (110) and
(111), respectively, measured in HClO4, an elec-
trolyte that due to its non-adsorbing anions
mimics PFSA best [47]. For Pt black and Pt poly-
crystalline disk, higher values for the specific
activity are also found [46]. 3 M showed with
their so-called Pt Nano-Structured Thin Films
(NSTF) a specific activity of up to 1.7 mA cm�2

Pt at 900 mV (IR-free, at 1 bar 80 �C) with ECSA
values in the order of 10–15 m2 g�1 [48, 49].
The NSTF is a continuous layer of polycrystal-
line Pt deposited on non-conductive, inorganic
whiskers [50], with a surface mostly showing
Pt (111) facets [51].

Several ways to improve the mass activity are
currently explored. In the concept of nanoparticles
on carbon black, alloying Pt with other metals
is intensively studied. It is well known that the
specific activity of Pt can be improved by allo-
ying. The effect is ascribed mostly to changes in
the electronic structure, which bring the system
nearer to the optimum where both O-O bond
dissociation and OH formation take place [52,
53]. Very high specific activity values were
recently reported for certain Pt3M alloys
(M = Ni, Co, Fe), where the activity of Pt3Ni
(111) was shown to be ten times that of Pt (111),
that is, 19 mA cm�2

Pt [53, 54]. These findings have
motivated studies into supported Pt binary and
ternary nano-sized catalysts as well as extended
Pt alloy catalysts.

Nano-sized binary alloys of Pt with Cr, Co,
Mn, Ti, Co have been widely studied indicating
a three to four fold increase in specific activity, but
also identifying serious stability problems [6, 46,
55, 56]. More recently, ternary systems including

PtIrCo, PtIrCr, and PtMnCo are considered with
the aim to improve durability. Mass activity
values of some PtIrM catalysts come close or
exceed the 0.44 A mg�1 target value [57].
Increased activity can also be achieved by Pt
skin nanoparticles. Here the core of a particle is
made of cheap transition metal with a skin of
Pt. By carefully selecting the base material, the
skin Pt atoms may be more active than the Pt on
the outside of a pure Pt nanoparticle [58]. High
mass activities have been reported for particles
consisting of a Pt or PtIr monolayer on Pd3Co
cores (order 0.7 A mg�1Pt) [59].

A relatively new class of catalysts are pre-
leached alloys, e.g., Cu-Pt. It was found that
after leaching of Cu from the outer layers of
Pt0.25Cu0.75, the remaining Pt1�x Cu x showed a
Pt-rich surface with high activity, again most
likely due to favorable Pt-Pt distances and related
electronic effects [60, 61]. Also Pt-free precious
metal alloys, such as Pd with a transition metal,
are currently being investigated [62].

Changing the support material may also have
an effect on the mass activity. In many cases,
it was found that on low surface area carbon
supports, which are expected to be more stable,
the Pt cannot be so well dispersed resulting in
lower specific surface area and mass activity.
However, it may be envisaged that either through
inducing a certain particle morphology or by an
electronic interaction, the specific activity may
increase in such a way that this outweighs the
loss of surface area. Examples of this have
recently been reported for Pt on nitrogen-modified
carbon [63]. Other such effects have been reported
for WC and VC supports. Other alternative sup-
ports include conducting oxides, which can also
have an enhanced electronic effect [63, 64].

Non-supported catalysts seem a way not only
to avoid durability issues related to the support
(such as carbon corrosion), but also introduce
extended surfaces and therefore the possibility
of higher activity. The NSTF is an example, but
also improved Pt black, Pt nano-wires or tubes,
Pt-coated carbon nanotubes, or mesoporous Pt
structures. Although such structures have been
made, they have, with the exception of Pt black
and NSTF, not yet been extensively tested in fuel
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cells. The high mass activity of NSTF Pt was
already mentioned. By using extended alloys,
that is, NSTF of PtCoMn, the DoE target has
been exceeded for PtCoMn (>0.44 A mg�1) [49].

The last class to mention are non-metal cata-
lysts. The use of catalysts not using metallic cat-
alysts at all has intrigued many researchers for
long time. Inspiration has come from nature,
where hemoglobin structures in mammals bind
oxygen, while porphyrin structures do so in
plants. The most promising class of non-metal
catalysts are the composite catalysts derived
from heteroatomic organic precursors (e.g., poly-
aniline, polypyrrole, cyanamide, etc.), transition
metals (Co or Fe), and carbon [65, 66]. The mech-
anism has not been completely clarified, but it is
becoming increasingly clear that four M-N bonds
are required. An essential step in the preparation is
heat treatment at 600–1100 �C and subsequent
activation steps. A target here is a volume activity
of 130 A cm�3 at 0.80 V-IR-free. This target is
not so much derived from cost considerations
but from the requirements on the dimension of
the electrode [46]. Still, here stability problems
are reported as well as intrinsic mass transport
losses [66, 67].

The effect of the humidity on activity has
not been well explored due to a lack of suitable
systems. It has been reported that activity drops
when RH < 50%, due to reduced proton activity
[68]. Key to a high mass activity is the utilization
of the catalyst, which is determined by accessibil-
ity for reactants. Under well-humidified condi-
tions, supports with small pores show good
utilization due to the presence of liquid water,
which transport protons. This becomes critical at
low humidity although smaller pores dry out less
easily than larger.

Transport losses: The catalyst layer, the MPL,
the GDL and the gas channel design (i.e., the
bipolar plate) all contribute to transport losses of
reactants. In the catalyst layers, both proton trans-
port as well as transport of reactants takes place.
At the anode side, transport losses are usually
negligible. Hydrogen transport is fast, and the
reaction seems to take place close to the mem-
brane interface. At the cathode, the problems can
be considerable due to the lower partial pressure

of oxygen in air and the water accumulation.
This implies the reaction does not just take place
at the interface, and therefore, proton transport
also plays an important role. Transport losses
increase with current density. The oxygen gain,
which usually gives a fair indication of mass
transport losses, can be as high as 150 mV at
1.5 A cm�2 [69].

The proton resistance of the catalyst layer can
be reduced by adding more ionomer phase or low
EW ionomer to the system, but this is outweighed
by reduced oxygen transport. As gas phase diffu-
sion is several orders of magnitude faster than
diffusion through liquid water, it is essential to
create a system that does not completely fill with
liquid water, that is, contains fairly hydrophobic
materials and not too small pore sizes. The state-
of-the-art carbon blacks do not seem to meet this
criterion. CNT or other more graphitic structures
seem better suited. Also alternative supports
should be selected with their potential for
improved mass transport. Oxides may be less
suitable in that respect but this certainly requires
further investigations. At low RH, the require-
ments may be different, to some extent the struc-
ture needs to retain water for proton conductivity,
as well as for proton activity. It has been observed
that dry ionomers of the PFSA type are not very
well permeable for gases. Reduced catalytic activ-
ity and more specifically increased transport
losses are the reason why present state-of-the-art
MEAs still have a poor performance at low RH
and high T, in spite of acceptable ohmic resistance
of the membrane. This requires improved ionomer
to be used also in the electrode [70].

In general, thin catalyst layers will have the
lower proton resistance. However, they may also
fill up more easily with water as is, for example,
the case with the very thin NSTF electrodes
by 3 M, which only seem to function well at
non-saturated conditions. Also for start-up under
freezing conditions, a thicker electrode, or at least
a higher pore volume, seems to be an advantage as
complete filling with ice is even more detrimental.

A certain amount of mass transport problems
must be ascribed to the GDL and MPL. The pres-
ence of an MPL usually prevents the GDL from
becoming saturated with water; in most state-of-
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the-art GDL’s, the diffusion through the micropo-
rous layer is not limiting, although this may change
upon aging. The MPL, although relatively dense,
improves the transport by optimizing the water
management [10]. When the fuel cell is to be
operated at relatively dry conditions, water reten-
tion is more important than water removal. Also in
this case, the GDM plays a critical role [71].

The cost ofGasDiffusionMedia (MPL+GDL)
[13] is quoted to be around $10–$15 per m2, and is
likely to be primarily determined by processing
costs. Both carbon/graphite paper as woven struc-
tures are being used as substrate, which is made
hydrophobic by, for example, a PTFE coating.
The microporous layer mostly consists of carbon
powder mixed with a PTFE emulsion, which
is cured by a heat treatment. Clear directions for
cost reduction have not been found. As the gas
diffusion media play a critical role in the perfor-
mance of the PEMFC, especially determining the
maximum power output makes it worthwhile to
focus on the GDMperformance, rather than on the
cost per m2.

Bipolar Plates
For bipolar plates, a total (bulk and contact) resis-
tance value of 10 mO cm2 is usually specified
[72]. This would result in 0.02 O cm2 (two plates,
coolant between), which at 1.5 A cm�2 would result
in 30 mV voltage loss. Bipolar plates are made of
carbon, carbon/polymer composite, or metal. Both
the resistance and weight/volume aspects demand
thin bipolar plates. This has to be combined with
low H2 permeability (<2 � 10�6 cm3 cm�2 s�1)
and good mechanical integrity.

From a materials durability point of view, car-
bon/polymer composite materials are to be pre-
ferred. However, metal-based bipolar plates
enable the use of very thin plates, thus leading to
an increase in volumetric power density. Major
car manufacturers such as Honda and Toyota are
using metal-based bipolar plates in the fuel cell
stacks that are used in their latest generation fuel
cell vehicles. Power density of 1.9 kW L�1 by
both Honda [73] and Nissan [74] is ascribed to the
use of metal-based bipolar plates.

From the total costs for metal bipolar plates as
stated in the DoE cost review report, the costs of

the metal plates amount to $20 m�2 active cell
area, which will be at maximum 10% lower per
m2 metal area. For the metal-based bipolar plates,
the materials costs are significantly higher than the
processing costs. As metal, coated 316 L stainless
steel is selected.

The use of metal-based bipolar plates brings
two concerns [2]. At the anode, corrosion leads
to the release of metal ions that can exchange
with protons in the ionomer in the electrode as
well as in the membrane, resulting in increased
resistance of the electrode and membrane. At the
cathode, the major concern is an increase in con-
tact resistance, caused by the buildup of an oxide
layer that has lower bulk conductivity than the
metal itself. The stack compression force has an
important effect on the contact resistance; the
lower the compression force, the higher the con-
tact resistance [75].

Various approaches are therefore being
followed. A material, such as a stainless steel
with high corrosion resistance, and with a low
tendency to form a high resistance oxide layer,
could be applied as plate material. Stainless steels
need the right amount of chromium, nickel, and
nitrogen to form a thin corrosion resistant layer on
the surface that does not have a too negative effect
on the contact resistance Examples of stainless
steels that have been qualified are 904 L, and to
a lesser extent 316 L and 310S [76].

Recently, incorporation of nitrogen into the
surface of especially nickel-based alloys by thermal
nitrationwas shown feasible. In this way, the contact
resistances are reduced and the corrosion resistance
of thematerials is increased, thusmeeting the targets
set by the DoE [77]. Nitration of cheaper Fe-based
stainless steels is being considered.

Another approach is to select steels that qualify
when coated with a coating [2], that either pre-
vents direct contact with the electrolyte and is not
oxidized at the cathode. In this respect, ceramic
metal nitride coatings are considered (Cr, Ti, TiAl
nitride) [78]. If the coating is perfectly dense and
stable, any base material could be applied. Alter-
native base metals being considered are aluminum
or titanium [79].

The coating may be applied before or after the
flow pattern is stamped in the plate, depending on
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whether it is possible to avoid damaging the coat-
ing layer during the forming process. Some stack
manufactures advocate the use of thin gold coat-
ing, which results in a well-conducting coating
but needs to exceed a thickness of several nano-
meters to be sufficiently dense and hence may not
meet the cost targets [13]. Conductive polymers
have also been suggested as coatings, although
their stability under the fuel cell conditions is a
concern [80].

Graphite/polymer composite materials made of
a graphite, and carbon combined with a polymeric
resin, are less susceptible to corrosion, and have
low contact resistance but higher bulk resistance
than metals. Also the gas permeability is higher
than in metals. This results in thicker plates, which
may still be acceptable for stationary applications.
Target values for the bulk conductivity are in the
order of >10 S cm�1 [79].

Expanded graphite foil, as alternative to
metal plates, would cost $18 m�2 [13, 81]. With
respect to plate thickness and processibility
[82], expanded graphite foil is similar to metal
plates, enabling a stack power density of 2.1 kW
L�1 [81].

Note that the flow field design of the bipolar
plate is a critical factor for reactant supply and
water management of stack and individual cells.
As will be discussed later, a suboptimal flow field
and manifold design can lead to an uneven distri-
bution of reactants, and by this to fuel and air
starvation.

Seals and Edge Protection
The seals or gaskets provide protection to leakage
of gases and coolants outside their compartments.
They also control the stack height and compensate
for tolerances in material thickness. These mate-
rials consist of several components, the amount
and type of which determines the final properties.
Usually a base rubber is selected, to which addi-
tional fillers for mechanical strength and a plasti-
cizer for flexibility are added. The seals have to
be thermally stable as well as stable against
hydrogen, oxygen, acid media, and coolants, and
be compatible with other stack parts such as the
bipolar plate.

Base rubbers may be based on silicone, fluor-
opolymers, or hydrocarbons. Although silicone
rubbers such as silicone S and G have been
applied in stacks, it has become clear that they
are not sufficiently stable [83–85]. Materials like
ethylene-propylene-diene-monomer (EPDM), butyl
rubber (IRR), or fluororubbers (FKM such as
Viton®)seem better suited. Further research is
carried out to optimize properties like hardness,
tensile strength, and stress relaxation. Also the
morphology is being considered, with apparently
a preference for profiled over flat gaskets.

Seals can be provided as separate stack com-
ponents, but preferentially they are integrated
in the MEA or the bipolar plate. This of course
puts demands to the processibility of the base
materials and the manufacturing process, which
may involve curing to achieve cross-linking of the
polymeric materials.

Misalignments of the anode and cathode, com-
pression forces from the GDM, fibers stretching
out from the GDM may all put electrochemical,
chemical, and mechanical stress on the mem-
brane, which the thin, state-of-the-art membranes
cannot withstand. Therefore, some manufactures
advise the inclusion of edge-protection on the
membrane, that is, a layer of gas-tight and non-
conducting material covering the membrane not
covered by catalyst and GDL, and protruding
slightly onto the area between the GDL (or cata-
lyst layer) and membrane at the edges of the
GDL. Suggested materials include polyimide
[86]. These materials are there to reduce degrada-
tion of the membrane, but add to the complexity
of the MEA and introduce yet other materials.
Another option would be to let the edges of the
electrodes coincide with the MEA, but this puts
larger demands on the seals as well introduces the
risk of shortening [13].

From the DoE cost review [13], it can be con-
cluded that sealing of the cells comprises a higher
cost than the electrolytic membrane. Depending
on the design, one needs one frame per MEA, or
even three frames per MEA. The lack of literature
on seals development is at least remarkable.
Although sealing is a quite generic topic that
plays a role in many devices where leakage of
gases or liquids has to be prevented, the sealing
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in fuel cells is extra demanding, both due to the
aggressive environment as well as due to the
sensitivity of the PEMFC for contaminants.

Operating Conditions Leading to
Performance Loss and Shortening the
PEMFC Lifetime

Definitions and Targets
Besides cost reduction, durability is a key topic
in the PEMFC R&D. The projected operational
lifetime of a passenger vehicle is 5,000 h. While
until recent years, PEM fuel cells R&D was espe-
cially focused on increasing the power density and
decreasing the cost; attention during the last years
has been shifted to durability issues. It has been
recognized that during operation, the PEMFC
cannot always be kept in its ideal window of
operation, which has been found out to be steady
operation at a constant voltage between 0.5 and
0.7 V, under fully humidified conditions and mild
temperatures (70 �C) using clean hydrogen and air
[87]. Under these conditions, operating times far
exceeding the required 5,000 h have been demon-
strated with voltage decay rates of 1–2 mV h�1,
which would limit the total voltage loss during a
life of 5,000 h to 10 mV, which translates into a
loss of efficiency of only 1%.

The numerous lifetime and durability studies
on PEMFC in situ as well as on individual com-
ponents ex situ have identified the main sources
for performance decay and the related materials
issues. A gradual decay of performance is mainly
ascribed to effects in the cathode, notably loss of
catalyst activity and increase of mass transport
losses. The loss of activity was shown to result
from dissolution and coarsening of the catalyst
nanoparticles. The increased mass transport losses
were ascribed to a decrease of the hydrophobicity
of both catalyst layer and gas diffusion layer.
Other factors contributing to the gradual decay
are similar processes occurring in the anode and
degradation of the bipolar plates and the seals of
the MEA. The cause of sudden failure of the
PEMFC was identified as the membrane losing
its integrity, as a result of chemical as well as
mechanical stresses. These principal degradation

mechanisms were found to be strongly dependent
on conditions, where deviations from ideal condi-
tions (70 �C, 100% RH, constant load) usually
exacerbate the effects. These deviations also
include the presence of contaminants, either as
degradation products from the system itself
(bipolar plates, seals, catalyst ions, membrane
fragments) as well as contaminants in the fuel,
(CO, H2S, CH4, NH3) and in the air (SO x,
NO x, NH3).

The targets currently accepted for automotive
application are 5,000 h operation under drive
cycle conditions or 40,000 h for stationary condi-
tions with less than 10% performance decay. Such
requirements imply that the decrease of mass
activity should be limited and that the membranes
will have to be able to perform without failure
during the envisaged lifetime. The increase of
mass transport losses should be minimal, putting
demands on the stability of the support.

In this section, operating conditions and modes
that contribute to voltage decay or limit perfor-
mance will be discussed. In section “Materials
Degradation and the Relation to Performance
Loss and Shortening the PEMFC Lifetime,” the
durability issues related to the different compo-
nents of the fuel cell, that is, catalyst, the gas
diffusion layers, membranes, bipolar plates, and
seals will be presented in more detail.

Real-Life Conditions that Have an Impact on
Fuel Cell Performance
PEM fuel cells are in development to be ulti-
mately deployed in the real world. The real
world can vary considerably, from indoor use in
buildings or warehouses to outdoor use under
arctic conditions. Load variations can vary from
continuous idle with occasional periods at maxi-
mum power for backup power systems, to highly
dynamic operation in transport applications or
working at continuous power for Combined Heat
and Power systems. The level of control over all
relevant parameters can be limited in a fuel cell
system, and malfunctioning of control hardware
can lead to conditions that fall outside the
intended operating window. When compared to
testing an MEA in a fuel cell laboratory in test
hardware that excludes all influences but those
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deliberately applied by the operator, a large num-
ber of imperfections can be listed:

• The cell voltage is not constant during opera-
tion; extremes can be caused by systems
malfunctioning

• The temperature and humidity control in the
cell are limited, and are not constant; extremes
can be caused by systems malfunctioning

• The feed of anode and cathode feeds can be
fully interrupted due to systems malfunction-
ing, or become sub-stoichiometric in individ-
ual cells

• The inlet air will contain contaminants
• The hydrogen will contain contaminants, and

for many applications other than road trans-
port, only be a part of the anode feed

• Wear of cell and systems components may
generate contaminants that can diffuse to
other cell components susceptible to these
contaminants

• The system might be placed in climate condi-
tions, which are much harsher than anticipated
in the design phase

Cell Voltage Variations and Excursions
Especially in fuel cell vehicles, the load demand
to the drive train is characterized by a very
dynamic pattern. When viewed over the entire
lifetime of the vehicle, it is most of the time shut
off, in case of a passenger vehicle typically 95%
of the time. During operation, the load demand
to the drive train contains significant periods of
idling, load cycles, and start-up/shut off periods. It
has become apparent that especially those events

leading to relatively high voltages, that is, low
power demands, lead to durability problems.

In two recent papers by Nissan and Toyota
[74, 88], degradation in fuel cells used in actual
vehicles has been linked to the type of drive pat-
tern and occurrence of non-steady state periods. In
the paper by Nissan [74], it is shown that the
correlation between performance loss on the one
side and total vehicle operation hours and vehicle
mileage on the other side is rather weak. It is
especially the occurrence of start/stop cycles,
idling and load cycling that contribute to the per-
formance loss of the fuel cell stacks. Based on a
model, verified with actual vehicle data, an esti-
mate is made that 44% of performance loss can be
attributed to start/stop cycles, 28% to idling, and
28% to load cycling. Vehicles used in Japan and
the USA show different ratios, where start/stop
cycles were occurring more frequently in Japan
than in the USA, and the relative contribution of
idling and load cycling is highly dependent on
individual vehicle use.

During standstill, oxygen leaks in the anode
compartment. In all cases where a hydrogen/air
front arises, two horizontal fuel cell processes can
take place as illustrated in Fig. 7. At open circuit,
the electrons can only be exchanged horizontally
in the same compartment, while protons will take
the shortest distance in vertical direction through
the membrane. In the bottom side, representing
the anode, hydrogen is oxidized by oxygen. As
the upper side, representing the cathode, lacks
hydrogen, other oxidizable components can be
oxidized, where the local potential is defined by
the pull on electrons and protons by the oxygen
reduction at both left and bottom of this cell

Cathode in

Anode in

O2 + 4H+ + 4e–

O2 + 4H+ + 4e–

O2 + 4H+ + 4e–

CO2 + 4H+ + 4e–2H2O
e–

2H2O

2H2O

C + H2O
P† + H2O P†O + 2H+ + Oe–

Cathode out

Anode out
H2 – 4e–

4H+

H+ H+

e–

PEM Fuel Cell Materials: Costs, Performance, and
Durability, Fig. 7 Electrochemical reactions take place
when both hydrogen and air are present in the anode

compartment (Figure previously published by the authors
in Fuel Cells [87])
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section. This can lead to local potential values
exceeding 1.5 V versus NHE. This mechanism
has been previously described by Reiser [89].
The length of standstill appears to be an important
factor as well: the longer the standstill period, the
higher the oxygen concentration in the anode
compartment becomes, and the more severe deg-
radation becomes [74].

In the paper by Toyota [88], a marked differ-
ence is shown between performance loss and the
type of simulated driving conditions. Whereas
20% performance loss is obtained after less than
100,000 km under low speed or congested condi-
tions, it takes 350,000 km to reach this 20%
performance loss under medium- to high-speed
conditions. Analysis of the Japanese 10–15 drive
cycle shows that 58% of the time the vehicle
speed is zero or declining, that is, the fuel cell
stack is operated at reduced power. Avoidance
of high potentials leads to a sixfold decrease in
the rate of performance loss: While operation
between 0.65 V and OCV leads to 20% perfor-
mance loss in less than 1,000 h, a lowering
of 50 mVof the maximum potential (OCV being
equal to 1.0 V) leads roughly to a doubling of this
time to reach 20% performance loss. However, it
is clearly shown in the Toyota paper that this
lowering of the upper voltage is at the expense
of system efficiency, that is, better materials need
to be developed to enable the high cell voltage
excursions at periods of low power demand.

Interruption of Anode and Cathode Feeds
Individual cells as well as complete stacks can be
deprived of the fuel and air they need. In case of
suboptimal stack design, the gas distribution over
the individual cells becomes uneven, especially at
high utilization. This can lead to individual cells
running on sub-stoichiometric feeds, generally
called fuel starvation when occurring at the
anode, and air starvation when occurring on the
cathode. When only individual cells are starved,
these cells, placed in a series of hundreds of cells,
are forced to generate the current that all other
cells generate. When starved of fuel, other com-
ponents present in the anode compartment are
oxidized, starting those with the lowest Nernst
potential and activation barrier. Carbon corrosion

and platinum dissolution are two processes widely
reported to take place under such conditions
[90–92]. As water is relatively easy to oxidize as
well, one of the mitigation strategies to protect the
carbon and platinum is to include catalysts, such
as iridium, that oxidize water at a lower potential
than pure platinum. Knights et al. [90] have ele-
gantly shown how the current generation require-
ment leads to a progressively increasing anode
potential upon depleting the anode compartment
of oxidizable species, up to the point that the
anode potential surpasses that of the cathode,
leading to cell reversal.

Air starvation is less well documented, and is
believed to be less detrimental than fuel starva-
tion. As the lack of oxygen needs to be replaced
by other components to be reduced, this will gen-
erally lead to the reduction of protons to form
hydrogen, which on itself leads to a negative cell
voltage, as the proton reduction potential lies
below the hydrogen oxidation potential [90].

One should be aware of the fact that fuel and air
starvation lead to current-driven processes, with
the resulting potential being an indication of the
reaction taking over the normal fuel cell reaction.
It is not an external potential imposed on the
electrode that leads to an oxidation or reduction
process.

Shortage of Water: Temperature Overshoots
and Concomitant Reduction of Relative
Humidity
Cell temperature can differ from the design tem-
perature structurally because of improper stack
design, as well as occasionally due to malfunc-
tioning of temperature probes or failing cooling
systems. Over the cell area, there is always a
limited temperature variation due to a finite heat
transfer from cell to cooling medium. In air-
cooled stacks, the temperature variations are gen-
erally bigger than when using liquid cooling
media. Continuous higher temperatures of a few
degrees than the design temperature will lead to a
higher voltage decay rate, as many degradation
mechanisms show a positive relation between
degradation rate and temperature [87].

More severe in the context of PEMFC is the
strong dependence of the relative humidity on the
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temperature. The delicacy of the water balance in
the PEMFC has been described in section “Intro-
duction.” The water vapor pressure required for
100% relative humidity increases strongly with
temperature. Extreme temperature excursions
caused by malfunctioning of thermo couples or
the cooling circuit, most probably, leads to drying
of the MEA, which is difficult to restore in the fuel
cell stack.

Impact of Air Contaminants
In most fuel cell applications foreseen, a continu-
ous flow of atmospheric air will be taken in while
the system is in operation. This exposes the
cathode, in the absence of air filters, directly to
the substances present in the air, their concen-
trations possibly diminished as a result of air
humidification.

For transport, air contaminants such as CO,
volatile organic components, nitrogen oxides,
and sulfur dioxide are likely to be encountered,
their concentration varying with the local air qual-
ity. Especially in the first period of introduction,
where the fraction of zero emission vehicles
is close to zero, while heavily polluting diesel
engines are abundant, the fuel cell vehicle is likely
to inhale dirty air. The mean value of typical
contaminant concentrations in European cities
are: 42 mg m�3 for NO2 and 12 mg m�3 SO2

[93], 1 mg m�3 is approximately 1 ppb. However,
especially in Asia, much higher levels are com-
mon. In Shanghai, China, SO2 concentrations
exceeding 150 mg m�3 and NO2 concentrations
exceeding 170 mg m�3 have been measured [94].
In the end report of the HyFleet Cute project [95],
a fuel cell buses demonstration project in eight
European cities as well as Perth, Australia and
Beijing, China, it is specifically mentioned that
air contaminants in Beijing caused performance
problems of the fuel cell stacks. In volcanic
regions in Japan, SO2 concentrations as high as
20 ppm and H2S concentrations as high as
4.5 ppm have been measured [96]. A drive cycle
pattern developed by the Japanese FCCJ even
includes a period for driving by a hot spring
[97]. Some contaminants are very specific for
certain applications of fuel cells, such as sulfur-

containing combat gases as mustard gas for mili-
tary use or salt-containing aerosols near the sea.

For rural areas, exposure to NH3 is likely to
occur near intensive livestock farming. Ammonia
concentration of 10 ppm is not uncommon, and
was shown to lead to rapid drop in performance of
around 10% in 2–4 h [98], of which 5% proved to
be irreversible.

The influence of those contaminants on the
MEA level has been assessed in a number of
studies [96, 99] as well as reviewed in [100]. A
linear dependence of the voltage drop on the NOx
concentration was observed at a current density of
0.175 A cm�2, the above quoted 42 mgm�3 would
lead to a voltage drop of around 15 mV, while
NO2 concentrations exceeding 170 mg m

�3 would
lead to a voltage drop of 60 mV [99].

Narusawa et al. assessed the allowable concen-
trations of air contaminants on platinum cathodes
[96]. While CO did not lead to any measurable
poisoning at the cathode, presumably because the
oxygen present oxidizes CO at a high rate, NO2

and SO2 do lead to a loss in performance, albeit
reversible. The allowable concentration of the air
contaminants, defined as the concentration of a
contaminant leading to a performance loss equal
to 2 ppm of CO in the anode feed when using a
Pt-Ru anode, is 257 ppm for CO, 2.6 ppm for
NO2, and 1.8 ppm for SO2.

With respect to this reversibility, the data
shown in [96] are not conclusive, as no graph
demonstrates full recovery after exposure to NO2

or SO2 is stopped. In [98], exposure of a Pt cath-
ode to 0.5 ppm SO2 during consecutive periods
of 2–4 h, leads during the first periods to a 5%
decline in performance per period, without any
intermediate recovery. Lower performance levels
following next SO2 periods were recoverable,
but never to more than 90% of the original
performance.

The simplest mitigation for air contaminants
is the use of an air filter [101]. Activated carbon
is widely applied as air filter for many applications
requiring contaminant free air, as it has a quite
generic adsorption capacity for both organic and
inorganic contaminants. Although the application
of an air filter comes at the cost of a pressure
drop, which leads to extra compressor power, it
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is a relatively easy precaution that’s worth consid-
ering. As the exposure to contaminants is unpre-
dictable in the type and concentration of the
contaminants, the breakthrough of the filter is
unpredictable; frequent replacement of the air
filter is probably the most practical and safe
approach.

Mitigation of the influence of air contaminants
by adapting the composition of the cathode cata-
lyst is so far not applied.

Impact of Hydrogen Contaminants
Technically, the hydrogen can be made as pure as
necessary. For laboratory purposes, hydrogen
quality is quoted as the percentage of hydrogen
present in the gas. Hydrogen 6.0 stands for a
gas containing 99.9999% of hydrogen, that is,
the maximum of all other contaminants totals
0.0001%. For fuel cells, this quality standard is
not helpful, as the standard does not discriminate
between inert components and those with a detri-
mental effect on fuel cell performance.

Components that poison the fuel cell anode or
membrane might have an adverse effect at even
lower concentrations than 0.0001% (=1 ppmv,
parts per million by volume). Inert components
can be tolerated toward a certain level, as their
only effect is that of diluting the hydrogen.
Although recycling hydrogen at the anode would
lead to building up of such inert contaminants
[102], it shouldn’t lead to such strict purity
requirements, as nitrogen cross-over from the
cathode through the membrane takes place any-
way. For the purpose of defining fuel cell grade
hydrogen specifications, international actions are
being pursued to identify the tolerable contami-
nants for PEM fuel cells [103]. Sixty components
are suggested to have a potential harmful impact
on fuel cell performance.

Much knowledge on the effect of poisons has
been generated in connection to reformer-based
PEMFC systems. Both for transport as well as for
stationary applications, the presence of CO, CO2,
NH3 has to be taken into account besides N2 and
H2O [100]. For reformer-based systems that are
operated dynamically, that is, including many
cold starts and load variations, CO concentrations
exceed the 10 ppm level frequently [104]. The

effect of CO is studied most extensively. For
unalloyed platinum electrodes, CO concentrations
as low as 10 ppm lead to a performance loss of
100 mV [105] at 70 �C. When reformer-based
systems are fueled with logistic fuels, such as
diesel and kerosene, other contaminants than CO
and CO2 are present in the reformate. Especially
aromatics and unsaturated hydrocarbons can poi-
son the fuel cell anode fast and irreversibly, even
in concentrations so low that they are hardly
detectable with state-of-the-art analytics.

Narusawa et al. assessed the allowable concen-
trations of hydrogen contaminants on platinum
and platinum-ruthenium anodes [96]. Using the
effect of 2 ppm CO on Pt-Ru anodes as bench-
mark, the allowable concentration of hydrogen
contaminants is on Pt-Ru 0.33 ppm for HCHO
(formaldehyde), 6.8 ppm for HCOOH (formic
acid), 15 ppm for C6H6 (benzene), 3.3 ppb for
H2S (hydrogen sulfide), and 11 ppb for SO2

(sulfur dioxide). On Pt anodes, these allowable
concentrations are 0.05 ppm for CO, 0.56 ppm
for HCHO, 17 ppm for HCOOH, 24 ppm for
C6H6, 8.4 ppb for H2S and 10 ppb for SO2. Meth-
ane did not generate any effect at concentrations
as high as 1,000 ppm.

The persistent issue of fuel cell poisoning
in combination with fuel processor complexity
has driven the vehicle manufacturers to pure
hydrogen as the preferred fuel. For stationary
and some off-road transport applications, the use
of gaseous and liquid carbon-based fuels is still
preferred so that tolerance toward higher concen-
trations of species as CO is still pursued. The
development of high temperature PEMFCs, such
as phosphoric acid-doped PBI, that can be oper-
ated at 150–200 �C, show a remarkable high tol-
erance toward CO. Concentrations as high as 3%
CO can be tolerated at 200 �C; at 125 �C concen-
trations of 1,000 ppm, CO leads to only a minor
voltage drop [106].

Wear of Cell and Systems Components
Due to the sensitivity of the MEA components to
fouling, wear of stack and systems components
can have a negative influence on MEA perfor-
mance. Best described is probably the effect of
corrosion products when metal-based bipolar

PEM Fuel Cell Materials: Costs, Performance, and Durability 217



plates are used in stacks [2]. In addition, metal
ions can be formed in other parts of the fuel cell
system, upon contact with demineralized water
used for cooling or humidification. The metal
ions can exchange with protons on the electrolytic
membrane, as well exchange the ionomer in the
electrodes. As the conductivity of metal ions is
much less than that of protons, this exchange
effectively leads to a higher cell resistance.

Metal deposition on the electrocatalysts active
sites can take place as well. Although elements
such as chromium are used to enhance the activity
of cathode catalysts, it must be in the alloyed
form for such enhancement, while in the case of
corrosion of metal plates, it will form an adlayer
on the catalytic surface, blocking platinum
atoms becoming inactive for oxygen or hydrogen
dissociation.

Components leaching from seals are a potential
cause for loss of MEA performance as well,
although no such examples have been found. In
long-term tests, seals have been noted to deterio-
rate completely, probably leading to the release of
components as softeners and polymer fragments
[87]. The direct influence of such components has
not widely been reported.

Freezing
Both transport systems, as well as outdoor installed
stationary systems are exposed to climate conditions
depending on their location. The vehicle DoE
demonstration fleet, that is monitored by NREL,
has been shown to be operated at ambient temper-
atures between �10 �C and +50 �C [107].

In most developed countries, freezing condi-
tions occur during winter. The effect of freeze/
thaw cycles has been studied to some extent. An
immediate effect of freezing can occur during
start-up. At �10 �C, the conductivity of Nafion,
around 0.025 S cm�1 [108], is enough to start the
cell. As the water saturation pressure at this tem-
perature is extremely low, liquid water will be
formed and ice formation can easily occur,
blocking the gas diffusion media pores, pre-
venting start-up. It is among others for this reason
that car manufactures have switched to metal
bipolar plates, leading to a lower thermal mass

of the fuel cell stack, and thus to a quick rise in
temperature during start-up [109].

Without precautions, freeze/thaw cycles have a
negative effect on cell performance, especially
when liquid water in the MEA is still present
under freezing conditions. Especially interfacial
stresses can lead to delamination, while increasing
ohmic resistances in membrane and electrode have
been reported. The Daimler/EVO city buses dem-
onstrated in the CUTE project were therefore
always parked indoors overnight. In the latest sys-
tems, freezing of liquid water is avoided by water
removal procedures when cooling down. Most
passenger vehicles and buses of the major OEMs
do not need indoor parking anymore.

Stationary PEMFC systems are even operated
under arctic conditions, with a guaranteed lifetime
of 4000 h by Dantherm Power [110].

Materials Degradation and the Relation
to Performance Loss and Shortening the
PEMFC Lifetime

Catalyst Issues

Pt Coarsening/Dissolution
Pt catalysts in PEMFCs gradually lose their activ-
ity, mostly as a result of loss of ECSA. With
present materials, the loss of ECSA can be in the
order of 60% over 10,000 h of constant load
operation, and is found to be accelerated by load
variations [87]. It has been well established that
the loss of ESCA is due to growth of Pt particles as
well as to loss of Pt into the ionomer phase of the
MEA [111–113]. In a review by Shao-Horn et al.
[114], four mechanisms are distinguished: (1) an
electrochemically induced Ostwald ripening
(2) electrochemical dissolution and deposition in
the ionomer phase (3) migration of crystallites on
the carbon support followed by coalescence, and
(4) detachment from the carbon support.

The Ostwald ripening and electrochemical
dissolution are strongly related. Although Pt is
one of the most stable elements in the Periodic
Table, thermodynamics predict electrochemical Pt
dissolution in acid media at the potentials as
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encountered at the cathode [115], either directly
according to the reaction:

Pt $ Pt2þ þ 2e� E0 ¼ 1:188 V versus RHE

or indirectly through oxide formation

Ptþ H2O $ PtOþ 2Hþ þ 2e�

E0 ¼ 0:980 V versus RHEPtO

þ2Hþ $ Pt2þ þ H2O

Electrochemical studies on Pt thin films, Pt
wires, and Pt nanoparticles on carbon have
shown that at potentials <0.85 V, the dissolution
process has a Nernstian potential dependence and
that the equilibrium electrochemical potential of
the Pt dissolution decreases with particle size
[116]. Accordingly, higher equilibrium Pt2+ con-
centrations were measured for Pt/C than predicted
for bulk Pt [111] at 80 �C. According to mecha-
nism 1, Pt2+ dissolved into the ionomer phase can
redeposit on other (larger) particles in the cathode,
due to the higher equilibrium potential of dissolu-
tion on these particles [117]. These particles need
to be on the carbon support in order to allow for
the exchange of electrons. The difference in dis-
solution potential is considered to be related to the
surface tension. The above mechanism of disso-
lution and redeposition is an example of Ostwald
ripening, that is, minimization of the surface
energy is the driving force. The Pt2+ ions may
also be reduced in the ionomer phase of electrode
or in the membrane by H2 crossing over from
the anode side (mechanism 2).

At potentials above 0.85 V versus RHE, it has
been observed that Pt dissolution does not show
the strong Nernstian potential dependence, and
even has a maximum around 1.15 V [111, 118,
119]. This is ascribed to formation of the oxide
layer, which impedes further Pt dissolution. How-
ever, upon lowering the potential, these oxides are
reduced accompanied by Pt dissolution. It is
thought that oxide formation is related to the
observation that potential cycling enhances the
Pt dissolution. Kawahara et al. have studied the
dissolution of Pt during cycling ex situ [120,
121]. It is known from literature of the early
1990s that fast cycling leads to oxides that are

difficult to reduce, often called b-oxides [122,
123], and that the reduction of these b-oxides is
accompanied by dissolution of platinum [124]. At
potentials higher than 1.2 V, the formation of an
oxygen skin was observed, with Pt atoms
replacing oxygen atoms at even higher potentials
leading to disintegration of the Pt surface [125].

Mechanism 3 and 4 are not electrochemical
processes. For mechanism 3, Brownian motion
is the assumed driving force, causing surface
diffusion of particles with random collisions lead-
ing to coalescence [126]. Usually the fact that
sintering does not occur significantly in catalysts
in the gas phase at temperatures below 500 �C is
considered to be an indication that coalescence
is not the prevailing mechanism [111, 127, 128].
Still, although both mechanisms 1 and 3 lead to an
increase of the average particle size with an
asymptotic particle size distribution (PSD), the
coalescence mechanism has a log-normal distri-
bution (tail at large sizes) and the Ostwald ripen-
ing has a tail at the smaller particle sizes but with a
maximal particle size cut-off [129]. In many stud-
ies, a log-normal distribution of Pt particle sizes
was found in virgin and used electrodes [111, 112,
127, 129, 130]. However, it must be noted that
such analysis requires a good sampling also of
small particles and results can be affected by the
fact that several mechanisms are active at the same
time [111, 127].

Accelerating factors are increasing tempera-
ture, potential cycling with the upper voltage
limit being critical, and high relative humidity
[130–132]. The effect of temperature on electro-
chemical dissolution is very strong, ex situ studies
have shown an increase of orders of magnitude
between 65 �C and 80 �C [118, 133]. It should be
noted that reduction of the Pt loading, as required
for cost reduction result, makes the system more
sensitive for degradation to the extent that
increased degradation rates were observed [132].

Non-nano-sized Pt is not immune for oxide
formation or dissolution, but the equilibrium
potential of oxide formation is higher compared
to nano sized particles. Pt black and NSTF elec-
trodes have either much larger Pt particles or even
a continuous phase Pt. This results in lower spe-
cific surface area but more stable activity as was
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convincingly demonstrated by the life-time stud-
ies carried out on NSTF electrodes by 3 M [49].

Stability of Alloys
Both at the anode and cathode, binary Pt-M alloys
are proposed, either to enable operation on CO
containing fuel or to increase the activity for the
oxygen reduction reaction. The M-metal is usu-
ally a transition metal, that is, Co, Ni, Fe, Mn, Ir.
These metals themselves are thermodynamically
less stable than Pt. As regards the stability of the
alloy, several factors play a role: the degree of
alloying, the particle size, and the degree of order-
ing in the alloy.

When a Pt-M particle contains unalloyed M,
this will easily dissolve at potentials of 0.6–0.9 V
versus NHE. This has led to the use of pre-leached
catalysts, some of which show improved stability
even compared to pure Pt in this potential range
[46]. However, recent work, which includes also
cycling to potentials as low as 0 V versus NHE
showed a strong decrease of activity. During this
cycling, oxides that are formed at high potential
and that have a passivating effect are reduced by
cycling to low potential, followed by dissolution
of the metal. On the other hand, the Pt seems to
become less soluble [132].

The loss of the alloyed non-noble metal does
not always lead to a decrease of activity. As
already mentioned, in some cases, an increase of
activity was found, ascribed to as surface rough-
ening or electronic effects [61]. On the other hand,
in other cases, the activity decreases because the
beneficial effect on the electronic structure of Pt is
lost. In any case, metal ions leaching from the
catalyst will have a negative effect on the mem-
brane and ionomer phase in the electrode.

Accelerating factors are similar to the factors
accelerating the Pt coarsening and dissolution,
that is, elevated temperature, potential cycling
and high humidity, but for cathode catalysts,
cycling to low potentials (i.e., 0 V vs. NHE)
seems to be an additional stressing factor [132].

Mitigating effects are also the same as the same
as for Pt degradation. Large alloy particles are in
general more stable than small particles [55], and
at drier conditions, dissolution seems to be slower.

Contaminants for Catalysts
Chemical species present in the fuel cell can
further deactivate the catalyst, either through
surface poising or by (electro)chemical reactions,
which drastically modify the catalyst. Such chem-
ical species are then called contaminants, they
can have their source outside as well as inside
the system.

At the anode: CO adsorbs strongly on Pt at the
fuel cell operating temperatures. Even at 10 ppm,
the cell voltage loss is in the order of 100 mV. The
effects are reversible and mitigated by increased
temperature. Some Pt alloys mitigate the CO poi-
soning, either because the adsorption is less strong
or because they facilitate the CO oxidation at low
potentials. Among these alloys, well-dispersed
Pt-Ru supported on carbon is widely accepted as
the standard catalyst for reformate feeds. Toler-
ance is improved to 100 ppm, with a loss<20 mV
at 500 mA cm�2 at 80 �C, using 0.5 mg cm�2

Pt-Ru at the anode. These loadings seem high, but
reformate application is only considered for sta-
tionary applications where such loadings may be
acceptable. There is some debate on the mecha-
nism of CO tolerance of Pt-Ru. For well-alloyed
material, the interaction with CO is less strong,
and on both alloyed and non-alloyed material, OH
adsorption followed by CO oxidation can take
place at low potential. Both mechanisms are prob-
ably involved, which one dominates will depend
on the composition and preparation of the cata-
lyst. The hydrogen oxidation on Pt-Ru is still
sufficiently fast, even when just a part of the
surface area is available.

Other catalysts, such as PtMo, mainly favor the
CO oxidation. This is effective only if sufficient
CO is oxidized at low potential, which is not
always the case. Bilayer electrodes have been
proposed to separate the CO oxidation from the
H2 oxidation. In this concept, CO oxidation takes
place in a layer adjacent to the GDL, catalyzed, for
example, by PtMo, and hydrogen oxidation in
Pt-Ru layer adjacent to the membrane. This
improved the CO tolerance significantly com-
pared to the tolerance obtained with monolayer
system of either catalyst [134, 135].

Dissolution of Ru or Mo from Pt alloys in
anodes and migration to the cathode have been
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reported, and seem enhanced at high anode poten-
tials, such as occuring during fuel starvation and
severe poisoning [136]. PtWO x is expected to be
much more stable, but the activity relies on the
capacity to form bronzes, for which H2 needs to
dissociate on Pt. As the Pt becomes poisoned,
these materials lose their activity [137].

Mixing small amounts (2–4%) of air into the
fuel, the so-called air bleeds, can also be effective.
The CO is then chemically oxidized. Air bleeds
can have detrimental effect on durability, both on
the catalyst as the chemical oxidation induces heat
effects, as well as on the membrane as detrimental
radicals such as OH• can be formed.

Reduction of the CO content in reformate feeds
below 10 ppm is usually not advantageous, since
the resulting feed still contains high fractions
(10–25%) of CO2. On Pt in the potential range
where adsorbed H is present, CO2 reacts along the
so-called reverse Water Gas Shift reaction:

2Hads þ CO2 $ COads þ H2O

The reaction product is adsorbed CO, poison-
ing the catalyst. Again this effect is mitigated on
Pt-Ru due to the strong adsorption [138–140].

The tolerance for H2S is usually <0.1 ppm.
H2S will decompose on the anode surface and
poison the Pt, an effect, which can be irreversible
at high potential or with high S concentration
when Pt-S is formed (thermodynamically at very
low potential already). H2S can migrate to the
cathode and form Pt-S there as well. The only
way to remove Pt-S is to oxidize it at very high
potential (1.2 V vs. NHE). Pt-based catalysts pro-
moting S oxidation at low temperature are not yet
known [100].

A remarkable finding in the previously cited
study by Narusawa [96] is that while alloying of
platinum with ruthenium mitigates the poisoning
of CO, it aggravates the poisoning of many other
contaminants, such as HCHO (formaldehyde),
HCOOH (formic acid), H2S (hydrogen sulfide),
and C6H6 (benzene). For all contaminants studied,
the addition of an alloying metal does not make
irreversible adsorption reversible, that is, the
decrease of the potential at which oxygen and
hydroxyl adsorption start is not high enough to

shift the onset of the oxidation of adsorption to a
useful potential range.

At the cathode: Contaminants with a strong
interaction with the cathode catalyst might accu-
mulate over time and lead to performance loss
after reaching a certain threshold.

When a fuel cell is operated during 5,000 h at
an air stoichiometry of 2, the accumulated number
of contaminant molecules present in a concentra-
tion of 1 ppmv outnumbers the amount of plati-
num surface atoms by a factor of 300. Molecules
that adsorb irreversibly on platinum will easily
poison the platinum surface to such an extent
that fuel cell performance is bound to approach
zero in the course of 5,000 h. While the surface
coverage of the contaminant slowly builds up,
the available sites for oxygen reduction decrease.
As two adjacent platinum sites are needed for
oxygen desorption, the oxygen reduction activity
at constant potential is proportional to (1–yc)

2, in
which yc stands for the degree of coverage by the
contaminant.

Except for ammonia, all air contaminants are
believed to lead to poisoning of the catalytic sites.
Ammonia is thought to lead to a loss of ionic
conductivity in the ionomer in the cathode layer,
as a result of an acid-base reaction between the
basic ammonia and the acidic sulfonic acid group
of the ionomer.

SO2 in air can chemically adsorb on the catalyst,
but also reduction of SO2 on Pt leads also to Pt-S
formation, with Pt-SO as intermediate product. Sur-
face adsorption of NO on Pt has also been reported.
The effect of NO2, on the other hand, is not related
to surface adsorption, rather NHþ

4 is formed by
electrochemical reduction, which poisons the mem-
brane conducting phase see below) [100, 141].

Internal sources: Some metal ions may deposit
on the catalyst, that is, such as Ru on Pt cathode
[136], which will deactivate them. Also Cl�,
which may be present as a result of the catalyst
manufacturing is a strong poisoning for Pt cata-
lysts [142].

Carbon Corrosion
Both electrochemical oxidation and thermal deg-
radation of carbon in humid air at temperatures
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<125 �C have been reported, and it seems
established that these corrosion mechanisms are
accelerated by the presence of Pt. Carbon corro-
sion will first modify the surface of the support,
which will become less hydrophobic. It has also
been reported that carbon corrosion may enhance
the mobility of Pt on the surface, accelerating the
Pt sintering discussed above. Further carbon cor-
rosion will degrade the electron-conducting net-
work, rendering Pt particles inactive.

Thermodynamically carbon is less stable in
acid media than, for example, Pt, but due to the
slow reaction kinetics, carbon can still be used
in fuel cell [143]. Carbon (graphite) can be elec-
trochemically oxidized to CO2 at quite low
potentials:

Cþ 2H2O $ CO2 þ 4Hþ þ 4e� E0

¼ 0:207 V versus RHE

Electrochemical ex situ studies [131, 144, 145]
in the temperature range 25–80 �C have shown
that at a potential higher than 0.3 V versus RHE,
COsurf starts to form irreversibly on the carbon
particle surface. One specific species is the qui-
none group that is electrochemically active with a
redox peak at 0.55 V versus RHE that can be
identified in cyclic voltammetry. The presence of
Pt catalyzes the subsequent oxidation to CO2. The
carbon corrosion mechanism consists of the fol-
lowing steps:

Cþ H2O ! COsurf þ 2Hþ þ 2e�

E > 0:3 V vs RHE

COsurf þ H2O→Pt CO2 þ 2Hþ þ 2e�

E ¼ 0:8 V vs RHE

In the absence of Pt, CO2 emission was
observed only at potentials above 1.1 V versus
RHE. Carbon corrosion is often quantified in
potential hold tests, where the catalyst is held at
potentials >1.2 V [145, 146].

The thermal degradation of carbon and
platinum-loaded carbon in air is not expected
to take place below 100 �C [147], although at
higher temperatures, it was shown to be acceler-
ated by the presence of Pt nanoparticles. However,

the humidification of air substantially enhances
the thermal corrosion rate of carbon, by providing
an additional pathway for chemical carbon
oxidation through a direct reaction with water
[148, 149].

In most carbon corrosion studies, it is observed
that the corrosion rate (in g h�1) increases with the
specific surface area (m2 g�1). High surface area
carbons have more edge features and are therefore
sensitive to oxidation centers [144]. An effective
method to reduce the carbon corrosion is therefore
to decrease the number of dangling bonds, that is,
use a more graphitic carbon. Heat-treated carbon
was shown to be more stable as were materials
that by nature have a more graphitic surface such
as carbon nanotubes, as well as some type of
carbon nanofibers. Good stability has been
shown in fuel cell accelerated stress tests but a
drawback is the lower surface area of these mate-
rials, which results in larger metal particles or
lower metal loading [150, 151].

Accelerating conditions for carbon corrosion
include high potentials as during air/hydrogen
fronts and fuel starvation. The role of humidity
is still under some dispute. On the one hand, the
carbon corrosion reactions require the presence of
water; on the other hand, oxidation of water may
proceed at higher rate than carbon corrosion. The
recent research into water oxidation catalysts to
mitigate carbon corrosion is based on this. How-
ever, it must be noted that the inclusion of such
(metal-alloyed) catalysts has concomitant durabil-
ity issues.

Gas Diffusion and Microporous Layers
The GDL and MPL experience conditions much
similar to the catalyst layer, only there is no
ionomer to provide protons, and there is no Pt
catalyst to enhance reactions. The water phase is
acidic due to the presence of degradation products
from other components (CO2, SO

�
3 , F

�), resulting
in a pH of about 4 [152]. The presence of fluori-
nated binders in MPL and GDL protects the car-
bon to some extent, but surface oxidation or even
oxidation to CO or CO2 can occur in the environ-
ment of liquid water, with O2 present in the gas
phase and dissolved in water. Schulze et al.
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present evidence for decomposition of PTFE on
the basis of XPS data, but a mechanism has not
been proposed [133].

The result of these degradation mechanisms is
that that the GDL and the MPL both lose their
hydrophobic character [133, 153, 154], and that
the pore structure of the materials changes. The
relation between microstructure and surface
properties and mass transport properties has
been the subject of several recent experimental
studies [155, 156], which indicate that indeed
mass transport can be seriously affected by the
hydrophobicity of the GDL and MPL as well as
by the pore size. This will contribute to the grad-
ual decay of the performance, though it is hard to
distinguish the effects of changes in the
GDL/MPL to those of changes in the catalyst
layer.

The decreased hydrophobicity can result in
widening the window in which flooding can
occur. Flooding itself is not regarded as a main
cause for degradation. Although in some over-
views it is stated that flooding might lead to accel-
erated carbon corrosion and platinum dissolution,
one should realize that the occurrence of both
flooding and a high cathode potential is unlikely.
The potentials needed to lead to significant plati-
num dissolution and carbon corrosion are 0.9 V
and higher [87, 157], hardly a potential that occurs
at the cathode during high power output.

An important function of the GDL is to even
out the compression forces in the stack. These
compression forces are also a source for degrada-
tion. Lee and Mérida concluded from ex situ
experiments that the compressive strain increased
with the applied pressure but even more strongly
with temperature, and the GDL strain was
influenced by the PTFE stability [158]. Properties
such as in-plane electrical resistivity, surface con-
tact angle, bending stiffness, and porosity were
not affected. However, it was found that convec-
tive airflow through the GDL under strain can lead
to loss of material. The GDL degradation can also
contribute to sudden failure as GDL fibers can
puncture the membrane, either when as a result
of degradation they do not distribute the compres-
sion forces well any more or when they are even
broken themselves.

Membranes

Chemical Stability
Chemical instability of membranes has always
been associated with the formation of peroxide
in the PEMFC. Peroxide and related radicals
can attack aliphatic groups, resulting in chem-
ical degradation. Therefore, perfluorinated or
highly aromatic polymers have been consid-
ered only, with perfluorinated materials now
being the commercially available option. The
removal of end-groups like carboxyl or H has
resulted in a much enhanced stability. An
important recent development has been the
identification of the hydroxyl (•OH) radical as
the detrimental species rather than peroxide
[159]. For this radical to form from H2O2,
the presence of oxidizable metal ions such as
Fe2+ is required; hence, it was thought that
contaminating ions were required to induce
radical formation. Recently, however, it was
reported [160, 161] that they can be formed
under fuel cell operation in a direct reaction of
H2 and O2. It is now assumed that H2O2, •OH,
and •OOH are formed due to gas cross-over
reaction of H2 and O2 either chemically at
electrodes and in the membrane or electro-
chemically at the anode, and that their concen-
trations are related through the equilibrium:

H2O2 þ •OH $ •OOHþ H2O

The presence of these radicals would lead to
the classical unzipping mechanisms induced by an
attack on C-H and COOH groups, present in small
quantities in the polymer after manufacturing.
This mechanism would result in continuous HF
release, no chain scission, and “ideal PFSA,” not
containing such reactive end-groups, would not
be vulnerable [162].

Still, also improved PFSA materials suffer
from chemical degradation as was established by
increasing HF release, which indicates a chain
scission process [159]. Further analysis showed
that the •OH radical can react with H2 to form H•,
which can react with the tertiary fluorine atom,
thus initiating a main chain scission process, as
shown in Fig. 8.
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A second mechanism involving •OH is exac-
erbated by dry conditions, when the deprotonation
of the sulfon groups is incomplete. The proton on
the sulfon group reacts with the •OH radical,
leaving a sulfonyl radical, which has a weak

bond to the carbon atom. This initiates another
scission mechanism. This is illustrated in Fig. 9.

Recognition of these two mechanisms has led
to the conclusion that •OH is the “killer species”
[159]. A possible mitigation strategy is the

PEM Fuel Cell Materials: Costs, Performance, and Durability, Fig. 8 Scheme showing the degradation of “ideal”
PFSA induced by the attack of a H• radical on a tertiary fluorine atom (After reference [159])

PEM Fuel Cell Materials: Costs, Performance, and Durability, Fig. 9 Scheme showing the degradation of PFSA in
dry conditions initiated by an •OH radical (After reference [159])
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addition of radical scavengers, such as Ce3+ or
Mn3+, which react with •OH

Ce3þ þ •OHþ Hþ ! Ce4þ þ H2O

and which are recovered through reaction with
H2O2, •OOH, H2O, H2

Ce4þ þ H2O2 ! Ce3þ þ •OOHþ Hþ

Ce4þ þ •OOH ! Ce3þ þ O2 þ Hþ

Unlike Fe2+ ions, the mitigating ions should
not reduce H+/H2O2 as this would result in •OH
formation, as is the basis of Fenton’s test [87].

Fe2þ þ H2O2 þ Hþ ! Fe3þ þ •OHþ H2O

This requirement involves careful matching of
reduction potentials and reaction rates but has led
to much increased stability [163–165].

The relation between the chemical degrada-
tion of the membrane and cross-over of the reac-
tant gases has also shed new light on the stability
of (aromatic) hydrocarbon-based membranes
such as sulfonated PEEK. Although such mate-
rials perform dramatically bad in the Fenton’s
test, which shows that they are vulnerable for
attack by •OOH and •OH, stable performance
has been obtained for such membranes [28,
166]. This may be associated with the gas
cross-over rates that are lower in hydrocarbon
membranes than in PFSA membranes by a factor
5–40 [28, 167], thus reducing the rate of radical

formation. However, depending on the degree of
aromaticity of some non-fluorinated compounds
such as PEEK are susceptible to the loss of the
sulfonic acid group by hydrolysis at wet condi-
tions [166], while others like polysulfones are
much more stable [168].

Chemical degradation of PFSA membranes
seems to be accelerated by elevated temperature,
OCV conditions, low relative humidity, and ele-
vated gas pressures. The main mitigation is the
addition of radical scavengers and removal of
non-perfluorinated groups. Note, that the amount
of metal scavenger ions added to the membrane is
limited and does not affect much the conductivity.

Mechanical Degradation
Sulfonated membranes take up liquid water,
which enables them to conduct protons, but
which also results in swelling of the membrane.
Hence, stresses occurring during temperature and
humidity cycling [169, 170] can lead to mechan-
ical failure of the membrane. Mechanical failure
can also result from nonuniform contact pressure
[171], high differential initial gas pressure over
the membrane, and punctures as well as fatigue
from stresses occurring.

Fig. 10 shows the effect of both temperature
and hydration on the storage and loss modulus of
Nafion NRE212, as measured by dynamic
mechanical analysis [172]. While temperature
has already a marked effect on the elasticity of
Nafion, as expressed by the drop of the storage
modulus, hydration leads to a decrease in the
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storage modulus over the whole temperature
range.

Therefore, most commercial membranes are
now reinforced, for example, by a porous poly-
ethylene or PTFE [170, 173] material that en-
hances the dimensional stability and reduces the
shrinkage stress in the membrane during drying.
Reinforced membranes show a lower decrease of
the OCV [169] and longer lifetime at elevated
temperature and low humidity [173].

A successful way to achieve good proton
conduction at low humidity has been though low
EW PFSA. A durability problem is that these
low EW materials suffer loss of crystallinity and
therefore are also easily water soluble, resulting in
a lack of mechanical integrity, which shows, for
example, during humidity cycling. Several solu-
tions have been suggested such as cross linking,
either of the backbone or of the sulfonic groups,
blending and changing the protogenic group as
was discussed in section “PEMFC Component
Costs and Performance: Targets, Status and
Developments.”

Freezing Conditions
Freezing conditions result in a reduction of the
conductivity of the PFSA membranes but do not
seem to induce irreversible changes [174]. In a
PFSAmembrane, 90% of the water can freeze, but
some water is non-freezable. The temperature at
which freezing is observed varied with the water
content. McDonalds et al. studied N112 mem-
branes that underwent up to 385 F/T cycles
between �40 �C and +80 �C. These materials
were in a relatively dry state (only humidified by
ambient conditions). These studies did not indi-
cate any serious physical or chemical damage.
The toughness of membranes seemed to decrease
somewhat, as well as the permeability of the
membrane for oxygen. It was suggested that a
rearrangement of the sulfonic acid groups in the
ionomer might have occurred.

Contamination by Ionic Species
Metal ions that originate from other parts of the
system (electrode, bipolar plates, coolant, BOP)
or from the fuel or air can be absorbed into the
membrane. NH3 present in the fuel or in air will

migrate into the membrane to formNHþ
4 . Another

source of NHþ
4 is NO2, that can be present in air

and can be electrochemically reduced at the cath-
ode [141]. The sulfonate sites have a stronger
affinity to cations except Li+, than for protons,
leading to exchange of the protons by the metal
ion when present. The direct effect is a reduction
of the proton conductivity that is proportional to
the decrease in proton concentration [171,
175]. An indirect effect is the lower hydrophilicity
of metal ions in comparison to protons, which can
result in partial drying out of membrane, thus also
reducing the proton conductivity.

Bipolar Plates
Bipolar plates are made from graphite, graphite/
polymer composite, or metal. A loss of mechani-
cal integrity of the bipolar plate would result in
mixing of the fuel or oxidant with the coolant, or
even of mixing fuel with air, leading to severe
degradation of performance or failure. Moreover,
the electronic current is passed from one cell to the
other by the polar plate, which means that any
change in intrinsic resistance or contact resistance
will affect the ohmic losses. The conditions expe-
rienced by the bipolar plates are similar to the ones
experienced by the GDLs, with the addition of
exposure to the coolant.

For graphite and graphite composite plates,
corrosion and release of contaminants are under
normal operation not an issue. At normal operat-
ing conditions, the cathode potential is not high
enough for oxide formation on the surface, and the
contact resistance remains constant during fuel
cell operation [75, 176]. Especially under start/
stop or fuel starvation conditions, electrodes can
be exposed to higher potentials but the pH is about
4 [152], that is, much higher than the catalyst
layer. However, chemical degradation is possible
by oxidation of carbon in a reaction with H2O2,
which may be formed due to O2 gas crossing over
to the anode during a stop period [177]. The poly-
mer of the composite plate may be subject to
similar degradation effects, which may in the
end lead to embrittlement, leaching from the
coolant or gas cross-over. A serious durability
issue with graphite/composite plates is the
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prolonged exposure to temperatures in the order
of 120 �C, which may result in creep and defor-
mation of some resins, or the brittleness of ther-
mosetting resins.

The use of metal bipolar plates brings about
serious durability issues, as was already discussed
in section “Bipolar Plates” Most metals form a
passive layer on the surface at the potential in
which the cathode operates, which affects the
contact resistance. As discussed, this requires
either a dense, stable, and conductive coating or
a surface modification that enhances contact resis-
tances as well as improves stability. At the anode,
the conditions are usually not such that oxide
layers are formed, but during starvation, poison-
ing or start/stop oxidation is accelerated resulting
in metal ions being directly released into the fuel
cell. Similarly, low potentials occurring at the
cathode may result in reduction of the passivating
layer, thus releasing metal ions. Such ions will
further contaminate membrane and catalysts.

Seals Degradation [87]
Fuel cell stacks contain seals on the MEA side as
well as on the coolant side of the bipolar plate. Not
only are they meant to prevent leakage of the
gases and the coolants outside their containments,
seals function as electrical insulation, stack height
control, and variability control as well [178]. The
degradation phenomena connected to seals do not
only refer to the loss of the functionality of the
seals themselves, but also to the leakage of seal
components that could poison the MEA.

Degradation phenomena on seals are in general
poorly understood, and only a very few number of
papers have been published on seal degradation
[84, 85, 178, 179]. Papers from Frisch [178] and
Du [179] report on the selection of seals that meet
fuel cell requirements. PlugPower used an ex situ
method to test the seals resistance against a spe-
cific coolant as well as against acids that mimic
the fuel cell environment [179]. Weight change
and the release of contaminants are used as indi-
cators for the compatibility of the seals. Without
giving hints to specific materials, the differences
between various materials appeared to be huge.

Dow Corning [178] considered silicone elasto-
mers as seals. The stability against coolant is not

seen as a problem by Dow Corning for these
silicone elastomers, while there is concern about
the stability in the MEA compartment. Exposure
of sealing materials to a mixture of various acids
in a 1M concentration at undefined temperature is
used as ex situ aging test. General purpose sili-
cone elastomers show cracks after 336 h in such a
test, while special fuel cell grade silicone elasto-
mers survive such a test for over a year without
showing cracks.

In a study by Tan [85], the stability of various
sealing materials has been tested in simulated
environment at 60 �C and 80 �C. This simulated
environment consisted of solutions containing HF
and H2SO4, in two different concentrations. It was
concluded that Silicone S and Silicone G are
heavily degraded in the concentrated solutions as
well as the diluted concentrations, although most
of the data are collected in the concentrated solu-
tions. Degradation reveals itself by weight loss,
complete disintegration, as well as by leaching of
Mg and Ca. The latter stem from magnesium
oxide and calcium carbonate, which are used as
fillers for obtaining the desired tensile strength,
hardness, and resistance to compression. When
these components are leached out, mechanical
properties will be lost, and one might expect a
negative influence on fuel cell performance as
well, as these components can replace protons
in the membrane as well as affect the properties
of gas diffusion media and electrodes. An in-
crease in temperature, as well as exposure to stress
accelerates the degradation. The degradation
mechanism is thought to involve de-crosslinking
as well as backbone scission. Materials that
much better survive the exposure to the solutions
are ethylene-propylene-diene-monomer (EPDM)
and fluoroelastomers.

Only in a couple of long-term experiments was
seal degradation observed, and this might have
been the consequence of an inappropriate mate-
rials selection. Silicone seals in direct contact with
a perfluorosulfonic acid membrane suffer from
degradation, at the anode as well as at the cathode
[84]. The degradation is probably caused by
acidic decomposition of the sealing material, lead-
ing to coloration of the membrane and detectable
amounts of silicon on the electrodes. No fuel cell
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performance loss or increase in gas leakage along
the seal has been observed. The same observation
has been made by St. Pierre et al. after an 11,000 h
test with a Ballard Mark 513 stack [180]. The
seals were visibly oxidized, albeit more in the
humidification section than in the active section.
In the 26,000 h testing by Gore, complete degra-
dation of the glass-reinforced silicone seal has
been observed [14]. It forced them to increase
the compression force to keep the cell gas tight.
This might have had an impact on effective poros-
ity of the gas diffusion media. The silicon of the
seal could be detected throughout the MEA, espe-
cially on the gas diffusion media.

Future Directions

Fuel cell vehicles are being demonstrated world-
wide, and have reached a maturity that allows
daily driving in demonstration schemes while
offering a performance that meets consumer
expectations. The latest generation fuel cell vehi-
cles combine the user characteristics of modern
passenger cars, such as a maximum speed of
around 160 km h�1, a driving range of 400 km
or more, with a low energy use. Refueling can be
done in a couple of minutes. The progress in
materials development from the past years has
brought the cost, performance, and durability tar-
gets set for market introduction of road transport
applications in sight. The caveat with respect to
costs as presented in this contribution is that they
are based on an annual production volume of
500,000 vehicles. The fuel cell systems in the
first generation of commercially produced vehi-
cles will certainly be more expensive than those
projected for the 500,000 vehicles volume.

As cost reduction and durability improvement
will not automatically go hand in hand, it is impor-
tant to define priorities. For the acceptance of a
new technology, robustness and performance are
crucial, more than costs. With many alternative
drive trains and energy carriers foreseen to be
introduced in the coming decade, failures on
robustness and performance will not be tolerated
by consumers. If market stimulation packages by
governments to stimulate the sales of clean

vehicles are put in place, the last part of the cost
reduction can be postponed to next generation
vehicles, when the technology already has been
adopted. In any case, the options for further cost
reduction should be present.

For cost reduction, the major contribution has to
come from alternative electrodes, in which the
mass activity of platinum is driven to its maximum,
and transport limitations are driven to their mini-
mum. A better control on catalyst layer and gas
diffusion medium structures will be crucial in this
respect, both on design and on maintaining the
beginning-of-life properties. In this respect, the
focus should be directed more than in the past on
materials that are intrinsically stable under the
harsh fuel cell conditions. Theoretically, the targets
are achievable with presently known materials.

For robustness, it seems of key importance to
use proton-conducting materials that can be used
at higher temperatures and lower relative humid-
ities than presently used materials. Application of
such materials in the membrane as well as in the
electrodes can lead to a considerably simpler and
more robust fuel cell system. The combination
of new components with other new or already
existing components that need to be integrated in
a new MEA is part of the development work that
should not be underestimated. Given the benefits
that fuel cells offer for clean and efficient trans-
port, it will be worth the effort.
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Glossary

Proton exchange membrane fuel cells

(PEMFCs) are energy conversion devices
that transform chemical energy in a fuel
directly to electricity by means of two electro-
chemical reactions divided by a proton con-
ductive membrane.

Mathematical modeling is the development of
partial differential equations for describing the
physical and electrochemical processes that
govern a physicochemical system, in this
entry, a PEMFC.

Numerical modeling is the development of
numerical analysis and software tools to solve
the partial differential equations that describe a
physicochemical system, in this entry, a
PEMFC.

Gas diffusion layers (GDL) are porous, electri-
cally conductive layers made of carbon fibers,
a binder, and usually coated with PTFE that are

placed between a fuel cell gas channel and the
catalyst layer.

Catalyst layers (CLs) are porous, electronically
and ionically conductive composite layers
made of ionomer and supported catalysts.
They are the heart of the fuel cell as it is in
these layers that the electrochemical reactions
take place.

Proton exchange membranes (PEM) are ion
conductive membranes, usually made of a
perfluorosulfonic acid (PFSA) polymer, that
are used to separate anodic and cathodic reac-
tions in a fuel cell.

Ohmic transport losses are cell voltage losses
associated with the transport of charge within
the fuel cell components.

Mass transport losses are cell voltage losses
associated with either inappropriate reactant
distribution to the reaction site or slow product
removal.

Kinetic losses are cell voltage losses associated
with the irreversible potential required to accel-
erate the rate of the electrochemical reactions.

Open-source fuel cell software is numerical
analysis software for fuel cells where the
source code is made available with a license
in which the copyright holder provides the
rights to study, change, and distribute the soft-
ware to anyone and for any purpose. Open-
source software is ideal for collaborative
development.

Definition of the Subject

Proton exchange membrane fuel cell (PEMFC)
operation involves multiphase mass, charge, and
heat transport, complex electrochemical reactions,
and physical processes that occur at multiple spa-
tial and time scales, e.g., from double-layer effects
occurring in milliseconds to catalyst degradation
which becomes only significant after many hours
of operation. PEMFC design is therefore a com-
plex endeavor that requires the optimization of a
multitude of objectives, such as minimizing cost
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and maximizing specific current density, effi-
ciency, and durability, by modifying a large
design data set that includes the geometry, com-
position, and microstructure of each of the com-
ponents that form the cell. In order to achieve an
optimal design, multidisciplinary computational
design and optimization is required. The heart of
numerical design and optimization is a numerical
model of the system under study, in this case a
numerical model of the PEMFC. Mathematical
and numerical modeling of PEMFCs is therefore
critical in order to understand the physical and
chemical processes occurring inside the fuel cell
and to design a PEMFC system that can meet
current targets for PEMFC commercialization.

The modern era of PEMFC modeling started
with the pioneering work of Springer et al. [1] and
Bernardi and Verbrugge [2] in the early 1990s,
where one-dimensional full-cell models were con-
sidered and has continued to present time with the
development of complex three-dimensional
PEMFC models including multicomponent mass
transport, charge and heat transport, two-phase
flow, and multistep electrochemical reactions
[3–6]. In recent years, advancement in image
analysis has led to the development of microscale
numerical models [7–18]. In this entry, the reader
is first introduced to the physicochemical proper-
ties and function of each component in a fuel cell.
Then, based on the expected physical processes in
each component, general models are developed to
describe the physicochemical behavior of the
PEMFC components. Common simplifications
applied to the most general governing equations
are highlighted in order to reach the most common
set of governing equations used in numerical
modeling software. Then, microscale models are
reviewed and discussed. Finally, strategies used to
solve the PEMFC governing equations are
discussed with emphasis on the use of open-
source software as a novel tool for collaborative
development on numerical models for PEMFC.

Introduction

PEMFCs convert the energy in a chemical fuel,
such as hydrogen, directly to electricity by means

of two electrochemical reactions separated by a
polymer electrolyte membrane. PEMFCs present
a viable alternative to the internal combustion
engine and lithium-ion batteries in transportation,
portable, and backup power applications. The
transportation sector, which is currently responsi-
ble for nearly 30% of all greenhouse gas (GHG)
emission in North America, could be fueled by
hydrogen gas produced using electricity from
intermittent renewable sources, such as wind and
solar. PEMFC vehicles, fueled with hydrogen
produce only water vapor as a by-product and
could then eliminate nearly all particulate matter
and greenhouse gas emissions associated with the
sector as well as provide added value to excess
electricity from renewable resources during low
demand. PEMFC vehicles have already demon-
strated all attributes that customers expect, such as
quick start-up and refueling, long range, and dura-
bility [19]. An increase in market penetration of
PEMFC vehicles, however, will depend on further
production cost reductions as well as performance
and durability improvements [20].

In order to reduce the cost of transportation
PEMFC stacks to commercialization targets, i.e.,
$ 30/kW (2020 USDepartment of Energy targets),
PEMFC stacks need to be designed to achieve
higher power density, and reduce or eliminate
the use of expensive catalysts, such as platinum
[20]. To increase durability, PEMFCs need to be
designed and operated at conditions that minimize
membrane damage, catalyst dissolution, and cat-
alyst support corrosion [21]. For example, hydro-
gen depletion/starvation in the anode during start-
up/shutdown leads to carbon corrosion [22], and
oxygen starvation due to local water accumulation
leads to oxygen peroxide formation which dam-
ages the polymer membrane [23]. To design such
PEMFC stacks, an excellent understanding of the
steady-state and transient mass, charge, and heat
transport and electrochemical processes occurring
at the nano-, micro-, and macroscale inside each
component of the fuel cell is required. PEMFC
stack design is therefore a multiscale, multi-
disciplinary problem which aims at achieving
multiple objectives while conforming to very
stringent constraints regarding cost, durability,
and reliability. Such complex design problem is
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best tackled by numerical design and optimization
which require accurate mathematical and numer-
ical modeling tools [24, 25].

Mathematical models are a requirement for
PEMFC design, but they can also provide insight
into the physical and electrochemical phenomena
occurring inside PEMFCs, insight that is espe-
cially challenging to obtain experimentally due
to the submillimeter scales of most fuel cell com-
ponents and the lack of visual access. Along with
physical experiments and visualization, mathe-
matical modeling can be used to estimate trans-
port and electrochemical properties of new
PEMFC materials and components by means of
least square parameter estimation [26, 27], exper-
imental data fitting with numerical macro-
homogeneous models [28], or direct pore-scale
simulation using imaging data [18, 29].

The modern era of PEMFC modeling started
with the pioneering work of Springer et al. [1] and
Bernardi and Verbrugge [2] in the early 1990s,
where one-dimensional full-cell models were con-
sidered. It shortly became evident that, for the
detailed analysis and design of fuel cells, multi-
dimensional models were needed in order to
account for channel/landing interactions [30],
oxygen depletion along the channel at low stoi-
chiometries [5], and nonuniform temperature and
relative humidity profiles [5]. This leads to two-
dimensional [31, 32] and three-dimensional [3–5]
models. This entry will provide the reader with the
necessary set of governing equations to develop
their own mathematical models and numerical
implementations; therefore, a detailed review of
the many numerical modeling articles in the liter-
ature is not provided, and instead these will be
cited in the context of the physical processes that
they included. A number of excellent reviews
have been written in the fuel cell modeling area,
e.g. [33–40], the reader can refer to these publica-
tions for a detailed chronological review of the
numerical models in the literature.

This entry will focus on developing a transient,
multidimensional, multiscale mathematical model
for a fuel cell. The literature also contains multi-
tude of analytical 1D and quasi-2D models for
describing the fuel cell behavior, a collection of
which can be found, for example, in references

[41, 42]. These models can be used for quick,
rough estimation of a certain effect; however,
they are limited by dimensionality assumptions
and physical simplifications. Geometry of the
reactant flow fields, land-channel interactions,
gas-liquid water interaction in channels and in
porous media, thermal gradients, anisotropic
properties, and microstructural characteristics of
the components are only a few of the multitude of
effects that are ignored in such analytical and
semi-analytical models, thereby making it chal-
lenging to analyze any results obtained. Models
that are able to account for multidimensional reac-
tant, product, reaction, and heat variations, as well
as geometrical, compositional, and morphological
features, are required for fuel cell design. The aim
of this entry is, therefore, to develop such models
instead of the aforementioned analytical 1D and
quasi-2D models.

Remarkable progress has been achieved in
macroscale numerical modeling of fuel cells.
These models, however, cannot account for the
effect microscopic features in porous composite
materials in PEMFCs have on mass transport
properties and reactions. Macroscale mathemati-
cal models have thus far used semiempirical or
percolation theory-based functions to estimate the
effective transport properties [43, 44]. Recent
experimental and modeling work has shown that
these functions can overpredict effective transport
parameters by three to ten times [45–48]. Recent
work in low loading electrodes has also shown
that large local mass transport losses at catalyst/
electrolyte interfaces are present and can only be
studied by accounting for the layer’s microstruc-
tural details [49–51]. During operation, liquid
water accumulation in the porous media also
leads to dynamic pore blockage, further reducing
transport and making the use of semiempirical
correlation functions challenging. FIB-SEM and
nano-CT methods have recently been used to
image catalyst layers (CLs) [52, 53] and micro
porous layers (MPLs) [54, 55] with resolutions
of 5–20 nm and 30–50 nm, respectively. Scanning
TEM has been used to visualize platinum particles
in the CLs [56] and the electrolyte network
[57]. Electrolyte properties in the CL are also
being analyzed [58, 59]. Using imaging data
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from FIB-SEM and nano-CT, tortuosity [60],
mass transport [18, 29, 55], liquid water injection
[54], and reactions [14, 17, 18] have very recently
been studied by computer simulation. This entry
will, therefore, also cover this emerging area of
research.

Mathematical modeling of fuel cells is most
commonly performed using commercial software,
e.g., ANSYS Fluent [3, 4, 61–70], COMSOL
Multiphysics [71–78], STAR-CD [79], and
MATLAB/SIMULINK [80, 81]. While commer-
cial software is an attractive option because it does
not require much implementation effort and usu-
ally has better customer support than open-source
analogs, it has a few drawbacks compared to
the latter, primarily (a) lack of access to source
code, which prevents users from understanding
how the equations are solved and limits the flex-
ibility of implementing novel solution and domain
decomposition strategies; (b) lack of collaborative
development tools for sharing numerical im-
plementation and input parameter databases;
(c) higher computational requirements due to the
universality of commercial software which leads
to a complex logical kernel (e.g., Ref. [82] showed
a specialized in-house code solved the same prob-
lem three to four times faster than the same model
implemented in COMSOL Multiphysics); and
(d) license fees, which are expensive, especially
for nonacademic use and when runningmulti-core
simulations. The necessity of an open-source soft-
ware in the area of fuel cells that is available for
everyone has led to the development of several
open-source software projects, OpenFCST [6, 83]
and FAST-FC [84] and OpenPNM [85] for pore
network modeling. Details on the implementation
of the software to solve the mathematical models
proposed in the entry will therefore also be
discussed.

This entry starts with a brief introduction to the
functionality and structure of each fuel cell com-
ponent in section “Fuel Cell Components and
Operation.” This insight is then used in order to
develop a generalized model for transport and
electrochemical reactions in the channels and
membrane electrode assembly (MEA) of fuel
cells in section “General Models.” As previously
discussed, macroscale models depend on a large

number of effective parameters; therefore, section
“Microscale Simulation for Parameter Estima-
tion” introduces the mathematical models cur-
rently available to extract average macroscopic
parameters from imaging data. Finally, fuel cell
mathematical model implementation details are
provided in section “Implementation.” The entry
does not cover mathematical models involving
degradation mechanisms. Even though this area
is extremely important, it was excluded in order to
limit the scope of the entry. For information in this
area, the reader is referred to references [21, 33,
86–88].

Fuel Cell Components and Operation

A polymer electrolyte fuel cell (PEFC) is an elec-
trochemical energy conversion device that con-
verts the chemical energy in a fuel to electricity
bymeans of two electrochemical reactions that are
separated by a gas tight and ion conductive elec-
trolyte. In the case of PEMFCs, which are the
subject of this entry, the electrolyte is usually a
proton conductive membrane, such as Nafion®.
To catalyze the electrochemical reactions, both
sides of the polymer electrolyte membrane are
coated with a 2 � 20 mm porous catalyst layer.
The catalyst-coated membrane (CCM) is then
sandwiched between two gas transport layers
made of a microporous layer and gas diffusion
layer (GDL). This assembly, known as the mem-
brane electrode assembly, is finally sandwiched
between two conductive plates engraved with
microchannels used to deliver the reactant gas
mixtures and remove the by-product water.
A cross section of a typical PEMFC is shown in
Fig. 1. Reactant gases, ions, and electrons are
transported through void, electrolyte, and solid
phases, respectively, in GDL, MPL, and
CL. By-product water in either vapor or liquid
forms, and heat are also transported by these
layers. Due to their multifunctional nature, these
layers are composite materials with a complex
microstructure. A detailed description of each
layer is provided below, including its composi-
tion, functionality, durability, and physical phe-
nomena occurring inside the layer.
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Bipolar Plates
Bipolar plates (BPP) are responsible for:

• Gas reactant supply to the cell
• Electrical connection between the cell and the

current collectors
• Transport of the product heat to ambient and to

the stack cooling system
• Removal of excess water from the cell

Since bipolar plates need to be electrically
conductive, they are made of either carbon-based
materials or metals [89–91]. Graphite plates are
most commonly used in fuel cell hardware
because metal plates suffer corrosion and dissolu-
tion under the high humidity and acidity condi-
tions typical of PEMFCs [92–94]. To reduce the
risk of degradation, metal plates are usually
coated with thin corrosion-resistant films [94],
which, however, add to the price of the final
product.

Flow field design aims at achieving multiple
goals such as improving gas and charge transport
to the catalyst site, removing excess liquid water
from the channel andMEA, achieving appropriate

compression and sealing, and maintaining a uni-
form thermal profile. Themost popular and simple
flow field designs are parallel and serpentine
channels, both of which have their advantages
and disadvantages. Parallel channels are more
prone to water blockage since reactant gases can
easily by-pass blocked channels, thereby not allo-
wing the necessary pressure buildup in the chan-
nel to remove the liquid water blockage
[95]. Serpentine channels, on the other hand,
have a long gas flow path leading to substantial
pressure drops and gas composition changes
along the channel. Interdigitated channels are
another common design which incorporates
dead-ended inlets and dead-ended outlets that are
not connected, forcing the gas through the gas
diffusion layer. Although interdigitated channels
lead to better liquid water removal from the cell,
they exhibit large pressure gradients compared to
serpentine and parallel channels and therefore
higher parasitic power consumption. For more
details on flow field designs, the reader is referred
to [96].

Due to reactant, pressure, humidity, and heat
variations in the channels, structural land-channel
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PEM Fuel Cells: Modeling, Fig. 1 A schematic of a PEMFC cross section (Reproduced from [82] with the permission
of the author)
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interactions, and complicated geometries, detailed
of bipolar plates analysis can only be performed
with three-dimensional models including transport
and structural physical processes. Depending on the
goal of the simulation, only a cross section of the
cell may be considered (red rectangle in Fig. 2). In
this case, reactant, heat, and pressure drop along the
channel are neglected, and two-dimensional models
are used where the channel reactant concentrations
are used as boundary conditions. Through-the-
channel models, as they are commonly named, are
likely appropriate when operating fuel cells with
parallel channels and small active area at high gas
flow rates, i.e., high stoichiometry, in order to main-
tain uniform reactant and product concentration in
the channel – a testing condition recently referred to
as “differential” condition by Kongkanand and
Mathias [20] (supplementary material). If reactant
depletion along the channel is of primary concern,
however, a model considering the green rectangle
domain in Fig. 2 could also be developed, known as
an along-the-channel model. This model however
ignores land to channel effects, which are important
in most fuel cells [30], unless porous plates are
used [97].

Mathematical models for mass transport in
channels are presented in section “Mass Transport
in Channels,” including the modeling approaches
for liquid water transport in channels in section
“Two-Phase Flow in Channels.”

Gas Diffusion and Microporous Layers
GDLs are responsible for:

• Uniform distribution of the reactant gases to
the catalyst layer (see mass transport models in
section “Mass Transport in MEAs”)

• Transport of water and heat generated in cata-
lyst layers to BPPs (sections “Liquid Water in
MEAs” and “Heat Transport”)

• Electrical connection between the catalyst
layer and current collectors (section “Charge
Transport”)

• Improving the mechanical stability of theMEA

GDLs are 100–500 mm thick porous layers
made of an electrically conductive material, such

as carbon paper or carbon cloth [98–101]. GDL
porosity is between 90% and 70%, depending on
manufacturer, type, and compression level [102,
103]. Electron transport in GDLs occurs through
the solid network of carbon fibers, while reactant
and product gases as well as liquid water are
transported through the void, or pore, phase of
the GDLs. To aid liquid water removal from the
cell and avoid flooding, GDLs are impregnated
with polytetrafluoroethylene (PTFE) or other
hydrophobic materials [98].

The microporous layer, commonly
manufactured by intermixing a hydrophobic
polymer, e.g., PTFE, with carbon black, is a
porous media between the CL and GDL. The
role of the microporous layer is still under
debate; however, it has been shown to reduce
fuel cell ohmic resistance, increase fuel cell sta-
bility, and enhance performance at high current
density, especially under fully humidified condi-
tions [104–111]. Based on these studies, the
hypothesized MPL functionality includes:

• Increasing the water removal rate [104]
• Providing a better electrical contact [105]
• Alleviating water accumulation by forcing the

liquid water from cathode to anode [107]
• Improving the evaporation in the electrodes

[110, 111]
• Creating an in-plane diffusion pathway in the

partially saturated layers [110]

In the past decade, durability and degradation
of fuel cell materials and components has become
a major area of research [21, 112–128]. In GDLs,
carbon sites may be oxidized and form hydro-
philic regions (this is primarily observed on the
cathode side) [21]. This leads to increase in water
uptake and, as a result, degraded gas transport.
Similar carbon degradation, i.e., corrosion and
mass loss, is observed in MPLs [21]. Loss of
hydrophobicity may also be attributed to disinte-
gration of PTFE binders in GDLs, which is more
significant on the anode side [112].

In addition to the layers themselves,
GDL/MPL and CL/MPL interfaces have received
a great deal of attention in recent years
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[33, 129–136]. Imperfect GDL/MPL and
CL/MPL interfacial contact may result in not
only additional ohmic resistance due to the loss
of contact area [130] but also increased mass
transport losses due to water accumulation at the
interfacial gaps between the layers [131–134].

Catalyst Layers
Catalyst layers are responsible for:

• Activation of reaction kinetics (see reaction
kinetic models in section “Electrochemical
Reactions”)

• Reactant transport (section “Mass Transport in
MEAs”)

• Charge transport (section “Charge Transport”)
• Water transport between GDL and PEM

(section “Liquid Water in MEAs”)

In order to achieve the functionality above,
these layers are composed of three phases: an
electronically conductive solid phase (carbon
nanoparticles with attached catalyst particles,
often platinum or platinum-based alloys); an ion
conductive phase, also known as ionomer phase
(usually a perfluorosulfonic acid ionomer (PFSI)
dispersion of varying equivalent weight
[137–139]); and a void (pore) phase. The solid
phase in the catalyst layer includes the catalyst as
well as the supporting particles which transfer the
electrons. The catalyst serves the purpose of initi-
ating the electrochemical reaction. During the past
decade, a wide variety of catalysts have been
developed including (a) Pt, (b) Pt-based alloys
[140], (c) core-shell [141, 142], (d) non-precious
metal catalysts [143–145], and (e) shape-
controlled nanocrystals [146, 147]. Among
them, Pt/C and Pt-based alloys (e.g., PtCo, PtNi)
are used in commercial PEMFC products due to
the maturity of these technologies [148,
149]. Reducing the amount of catalyst used in
PEMFC is still critical to achieve lighter stack
weight and lower PEMFCs cost to meet DOE
targets [150, 151]. The catalyst layer thickness is
optimized to achieve a high catalyst utilization,
resulting in a thickness of 1 � 20 mm. Experi-
mental studies have shown that the optimal

electrolyte loading is between 30% and 40%;
however, it varies depending on the catalyst load-
ing and operating conditions [152–156].

The optimal catalyst layer design strikes a bal-
ance between the fractions of void space, electro-
lyte loading, and solid phase. It is more cost-
efficient to use a numerical model to perform
parametric studies on the catalyst layer composi-
tions. For example, a couple of numerical optimi-
zation studies on electrolyte loading have been
carried out over the past decades [24, 157–159].

Conceptual models of catalyst layers can be
divided into three main categories depending on
their complexity: interface models, macro-
homogeneous models, and multiscale models.
Interface, or zero-thickness, models assume infi-
nitely thin catalyst layers, and reaction kinetics are
implemented in the model as a boundary condi-
tion between GDL (or MPL) and PEM. It is con-
sidered that all properties of the catalyst layer are
uniform, and its effects are negligible or are not of
primary interest, e.g., when studying water or heat
management in a complete cell [5, 160]. This
approach cannot provide an adequate description
of the cathode overpotential [161, 162] and is
clearly not suitable for catalyst layer optimization.

In macro-homogeneous models, the catalyst
layer is simulated as a heterogeneous porous
structure made of a solid catalyst support (like
carbon), a catalyst, and an electrolyte. Electro-
chemical reactions occur on the surface of the
catalytic particles that are sitting on larger
supporting particles. All reactants and products
need therefore to travel through the catalyst layer
to reach or leave those reaction sites. In cathode
CLs, electrons are transported through the catalyst
and support particles, protons through the
ionomer, and oxygen travels through the void
space. These transport processes are modeled
using a volume-averaged approach with effective
transport parameters obtained either by experi-
ments or microscale simulations.

Models that account for both macro- and
microstructure features in the catalyst layer are
labeled here multiscale models. The key idea of
multiscale models is to account not only for reac-
tant and charge transport within the catalyst layer
using a volume-averaged approach but also to
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include some detail of the local transport pro-
cesses occurring at the catalyst particle using an
idealized model of the local processes. Then, the
volume-averaged model and the local models are
coupled via the reaction source term. Based on
early scanning electron microscopy imaging, a
local reaction model idealization was developed
to account for observed mass transport losses in
the microscale. It was assumed that the carbon
particles formed large spherical aggregates of
0.5 � 2 mm, and these carbon aggregates were
idealized as a spherical porous catalyst with the
pores inside the catalyst filled with ionomer
[163–167]. Further refinements to this idealiza-
tion included covering the agglomerates with
ionomer thin films [44, 162, 168–170] and water
films [171–173] to further enhance mass transport
limitations, as well as replacing the ionomer in the
pores by liquid water [174, 175]. Electrochemical
reactions in agglomerates were then modeled sim-
ilarly to those in porous electrodes [176]: oxygen
is first transported through the gas pores
(macroscale transport); it then dissolves and is
transported through the electrolyte/water films
around the agglomerate, diffuses through the
agglomerate filling, and finally reaches the reac-
tion sites. A detailed comparison of the suggested
agglomerate structures and their effects on fuel
cell performance can be found in [175].

Recent experimental [53, 177–179] and
numerical [53, 180] studies suggest that catalyst
support particles arrange into aggregates, but
these aggregates are much smaller than those
used in previous modeling work, i.e., in the
range of 25–200 nm instead of 500–2000 nm
[170], and that are only partially covered by an
ionomer thin film [57, 181]. Further, given the
heterogeneous surfaces in the catalyst layer, it is
unlikely a uniform water film will cover these
small aggregates. Once agglomerate sizes are
reduced to those observed experimentally, bulk
ionomer transport values no longer can explain
the decrease in performance observed experimen-
tally in conventional and particularly low loading
electrodes [18, 27, 49, 182, 183]. Oxygen trans-
port measurements through ionomer thin films
supported on platinum [182, 183] and microscale
simulation results [18] show negligible local

transport limitations in the gas phase suggesting
that transport through the ionomer covering the
catalyst particles is the key parameter limiting
performance at the local reaction site. If this is
the case, a more realistic idealization at the local
scale would be the use of a single particle
(30–70 nm [177]) or several particles
(100–150 nm [178]) covered by an ionomer film
with transport properties that are different from
those from bulk ionomer, as highlighted by
Owejan et al. [49] who stated that ionomer trans-
port properties would have to be an order of mag-
nitude lower to explain the performance
degradation observed in low loading electrodes.
A simple, yet more realistic, idealization of the
catalyst layer is, for example, the ionomer covered
catalyst particle (ICCP) model [175, 184] which
considers a single catalyst carbon particle with
smaller platinum particles evenly residing on its
surface, all covered with a thin ionomer film
[175]. A similar model by Hao et al. [158] takes
into account oxygen transport through a water
film that covers the ionomer surface. The ICCP
model is provided as an example. This idealiza-
tion might only be valid from some carbon sup-
ports, e.g., low surface area carbon such as Vulcan
[179, 185] and it might not be valid for other types
of carbon such as high surface area carbons. Local
idealizations that are physically meaningful and
yet computationally easy to implement and solve
are still required. These should be obtained based
on catalyst, catalyst support, and catalyst layer
microstructure and composition.

The models discussed above are valid at begin-
ning of life (BOL); however, the catalyst layer will
undergo degradation during operation Models are
required to understand these processes. Even
though such models are not included in this chap-
ter, a basic overview on degradation mechanisms
is provided for completeness in the next para-
graphs. A number of experimental studies have
highlighted two key mechanisms of catalyst layer
degradation: (a) loss of the electrochemically
active surface area (ECSA) due to platinum parti-
cle coarsening [21, 113–115, 117, 186, 187] and
(b) carbon corrosion [120, 188–190]. Even
though the exact Pt dissolution mechanism
remains unclear [187], three pathways leading to
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platinum particle coarsening have been identified:
(1) Ostwald ripening, where small particles dis-
solve, diffuse, and redeposit into larger particles;
(2) dissolution and re-precipitation into newly
formed particles often inside the membrane; and
(3) particle coalescence, where two particles in
close proximity sinter to form one large particle
with lower surface energy [21]. Pt degradation is
often approximated with thermodynamic and
kinetic models of the reactions of interest, such
as platinum dissolution and oxide growth,
together with a particle size distribution that
evolves over time. Examples of kinetic models
to study platinum degradation can be found in
references [21, 113, 114, 118, 186,
191–196]. Very few attempts have been made to
integrate Pt dissolution models in an MEAmodel.
Franco and Tembeley [192] developed a 0D + 1D
model of the whole MEA for modeling aging
mechanisms in a PEMFC cathode.

Carbon corrosion kinetic models have also
been developed, and, unlike platinum degradation
models, they have been integrated into MEA
models. Meyers and Darling [119] and Fuller
and Gray [197] developed carbon degradation
models in 1D and 2D, respectively, in which a
Butler-Volmer kinetics model and a cathodic car-
bon oxidation reaction (in addition to the common
PEMFC kinetics) were incorporated (Meyers and
Darling [119] used Tafel kinetics for carbon cor-
rosion). Although these models are able to quan-
tify the effect of operating conditions on carbon
corrosion, they neglect the instantaneous perfor-
mance change due to degradation. Franco and
Gerard [121] proposed an improved multiscale
model (based on the model from [192]) that was
capable of predicting the instantaneous perfor-
mance feedback to carbon aging, e.g., cathode
catalyst layer thinning, decrease of platinum sur-
face area in it, and increase in CL-GDL contact
resistance. With that model, it was possible to
analyze the effect of catalyst layer composition
and operating conditions on carbon mass loss
during the fuel cell operation. The model by
Franco and Gerard has several simplifying
assumptions, such as isothermal conditions, sin-
gle phase, and no coupling between carbon

corrosion and electrode structure; however, it is
a starting point for the implementation of carbon
corrosion into more sophisticated mathematical
models. The kinetic mechanism of carbon corro-
sion was recently improved by Pandy et al. [120],
who suggested several multistep reaction mecha-
nisms at different zones around the platinum par-
ticle on the support.

Polymer Electrolyte Membrane
Polymer electrolyte membranes used in PEMFCs
usually belong to the perfluorosulfonic acid
(PFSA) family of polymer membranes such as
Nafion® and Aquivion®. Their key functions
include:

• Acting as an electrical insulator separating
anode and cathode sides of the cell

• Preventing reactant crossover between the two
halves of the cell

• Acting as a protonic conductor to provide
means for hydrogen protons to reach the
cathode

An accurate representation of the membrane in
a model is required for a good approximation of
ohmic losses and water transport. Ohmic losses
are associated with the protonic conductivity of
the membrane, which depends on its hydration
level. Efficient water management in the fuel cell
is required to maintain the membrane and ionomer
in the catalyst layers hydrated while removing
excessive liquid water.

Most PEM mathematical models consider
transport of only two components, protons and
water (in liquid or sorbed form), neglecting any
reactant crossover that can happen between the
electrodes. In PEM fuel cells, crossover effects are
usually insignificant; however, they must be taken
into account if the model is designed for durability
studies.

Proton transport is predominantly modeled
with either Nernst-Planck [198–202] or simpler
Ohm’s law-based [40, 61, 63–71, 73, 76, 78,
203–209] equations, in which the transport
parameters, e.g., protonic conductivity, depend
on the membrane water content l, a ratio of the
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number of moles of sorbed water to the number of
moles of sulfonic groups in the PEM. The sim-
plest models assume that the membrane is always
fully hydrated and exhibits its peak protonic
conductivity.

An accurate representation of polymer elec-
trolyte membrane requires a model that takes
into account water transport, which can be
approximated as a diffusion [1] or a hydraulic
process [2, 201]. In the former, the membrane is
assumed to be a homogeneous and nonporous
material, in which water is transported by diffu-
sion and electroosmotic drag. Hydraulic models,
on the other hand, suggest that the membrane
has two phases, the polymer phase and the pore
phase that is filled with liquid water. These
models also consider electroosmotic drag, but
the other driving force is associated with a pres-
sure gradient. Schlögl’s equation is used in such
models to compute the liquid water velocity
[5]. Applicability of either of the two models
might depend on the hydration level of the mem-
brane. Diffusion models appear to be suitable for
dry membranes, while hydraulic models might
be applicable when the membrane is saturated
[210, 211]. An approach that is valid for both
cases is thus a better choice for fuel cell model-
ing. An example of such models can be found in
[210, 212]. More recent models are designed in a
way that allows them to couple protonic and
water transport [213].

Constantly changing temperature and humidity
conditions during the typical operation of a fuel
cell lead to hygrothermal cycling loading of the
membrane and directly affect its durability by
significant mechanical stress development and
pinhole and crack formation, as shown by visco-
plastic, elastoplastic, and viscoelastic-plastic stud-
ies [123–125]. Polymer electrolyte membranes
can degrade not only mechanically but also chem-
ically through OH and H radical formation and
side chain decomposition [126, 127]. Examples of
proposed models for membrane degradation are
provided in references [126, 127]. A detailed
review on membrane properties and degradation
mechanisms was recently provided by Kusoglu
and Weber [139].

General Models

Mass Transport in Channels
Multicomponent gas transport in fuel cell chan-
nels is governed by mass, momentum, and energy
conservation equations. Most mathematical
models, with the exception of the generalized
model by Kerkhof et al. [214, 215], formulate
this problem using mass, momentum, and energy
conservation equations for the gas mixture, and
N � 1 combined mass and momentum conserva-
tion equations for the N individual species [176,
216].

The mass conservation equation for the gas
mixture is [217, 218]

@r
@t

þ ∇ � rvð Þ ¼ S, (1)

where r is the density of the gas mixture, t is
time, v is the mass-averaged velocity of the mix-
ture, and S is a source term that combines the
consumption and/or production of each species
in the gas mixture. Due to the consumption of
reactants, the density of the mixture will not be
constant along the channel, and a compressible
form of the mass conservation equation should be
used [5, 160, 219]; however, several articles [32,
220–223] assume the density changes are negligi-
ble, and then, the incompressible form of the mass
conservation is used.

The momentum conservation equation is the
result of applying Newton’s second law to a fluid
particle in motion. For the gas mixture, it is given
by

@

@t
rvð Þ þ ∇ � rv� vð Þ ¼ ∇ � t̂ þ rgþ F, (2)

where the operator � stands for the tensor prod-
uct, t̂ is the Cauchy stress tensor, g is gravity
vector field, and F is a momentum source term,
which is equal to zero for one species transport in
gas channels. For a Newtonian fluid, the Cauchy
stress tensor is given by

t̂ ¼ � p� lbeVð ÞIþ 2mD, (3)
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where p is the pressure, lb is the bulk viscosity,
ϵV = ∇ � v is the volumetric strain rate, I is the
identity tensor, m is the dynamic viscosity, and
D ¼ Dsv ¼ 1

2
Dvþ DTv
� �

is the strain rate ten-
sor. The viscosity of the mixture is given by
Chapman-Enskog theory [176, 224, 225]:

m ¼
XN
i¼1

xim0iPN
j¼1 xjxij

, (4)

where xi is the molar fraction of species i, m0 is
the viscosity of a pure substance, and x is the
Lennard-Zones interaction parameter [224]. If, in
order to simplify the equations, the density of the
fluid mixture is assumed constant, the Cauchy
stress tensor for an incompressible fluid yields

t̂ ¼ �pIþ m ∇vþ ∇Tv
� �

: (5)

The first term in Eq. (5) represents the hydro-
static pressure acting on the considered particle,
whereas the latter indicates its rate of strain. Com-
bination of Eqs. (1), (2), and (3) results in the
Navier-Stokes equations for a compressible fluid.

The energy transport equation for an ideal gas
is given by [176]

Ĉp
D rTð Þ
Dt

¼ ∇ � k∇Tð Þ þ Dp

Dt
þ Q, (6)

where Ĉp is the specific heat, T is the temperature,
k is the thermal conductivity, p is the pressure, and
Q is a volumetric heat source. However, the vast
majority of models that analyze mass transport in
fuel cell channels [32, 219–222, 226–234] con-
sider the fluid to be isothermal, and therefore, this
equation is not solved.

The transport of individual species is described
using a combined mass and momentum conserva-
tion for the individual species. This equation can
be formulated for each species i as

@ri
@t

þ ∇ � N̂i ¼ Si, (7)

where ri is the density of species, i, N̂i ¼ rivi is the
mass flux of species, i, vi is the velocity of species i,

and Si is the source term. Neglecting external body
forces, the velocity, for all N � 1 species can be
obtained using the Maxwell-Stefan equations, i.e.,
[216]:

∇xi þ xi � oið Þ∇p
p

¼ �
XN
i 6¼j

xixj
Dij

vi � vj
� �

, (8)

whereoi is the mass fraction of species i, andDij is
the binary diffusion coefficient between species
i and j. Maxwell-Stefan equations account for
interactions between species. The model is capa-
ble of predicting reverse diffusion, osmotic diffu-
sion, and diffusion barrier effect [216]. The
density and velocity for each species can be
obtained combining mass and momentum equa-
tions for the mixture, N � 1 mass conservation,
and Maxwell-Stefan (momentum conservation)
equation with the following closure equations:

r ¼
XN
i¼1

ri, (9)

v ¼
XN
i¼1

oivi, (10)

xi ¼ oi

PN
k¼1 Mkxk
Mi

, (11)

where Mi is the molar mass of species i and v is
the mass-average velocity of the mixture.
Assuming negligible pressure changes, Eq. (8)
can be rearranged in order to obtain an explicit
expression for the species mass fluxes such that
[216]

N̂i ¼
XN
j¼1

D̂ij∇xj, (12)

where tensor D̂ is a function of molecular diffu-
sion coefficients and composition of the mixture.
For infinitely dilute species and negligible veloc-
ities, the equation above becomes Fick’s law of
diffusion, and Eq. (7) becomes Fick’s second law
of diffusion:
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@ri
@t

¼ ∇ � rDij∇oi

� �þ Si (13)

where i is the solute and j is the solvent. The
binary diffusivity Dij can be estimated using
Chapman-Enskog theory [176]:

Dij ¼ 188:29T3=2

pL2
i jO

�
D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Mi
þ 1

Mj

s
, (14)

where T is the temperature, Lij is the collision
diameter of a binary mixture, O�

D is a correction
factor, and Mi is the molar mass of species i. The
collision diameterLij is obtained as the average of
the collision diametersLi andLj of species i and j:

Lij ¼ 1

2
Li þ Lj

� �
: (15)

The most common method for solving the set
of Eqs. (1), (2), and (6) is the finite volumemethod
[235], which has been implemented in many com-
mercial numerical simulation packages, such as
ANSYS Fluent [236], and STAR-CCM+ [237], as
well as some open-source software, e.g.,
OpenFOAM [238]. An alternative approach is
the finite element method [239], which is avail-
able in commercial packages such as COMSOL
Multiphysics [240], and in open-source frame-
works such as Kratos Multiphysics [241] and
deal.II [242].

Two-Phase Flow in Channels
In order to numerically reproduce two-phase flow
in fuel cell channels, the model presented in sec-
tion “Mass Transport in Channels” needs to be
extended. There are two approaches in literature
to study two-phase flow in fuel cell channels:
analytical and numerical models. The former
approach has been taken by several authors
[243–245], but usually these models are an over-
simplification of the phenomena and, therefore,
are not considered here.

Numerical models use Navier-Stokes and con-
tinuity equations to model the mass transport of
both gas and liquid phases. The main challenges
of two-phase flow models are:

• Identification of the interface between both
phases

• Taking into account the changes in the material
properties (i.e., density and viscosity)

• Representation of the discontinuity of flow
variables, i.e., velocity and pressure

• Modeling surface tension and wetting
phenomena

The difference between models basically
resides in the chosen kinematic framework.
Fixed-grid models use the Eulerian formulation
to model both air and water. However, they must
include additional techniques to track or recon-
struct the interface between the phases. Moving-
mesh models use the Lagrangian formulation,
allowing to track the air-water interface exactly.
In those methods, the numerical domain has to be
continuously re-meshed, which can be computa-
tionally expensive. An alternative to the previous
models is a combination of fixed and moving
grids, often referred to as embedded formulations,
which have been extensively used in the fluid-
structure interaction (FSI) community and have
been proven to be a promising method for multi-
fluid problems.

Fixed-grid models are the most used methods to
solve two-phase problems. The most known fixed-
grid method is the volume of fluid (VOF) method,
which is a front-capturing technique. It was devel-
oped by Hirt and Nichols [246] and, together with
Eqs. (1) and (2) for both gas and liquid, includes an
additional equation for convecting the interface
volume fraction variable Ck:

@

@t
Ckrkð Þ þ ∇ � Ckrkvkð Þ ¼ 0, (16)

where rk and vk are the density and the velocity of
the fluid k, respectively. The volume fraction vari-
able, Ck, takes the value 0 for the nodes outside the
fluid k, 1 inside the fluid, and between 0 and 1 when
the considered element contains the interface
between two fluids. In the case of two fluids, there-
fore, only one equation needs to be solved andCk is
usually replaced by S. Piecewise linear interface
calculation (PLIC) techniques [247, 248] are the
most used nowadays and have been included in
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commercial codes [249]. Figure 3 shows a possible
distribution of obtained Ck values in a fixed mesh
using theVOF. Cells with aCk value between 0 and
1 contain the interface between the two phases, as
shown on the right-hand side mesh after interface
reconstruction using PLIC technique.

In order to include surface tension effects, an
additional force term is added to the right-hand
side of Eq. (2). The majority of existing commer-
cial codes, such as ANSYS Fluent [236],
COMSOL Multiphysics [240], or STAR-CCM+
[237], use the continuum surface force (CSF)
model [250], in which the surface tension is eval-
uated at the historical time step of the transient
problem (i.e., the model is explicit in time). The
expression for the surface tension force is

fst ¼ grk̂
∇Ck

0:5 rl þ rg
� � , (17)

where g is the surface tension coefficient; rl and
rg are the densities of liquid and gas phases,
respectively; and k̂ is the curvature of the air-
water interface defined as the divergence of the
unit normal to the interface:

k̂ ¼ ∇ � n

k n k , (18)

where the normal vector is related to the volume
fraction Ck through

n ¼ ∇Ck: (19)

An alternative to the CSF model is the contin-
uum surface stress (CSS) model, developed by

Lafaurie et al. [251]. The surface tension term
has the following expression:

fst ¼ ∇� g k ∇Ck k I� ∇Ck � ∇Ck

k ∇Ck k
� �� �

, (20)

where � denotes the tensor product. The CSS
model has several advantages over the CSF
model: it is conservative and it does not require
the computation of the curvature k̂ . Moreover, it
can be used to solve problems with variable sur-
face tension, whereas CSF model cannot account
for this effect.

Earlier studies of droplet dynamics in fuel
cell channels include the works by Golpaygan
and Ashgriz [226, 252] and Shirani and
Masoomi [253]. In these studies, the contact
line was fixed and no validation was provided.
Other studies analyzed the problem in 3D
[227–229, 254–257]; however, validation was
again not provided, and the droplets were placed
in the channel domain a priori without any par-
ticular criteria. The first studies using VOF that
included experimental validation in their study
were the works of Theodorakakos et al. [258]
and Bazylak et al. [231].

Le and Zhou [259] implemented a model in
ANSYS Fluent that integrated a multicomponent,
non-isothermal two-phase flow in the channel and
GDL with a CL model including electrochemical
reactions. The water distribution in the model was
qualitatively validated by visual comparison to
experimental results; however, no quantitative
validation was provided regarding water distribu-
tion or cell performance, and the model could not
predict water formation in the MEA and posterior
emergence into the channels. Instead, they started
their simulations with several droplets distributed
along the serpentine channels. A review on the
application of VOF to the PEMFC field was
recently provided in [249].

The level set (LS) method is another fixed-grid
technique that was presented by Osher and
Sethian in 1988 [260] as a general technique to
capture a moving interface. The basic idea of the
level set method is to represent the interface by the
zero level set of a smooth scalar function
f(x) [261, 262]:

PEM Fuel Cells: Modeling, Fig 3 Schematic represen-
tation of obtained Ck values in a fixed mesh using the VOF
and interface reconstruction using PLIC technique [247,
248]
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f xð Þ : ℝn ! ℝ G ¼ x : f xð Þ ¼ 0f g: (21)

The position of the interface is known implicitly
by the nodal values of f: nodes with positive
values are inside the fluid, whereas negative values
mark nodes outside the fluid domain, as shown in
Fig. 4. The position of the interface is then obtained
by interpolation of nodal values of function f. The
LS method has the advantage of being capable of
handling topological changes and complex shapes
of the interface. It may, however, give inaccurate
results for normal vector and interface curvature,
and it also fails at mass conservation. Additional
techniques to alleviate these drawbacks have been
reported in literature [263, 264–268].

The embedded formulation combines Lagrang-
ian and Eulerian descriptions for the liquid and the
gas phases, respectively. Themethodwas proposed
in [269] and [270] and was extended later for
surface tension-dominated problems in [233] and
[234]. The main advantage of this method is that it
allows tracking of the interface between air and
water, which is critical in surface tension-
dominated problems, such as droplet shedding in
fuel cell channels. The gas is modeled using the
Eulerian formulation, which is the most natural
approach, whereas the liquid phase is described
using a Lagrangian formulation. The embedded
model does not require mesh refinement around
the interface to avoid numerical diffusion, contrary

to fixed-grid methods. The liquid domain has to be
re-meshed in order to update its configuration.
Since the water domain usually represents a small
fraction of the total domain in fuel cell channels,
however, the cost of re-meshing is reduced.

Figure 5 shows a schematic representation of
the two meshes used in this method. Since the
liquid domain is discretized using a moving
mesh embedded into the fixed mesh of the gas
domain, a coupling technique must be
implemented. The overall solution strategy is:

1. Solve the problem in the moving mesh, i.e.,
liquid domain, obtaining velocity, and pressure.

2. Identify the position of the interface in the
fixed mesh.

3. Project the velocity of the boundary nodes in
the moving mesh onto the nodes of the fixed
mesh representing the interface.

4. Use this velocity as a Dirichlet boundary con-
dition to solve the problem in the fixed mesh,
obtaining velocity and pressure.

5. Use the solution of the fixed mesh to project
the whole stress onto the boundary of the
moving mesh.

6. Repeat.

PEM Fuel Cells: Modeling, Fig. 4 Schematic represen-
tation of function f(x) representing the interface in the LS
method

PEM Fuel Cells: Modeling, Fig. 5 Schematic of the
moving mesh, representing the liquid domain, overlapped
with the fixed mesh, representing the gas domain, in the
embedded method
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Jarauta et al. [233] showed that the model can
accurately describe wetting phenomena on rough
surfaces and droplet oscillation in channels.
Effects of surface energy and roughness were
validated by showing good agreement between
experimental and numerical predictions of
advancing and receding contact angles of droplets
of varying sizes on different substrates and
inclined planes. It was also shown that sessile
droplets on smooth hydrophobic surfaces, such
as PTFE, are more prone to detachment than on
rough surfaces, such as GDLs, where droplets
experience large deformations before detachment
due to the effect of contact line pinning. The
model was also able to capture the recirculating
pattern observed experimentally in sessile drop-
lets subjected to an airflow [271].

Mass Transport in MEAs

Gas Transport
In porous media, the mass and momentum trans-
port equations of gaseous mixtures in Eqs. (1) and
(2) need to be volume averaged [225] and a source
term,

F ¼ � mK̂
�1
evvþ b̂re2v j v j v

� �
, (22)

representing solid-fluid interactions needs to be
added to the momentum equation. In the equation
above, ev is the porosity of the porous media, K̂ is
the permeability tensor, v represents the interstitial
(intrinsic) mass-averaged velocity vector of the
mixture, and b̂ is the Forchheimer correction
tensor. Equation (1) then results in [225]

D rvð Þ
Dt

� ∇ � m ∇vþ ∇Tv
� �þ ∇pþ ∇

2

3
lbϵV

� �

¼ rg� mK̂
�1
evvþ b̂re2v j v j v

� �
,

(23)

where r is the phase (superficial)-averaged den-
sity and v represents the interstitial (intrinsic)
mass-averaged velocity vector of the mixture.

If inertia and viscous effects are assumed to be
negligible in the porous media, along with gravity

effects, and assuming steady state, Eq. (23)
becomes the Darcy-Forchheimer law of momen-
tum transport in porous media:

∇p ¼ � mK̂
�1
evvþ b̂re2v j v j v

� �
: (24)

If the porosity is higher than 0.6 [272], and if
viscous effects cannot be neglected, Brinkman’s
equation must be used instead:

∇p ¼ � mK̂
�1
evvþ b̂re2v j v j v

� �
þ m̂∇2e2vv, (25)

where m̂ is the effective diffusivity [272]. At low
velocities, the second term in Eq. (24), can be
neglected, giving Darcy’s law [5, 32, 164]:

∇p ¼ �mK̂
�1
evv: (26)

For the mass transport of individual species,
one option relies on solving the volume-averaged
mass and momentum mixture equations and mass
and momentum conservation volume-averaged
equations for N � 1 of the considered species,
i.e., Eqs. (7) and (8). As shown in section “Mass
Transport in Channels,” mass transport can be
modelled using either Fick’s law of diffusion or
Maxwell-Stefan equations for multicomponent
mass transport. An additional momentum conser-
vation model for multicomponent mixtures that
accounts for porous media-particle interactions is
the dusty gas model (DGM) [224, 225, 273]:

1

RT
∇pi ¼

XN
i¼1

xiNj � xjNi

Deff
ij

� Ni

DK
i

, (27)

where R is the universal gas constant, Deff
ij is the

effective molecular diffusivity between species
i and j, and DK is the Knudsen diffusion coeffi-
cient, which is discussed later in this section.
Although this model is considered an extension
of Maxwell-Stefan equations, Kerkhof [274]
pointed out that the model takes viscous forces
into account twice and, therefore, is incorrect. In
his work, Kerkhof proposed the binary friction
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model (BFM) based on Lightfoot’s friction model
[275]. The governing equation for the binary fric-
tion model is given by [224, 225, 274]

1

RT
∇pi ¼

XN
i¼1

Fij
xiNj � xjNi

Deff
ij

� DK
i þ K̂

ki

 !�1

Ni, (28)

where the coefficient F is equal to one in the
continuum region and zero in Knudsen region
[224], and k is the partial viscosity. Pant et al.
[224] proposed a modified binary friction model
(MBFM) in order to make it valid for mass trans-
port in capillaries.

An alternative model to solving volume-
averaged equations for the mixture and N � 1
species is to use the model proposed by Kerkhof
and Geboers [214, 215] for all species. In this
case, the momentum conservation equation for
each species is extended to include a term that
accounts for the interaction between species:

D

Dt
rivið Þ ¼ ∇ � t̂ ij þ rgþ FþDi, (29)

where the term Di is given by

Di ¼
XN
i¼1

pipj

pDeff
ij

Î vj � vi
� �

, (30)

and where Î is the identity tensor. The term Di

accounts for friction effects between species. The
option of solving Eqs. (7) and (29) for each spe-
cies was adopted in Refs. [225, 276]; however,
this leads to a computationally intensive model
[225]. To date, there is only one study in literature
that includes an implementation of the model by
Kerkhof and Geboers in porous media [225]. This
is still an active area of research [224, 225,
277–280].

The vast majority of models that study mass
transport of gaseous species in the porous media
consider Navier-Stokes equations for the gas mix-
ture, and then use Fick’s law (Eq. 13) or Maxwell-
Stefan (Eq. 8) models for the mass transport of

individual species. Quan et al. [256, 257] and
Gurau et al. [32] modeled the transport of species
in the porous media under a serpentine channel
using the Navier-Stokes equations, including a
Darcy source term for the momentum transport.
A similar approach was taken by Le et al. [259,
281–283], but the transport of individual species
was modeled using Fick’s equation (7). Other
studies have considered the same governing equa-
tions [4, 219–222]. Berning et al. [5, 160] also
used Navier-Stokes equations for mass transport
in the channel; however, they considered Darcy’s
law in the porous media together with Maxwell-
Stefan equations for the transport of individual
species.

In order to apply any of the aforementioned
models in porous media, permeability and effec-
tive diffusion coefficients need to be obtained.
Semiempirical correlations are commonly used
to estimate these coefficients based on the mor-
phology, porosity, and tortuosity of the material,
where the expression constants are obtained by
fitting the semiempirical results to experimental
values.

A commonly used expression for gas perme-
ability of GDLs is the Carman-Kozeny equation
given as [284]

K̂ ¼ d2f e
3
v

16kCK 1� e2v
� � , (31)

where df is the fiber diameter, and kCK is known as
the Carman-Kozeny constant which is considered
as a fitting parameter that is obtained experimen-
tally. References [45, 285–294] provide the value
of these empirical constants for several GDLs.
The permeability of several MPL materials was
also estimated in some of the references above,
e.g., [292].

The effective diffusion coefficient of dry GDLs
and dry CLs can also be estimated using appro-
priate semiempirical equations that relate effec-
tive molecular diffusivity to bulk molecular
diffusivity, porosity, and tortuosity of the porous
material. One commonly used method to estimate
effective diffusion coefficients is using percola-
tion theory, where the effective diffusion
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coefficient, Deff
ij , is computed based on the bulk

diffusion coefficient, Dij, as [43, 170]

Deff
ij ¼ Dij

ev � ep
1� ep

� �m

Y ev � ep
� �

, (32)

where ep is the so-called percolation threshold, m
is an exponent that depends on the material struc-
ture, and Y(x) is the Heaviside step function.
When ev < ep, no transport occurs.

An alternative to the previous approach is the
tortuosity model, where the effective diffusion
coefficient, Deff

ij , is computed based on the bulk

diffusion coefficient, Dij, with the random walk
method [295]:

Deff
ij ¼ ev

t
Dij, (33)

where the tortuosity of the phase t is given by the
generalized Archie’s law [214, 296]:

t ¼ 1� ep
ev � ep

� �a

: (34)

The resulting equation for the effective diffu-
sion coefficient is

Deff
ij ¼ ev

1�ep
ev�ep

� �a Dij, (35)

where the exponent a depends on the material
structure. These models can be used to describe
transport in various structures depending on the
parameter used from fibrous structures [284] to
randomly distributed cylindrical and spherical
particles [297]. For example, setting ep = 0
results in Archie’s law, t = e�a, and two particu-
lar cases of Archie’s law are the Bruggemann
model for transport in porous media with ran-
domly distributed cylindrical and spherical parti-
cles. Respectively, those correspond to a = 1
(t = e�1) and a = 0.5 (t = e�0.5) [297]. The
Heaviside step function, Y(x), may be used in
Eq. (35) to limit transport for the case ev < ep.
References [45, 48, 294, 298–301] have fitted
some of these expressions to experimental data
for different GDL, MPL, and CL materials and

provided estimates for the different empirical con-
stants. Pore-scale numerical modeling can also be
used to provide estimates of effective transport
properties, e.g., [18, 302].

For porous media where the Knudsen number,
i.e., the ratio between the mean free path of the
molecules and the pore diameter, is large
(approximately larger than 0.1), Knudsen diffu-
sion should be considered in addition to bulk
diffusion [30, 51, 303, 304]. In the GDL, the
pore sizes are large enough that Knudsen diffu-
sion does not need to be considered; however, it
becomes more important in MPL and CLs, where
pore sizes are smaller as recently demonstrated
experimentally in the case of MPLs by Pant
et al. [291] and Carrigy et al. [292]. The Knudsen
diffusion coefficient of species a, DK

a can be
estimated as

DK
a ¼ 2rp

3

ffiffiffiffiffiffiffiffiffi
8RT

pMa

r
, (36)

where rp is the pore radius. An effective pore
radius for MPLs was estimated experimentally in
[291, 292].

When the aforementioned equations are
applied to model mass transport in fuel cells,
source terms Si must be included in order to
account for mass variations due to the electro-
chemical reactions. For instance, if mass transport
in the MEA is modeled using Fick’s law, the
governing equations for oxygen and water vapor
molar fractions are

ev
@cO2

@t
� ∇ � cDeff

O2
∇xO2

� �
¼ SO2

(37)

ev
@cw
@t

� ∇ � cDeff
w ∇xw

� � ¼ Sw: (38)

Equation (38) needs to be modified if water
sorption/desorption effects are taken into
account (see section “Liquid Water in MEAs”).
Under the assumption of impermeable mem-
brane (no gas crossover), there is no need for addi-
tional equations for nitrogen or hydrogen molar
fractions since they can be obtained as xN2

¼ 1�
xO2

� xw in the cathode side and xH2
¼ 1� xw in
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the anode side, respectively. Table 1 includes the
source terms for hydrogen (if needed), oxygen, and
water transport equations (37) and (38), where i is
the volumetric current density and F is Faraday’s
constant. Source terms in Table 1 follow directly
from the relation between current density and spe-
cies flux discussed in section “Charge Transport”
and the number of charged species (electrons) per
mole of oxygen and water in the electrochemical
reaction (73).

Water Transport in the Polymer Electrolyte
Water transport in the electrolyte is generally con-
sidered either in liquid or sorbed form. In the
former approach, based on the works by Bernardi
and Verbrugge [2, 201], the membrane is assumed
to be a polymer matrix with pores filled with
liquid water. The velocity of liquid water in the
membrane is computed using the Schlögl equa-
tion [2, 5, 201, 305–307]:

v ¼ K̂f

m
zf cf F∇fm � K̂p

m
∇pl, (39)

where K̂f is the electrokinetic permeability of
the membrane, m is the viscosity of the pore
fluid, zf is the charge number of the sulfonic
acid ions attached to the polymer backbone in
the membrane, cf is their concentration, K̂p is the
hydraulic permeability of the membrane, and pl
is the hydraulic pressure. The driving forces
considered in this model are associated with
the electroosmosis and hydraulic pressure.
Velocity (39) is used to describe convective
mass transport in the membrane [2, 201]. This
approach is generally used for fully humidified
membranes, and diffusive transport of water is
neglected [5].

A more common approach was proposed
by Springer et al. [1], in which the membrane
is assumed to be homogeneous and nonporous. In
their model, water is transported in the sorbed
form and is driven by electroosmosis and back
diffusion. The flux of sorbed water due to electro-
osmosis is proportional to the proton flux in the
membrane [1, 82, 304, 308, 309]:

Nl, drag ¼ �nd
seffm

F
∇fm, (40)

where seffm and fm are the conductivity of the
electrolyte and its potential (see section “Charge
Transport”) and nd is the electroosmosis coeffi-
cient (the ratio of the flux of water molecules to
the flux of protons in the absence of concentration
gradients). In the PEM, the effective value is the
bulk value. In the CL, the effective value is
obtained using relations such as in Eq. (32) [43,
170]. The electroosmosis coefficient has been
studied by various groups over the past decade,
e.g., references [1, 310–312] to name but a few.
Kusoglu and Weber [139] reviewed previous
work and highlighted that most of them report
electroosmosis values of 0.9 to 1.4 in vapor-
equilibrated membranes (l < 14) and 2.5 to 2.9
in liquid water-equilibrated membranes (l > 20).
Analysis of the results for vapor-equilibrated
membranes also shows that, although some
authors have reported a constant electroosmosis
coefficient of approximately one, e.g., [310, 311],
many others have observed a quasi-linear relation-
ship between the number of sorbed water mole-
cules and the electroosmosis coefficient, e.g., [1,
312–314], with a relationship that is similar to that
proposed by Springer et al. [1] and given by

nd ¼ 2:5l
22

,

where l is the sorbed water content in the
membrane (in moles of sorbed water per number
of moles of sulfonate groups SO�1

3 ). The electro-
osmosis coefficient also depends on temperature
and membrane equivalent weight and type
and manufacturing method, e.g., casted or
extruded [139].

PEM Fuel Cells: Modeling, Table 1 Source terms for
oxygen and water electrochemical reaction

Parameters GDL CCL ACL PEM

SH2
0 0 � i

2F
0

SO2
0 � i

4F
0 0

Sw 0 i
2F

0 0
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The sorbed water flux due to back diffusion is
defined as [1, 82, 304, 308, 309]

Nl, diffusion ¼ � rdry
EW

Deff
l ∇l, (41)

where rdry is the density of the dry ionomer and
EW is its equivalent weight (in grams of the
ionomer per mole of ionic group). The effective
diffusion coefficient Deff

l again will be bulk in the
PEM and an effective value in the CL. The bulk
diffusion coefficient depends on l and tempera-
ture. The exact functional form of Deff

l l, Tð Þ
depends on the type of the ionomer and is
obtained through fitting of experimental data.
Examples of such relations for bulk sorbed water
diffusivity in Nafion® can be found in [31, 315,
316] to name but a few. Zhou et al. recently
implemented the latter expressions in a full
MEA model in order to study their effect on
water transport in Ref. [317]. Kusoglu and
Weber [139] provided a detailed review of the
water diffusion coefficients reported in the
literature.

Under non-isothermal conditions, the sorbed
water is also transported due to variations in tem-
perature. This process is called thermo-osmosis
[130, 318, 319], and the corresponding flux of
the sorbed water is [304, 308, 309]

Nl, thermo�osmosis ¼ � Deff
T

MH2O
∇T, (42)

where Deff
T is the effective thermo-osmosis diffu-

sion coefficient, the values of which vary between
the materials [130, 318, 319].

The total sorbed water flux in the electrolyte
considering all three modes of transport is given
by

Nl ¼ Nl, drag þNl, difffusion
þNl, thermo�osmosis

¼ �nd
seffm

F
∇fm � rdry

EW
Deff

l ∇l

� Deff
T

MH2O
∇T, (43)

where in the PEM the bulk values should be used.
Thus, the mass conservation equation for sorbed
water takes the following form:

eN
rdry
EW

@l
@t

�

∇ � nd
seffm

F
∇fm þ rdry

EW
Deff

l ∇lþ Deff
T

MH2O
∇T

� �
¼ Sl,

(44)

where the transient term is present in the form
natural for the diffusion type (Eq. (44)) and
eN is the volume fraction of ionomer in the CL
and eN = 1 in the PEM. The complexity of the
resulting model depends on how many driving
forces are considered in Eq. (44). The source
term, Sl, is given by [82]

Sl ¼ kt
rdry
EW

leq � l
� �

in CLs,

0 everywhere else,

(

(45)

where kt is a time constant and leq is the equilib-
rium value of l in the electrolyte determined by a
sorption isotherm [320]. In general, leq depends
on the equivalent weight of the ionomer, water
vapor mole fraction, and temperature
[139]. Experimentally fitted leq can be obtained
in the form leq(aw, T) [321], where the activity of
water is defined as

aw ¼ pxH2O

psat
:

Since water sorption/desorption affects water
vapor transport, Sl is also included in Eq. (38) so
that it is modified into

ev
@cw
@t

� ∇ � cDw∇xwð Þ ¼ Sw � Sl:

For kt < 10�2s�1, Sl becomes negligible
compared to Sw, and the coupling between water
vapor transport and water sorption/desorption is
weak [82]. The time required for l to reach its
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equilibrium value is normally of order
100 – 1, 000 s�1 [322]. In steady-state simula-
tions, a value of 10,000 may be used to ensure
strong coupling between the equations [82,
308]. Because of the coupling, water vapor will
either be sorbed into the ionomer from the pore
space or desorbed from the ionomer depending on
the relative humidity and temperature conditions.

The effective electrolyte protonic conductivity
seffm used in the sorbed water transport equation
(44) and electrolyte potential transport equation
(see section “Charge Transport”) is the bulk value
and in the CL is an effective value. In general, the
bulk conductivity depends on the water content
and temperature, as it was discussed in section
“Polymer Electrolyte Membrane.” The functional
form seffm aw, Tð Þ or seffm l, Tð Þ is obtained exper-
imentally and can be found in [308].

Liquid Water in MEAs
Water management is critical to achieving higher
current density and improving the durability of fuel
cells, especially under cold and wet operating con-
ditions. A large number of models have been
proposed in the fuel cell literature during the
past decades to study water management
[323–331]. Based on these studies, it was identified
that the key to appropriate fuel cell water manage-
ment is to strike a balance betweenmembrane dehy-
dration and water accumulation in the electrode,
also known as flooding. When the cell is operating
with dry gases, keeping the electrolyte in the PEM
and CLs sufficiently hydrated is critical to
maintaining good ionic conductivity and reducing
ohmic losses. During high relative humidity and
high current density operation, removing the excess
water generated in the electrodes is critical to avoid
water accumulation and achieve high performance.

Liquid water is produced at the cathode CL. At
low relative humidity, the generated liquid water
evaporates and is transported to the channels in
vapor phase. If the electrode gas mixture is satu-
rated with water vapor, liquid water accumulates
in the electrode. This leads to a sharp drop in
performance which limits the fuel cell maximum
current and power densities. When a sufficient

liquid pressure is available to flow through the
CL, MPL, and GDL, liquid water removed from
the MEA will reach the gas flow channels and
negatively affect also the reactant flow as
discussed in previous sections.

Natarajan et al. [332] proposed one of the first
two-phase cathode models in the literature. Wang
et al. [333] also introduced a two-phase model that
included a threshold current density to distinguish
the single- and two-phase regimes. Weber and
Newman proposed the first structure-based
two-phase flow model [330]. It included mass
and momentum conservation equations for gas
and liquid transport in the MEA, and it used a
pore size distribution to estimate transport prop-
erties. The models above, however, did not
account for thermal effects. Thermal effects were
accounted for in more recent two-phase models,
allowing to study the heat pipe effect as well as
phase change-induced flow [209, 304, 323].

Two-phase flow transport in the porous media
of fuel cells has usually been studied using a
volume-averaged approach at the MEA level
[209, 304, 323, 330, 333]. This approach is
based on the assumption that there exists a repre-
sentative elementary volume (REV) in the porous
medium where hydrophilic and hydrophobic pore
networks are homogeneous. In general, pore-scale
models, such as full morphology and pore net-
work models (discussed in the following sec-
tions), have been mainly used to study two-
phase flow in the GDL, while volume-averaged
models incorporating information on the pore size
distribution have been used in the MPL and
CL. Such choice is appropriate given the length
scales in each layer. Conventional CLs and MPLs
are 5 � 15 mm and 40 � 80 mm in thickness,
respectively. CLs contain pores that are
5–210 nm, with most pores in the range of
20–80 nm [18, 29, 334, 335], and MPLs contain
pores that are smaller than 1 mm [336]. Given the
pore size and layer thickness, there are hundreds
of pores across any CL and MPL, and, therefore,
an REV is likely to exist. In this case, volume-
averaged models are appropriate, and effective
properties, such as interfacial area, effective dif-
fusivity, and relative permeability, are likely well
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approximated by using statistical theory of hetero-
geneous media. In the GDL, the layer thickness
is 150 � 400 mm and the pore size is between
5 and 60 mm. Due to the size of the pores, an
REV for the GDL might be of the same size or
even larger than the GDL thickness; thereby, a
volume-averaged model should not be used
[337]. The use of an REV for the GDL can only
be justified on the basis of averaging along the
channel to create a two-dimensional model. The
use of pore-scale models is more appropriate,
however, and the integration of volume-averaged
MPL and CL models with a pore-scale model has
been recently performed by Zenyuk et al. [338].

The effect of liquid water can be studied by
reducing the void fraction available for gas transport
in porous layers; however, a mechanism is required
in order to estimate the percentage of pores that will
be filled with water. In the crudest approximations,
the volume fraction is treated as a fitting parameter.
Thus, the only effect of liquid water is to decrease
the mobility of reactants to diffuse to the electro-
chemically active site [339, 340]. Most mathemati-
cal models in the literature however, assume that
capillary pressure is the driving force for pore filling
in porous media, an assumption that is justified
based on nondimensional analysis that shows that
surface tension effects are orders of magnitude
larger than gravitational, inertial, and viscous
effects. To validate this assumption, Bond [341,
342] (Bo), Weber [342] (We), and capillary [343]
(Ca) numbers for GDL and CL are summarized in
Table 2; see Ref. [308] for more details. Table 2
clearly shows that surface tension effects are at least
three orders of magnitude larger than any of the
other effects discussed above.

The transport equations described in section
“Gas Transport” are solved for each phase in
order to estimate capillary pressure [5, 201,
330]. Assuming the Reynolds number in the
porous media for gas and liquid phases is small,
i.e., less than one, and using further simplifica-
tions, a mass conservation equation, (1), and
Darcy’s law for momentum transport, (26), can
be obtained for each phase. Two approaches are
proposed in literature as the two-phase transport
governing equations in the MEA: (a) saturation-
based and (b) capillary-based models.

In saturation-based models, gas pressure
changes are assumed negligible, and capillary
pressure and saturation are related by an empirical
function known as the Leverett J-function. Using
these assumptions, Darcy’s law equation for the
liquid phase is reformulated as a function of satu-
ration’s, instead of capillary pressure, pc, and the
former is used as the solution variable. The
governing equation can then be expressed as

@ evSrlð Þ
@t

� ∇ � rlklr
ml

@pc
@s

� �
∇s

� �

¼ Sliquid, (46)

where ev is the porosity, klr is the effective per-
meability in liquid phase, pc is the capillary pres-
sure, and s is the saturation variable. Note that in
this expression, the interstitial density is used
instead of the superficial density in Eq. (1), and
the permeability tensor is assumed isotropic. This
method is generally used in petroleum engineer-
ing applications, particularly for measuring the
one-dimensional steady-state transport on packed
sand [344]. The saturation approach was first
adopted by Natarajan and Nguyen [332] in study-
ing the liquid water transport in the cathode. Since
then, a great number of saturation-based models
have been proposed in literature to study liquid
water transport in the MEA [327, 345–350].

One of the primary concerns of using saturation-
based models is that, in most cases, a continuous
function is used to approximate the saturation var-
iable even though saturation is likely to be discon-
tinuous at the interface between porous layers, e.g.,
at MPL-GDL interface, due to the different

PEM Fuel Cells: Modeling, Table 2 Estimated dimen-
sionless numbers for an operating PEMFC

Dimensionless
characteristic
length

Physical
meaning

GDL
10 mm

CL
0.1 mm

Bond Gravitational
force to surface
tension

10�3 10�7

Weber Inertial force to
surface tension

10�10 10�12

Capillary Viscous force to
surface tension

10�7 10�7
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wettabilities and pore sizes. Also, the approach is
usually limited to fully humidified conditions as the
specification of a finite saturation at the
GDL/channel boundary implies that some liquid
water should already be present in the channel.
Even if a value of zero saturation is used, liquid
water can flow from the channel to the MEA.

Capillary-based models solve mass and
momentum conservation equations for liquid
water and gas mixture pressure separately and
relate them to saturation by means of the capillary
pressure and a set of closure equations using
microstructural information [327–331, 351]. The
input parameters for the microstructural model are
the pore size distribution (PSD) and the wettabil-
ity of the porous material. Based on this informa-
tion, a bundle of rejoined capillary model is used
to estimate dry and wet transport properties, e.g.,
liquid and gas permeability and relative perme-
ability. The advantage of this method is that it
provides an idealized microscale model that can
be used to perform parametric studies in order to
find the optimized porous layer design. The use of
gas and liquid pressure enforces continuity in the
pressure fields, while saturation is allowed to vary
at the interface between materials.

The first capillary-based models that proposed
the use of a PSD assumed either a hydrophilic or
hydrophobic pore network for the whole material
[329, 330]. More recently, researchers have intro-
duced a variety of mixed wettability models based
on experimental observations proposing that a net-
work of hydrophilic and hydrophobic pores might
coexist in fuel cell materials such as GDLs and CLs
[352, 353]. Weber et al. [323, 330], Mateo [351],
and Mulone et al. [331] have treated hydrophilic
(HI) and hydrophobic (HO) pore networks sepa-
rately either by introducing a continuous wettability
distribution [323] or by studying two independent
networks [330, 331, 351]. In all previous work,
however, due to the difficulty of implementation of

a PSD model in multidimensional computational
fluid dynamic solvers, the PSD model was either
not integrated in a complete MEAmodel [329, 331,
351] or was integrated only in a one-dimensional
model [323, 330]. Recently, Zhou et al. [304] intro-
duced a multidimensional, two-phase, capillary-
based model. The model was shown to be suitable
to study fuel cell operation under both dry and wet
conditions as well as to predict water distribution in
the MEA and water fluxes at the GDL/channel
boundaries.

The governing equations for the capillary-
based model, which solve for liquid and total gas
pressure, respectively, are as follows:

@ rgeg
� �
@t

� ∇ � rgkgr pcð Þ
mg

∇pg

 !
¼ Sgas, (47)

@ rlelð Þ
@t

� ∇ � rlklr pcð Þ
ml

∇pl

� �
¼ S1iquid, (48)

where r is the interstitial (phase) density, ek is the
volume fraction of phase k, and subscripts g and
l refer to gas and liquid phases, respectively. In
this entry, the capillary pressure is defined as

pc ¼ pl � pg: (49)

The corresponding source terms are listed in
Table 3. The source term for condensation and
evaporation is described by

SH2O evap=condð Þ ¼ ke=calv
pv � psat pc,Tð Þ

psat pc,Tð Þ
� �

,

(50)

where ke/c is the aerial evaporation or condensa-
tion rate constant, alv is the liquid-gas interfacial
surface area per unit volume, and pv is the vapor

PEM Fuel Cells: Modeling, Table 3 Source terms for two-phase transport

Parameters GDL, MPL CCL ACL PEM

Sgas �MH2OSH2O
(evap/cond)

�MH2OSH2O evap=condð Þ þ i
4FMO2 þ SlMH2O �MH2OSH2O evap=condð Þ þ i

2FMH2 þ SlMH2O 0

Sliquid MH2OSH2O(evap/
cond)

MH2OSH2O evap=condð Þ � i
2FMH2O MH2OSH2O(evap/cond) 0
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pressure. The effective saturation vapor pressure
in a capillary, psat(pc, T), is determined by con-
sidering the Kelvin effect and the Young-Laplace
equation as follows:

psat pc, Tð Þ ¼ psat Tð Þexp pcMG

RTrg

 !
, (51)

where psat is the uncorrected saturated vapor pres-
sure of water, and MG is the molar mass of water.

The GDL and MPL absolute permeabilities
have been reported by various studies [45, 285,
286, 288, 291, 294, 354–356]. It has been shown
that the absolute permeability depends on many
factors such as level of compression, type of car-
bon black, percentage of PTFE content, and pore
size distribution. The typical GDL permeability
falls mostly within the range of 10�12–10�10 m2.
The MPL permeability is usually extrapolated
from the measured permeabilities of the GDL
and the GDL-MPL assembly, and the estimated
value is around 10�13 m2. The measurement of
CL absolute permeability is not yet feasible as the
layer is too thin to conduct the experiment.

Measurements of GDL relative permeability
have not received much attention during the past
decades. Air relative permeabilities were reported
by Nguyen et al. [357] and Koido et al. [358]. Rel-
ative liquid water permeability was measured by
Hussaini et al. [359] and Sole [360]. Alternatively,
numerical models, such as pore size distribution
[304] and pore network model [361] can be used
to estimate the relative permeability with a rea-
sonable agreement with the experimental data.

Determining an appropriate liquid water
boundary condition at the GDL/channel interface
is important to any two-phase flow model. Zero
flux [326, 328, 362] and fixed saturation values
are the most commonly used boundary conditions
[363]. These boundary conditions either force all
water to be vaporized in the MEA or impose the
existence of liquid water at the GDL/channel
boundary. Their applicability is therefore limited,
and a more general boundary condition is needed.
Zenyuk et al. [209] recently introduced a step
function to switch from a no-flux boundary con-
dition to a Dirichlet condition for liquid pressure.

After reaching a breakthrough pressure, the liquid
pressure is considered to be constant. Alterna-
tively, a dynamic boundary condition could be
used where once the capillary pressure reaches
the given breakthrough pressure, a flux propor-
tional to the liquid pressure is applied [304], i.e.,

rlvl � n ¼ � rlkrl
ml

∇pl

� �
� n

¼ k
pl � pl, channel

p0

� �
g plð Þ, (52)

where k is an unknown proportionality constant
that controls the flux of water as a function of the
liquid pressure, pl, channel is the liquid pressure at
the channel-GDL interface, and p0 is a dimen-
sionless factor. Function g(pl) in Eq. (52) is
given by

g plð Þ ¼ tanh pl � p1, channel
� �

=p0
� �þ 1

2

	 

y pl � pBTð Þ,

(53)

where pBT is the liquid breakthrough pressure and
y(pl � pBT) is a step function, i.e., it is set to be
zero until pl > pBT is satisfied in the Newton
solver loop and not modified further in order to
maintain numerical stability. Its validity should be
confirmed during post-processing by making sure
that the liquid water flux remains positive. In order
to prevent liquid water from entering the MEA
from the channel, once the step function is set to
be one, a tangent function tanh((pl � pl, channel)/
p0) is used, where pl, channel is set to be atmo-
spheric pressure considering the droplet volume
is large enough so that Laplace pressure is negli-
gible, and p0 should reflect the channel conditions.

Charge Transport
In general, transport of charged species in an elec-
trolyte is described by either concentrated solution
or dilute solution models. The former are more
general but require more information on the inter-
actions between the different species in the solution
[33, 198]. Multicomponent diffusion of charged
species is generally described by [198]
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ci∇m̂i ¼
X
j 6¼i

Kij vj � vi
� �

, (54)

which is similar to the Maxwell-Stefan equation
(8). Here, m̂i is the electrochemical potential of
species, i, Kij are friction coefficients, and vi is
the superficial velocity of species i. The term �ci
m̂i in Eq. (54) is a volumetric driving force causing
the motion of species i; the term Kij(vj � vi) is the
balancing volumetric force of species j acting on
species i in their relative motion. Coefficients Kij

can be related to the binary interaction coefficients
Dij with [198, 364]

Kij ¼ RTcicj
cDij

: (55)

Assuming that species i is minor and the total
concentration ctot is approximately equal to the
solvent concentration c0, one can use Eq. (55)
and rewrite Eq. (54) as

ci∇m̂i ¼
RT

Di0
civ0 � civið Þ: (56)

Then, the molar flux of species i is given by

Ni ¼ civi ¼ �Di0

RT
ci∇m̂i þ civ0: (57)

Further, if the solution is diluted, the species-
solvent interaction coefficients Di0 can be
replaced with the diffusion coefficients Di, and
the solvent velocity v0 can be approximated by
the bulk velocity v:

Ni ¼ � Di

RT
ci∇m̂i þ cin: (58)

Equation (57) can then be written in the form of
the Nernst-Planck equation [198–202]:

Ni ¼ �zi
F

RT
ciDi∇f� Di∇ci þ civ: (59)

Note that, in the case of infinitely dilute solu-
tions, the first term in the right-hand side of
Eq. (59) is sometimes written in terms of the

mobility ui of species i instead of its diffusivity
using the Nernst-Einstein equation [33, 198, 200]:

Di ¼ RTui:

Multiplying Eq. (59) by ziF, summing over spe-
cies i, and using the definition of current density, i.e.,

j ¼ F
X
i

ziNi,

and conductivity, s,

s ¼ F2
X
i

z2i ciui ¼ F2
X
i

z2i ci
Di

RT
,

the following expression for the current density is
obtained:

j ¼ �s∇f� F
X
i

ziDi∇ci: (60)

The first term in Eq. (60) is the Ohmic current
component of j, and the second term is the diffu-
sion current. Since sulfonic acid groups are
immovable in the solid electrolytes used in
PEMFCs, e.g., Nafion, and assuming the only
charged species being transported in the mem-
brane is protons, Eq. (60) simplifies to Ohm’s law:

j ¼ �s∇f: (61)

once electroneutrality is assumed, i.e.,

X
i

zici ¼ 0:

Equation (61) is commonly used in the area of
fuel cell modeling to relate current density and
variation in the potential, although its applicabil-
ity is limited by the assumptions listed above. In
cases where ion transport across the membrane is
of interest, i.e., in cases when Pt redeposition is to
be studied, Eq. (60) should be used. Finally, if the
species of interest is not minor in the solution,
then the general model (54) and (55) should be
used. In hydrogen PEM fuel cells, there are
mainly two types of charged species that are
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transported, electrons in the solid phase of GDLs
and CLs (and in BPPs) and protons in the PEM
and in the ionomer in CLs, and therefore two
current densities, jp and je. They are equal to
each other in absolute value and have opposite
signs: jp = � je. Each of them is normally
assumed to obey Ohm’s law (61)

jp ¼ �seffm ∇fm,

je ¼ �seffs ∇fs,

where effective conductivity depends on the struc-
ture and composition of the medium and is
approximated using the percolation or the random
walk method (see section “Mass Transport in
MEAs” for details).

The typical effective electrical conductivity
values for PEMFC GDLs are in the range of
80 � 200 S/cm in the in-plane direction [285,
365, 366], reaching the higher of the reported
values when MPL is dispersed on the side of the
diffusion layer [285], and in the range 3 � 70 S/
cm in the through-plane direction [285, 365,
366]. In the catalyst layers, effective electrical
conductivities are reported to be between 0.1 and
3.0 S/cm for a wide range of solid-phase volume
fractions from 0.1 to 0.8 [367, 368].

The bulk proton conductivity in the ionomer
phase is a function of temperature and water con-
tent [1, 34, 139, 304, 369–371]. The water con-
tent, which depends on relative humidity and
temperature, can be determined using Eq. (44).
Numerical models used to estimate bulk proton
conductivity have been proposed by several
researchers [1, 210, 372]. One example of the
most commonly used model for estimating the
bulk proton conductivity is Springer’s model [1]:

sm ¼ 0:005139l

�0:00326exp 1268:0 1:0=303:0� 1:0=Tð Þð Þ:
(62)

Kusoglu and Weber [139] recently compiled a
comprehensive list of the proton conductivity
measurements for various PEM types at varying
relative humidity and temperature.

The effective proton conductivity in the cata-
lyst layer is of the order 10�4–10�1 S/cm [58,
373]. There are a few models proposed in the
literature to compute the effective proton conduc-
tivity in the catalyst layer such as Bruggeman
method, percolation theory, and the correlation
proposed by Iden et al. using experiments with a
pseudo-catalyst layer on a hydrogen pump [371].

In order to estimate the phase potential, a
charge conservation equation is used:

@r̂
@t

þ ∇ � j ¼ R,

where r̂ is the free charge density and R is a
source/sink term due to electrochemical reactions
and charge redistribution as discussed later in
this section. For convenience, models are
usually constructed considering the volumetric
electronic current density i = ∇ � je, A/cm3.
Equations modeling charge transport in PEMFCs
are predominantly used in their steady-state form
even though other effects may be considered in
transient [40, 61, 63–71, 73, 76, 78,
203–209]. This leads to the two equations describ-
ing the steady-state transport of charge:

�∇ � seffm ∇fm

� � ¼ RHþ , (63)

�∇ � seffs ∇fs

� � ¼ Re� , (64)

where RHþ and Re� are reaction source terms and
are defined as

RHþ¼

�i in cathode CL,

i in anode CL,

0 everywhere else,

8<
: (65)

and

Re� ¼
i in cathode CL,

�i in anode CL,

0 everywhere else:

8<
: (66)

The interface between the solid phase and the
surrounding electrolyte acts as a capacitor. At a
given potential, there exists charge q1 at the elec-
trode surface and charge q2 = � q1 accumulated
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as a thin layer in the electrolyte at the interface
with the electrode. Such interfacial distribution of
charged species and oriented dipoles is called the
electrical double layer. A change in the potential
causes redistribution of charge at the interface,
which gives rise to the transient charging
(or capacitive) current.

When no capacitive effects are taken into
account, the total volumetric current density, i, is
equal to if, the faradaic current resulting from elec-
trochemical reactions, which can be computed using
Eq. (81) or (94) using the kinetic models (described
in section “Electrochemical Reactions”). In the pres-
ence of a double layer with volumetric capacitance
Cdl, F/cm3, total current density consists of fara-
daic and charging current densities [199]:

i ¼ if þ ic,

where

ic ¼ �Cdl

@�

@t
:

In this case, the total current is no longer purely
faradaic, and the charge conservation equations
(63) and (64) include transient terms describing
capacitive current due to the rearrangement of
charge in the double layers inside CLs in addition
to the faradaic current accounted for in the reac-
tion source terms:

�Cdl

@�

@t
� ∇ � seffm ∇fm

� � ¼ RHþ , (67)

Cdl

@�

@t
� ∇ � seffs ∇fs

�� � ¼ Re� , (68)

where by
� is the local overpotential defined as

� ¼ fs � fm � Eth, (69)

and Eth is the theoretical half-cell potential.
In fuel cells, charge transport is always coupled

with mass and thermal transport through reaction
source terms, and therefore, Eqs. (63) and (64) are
never purely steady state when any of the latter two

processes are transient. Choice of those equations
over their fully transient form (67, 68) is often
made with assumption of negligible double-layer
effect. Double-layer charging and discharging is
normally observed at relatively small time scales
that depend on the double-layer capacitance, which
is estimated to be between 8 � 10�3 and 10�1 F/
cm2 [374–380] or between 3 and 9 F/cm3 [367,
378] (or between 3 and 34 F/cm3 if recomputed
from F/cm2 using the reported catalyst layer thick-
ness in [374, 376, 377, 379]).

Most of literature disregards double-layer
effects, often referring to the work of Wang and
Wang [79], who claimed that the time constant of
double-layer discharging is of order 10�7 s, while
the time constant for gas diffusion through GDLs
is of order 10�2 s and for membrane hydration is
of order 10 s. When estimating the charging/
discharging time for the double layer, Wang and
Wang considered a double-layer capacitance per
unit area, Ca

dl ¼ 2 � 10�5 F=cm2 . Peng et al. [62]
have simulated a cell with two orders of magni-
tude larger capacitance (which corresponds to the
experimental values listed above) and have shown
that such values affect approximately the first
0.15 s of the current density response to a step
change in cell voltage, a significantly longer time
period than estimated by Wang and Wang. More-
over, since the time constant for the double-layer
charging is directly proportional to its capacitance
[79], an increase of the double-layer capacitance by
just one order of magnitude to order 10 F/cm3 leads

PEM Fuel Cells: Modeling, Fig. 6 Illustration of the
electrical double layer at the electrode-electrolyte interface
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to charging effects lasting for more than a second
[62], “smoothing” the response even further. In
contrast, absence of the double layer in the model
(Cdl = 0) may lead to over- and undershoots in the
power output of the cell when a change in current
or voltage is applied [62, 375]. Peaks in the tran-
sient response of the cell are observed experimen-
tally [76, 379]; their size and stabilization time
depend not only on the double-layer capacitance
but also on the operating conditions [61, 65, 67–69,
73, 76, 79]. Such peaks are commonly attributed to
reactant availability after the step change in oper-
ating conditions [61, 65, 68, 69, 381] and mem-
brane water content [69]. Further modeling and
experimental studies are required to estimate the
time scale of the double-layer charging effects at
various operating conditions and for various cata-
lyst layer compositions.

Electrochemical Reactions
Electrochemical reactions taking place in the fuel
cell are responsible for generation of electric cur-
rent by converting the chemical energy of the
reactants, i.e., hydrogen and oxygen, to electrical
energy. For a hydrogen PEM fuel cell, the half-
cell reactions at the anode and cathode are

Anode : H2 ! 2Hþ þ 2e� (70)

Cathode :
1

2
O2 þ 2Hþ þ 2e� ! H2O, (71)

where the anodic reaction is the hydrogen oxida-
tion reaction (HOR) and the cathodic reaction is
the oxygen reduction reaction (ORR). The source
terms in mass and charge transport equations in
the CL are computed from the HOR and ORR
kinetic models. The reaction kinetic models com-
pute the current density (or volumetric current
density) as a function of the reactant concentration
(partial pressure of gases) and overpotential �.

Butler-Volmer and Tafel kinetics are most
commonly used to describe the reaction kinetics
for both the HOR [1, 5, 34, 220, 338, 345] and
ORR [1, 5, 34, 44, 329, 333, 382]. Using the
Butler-Volmer equation, the volumetric current
density i can be written as [184, 345]

j ¼ Avj
ref
0

Y
i¼reactants

ci
c�j

 !gi" #
exp

�aRF�
RT

� �(

�
Y

i¼products

ci
c�j

 !gi" #
exp

aPF�
RT

� �)
,

(72)

where Av is the active area of platinum per unit
volume of catalyst layer; ci is the concentration of
species i at the electrode surface; c�i is the concen-
tration of species i at which the exchange current
density, jref0 , was measured; aR and aP are the
reaction transfer coefficients; and gi is the reaction
order with respect to species i.

For sluggish reactions requiring high negative
overpotentials to proceed such as the ORR, the
Butler-Volmer equation (72) can be simplified to
the Tafel expression:

j ¼ Avj
ref
0

Y
i¼reactants

ci
c�j

 !gj" #
exp

�aRF�
RT

� �( )
:

Butler-Volmer and Tafel kinetics are only valid
for single electron transfer and multistep reactions
with a unique rate determining step. Experimental
evidence however suggests that HOR [8, 338,
384] and ORR [385–388] have rate determining
step that change with overpotential. Thus, kinetic
models which can take into account the multistep
reaction mechanisms are required to accurately
predict the reaction rates for the HOR and ORR.
Complex kinetic models are also required to study
Pt dissolution and carbon corrosion.

HOR on Pt catalyst is generally described by the
Tafel-Heyrovsky-Volmer mechanism [389–391]:

Tafel : H2 þ 2Pt Ð 2Pt� H, (73)

Heyrovsky : H2 þ Pt Ð Pt� Hþ Hþ þ e�,

(74)

Volmer : Pt� H Ð Hþ þ e� þ Pt, (75)

with two possible pathways, i.e., Tafel-Volmer
and Heyrovsky-Volmer, for the oxidation of
hydrogen to protons. The Tafel-Volmer pathway
involves a dissociative chemisorption of
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hydrogen on the Pt surface (Tafel step) followed
by the one-electron oxidation reaction of the
adsorbed hydrogen atom (Volmer step) which
occurs twice. In the Heyrovsky-Volmer mecha-
nism, the first step involves dissociative adsorp-
tion of hydrogen along with one-electron
oxidation of one of the hydrogen atoms
(Heyrovsky step) followed by the one-electron
oxidation of the adsorbed hydrogen atom
(Volmer step). Studies have shown the relative
contributions of the Tafel-Volmer and
Heyrovsky-Volmer mechanisms at different over-
potentials and limiting mass transport currents
[383, 392, 392, 393]. Wang et al. [8] proposed a
dual-path kinetic model for the HOR that consid-
ered both reaction pathways and was able to accu-
rately model experimental polarization curves for
a range of limiting mass transport currents.

For the dual-path model, the reaction rates for
each of the elementary steps in Eqs. (73), (74), and
(75) are [8]

vT ¼ kT 1� yPt�Hð Þ2cH2
� k�Ty

2
Pt�H, (76)

vH ¼ kH 1� yPt�Hð ÞcH2
exp

1� bHð ÞFE
RT

� �

� k�HyPt�HcHþexp
�bHFE
RT

� �
,

(77)

vV ¼ kVyPt�Hexp
1� bVð ÞFE

RT

� �

� k�VcHþ 1� yPt�Hð Þexp �bHFE
RT

� �
,

(78)

where v is the rate of the reaction; E is the half-cell
voltage; k is the equilibrium rate constant (usually
computed from experimental data); subscripts T, H,
and V denote the Tafel, Heyrovsky, and Volmer
reactions; and negative subscripts denote the back-
ward reactions.Wang et al. [8] suggest a value of 0.5
for bothbH andbV. The coverage yPt - H is defined as
the fraction of active Pt sites occupied by the inter-
mediate adsorbed species Pt-H. Therefore, (1 �
yPt - H) gives the fraction of active Pt sites available
for reaction, as seen in Eqs. (76) and (77). Using

Eqs. (76), (77), and (78), the change in coverage of
the intermediate species can be written as

dyPt�H

dt
¼ 2vT þ vH � vV : (79)

The HOR current density, jHOR, can be com-
puted as

jHOR ¼ F vH þ vVð Þ, (80)

which gives the current per unit area of Pt. The
volumetric current density, iHOR, i.e., current per
unit volume of electrode, can be obtained using

iHOR ¼ jHORAv, (81)

which is used in the source term in Eqs. (66) and
(67) and in Table 3 for the anode.

Equations (76) – (80) summarize the general
set of nonlinear system of equations for the dual-
path HOR kinetics with six rate constants and two
cathodic transfer coefficients. However, for prac-
tical implementation into MEA or full-cell
models, the kinetic model needs to be simplified
so that the overall simulation is feasible and com-
putationally efficient. Further, the rate constants
cannot be measured directly from experiments;
therefore, they must be fitted to the experimental
data by correlating them to the exchange current
density, i.e., the current density produced when
the reaction is at equilibrium (forward reaction
rate is equal to the backward reaction rate). The
following assumptions are made to simplify the
dual-path kinetic model:

1. Steady-state conditions are assumed for the

coverages so that dyPt�H

dt ¼ 0.
2. The rate of the Volmer reaction is much higher

than the Tafel or Heyrovsky reactions.
3. The coverage of the intermediate species is

small so that (1 � yPt - H) � 1.
4. The concentration of protons cHþð Þ is equal to

the reference equilibrium proton concentration
ceq
Hþ

� �
.

5. The cathodic transfer coefficients for
Heyrovsky and Volmer reactions are 0.5
(bH = bV = 0.5) [8].
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Applying these assumptions to Eqs. (76), (77),
(78), (79),and (80) and correlating the rate con-
stants to the exchange current density, the cover-
age of the intermediate species can be written as

yPt�H

y0Pt�H

¼ e
�F�

gadsRT (82)

where y0Pt�H is the equilibrium coverage of the
intermediate species and gads is the potential range
constant for adsorption isotherm [8]. The HOR
current density can then be computed as [8]

jHOR ¼ j0T
cH2

crefH2

� c0H2

crefH2

e
�2F�
gadsRT

" #

þ j0H
cH2

crefH2

e
F�
2RT � c0H2

crefH2

e
�F�

gadsRTe
�F�
2RT

" #
, (83)

wherec0H2
is the equilibrium concentration of hydro-

gen at the Pt surface, crefH2
is the saturation concen-

tration of H2 under 1 atm pressure, and j0T and j0H
are the exchange current densities for the Tafel and
Heyrovsky reactions, respectively. A detailed deri-
vation of Eqs. (82) and (83) can be found in Ref.
[8]. Equation (83) can be implemented in any
numerical model, and a similar expression is
implemented, for example, in OpenFCST [6, 83].

Several studies have been performed to inves-
tigate the ORR mechanism on Pt catalyst [385,
388, 394–397]. Walch et al. [398] summarize the
different ORR mechanisms where up to six inter-
mediate adsorbed species, namely, O2(ads),
O(ads), HO2(ads), H2O2(ads), H2O(ads), and
OH(ads), can be present. However, detailed reac-
tion pathways such as those in [398] are generally
not used for fuel cell modeling. Only recently, the
double trap mechanism proposed by Wang et al.
[397], which assumes two intermediate species,
OH(ads) and O(ads), was used for fuel cell MEA
models [51, 304, 317, 338, 399, 400]. The ele-
mentary reactions for the double trap mechanism
for the ORR on Pt proposed by Wang et al. [397]
and later fitted to experimental data by Moore
et al. [27] are

Dissociative adsorption DAð Þ :
1

2
O2 þ Pt Ð Pt� O,

(84)

Reductive adsorption RAð Þ :
1

2
O2 þ Ptþ Hþ þ e� Ð Pt� OH,

(85)

Reductive transition RTð Þ :
Pt� Oþ Hþ þ e� Ð Pt� OH,

(86)

Reductive desorption RDð Þ :
Pt� OHþ Hþ þ e� Ð H2Oþ Pt,

(87)

where Pt-O and Pt-OH are adsorbed species on
the Pt active sites. The double trap mechanism
proposes that ORR can take place via two
routes, namely, DA-RT-RD and RA-RD.
Markiewicz et al. [388] found that the double
trap model was unable to predict their experi-
mental ORR polarization curves for potentials
in the range of 0.3–0.7 V. They proposed a
modified double trap model with three inter-
mediate species; however, an analytical
expression for the current density was not pro-
vided, and therefore, the model is not
discussed further.

In the double trap model, the reaction rates
for the reactions in Eqs. (84), (85), (86), and (87)
are

vDA ¼ kDAcc
1
2

O2
� k�DAyPt�O, (88)

vRA ¼ kRAcc
1
2

O2
cHþexp

�bRAFE
RT

� �

� k�RAyPt�OHexp
1� bRA1ð ÞFE

RT

� �
,

(89)

vRT ¼ kRTyPt�OcHþexp
�bRTFE

RT

� �

� k�RTyPt�OHexp
1� bRT1ð ÞFE

RT

� �
,

(90)
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vRD ¼ kRDyPt�OHcHþexp
�bRDFE

RT

� �

� k�RDcexp
1� bRDð ÞFE

RT

� �
, (91)

where c is the fraction of active platinum sites
available, which is related to the coverage of inter-
mediate species through the following equation:

c ¼ 1� yPt�O � yPt�OH: (92)

Using the reaction rates from Eqs. (88), (89),
(90), and (91), the ORR current density, jORR, can
be computed using

jORR ¼ �F vRA þ vRT þ vRDð Þ, (93)

where the negative sign is added to follow the
convention that reduction current is negative and
jORR is the ORR current per unit area of platinum.
Similar to the HOR, the volumetric current den-
sity iORR can be obtained as

iORR ¼ jORRAv, (94)

which is used in the source terms in Eqs. (66) and
(67) and in Tables 1 and 3 for the cathode. The
following assumptions are made to simplify the
expression for jORR:

1. Steady-state conditions are assumed for the

coverages so that dyPt�O

dt ¼ 0 and dyPt�OH

dt ¼ 0.

2. The concentration of protons is constant and
equal to the reference equilibrium proton
concentration.

3. The equilibrium free energies of the interme-
diates (yeqPt�O and yeqPt�OH ) can be represented
using Langmuir isotherms so that

y0Pt�O

c0
¼ e�DG0

O , (95)

y0Pt�OH

c0
¼ e�DG0

OH , (96)

where DG0
i denotes the equilibrium Gibbs free

energy for intermediate species, i, y0Pt�O is the
equilibrium coverage of the intermediate species,
Oads, y0Pt�OH is the equilibrium coverage of the
intermediate species OHads, and c0 is the equilib-
rium fraction of free Pt sites.

Applying the assumptions above and relating
the rate constants to the free energy of the reac-
tions, the expression for the current density for the
ORR is [401]

jORR ¼ j� e�
DG�

RD
kT yPt�OH � e�

DG��RD
kT c

	 

, (97)

where j� is a reference prefactor for the ORR
reaction which is set to 1000 Acm�2 in [27,
397], and the coverage of the intermediate steps
are given as [27, 401]

yPt�OH ¼ CgDA CgRA þ g�RD � gRTð Þ � CgRA þ g�RDð Þ CgDA þ g�DA þ gRTð Þ
CgDA � g�RTð Þ CgRA þ g�RD � gRTð Þ � CgRA þ g�RA þ g�RT þ gRD þ g�RDð Þ CgDA þ g�DA þ gRTð Þ

(98)

yPt�O ¼ CgDA CgRA þ g�RA þ g�RT þ gRD þ g�RDð Þ � CgRA þ g�RDð Þ CgDA � g�RTð Þ
CgDA þ g�DA þ gRTð Þ CgRA þ g�RA þ g�RT þ gRD þ g�RDð Þ � CgRA þ g�RD � gRTð Þ CgDA � g�RTð Þ

(99)

where C is the oxygen concentration ratio and is
given by C ¼ cO2

crefO2

 !1=2

: (100)
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The gi terms in Eqs. (98) and (99) are given by

gi ¼ e�DG�
i =kT (101)

where DG�
i are the potential dependent free ener-

gies of activation of the i-th step. These free ener-
gies are given by [401]

DG�
DA ¼ DG�0

DA,

DG�
�DA ¼ DG�0

DA � DG0
O,

DG�
RA ¼ DG�0

RA þ bRAe�,

DG�
�RA ¼ DG�0

RA � DG0
OH � bRAe�,

DG�
RT ¼ DG�0

RT þ bRTe�,

DG�
�RT ¼ DG�0

RT � DG0
OH þ DG0

O � bRTe�,

DG�
RD ¼ DG�0

RD þ bRDe�,

DG�
�RD ¼ DG�0

RD þ DG0
OH � bRDe�,

where e is the charge of a single electron and � is
the applied overpotential, i.e., � = E � Eeq. The
free energies of activation at zero overpotential are
denoted DG�0

DA, DG�0
RA, DG�0

RT , and DG�0
RD, while

the free energies of adsorption at zero overpotential
are denotedDG0

O andDG
0
OH. These six free energies

are the unknown kinetic parameters upon which
the model is based. These values were obtained by
Moore et al. in reference [27]. Detailed derivations
for the expressions above can be found in [27, 397,
401]. An implementation of the kinetic model can
be found in OpenFCST [6, 83].

Heat Transport
Thermal effects cannot be neglected in single-cell
and stack fuel cell models, especially in cases
where phase change is dominant. High tempera-
tures increase reaction rates and species transport
while they reduce theoretical cell voltage and
membrane conductivity (due to low water con-
tent) while increasing hydrogen crossover. If the
cell is operated at high current density, localized
excessive heat in the catalyst layers may lead to
membrane degradation and the appearance of pin
holes [402, 403]. Achieving a balance between
positive and negative thermal effects, known as
heat (or thermal) management, has been an active
area of research for many years within the fuel cell

mathematical modeling community and resulted
in a large number of fuel cell models aiming at
predicting the temperature distribution within the
fuel cell which has been measured experimentally
to change by several degrees [111].

Nguyen and White proposed a non-isothermal
PEMFC model as early as 1993 [31]. Since then,
more detailed non-isothermal fuel cell models were
developed including three-dimensional studies by
Wang et al. [404], Mazumder and Cole [405], and
Ju et al. [406, 407]. Unfortunately, some key thermal
effects were neglected in those models, such as the
heat of the reaction [31], reversible heat of reaction
[404, 405], ohmic losses due to electron transport
[404, 406, 407], and heat sink due to water evapo-
ration [406, 407]. Other 3D models also lacked a
description of ohmic heating [5, 408]. Wang and
Wang [409] improved the model by Ju et al. by
including two-phase effects. However, a number of
simplifying assumptions were still present in their
model, e.g., isotropic and homogeneous properties
of the fuel cell layers. Geometrical simplifications
resulted in several 1D [410–412] and 2D [413–416]
models that, due to their lower computational and
implementation demands, allowed scientist to intro-
ducemore accurate physical representations, includ-
ing anisotropy of the porous media [414, 415] and
two-phase physics [410, 412, 415, 416]. These
models however still contained some simplifica-
tions. For instance, Rowe and Li [410] and
Ramousse et al. [411] did not take into account
local thermal effects and assumed either a uniform
cell temperature [411] or that the thermophysical
propertieswere given at the average cell temperature
[410]. Birgersson et al. [413] and Weber and New-
man [412] considered interface models for catalyst
layers, thereby neglecting any effects within the
catalyst layer. Pasaogullari et al. [414] only studied
the GDL and Zamel and Li [416] limited their
model to the cathode. Bapat and Thynell [415]
only considered heat conduction. Bhaiya et al.
[308, 309] recently developed a single-phase, non--
isothermal PEMFC model that took into account all
thermal effects listed in previous publications,
except for water condensation because all water in
cathode was assumed to be generated in vapor form.
This model was extended later by Zhou et al. [304]
into a two-phase, non-isothermal PEMFC model
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where the effects of condensation and enthalpy
transport of liquid water are included.

Temperature distribution within a cell is
governed by the energy conservation equation
[32, 160, 303, 417]. A single energy conservation
equation is considered in this entry by assuming
local thermal equilibrium between phases due to
the large interstitial area of the porous materials in
a PEMFC [308, 309]. An energy conservation
equation could be used for each phase (solid,
gas, and liquid); however, this approach is not
taken here, and the interested reader is referred
to Refs. [418–420] for more information.

During the operation of a fuel cell, the main local
sources and sinks of heat can be separated into three
major categories depending on their nature:
(a) reaction heat, (b) due to changes in the physical
state of water, and (c) ohmic heating. Reaction heat
(reversible and irreversible) is released in the cata-
lyst layers as the electrochemical reactions proceed.
Liquid water is generated in the cathode during
ORR and, depending on the local temperature, pres-
sure, and humidity, may evaporate acting as a heat
sink, be transported to cooler regions of the cell, and
condense there creating a heat source (this is referred
to as the heat pipe effect). Water sorption and
desorption into and out of the electrolyte also
release/absorb heat. Thermal effects may also affect
the transport phenomena in PEMFCs, such as in the
case of thermo-osmosis, i.e., the transport of sorbed
water in the ionomer due to temperature gradients.

Based on the analysis above, treating all gases as
ideal, and neglecting viscous heat dissipation and
Soret and Dufour effects, the energy conservation
equation inside a fuel cell takes the following form:

ev
@ rgĥg
� �
@t

þ ∇ � evrgĥgvg
� �

¼ ∇ � keff∇T
� �� ∇ �

X
HiNi

� �
þ Ŝheat � ̇W electrical, (102)

where ĥg is the mass specific enthalpy of the gas,
vg is the interstitial velocity of the gas mixture, keff

is the effective thermal conductivity, Hi is the
molar specific enthalpy of species i, Ni is the
molar flux, and Ŝheat and ̇W are volumetric rates

of heat production and work done by the system,
respectively.

The expression above depends on the mixture
velocity and the molar flux of the different species
in the porous media; therefore, it has to be
expanded for each fuel cell compartment, and its
final form depends on the mass transport model
used as described in detail in reference [308]. In
the cathode compartment of a PEMFC, a steady-
state case with negligible convective gas trans-
port, i.e., vg � 0, and Fickian diffusion, the equa-
tion above can be expanded and further simplified
to achieve the following expression [308]:

∇ � keff∇T
� �þ Deff

O2,N2
c∇xO2

� ∇HO2
� ∇HN2

� �þ Deff
H2O,N2

c∇xH2O

� ∇HH2O � ∇HN2

� ��Nl � ∇Hl �Nl

� ∇Hl þ Ŝheat¼ 0: (103)

For ideal gases, molar enthalpies of gaseous
species are function of temperature alone. For
sorbed water and liquid water, it is also assumed
here that the molar specific enthalpies are only a
function of temperature. Thus considering the
sorbed water transport due to electroosmotic
drag, water diffusion, and thermo-osmotic diffu-
sion, the thermal transport equation inside the
cathode catalyst layer can finally be expressed as

∇ � keff∇T
� �þ Deff

O2,NC
2

@HO2

@T
� @HN2

@T

� �
∇T

� ∇xO2

þ Deff
H2O,NC

2

@HH2O

@T
� @HN2

@T

� �
∇T

� ∇xH2O þ ndseffm

F

@Hl

@T
∇T � ∇fm

þ rdry
EW

Deff
l

@Hl

@T
∇T � ∇lþ 1

MH2O
Deff

T

� @Hl

@T
∇T � ∇T þ rlkrl

ml

@Hl

@T
∇pc � ∇T

þ Ŝheat¼ 0, (104)

where in the cathode catalyst layer the term Ŝheat
contains the following:
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1. The irreversible heat generation (efficiency
losses) due to activation overpotential:

Sirrev, ORR ¼ �i�
¼ �i fs � fm � EORRð Þ, (105)

where � is the overpotential. Since � is negative
for a cathodic reaction, a negative sign is placed in
the formula; EORR is the equilibrium potential
derived from the Nernst equation [199, 401].

2. Reversible heat generation in the cathode
catalyst layer due to ORR is

Srev , ORR ¼ i

2F
�TDSORR
� �

¼ i

2F
�T fORRDSoverall
� �

, (106)

where Soverall is the overall entropy change per
mole of fuel (H2) . Since the entropy of the half-
cell reaction cannot be explicitly obtained, a fac-
tor, fORR, is introduced to account for the fraction
of reversible heat produced in the ORR.

3. Heat source term due to phase change:

Sphase, CL ¼ MH2OSH2O evap=condð ÞL̂water, (107)

where L̂water is the specific latent heat of vapori-
zation/condensation of water, which is a function
of temperature and is reported in [421].

4. The electronic and protonic Ohmic heating
(irreversible):

Sohmic, CL ¼ seffm ∇fm � ∇fmð Þ
þ seffs ∇fs � ∇fsð Þ: (108)

5. Heat source term due to water vapor sorp-
tion/desorption in the ionomer:

Ssorption, CL ¼ ktrdry
EW

leq � l
� �

Hsorption, (109)

where Hsorption is heat release due to molar
enthalpy change which corresponds to water
vapor sorption.

Equation (104) can be implemented in order to
estimate the temperature in the cathode CL. For

the GDL andMPL, the same equation can be used
excluding the reaction heat terms, i.e., (105) and
(106), and water sorption term, i.e., (109). For the
anode, a similar expression can be obtained. The
interested reader is referred to [308].

Microscale Simulation for Parameter
Estimation

The governing equations of an MEA are
described in section “General Models.” Critical
to the proposed models are effective transport
coefficients such as the effective diffusion coef-
ficient in Eq. (37). Effective medium theories,
such as Bruggemann correlation [34, 44, 422]
(a particular case of Eq. 35) and percolation
theory [304, 329, 423] (shown in Eq. 32), have
traditionally been used to estimate the effective
transport properties of the porous media by cor-
relating the bulk transport properties to the solid
or void volume fraction. However, these approx-
imations do not take into account the intrinsic
structure of the porous media and rely upon
experimental measurements to estimate the
exponents for the expressions in Eqs. (32) and
(35). A more accurate alternative to the effective
medium theories is the use of microscale simu-
lations to estimate the transport properties, coef-
ficients for condensation and evaporation, and
reaction effectiveness.

Advancements in microscopy techniques, such
as x-ray computed tomography (X-CT) [29, 53,
55, 103, 424–431], scanning transmission x-ray
microscopy (STXM) [432–434], and focused ion
beam-scanning electron microscopy (FIB-SEM)
[18, 52, 54, 55, 60, 335, 435], have enabled the
visualization of the intrinsic structure of the fuel
cell porous media. The choice of the technique to
be used depends on the application and fuel cell
layer to be visualized. Imaging techniques pro-
duce large image data sets which often require
extensive image analysis to filter external noise
and provide meaningful information about the
underlying structure. To estimate the transport
and electrochemical properties from the image
data, a numerical tool must address the following
aspects: (a) image analysis of the data to produce
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binarized images; (b) conversion of the binarized
image data to a computational domain or mesh;
(c) modeling of the underlying physics, including
simulation of the model, which involves provid-
ing parameters and discretization of the equations;
and (d) computational requirement.

Image analysis depends on the microscopy
technique used to obtain the data. Details for
image analysis can be found in the references for
the different techniques mentioned above. The
goal of image analysis is the segmentation of the
structure into different phases (for X-CT and FIB-
SEM). This binarized data set can then be used to
generate a computational mesh. The mesh can be
generated from the images in one of the following
ways:

1. Direct conversion of the image voxels into
cells (for direct numerical simulation (DNS))
or lattice points (used for Lattice Boltzmann
method (LBM)) [9, 12, 18, 366, 436–441] so
that the mesh resolution is the voxel size

2. Use of triangulation algorithms to generate
meshes from the images [29, 103, 442], typi-
cally used for CFD simulations

3. Abstraction of the geometry to simplified net-
works [361, 428, 437, 440, 443–447], usually
employed in pore network models (this
method, however, results in the loss of mor-
phological features of the original sample)

Berson et al. [448] reported that the direct
conversion of voxels into a mesh, as is the case
with the first approach, could lead to an overpre-
diction of the interfacial area depending upon the
mesh resolution. However, the use of meshing
algorithms to smooth the digitized geometry
might not be necessarily accurate, because the
smallest recoverable feature or interface depends
on the voxel size. Also, it is unlikely that the
solid surface in the fuel cell porous media,
made up of heterogeneous materials, such as
platinum supported on high surface area carbon
in CLs, is smooth. Therefore, the first approach
of converting image voxels into a computational
mesh is acceptable for numerical simulation of
the transport and electrochemical performance in
the microstructures.

Numerical simulations in PEMFC microstruc-
tures have been performed either using the con-
tinuum approach (DNS) or (LBM). However, for
certain cases like diffusion in the CL, where the
pore sizes are in the range of the mean free path of
the gas molecules, the continuum approach is an
approximation. This has led to the use of higher-
order LBM for such cases [15, 424, 449]. How-
ever, the large computational cost associated with
the LBM (e.g., 6 h on 320 cores for eight million
lattice points without consideration of Knudsen
effects [15]) makes it unfeasible for performing
optimization studies. This, in conjunction with the
similar results obtained using continuum and
LBM simulations for Kn � 1 [14], has led to the
continued use of the continuum approach to
describe the physics in microstructures. In this
section, continuum equations used to compute
the effective transport properties for the micro-
structures are described. Since the effective prop-
erties depend only on the steady-state fluxes,
transient effects are ignored in the presented
models.

Charge transport in the microstructures is sim-
ulated using Ohm’s law [13, 366, 431, 439, 442,
450, 451]:

∇ � s∇fð Þ ¼ 0, (110)

where s is either the bulk electronic or protonic
conductivity tensor of the material and f is either
the electronic or protonic potential, depending
upon the phase under study. Usually, Eq. (110) is
simulated in the solid phase of the microstruc-
tures, corresponding to the platinum and carbon
in the CL and carbon fibers in the GDL. There-
fore, f is usually the electronic potential except
when the equation is simulated in the ionomer or
liquid water phase of the CLwhere it would be the
protonic potential. It is important to note that the
source term (usually written on the right side) in
Eq. (110) is zero. This is because the effective
conductivity is assumed to be a function of the
geometry and material of the layer and indepen-
dent of the electrochemical reactions in the layer.
To compute the effective conductivity in the Car-
tesian directions (X, Y, and Z), Eq. (110) is solved
with the boundary conditions:
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f ¼ fin onG1,

f ¼ fout on G2, and

s∇fð Þ � n ¼ 0

no� flux conditionð Þ everywhere else,

(111)

where fin is the potential at the inlet plane, fout is
the potential at the outlet plane, n is the outward
normal vector to a surface, and G1 and G2 are the
inlet and outlet cross section planes, respectively, in
the direction in which the effective conductivity is to
be computed. For example, to compute the effective
conductivity in the X-direction, i.e., seffXX component
of the conductivity tensor, G1 and G2 would be the
YZ planes at the X-inlet and X-outlet. The no-flux
boundary condition in Eq. (111) is used to prevent
the charge transport across the solid-void interface
and assume symmetry on all the outer planes except
the inlet and outlet planes. By solving Eq. (110)with
boundary conditions given by Eq. (111), the total
current, I, leaving through the outlet plane, G2, can
be computed. This can be used to compute the
effective conductivity, seff, using

seff ¼ I
L

A fin � fout
� � , (112)

where L is the distance between the inlet and
outlet planes and A is the cross section area of
the outlet plane.

The effective thermal conductivity of the solid
phase in the microstructures can be computed
using heat conservation based on Fourier’s law
[450–452]:

∇ � k∇Tð Þ ¼ 0, (113)

where k is the bulk thermal conductivity tensor of
the solid-phase material in the microstructure. The
thermal transport is considered to take place pri-
marily in the solid phase due to difference of three
to four orders of magnitude between the thermal
conductivity of air and carbon (which is the pri-
mary material for most of the fuel cell porous
media). Boundary conditions similar to Eq. (111)
can be used by replacing fwith T ands with k. It
is assumed that gas and solid are at a thermal

equilibrium near the solid-void interface; there-
fore, the no-flux boundary condition can be used
at solid-void interface. Further, it is assumed that
symmetry conditions apply at the outer planes of
the domain except the inlet, G1, and outlet, G2,
planes. Similar to the charge transport, Eq. (113)
can be solved with the given boundary conditions
to compute the total heat flow rate, Q, through the
outlet plane which can be used to compute the
effective thermal conductivity, keff, using
Eq. (112) with I, f and seff replaced by Q, T
and keff, respectively.

The thermal and charge transport equations pre-
sented here ignore the local contact resistances that
might exist between the particles in the microstruc-
ture. Kotaka et al. [431] compared the numerically
computed effective electronic conductivity, using
Eq. (110), with experimentallymeasured values for
GDLs and MPLs and found that the numerical
values were 27–32% higher than the experimental
values for the GDL and 39 times the experimental
value for the MPL. They attributed the huge dis-
crepancy, especially for the MPL sample, to the
contact resistance between carbon particles. The
effect of contact resistances has also been shown
by Espinola et al. [453], where the experimentally
measured electrical conductivity for carbon pow-
ders was shown to be a function of compression
pressure. These results indicate that the contact
resistance between particles in porous layers
made of carbon powder-based materials, such as
MPLs and CLs, is important to accurately estimate
the effective electronic conductivity of these mate-
rials. Since thermal transport is also assumed to
take place via conduction through the solid mate-
rial, a similar thermal contact resistance should be
accounted for in the thermal transport model.

Gas transport in the pores of the microstructures
is commonly studied using the steady-state form of
Fick’s second law of diffusion [13, 18, 448, 451],
given in Eq. (37). In this case, the diffusion coeffi-
cient for species, i, Di, is defined as the bulk diffu-
sion coefficient of species i in the gas for GDLs,
where the Knudsen effects are negligible, and using
the Bosanquet equation for CLs and MPLs, where
pore sizes are in the range of the mean free path of
the gas molecules [13, 18, 448, 451]. In the latter
case, the diffusion coefficient is given by
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1

Di
¼ 1

Dij
þ 1

DK
i

, (114)

where DK
i is the Knudsen diffusion coefficient for

species i, given by Eq. (36). Since the Knudsen
diffusion coefficient depends on the local pore
radius, it is specified locally by computing the
local pore radius (using sphere fitting [13, 29],
average of the wall distance in different directions
[13, 439]), or using an effective pore radius for the
entire domain [10]. Boundary conditions similar
to Eq. (111) can be used by replacingfwith xi and
s with Di. The total flow rate of species i at the
outlet, _Ni , can be used to compute the effective
diffusivity, Deff

i , using Eq. (112) by replacing
I, f and seff with _Ni, xi and Deff

i , respectively.
Electrochemical reactions have mainly been

studied on the cathode CL microstructure due to
the sluggishness of the ORR. These studies have
been performed on stochastic [7–15] and FIB-SEM
CL reconstructions [16–18]. Chen et al. [15] have
used LBM to simulate the electrochemical reac-
tions on a CL reconstruction, but all other studies
have used either the finite volume or the finite
element methods. Most of the prior studies have
used Butler-Volmer or Tafel kinetics to estimate the
ORR. As discussed in section “Electrochemical
Reactions,” the ORR is a multistep reaction
where the rate determining step depends on the
overpotential. Therefore, the double trap [397] or
the modified double trap model [388], presented in
section “Electrochemical Reactions,” would be
more appropriate. Sabharwal et al. [18] used the
double trapmodel to study the ORR on a FIB-SEM
reconstruction of the CL. However, they assumed
constant overpotential in the simulation domain.

The electrochemical reactions in the CLmicro-
structure are studied by simulating Eq. (63) in the
ionomer phase, Eq. (64) in the carbon and plati-
num phase, and the steady-state form of Eq. (37)
in the pore phase. These three equations are
coupled using the source term which depends on
the reaction occurring on the Pt surface and can be
computed using the kinetic models in section
“Electrochemical Reactions.” For FIB-SEM and
nano-CT imaging, only solid and pore phases can
be reconstructed; therefore, the solid phase cannot
be separated into carbon, platinum, and ionomer

phases. If the domain is small enough so that the
overpotential can be assumed constant, then the
model proposed by Sabharwal et al. [18] can be
used, where only the oxygen diffusion is solved in
the pore phase using Eq. (37) (where species
i would now be O2) with boundary conditions:

xO2
¼ xinO2

at all external walls,

�DO2
ctot∇xO2

ð Þ � n ¼ j

4F
APt, sjg at Gsjp:

(115)

where Gs j p indicates the solid-pore interface, j is
the current density per unit area of Pt, and APt, s j g
is the ratio of active platinum area in the simula-
tion domain to the solid-pore interface area. The
boundary conditions given by Eq. (115) assume
that the domain is small enough that the oxygen
concentrations at the outer walls of the domain are
identical and that the reaction only takes place at
the solid-pore interface.

An oxygen transport resistance due to catalyst-
ionomer interactions has been proposed as a key
factor limiting cathode performance [18, 51, 182,
183, 454, 455]. Zhang et al. [17] andSabharwal et al.
[18] accounted for the mass transport resistance due
to the ionomerfilms in their electrochemicalmodels.
The model presented by Sabharwal et al. [18]
assumes a fictitious thin film of ionomer to be pre-
sent at the solid-pore interface as shown in Fig. 7.

Therefore, for the reaction to take place at the
solid-ionomer interface, additional resistances, in
the form of an interfacial resistance (considered in
the model at the ionomer-gas interface) and diffu-
sion resistance through the ionomer film, are
introduced. The mathematical form of these resis-
tances is

�DO2
c∇xO2

ð Þ � n ¼ �kO2
cO2, gjf � ceqO2gjf

� �
,

¼ Dfilm
O2

dN
cO2, gjf � creacto2

� �
,

¼
j creactO2

,fs,fm

� �
4F

,

(116)

where kO2
is the oxygen dissolution rate in the

ionomer, Dfi1m
O2

is the oxygen diffusion coefficient

PEM Fuel Cells: Modeling 271



in the ionomer film, dN is the thickness of the
ionomer film,cO2, gjf is the concentration of oxygen
in the ionomer phase at the gas-ionomer interface,
ceqO2, gjf is the equilibrium oxygen concentration

obtained from Henry’s law using the partial pres-
sure of oxygen in the gas phase, and creactO2

is the
oxygen concentration at the ionomer-catalyst
interface used for calculating j. When solved
together, Eqs. (37), (115), and (116) can be used
to estimate the electrochemical performance in the
CL microstructure assuming constant over-
potential in the domain. The results of the electro-
chemical simulations can be used in macroscale
simulations to provide a better estimate of the
local current density in different regions of the
CL based on the macroscale overpotentials and
oxygen concentrations. Recently, it has been
suggested that the interfacial resistance is likely
due to platinum-ionomer interactions instead of
oxygen dissolution [454]. In this latter case, the
functional form of the equation would remain the
same, but the physical meaning of kO2

would
change.

Water management is critical to the operation
of a PEMFC. The operation of a fuel cell under
wet (high RH) and cold (low temperature) condi-
tions can lead to the production of excess liquid
water, which can affect the reactant transport and,
in severe cases, cause complete shutdown of the
cell due to reactant starvation. It is therefore cru-
cial to understand the effect of liquid water satu-
ration on the gas transport and electrochemical
reactions in PEMFC. Microscale models can be
used to correlate the morphology of the porous
media to the liquid water movement and the
corresponding impact on the gas pathways. Liq-
uid water transport in microstructures has been
studied using LBM [363, 437, 440, 441,
456–458], PNM [361, 427, 428, 437, 443–447,
459, 460], and full morphology (FM) models [54,

437, 440, 461–463]. PNM is the most commonly
used approach to study liquid water intrusion in
the fuel cell porous media microstructures. As
described earlier, PNMs abstract the geometry
into a network of pores and throats which can be
generated using microscopy images such as X-CT
[363, 428, 464] or random networks [361,
445–447, 459] calibrated with experimental data
such as porosity, mercury intrusion porosimetry,
or saturation-pressure profiles. PNMs are
extremely fast and provide a computationally
inexpensive means of obtaining pressure-
saturation profiles for porous media and comput-
ing the effective transport properties as functions
of saturation for the abstract network. FM models
study the liquid intrusion in the porous media
using a quasi-static capillary-driven water front
approach, in which the following equation is
used to compute the capillary pressure required
to intrude a pore with liquid water:

pc ¼
2g cos y

rp
,

where g is the surface tension of water, and y is the
contact angle.

The major advantage of FM over PNM is that
no geometry abstraction is required and the liquid
water transport and corresponding transport prop-
erties can be studied on the actual microstructure.
However, FM model is computationally more
expensive than PNM [440]. LBM can be used to
study the intricate liquid water dynamics in the
microstructures as opposed to the quasi-static
approach used by PNM and FM but is computa-
tionally very expensive [440]. The details of the
different models are not described in this section
and can be found in the references listed above.

Interphase mass transfer between the gas and
liquid phase is another mode for the transport of

PEM Fuel Cells:
Modeling,
Fig. 7 Illustration of the
solid (black)-pore (white)
domain of the CL
microstructure with the
fictitious ionomer film (red)
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water in the PEMFC layers. Microscale simula-
tions can be used to compute the evaporation/
condensation rates in the different porous media.
One such study was performed by Zenyuk et al.
[465], who measured the evaporation rates in a
GDL microstructure at different saturations.
Using X-CT, they reconstructed the partially wet-
ted GDL microstructures to extract the liquid
water surface mesh. Diffusive gas transport was
simulated using the Maxwell-Stefan equation (8),
assuming that the region above the liquid water
surface was a macro-homogeneous GDL and par-
tial pressure of water vapor near the liquid water
surface was equal to the saturation pressure for
water vapor. The results of the simulation were
used to compute the evaporation rates by measur-
ing the flux of water through the liquid-gas inter-
face. The approach used by Zenyuk et al. [465]
provided good agreements with the experimen-
tally measured evaporation rates. However, better
models are needed to accurately take into account
the morphology of the microstructures and the
local water distributions which might not always
be connected and planar. Accurate estimates of the
evaporation/condensation rates in different
porous media are required for the macroscale
models to describe the two-phase flow in
PEMFCs and optimize the functionality of differ-
ent layers.

Implementation

There are mainly three categories of PEFC
models: (a) channel models [231, 258, 333,
466–469], (b) through-the-channel MEA models
[161, 209, 304, 309, 327–331, 338, 345–350, 406,
470], and (c) along-the-channel and fuel cell
models which account for both gas channels and
MEA sandwich [4, 417, 471].

Some channel models consider single-phase
flow [466]; however, most of the models studying
mass transport in the channel include both air and
liquid water in their formulation [231, 258, 333,
467–469]. Early two-phase models, e.g., mixture
(or M2) models, solved the transport problem for
the gas-liquid mixture using a variable phase com-
position formulation [333]. The transport of the

gas mixture is solved using mass (1) and momen-
tum (2) conservation equations, and saturation is
obtained from the water concentration in the mix-
ture. Other two-phase flow models in channels
solve Navier-Stokes equation (2) and continuity
equation (1) for both air and liquid water as
immiscible phases. Although ANSYS Fluent is
the software used for the majority of these studies
[231, 467–469], other works use COMSOL
Multiphysics [466] or open-source packages
such as Gerris flow solver (GFS) [258,
472]. Since ANSYS Fluent and COMSOL are
commercial CFD packages, the abovementioned
studies do not include discussion on the imple-
mentation of the numerical models, and only the
reference manual of each software is cited. Some
authors, e.g., Wang et al. [467], included a short
discussion on the numerical approach, specifying
that some terms in the governing equations were
implemented using user-specified functions. The
only works that mention details on the implemen-
tation and solvers used in open-source packages
are that from Theodorakakos et al. [258] and
Jarauta et al. [233], the latter being implemented
in the open-source package Kratos
Multiphysics [241].

A typical through-the-channel, single-phase,
non-isothermal MEA model includes governing
equations for gas, charge, water and heat trans-
port. The transport of gaseous species in the MEA
is modeled using Fick’s law of diffusion (Eq. 13).
Charge transport is commonly modeled using
Ohm’s law (Eq. 61). Transport of sorbed water
in the membrane is modeled using Eq. (44). Heat
transfer is modeled using Eq. (104). An example
of single-phase non-isothermal MEA model is
implemented in open-source software package
OpenFCST v0.3 [83].

Two-phase, non-isothermal MEA models that
account for the transport of liquid water are
implemented using either a one-equation model
based on saturation (Eq. (46)) or a two-equation
model including Darcy’s law for the gas and liquid
phases (Eqs. (47) and (48)) together with a
set of closure equations. Two-phase model
implementations can be found in many modeling
packages such as CFdesign [345], STAR-CCM+
[406], ANSYS Fluent [161, 327, 349], COMSOL
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Multiphysics [209], and OpenFCST [304, 309,
470]. One of the most complete fuel cell models
is the one proposed by Zenyuk et al. [209]. Their
governing equations are solved using the general
solvers provided by COMSOL Multiphysics 5.0/
5.1 [240] and MUMPS. A more recent two-phase
model is developed by Zhou et al. [470] which is
linearized using Newton-Raphson method,
discretized using the Galerkin finite element
method, and solved usingMUMPS in open FCST.

The models that include both gas flow channel
and MEA sandwich are implemented in modeling
packages such as ANSYS Fluent [4] and CFX
[417, 471]. These models require a high compu-
tational power, and the convergence can be very
slow. For instance, the model proposed by
Nguyen et al. [471] required about 6,000–8,000
iterations to achieve convergence.

The partial differential equations for the
abovementioned numerical models are nonlinear.
For example, the source terms for mass transport
equations for oxygen and water vapor depend on
current density, which depends on electronic and
solid potentials and reactant availability (Table 1).
Therefore, these equations must be linearized
using Newton-Raphson and Picard methods.

After a set of linear partial differential equa-
tions is obtained, discretization in space is
performed. One option relies on using the finite
volume method [235] for space discretization.
This method is used in many commercial numer-
ical simulation packages such as ANSYS Fluent
[236] and STAR-CCM+ [237], and in open-
source packages such as FAST-FC [84]. Another
well-known method is the finite element method
[239], which is available in commercial packages
such as COMSOL Multiphysics [240] and in
open-source frameworks such as deal.II [473]
and OpenFCST [6, 83]. Using both finite volume
and finite element methods, the computational
domain is discretized into small elements,
known as the computational mesh. The resulting
mesh must contain sufficient elements in order to
obtain a grid-independent solution. The meshes
can be classified into structured and unstructured
meshes. In a structured mesh, all internal nodes
are connected to the same number of neighbor
nodes, and the same element pattern is followed

throughout the grid. In an unstructured mesh, the
pattern may be irregular, and no requirement on
the number of vertices surrounding each node
exists. Meshes can be refined based on an error
estimator of the approximate solution (e.g., a post-
eriori error estimator developed by Kelly et al.
[474]). Adaptive refinement is applied, for exam-
ple, in OpenFCST [6, 44]. To further improve the
computational efficiency and avoid nonmatching
grids, domain decomposition methods (DDMs)
are used. DDMs are implemented in commercial
(e.g., COMSOL [240], ANSYS Fluent [236]) and
open-source (e.g., OpenFOAM [238]) software.

For the reader interested in an open-source
implementation of an MEA model, OpenFCST
contains several models that can be downloaded
and utilized to gain a better understanding of fuel
cell modeling [6].

As described in section “Microscale Simula-
tion for Parameter Estimation,” continuum
models have been used to describe the physical
processes in the microstructures of the fuel cell
porous media. The governing equations for these
models can be discretized using the finite volume
method [11, 13, 14, 439, 451] or finite element
method [18, 29, 103]. Additionally, when the
electrochemical reactions are considered in a CL
microstructure, the resulting system of equations
might be nonlinear. These equations are then lin-
earized using Newton-Raphson method [13, 14,
439] or Picard method [18]. The governing equa-
tions can then be solved using commercial pack-
ages, such as ANSYS Fluent [236], COMSOL
[240], and GEODICT® [475], or open-source
software, such as OpenFCST [6, 83]. Although
not described in this entry, lattice Boltzmann
method and pore network models have also been
used for microstructure simulations. Palabos
[476] and OpenPNM [85, 477] are examples of
open-source software which employ LBM and
PNM, respectively, to study the physics in the
fuel cell porous media microstructures.

Conclusion

Substantial progress has been achieved in the area
of fuel cell modeling since the pioneering work of
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Springer et al. [1] and Bernardi and Verbrugge [2]
in the early 1990s. A deeper understanding of the
critical physical phenomena occurring inside the
fuel cell coupled with expanding computational
resources has allowed researchers to consider
higher dimensionality and complex physical and
electrochemical processes that were initially
neglected due to high computing costs, lack of
experimental evidence of their importance, and
the difficulty of implementation. To date, several
two- and three-dimensional single- and two-phase
channel models have been proposed, and novel
formulations are still under development, such as
the implementation of the generalized Navier-
Stokes equations proposed by Kerkhof and
Geboers [214] for multicomponent transport or
the embedded Lagrangian-Eulerian formulation
proposed by Jarauta et al. [233]. MEA and full-
cell models have transitioned from one-
dimensional, single-phase models with limited
access to the source code to open-source
implementations of two-phase, non-isothermal
MEA models that include multistep reaction
kinetics and local mass transport losses [304].

This entry provided an overview of the
governing equations used in channel, MEA, and
full-cell proton exchange membrane fuel cell
modeling. Starting with the function and compo-
sition of each component of a PEMFC, the entry
provided the most common mathematical models
for mass, charge, and energy transport in
PEMFCs, as well as the electrochemical reactions
of hydrogen oxidation and oxygen reduction. All
models are derived following several levels of
detail so that the material of this entry can serve
as a base for developing novel PEMFCmathemat-
ical models with varying levels of complexity
depending on the simplifying assumptions. Due
to nonlinearity and stiffness, the resulting numer-
ical models are hard to solve and require an ade-
quate solution approach at all levels from
discretization (in both space and time) to the
selection of appropriate linear, nonlinear, and
transient solvers. Therefore, a section on imple-
mentation details was also provided outlining the
solution methodologies used in the literature and
highlighting the importance of open-source
numerical software.

The governing equations discussed in this
entry for full-cell and MEA modeling depend on
many effective transport properties, such as effec-
tive diffusivity. Obtaining effective transport
properties and accounting for local transport
effects in the porous media, such as local transport
resistances or evaporation, requires tedious exper-
iments that are usually time consuming. FIB-SEM
and CT imaging can now provide three-
dimensional reconstructions of GDLs, CLs, and
MPLs with high resolution. This entry showed
how numerical modeling can be used to interpret
the imaging data in order to extract effective trans-
port properties under dry and wet conditions and
reaction rates per unit volume.

Future Directions

The level of detail and overall complexity of
PEMFC mathematical models has drastically
increased since the 1990s. It is clear, however,
that future work is still required in order to remove
simplifying assumptions and include additional
phenomena. Physical processes such as platinum
dissolution and coarsening, carbon corrosion,
compression effects, membrane swelling, and
mechanical and chemical degradation and local
mass transport losses have been shown to be crit-
ical to fuel cell performance and durability [21,
33]. These processes take place at different time
scales, and therefore, they are seldom integrated
into detailed full-cell or MEA models. Numerical
models need to be developed with adaptive time
stepping algorithms to capture the dynamics of the
fuel cell at the various time scales.

Future numerical models should also be able to
integrate PEMFC transport and electrochemical
processes across various length scales. This
requires developing coupling strategies to intro-
duce nanoscale information from molecular
dynamics and density functional theory and
microscale information from microstructure sim-
ulations from FIB-SEM and CT image reconstruc-
tions in the macroscale models. Progress has been
made recently in this regard by coupling a GDL
pore network model (PNM) to a volume-averaged
macroscale MEA model [338, 400]. However, for
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CLs much more complex couplings might be
required, especially to introduce information
regarding the electrochemical processes occurring
at the pore scale.

In addition to the structure of the porous media,
the structure of the interface between the different
layers has also been shown to affect the local
ohmic resistances [130] and water accumulation
[131–134] in the PEFC. Although commonly
ignored in the macroscale models, these interfaces
can significantly affect the transport processes in
the PEFC and, therefore, need to be accounted for
in the full-cell models [33]. It is therefore neces-
sary to develop efficient coupling methods to inte-
grate the information about the structure of the
porous media and their interfaces into the macro-
scale models.

In the area of microscale simulations, further
development is needed in order to seamlessly inte-
grate modeling into image analysis protocols.
Mathematical characterization of the porous
media microstructures using multiple statistical
functions has seldom been performed in literature.
Future studies should aim to characterize the dif-
ference in the structure of porous media with dif-
ferent composition and fabrication methods.
Correlations also need to be developed between
the structure and properties of the porous media.
Models to predict ionic transport and wettability of
thin ionomer films in the CL and the local mass
transport losses identified at the catalyst sites [182,
183, 454, 455] are also required. Recent studies
have tried to account for the effects of the ionomer
film at micro- [17, 18] and macroscales [51, 158];
however, much work is required to understand the
mechanism and mathematical functional form of
this so-called interfacial resistance.

Future work will therefore be required in the
next decade to further extend, and validate with
respect to experimental data, current model
implementations. Given the complexity of the
current models, such extensions are likely to be
only possible within the framework of an open-
source collaboration. Non-isothermal MEA
models, as well as companion simplified models,
that have been validated with respect to experi-
mental data [309] and microscale models are
already publicly available in the open-source

fuel cell software OpenFCST at www.openfcst.
org. Open-source software should serve as a foun-
dation for further fuel cell model development. It
is important that the research community as a
collective contributes to the development of
open-source software so that the existing knowl-
edge base can be expanded in an efficient manner.

Nomenclature

Cp Molar specific heat, [J mol�1K�1]

H Enthalpy, [J]
_W Rate of work done by the system,

[W cm�3]
g Gravity vector field, [cm s�2]]

Ĉp Specific heat, [J g�1K�1]

ĥ Specific enthalpy, [J g�1]

û Specific internal energy, [J g�1]

N̂ Mass flux, [g cm�2 s�1]

D Maxwell-Stefan diffusion coefficient,
[ cm2 s�1]

N Molar flux, [mol cm�2 s�1]
q Molecular heat flux, [W cm�2 K�1]
n Outward normal vector

K̂ Permeability tensor, [cm2]

v Velocity, [cm s�1]
Av Active area of Pt per unit volume of

catalyst layer, [cm2 cm�3]
aw Water activity
alv Liquid-gas interfacial surface area per

unit volume, [cm2 cm�3]
c Molar concentration, [mol cm�3]
Ck Volume fraction of fluid k
D Fick’s diffusion coefficient, [cm2 s�1]
DK Knudsen diffusion coefficient, [cm2 s�1]
DT Thermo-osmotic diffusion coefficient,

[mol cm�1s�1K�1]
E Half-cell voltage, [V]
EW Equivalent weight of the ionomer,

[g mol�1]
F Faraday’s constant, [C mol�1]
h Convective heat transfer coefficient,

[W cm�2K�1]
Hg, N Henry’s constant, [Pa cm3 mol�1]
i Volumetric current density, [A cm�3]
j Current density, [A cm�2]

jref0
Exchange current density, [A cm�2]
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k Equilibrium rate constant, [cm
s�1 (cm3mol�1)(a � 1)]

ke/c Evaporation or condensation rate per unit
of liquid-gas interfacial surface area,
[mol cm�2 s�1]

Ki, j Frictional interaction coefficient between
species i and j, [N s cm�4]

kr Effective permeability, [cm2]
L Characteristic length, [cm]
M Molar mass, [g mol�1]
nd Electroosmotic drag coefficient
p Pressure, [g cm�1s�2]
R Universal gas constant, [J mol�1 K�1]
rp Pore radius, [cm]
Sheat Volumetric heat source, [W cm�3]
T Absolute temperature, [K]
t Time, [s]
ui, k Mobility of species i in phase k, [cm2

mol J�1 s�1]
x Molar fraction
zi Valence (or charge number) of species i

Abbreviations

BPP Bipolar plate
CL Catalyst layer
CSF Continuum surface force
CSS Continuum surface stress
ECSA Electrochemically active surface area
FEP Fluorinated ethylene propylene
GDL Gas diffusion layer
ICCP Ionomer covered catalyst particle
LS Level set
MEA Membrane electrode assembly
MPL Microporous layer
PEM Proton exchange membrane
PEMFC Proton exchange membrane fuel cell
PFSA Perfluorosulfonic acid
PLIC Piecewise linear interface calculation
PTFE Polytetrafluoroethylene
VOF Volume of fluid

Greek Letters

ai Transfer coefficient for reaction i
k Partial viscosity, [g cm�1 s�1]
n Specific volume, [cm3 g�1]

b Transfer coefficient for cathodic reaction
t̂ Cauchy stress tensor, [g cm�1 s�2]
L Collision diameter, [cm]
k̂ Surface curvature, [cm�1]
� Overpotential, [V]

b̂ Forchheimer correction tensor, [cm]

g Surface tension coefficient, [g s�2]
gi Order of reaction for reaction i
gads Potential range constant for adsorption

isotherm
m̂i Electrochemical potential of species i,

[J mol�1]
r̂ Charge density, [C cm�3]
k Thermal conductivity coefficient,

[W cm�2 K�1]
l Sorbed water content in the membrane
lb Bulk viscosity, [g cm�1 s�1]
leq Equilibrium sorbed water content in the

membrane
m Dynamic viscosity, [g cm�1 s�1]
n Rate of reaction, [mol cm�2s�1]
o Mass fraction
fk Electrostatic potential of phase k, [V]
c Fraction of active platinum sites available
r Density, [g cm�3]
t Shear stress tensor, [g cm�1 s�2]
s Conductivity, [S cm�1]
t Tortuosity
y Coverage of intermediate reaction species
e Volume fraction

Mathematical Operators

∇ Gradient
∇s Symmetric gradient
� Tensor product
Y(x) Heaviside step function

Subscripts and Superscripts

DA Dissociative adsorption reaction
g Gas mixture
H Heyrovsky reaction
i, j Species indexes
k Phase index
m Electrolyte phase
p Percolation threshold
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RA Reductive adsorption reaction
RD Reductive desorption reaction
RT Reductive transition reaction
s Solid phase
T Tafel reaction
V Volmer reaction
v Void phase
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Glossary

Anode An electrode where the electrochemical
oxidation reaction(s) occurs, generating free
electrons that flow through a polarized electri-
cal device and enter the cathode. In a fuel cell,
the fuel oxidation reaction happens at the
anode.

Cathode An electrode where the electrochemi-
cal reduction reaction(s) occurs, by consuming
the electrons originated from the anode. In a
fuel cell, the oxygen reduction reaction hap-
pens at the cathode.

Electrocatalyst A material that is applied on the
surface of an electrode to catalyze half-cell
reactions.

Normal hydrogen electrode (NHE) Also
known as the standard hydrogen electrode
(SHE), it is a redox reference electrode which

forms the basis of the thermodynamic scale of
oxidation-reduction potentials. The potential
of the NHE is defined as zero and based
on equilibrium of the following redox half-
cell reaction, typically on a Pt surface:
2H+(aq) + 2e�!H2(g) The activities of both
the reduced form and the oxidized form are
maintained at unity. That implies that the pres-
sure of hydrogen gas is 1 atms and the concen-
tration of hydrogen ions in the solution is 1 M.

Oxygen reduction reaction (ORR) An elec-
trode reaction, in which oxygen gas is reduced
at the cathode of an electrochemical cell. The
product of the reaction can be water molecules,
hydroxyl ions (OH�), or sometimes hydrogen
peroxide molecules. It is a very important and
much-studied electrochemical reaction be-
cause it occurs at the cathode of practically all
fuel cells.

Proton-exchange membrane fuel cells
(PEMFC) Also known as polymer electrolyte
membrane fuel cells, these are a type of fuel
cells that use proton-conducting-ionomer
membrane as the electrolyte to separate anode
and cathode. Their distinguishing features
include low operating temperature (<80 �C),
high power density, quick start-up, and quick
match to shifting demands for power. They are
being developed for transport applications as
well as stationary and portable applications.

Pt mass activity The kinetic current of the oxy-
gen reduction reaction normalized by the mass
of Pt metal contained in the electrocatalyst.

Pt-specific activity The kinetic current of the
oxygen reduction reaction normalized by the
electrochemical surface area of the Pt metal
contained in the electrocatalyst.

Reversible hydrogen electrode (RHE) This dif-
fers from the NHE by the fact that the
hydrogen-ion concentration of RHE reaction
is the same as that in the actual electrolyte
solution used for the working electrode. The
potential of RHE is therefore (�0.059* (pH of
the electrolyte)) V.
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Definition of the Subject

H2/air-powered PEM fuel cells are a future substi-
tute for combustion engines as the green power
source for transport application. In PEM fuel cells,
because of their low operating temperature and low
pH, both anode and cathode reactions are catalyzed
by Pt or Pt-based electrocatalysts. Pt is a precious
and expensive noblemetal, and therefore its loading
requirement plays a major role in determining the
cost of fuel cells in mass production. The anode
hydrogen oxidation reaction on Pt is intrinsically
fast and requires very little Pt, while the cathode
oxygen reduction reaction (ORR) is a very sluggish
reaction that consumes about 90% of the total Pt
content in PEM fuel cells. The current Pt loading in
the most advanced fuel cell vehicles that use state-
of-the-art Pt-based catalysts is about four- to eight-
fold higher than the target established for mass-
produced fuel cell vehicles. Therefore, lowering
the Pt loading at the cathode is the most critical
mission for the PEM fuel cell development. To do
that, significant depth of knowledge in understand-
ing the ORR on Pt and Pt-based electrocatalysts’
surfaces is required; and the search for novel
Pt-based electrocatalysts with enhancedORR activ-
ity is seemingly the most productive pathway.

Introduction

Ever since 1839, when Sir William Robert Grove
introduced the first concept of fuel cells [1, 2],
researchers have been continuously trying to
apply fuel cells for stationary and mobile power
sources [3, 4], because of their high energy effi-
ciency and low environmental footprint. Fuel cells
can be customarily classified according to the
electrolyte employed, with different electrolytes
operating at different temperature ranges. The
operating temperature then dictates the types of
fuels and electrode materials that can be used in a
fuel cell. For example, aqueous electrolytes are
limited to operating temperatures of about 200 �C
or lower because of their high water vapor pres-
sure. At these temperatures the fuel is, in applica-
tions requiring high current density and low cost,
restricted to hydrogen. To accommodate the slow

kinetics of the electrochemical reactions at such
low temperature in acid environments, platinum
catalysts are required for both cathode and anode.
In high temperature fuel cells, CO or even CH4

can be used as the fuel, and the catalyst is not
necessary to be noble metals, because of the inher-
ently fast electrode reaction kinetics.

Among various types of fuel cells, proton
exchange membrane fuel cells (PEMFCs) have
attracted the most attention in recent years due to
their low operating temperature (about 80 �C),
high power density, quick start-up, and quick
match to shifting demands for power [3]. Hydro-
gen/air-powered PEMFCs make them the primary
candidate for the power source of light-duty vehi-
cles and buildings. In a recent study by Thomas
[5], the author compared fuel cell and battery as
the power sources for all-electric vehicles, and
found that for any vehicle range greater than
160 km (100 miles), fuel cells are superior than
batteries in terms of mass, volume, cost, initial
greenhouse gas reductions, refueling time, well-
to-wheel energy efficiency (using natural gas and
biomass as the source) and life cycle costs.
PEMFCs also allow direct use of methanol with-
out a processor, called DMFC. DMFCs are the
primary candidates for portable electronic appli-
cations; low power densities and high Pt require-
ments have precluded their use in vehicles to date.

One difficult challenge to make PEMFC vehi-
cles cost-competitive with traditional combustion
engine cars is the high platinum catalyst loading
and poor catalyst durability of the fuel cells [6,
7]. In the mid- to late-1980s and in the early
1990s, the fuel cell team at Los Alamos National
Laboratory (LANL) succeeded in demonstrating
high performance H2/air fuel cells with a platinum
loading less than 0.5 mg Pt/cm2 per electrode,
which was one magnitude lower than its previous
level [8–11]. In that effort, Raistrick [8] was the
first one to cast ionomer into the electrocatalyst
layer by impregnating a Pt/C electrode into the
ionomer solution before hot-pressing it onto the
membrane, and thus greatly increased the
electrocatalyst-electrolyte interfacial contact
area. Wilson et al. [9–11] improved that process
by mixing the Pt/C powder catalyst with ionomer
solution before coating the electrode. Those
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research achievements at LANL partly led to the
renaissance in PEMFCs in the past 2 decades [4].

In a PEMFC, if pure hydrogen is used as fuel,
the anode reaction is then the hydrogen oxidation
reaction (HOR) at the surface of the anode plati-
num electrocatalyst. The hydrogen oxidation
reaction (HOR) and hydrogen evolution reaction
(HER) are by far the most thoroughly investigated
electrochemical reaction system [12]. Due to the
fast electrode kinetics of hydrogen oxidation at
platinum surface [12–14], the anode platinum
loading can be reduced down to 0.05 mg Pt/cm2

without significant performance loss [15]. The
cathode reaction in a PEM fuel cell is the oxygen
reduction reaction (ORR) at platinum surface in
an acidic electrolyte. In contrast to HOR at the
anode, the cathode ORR is a highly irreversible
reaction even at temperatures above 100 �C at the
best existing catalyst – the platinum surface
[16–19]. Gasteiger et al. [20] found that 0.4 mg
Pt/cm2 was close to the optimal platinum loading
for the air electrode using the state-of-the-art Pt/C
catalyst and an optimized electrode structure. Fur-
ther reduction of the cathode platinum loading
will result in cell voltage loss at low current den-
sities that follows the ORR kinetic loss. The high
platinum loading at the cathode originates from
the slow kinetics of (ORR) at platinum surface. To
make the fuel cell vehicles commercially viable
on the market, the platinum loading on the cath-
ode has to be reduced significantly. As shown in
Fig. 1, when Pt loading requirement is translated
from the target set for power-specific Pt consump-
tion in g Pt/kW, a fourfold Pt mass activity
(activity per unit platinum mass) improvement is
required, if combined with a 50% reduction in
mass transport-related voltage loss [21]. Recent
increases in Pt prices suggest that one should be
striving for at least an eightfold improvement.

There are two ways one might think of that
could help to reach that goal: further increasing
the platinum dispersion (defined as the ratio of
surface metal atoms to total number of atoms) by
making finer platinum particles, if there is no
decrease of Pt-specific activity (activity per unit
Pt surface area); or alternatively, increasing the
Pt-specific activity. One could also seek a combi-
nation of these two approaches.

This selected brief review will be focused on
the research and development progress on ORR
kinetics. The origin of the problem related with
the low ORR activity of platinum will be
discussed, followed by a review of recent progress
in making more active, more durable platinum-
based ORR catalysts. These include platinum
alloy catalysts, platinum monolayer catalysts,
platinum nanowire and nanotube catalysts, and
the more recent shape- and facet-controlled
platinum-alloy nanocrystal catalysts. The pro-
gress in the mechanistic understanding on the
correlation between the activity and the electronic
and structural properties of surface platinum
atoms will be reviewed as well. The future direc-
tion of the research on platinum-based catalysts
for PEM fuel cell application will be proposed.

Electrocatalysis of the ORR at Platinum
Surfaces

It is widely accepted that the ORR on platinum
surfaces is dominantly a multistep and four-electron
reduction process with H2O being the final product.
However, the detailed mechanism of ORR still
remains elusive [17]. The overall four electron
reduction of O2 in acid aqueous solutions is

O2 þ 4Hþ þ 4e� ! 2H2O;
E0 ¼ 1:229V vs NHE at 298K

Since the four-electron reduction of oxygen is
highly irreversible, the experimental verification
of the thermodynamic reversible potential of this
reaction is very difficult. The irreversibility of
ORR imposes serious voltage loss in fuel cells.
In most instances, the current densities practical
for kinetic studies are much larger than the
exchange current density of ORR; therefore the
information obtained from current-potential data
are confined only to the rate-determining step
(RDS). On the other hand, in the ORR kinetic
potential region, the electrode surface structure
and properties strongly depend on the applied
potential and the time held at that potential,
which makes the reaction more complicated.
While the relationship between the overall
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kinetics and the surface electronic properties is
not well understood, it is widely accepted that in
the multistep reaction, the first electron transfer
is the rate-determining step, which is accompa-
nied by or followed by a fast proton transfer
[16–18]. Two Tafel slopes are usually observed
for ORR on Pt in RDE tests in perchloric acid,
from �60 mV/decade at low current density,
transitioning to �120 mV/decade at high current
density. The lower Tafel slope of the ORR in
perchloric acid at low current density has been
attributed to the potential dependent Pt oxide/
hydroxide coverage at high potentials [22–26].

Recently, by using Density Functional Theory
(DFT), Norskov and coworkers [27] calculated
the Gibbs free energy of ORR intermediates as a
function of cathode potential based on a simple
dissociative mechanism, i.e., with the adsorbed
oxygen and hydroxide being the only intermedi-
ates. They found that oxygen or hydroxide is so
strongly bound to the platinum surface at the
thermodynamic equilibrium potential that proton
and electron transfer become impossible. By

lowering the potential, the stability of adsorbed
oxygen decreases and the reaction may proceed.
They suggested that these effects are the origin of
the overpotential of the ORR on platinum
surfaces.

By setting the reference zero potential to be
NHE, the proton chemical potential in the electro-
lyte is related to the electrode potential. The
authors made DFT calculations to get the bond
energies of O* and HO* for a number of interest-
ing metals. From this, they can evaluate the reac-
tion free energies of the two basic steps: the
hydrogenation of the two adsorbed intermediates
O* and HO*. The larger one of the two reaction
free energies was taken as the activation energy
barrier of the rate-determining step (RDS) in
ORR. By using a microkinetic model they
constructed, the rate constant of the RDS, and
therefore the ORR activity, can be evaluated
based on the activation energy barrier. As shown
in Fig. 2a, the model predicts a volcano-shaped
relationship between the rate of the ORR and the
oxygen adsorption energy, with platinum and
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Fig. 1 Pt-mass-specific power density [gPt/kW] versus
cell voltage, E cell [V], based on a 50 cm2 single-cell H2/
air performance. Ztx = cell-voltage loss caused by mass
transport; Ptcath = cathode-Pt loading. The cell was tested
at T cell = 80�C, 100% RH (relative humidity), at a total
pressure of 150 kPaabs and stoichiometric flows of

s = 2.0/2.0. Catalyst-coated membrane (CCM) was
based on a ca. 25 25 mm low-EW (equivalent weight =
900) membrane, and ca. 50 wt% Pt/carbon (0.4/0.4 mg
Pt/cm2 (anode/cathode)). It was assumed that the cell per-
formance could be maintained at a reduced anode loading
of 0.05 mg Pt/cm2 (Reproduced from [21] with
permission)
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palladium being among the best metals for
electrocatalysis of ORR. Fig. 2b shows that the
bonding energy of OH is roughly linearly corre-
lated to that of O, indicating both are nearly
equivalent parameters in determining the ORR
activity.

More recently, Wang et al. [28] derived an
intrinsic kinetic equation for the four-electron
(4e�) oxygen reduction reaction (ORR) in acidic
media, by using free energies of activation and
adsorption as the kinetic parameters, which were
obtained through fitting experimental ORR data
from a Pt(111) rotating disk electrode (RDE).
Their kinetic model consists of four essential ele-
mentary reactions: (1) a dissociative adsorption
(DA); (2) a reductive adsorption (RA), which
yields two reaction intermediates, O and OH;
(3) a reductive transition (RT) from O to OH;
and (4) a reductive desorption (RD) of OH, as
shown below [28] (Reproduced with permission
from [28]).

1/202

RT

RDRA

+H+ +e– +H+ +e–

+H
+  +e

–

DA

OH ad H2O

Oad

In contrast to a conventional ORR kinetic
model, in this work there is no single particular

RDS assumed, as the authors believe that a single
RDS assumption may not hold over a wide poten-
tial region since the reaction pathway may change
with potential, or there may exist two RDSs with
similarly high activation barriers. The results indi-
cate that the first electron transfer in the RA reac-
tion ( DG�0

RA ¼ 0:46eV , where DG�0
i is the

activation energy of reaction i (at equilibrium
potential)) is not the rate-determining step (RDS)
for the ORR on Pt at high potentials, because
dissociative adsorption (DG�0

DA ¼ 0:26 eV ) pro-
vides a more active adsorption pathway. However,
the reaction intermediates, O and OH, are strongly
trapped on the Pt surface, requiring considerable
overpotential to overcome the barriers for O to
OH transition (DG�0

RT ¼ 0:50eV) and OH reduc-
tion to water and desorption (DG�0

RD ¼ 0:45eV).
Thus, the ORR on Pt is desorption-limited

at high potentials, exhibiting a low apparent
Tafel slope at those potentials. Wang et al. [29]
further used this kinetic model to fit a typical
IR-free polarization curve of a PEMFC, by
adjusting the parameters to reflect the fuel
cell-operating conditions at 80 �C. The results
showed that the transition of the Tafel slope
occurs at about the same 0.77 V that is the
equilibrium potential for the transition
between adsorbed O and OH on a Pt surface
with low adsorbed O coverage [27].
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Fig. 2 (a) Trends in oxygen reduction activity plotted as a
function of the O-binding energy. (b) Trends in oxygen

reduction activity plotted as a function of both the O and
the OH-binding energy (Reproduced from [27]. With
permission)
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Neyerlin et al. [30–32] investigated the ORR
kinetics on high-surface-area carbon-supported
platinum catalyst Pt/C in an operating PEMFC.
By assuming the transfer coefficient a = 1 and
using a single Tafel slope, i.e., �70 mV/decade at
80 �C, three kinetic parameters could be extracted
through fitting the kinetic model to the fuel cell
data: the exchange current density or current den-
sity at a constant IR-free cell potential, the reac-
tion order with respect to oxygen partial pressure,
and the activation energy. One may need to note
that the lower limit of the electrode potential after
IR and transport correction in this work is about
0.77 V, so that this single-Tafel-slope treatment
can still be consistent with Wang et al.’s [29]
result. Neyerlin et al. [30] were concerned about
the accuracy of the kinetic current extracted from
low potentials in RDE tests, since at these low
potentials the experimental measured current is
more than ten times lower than the kinetic current
derived from it. The transport correction used in
RDE analysis assumes perfect first-order kinetics,
which is not strictly true, and errors from this
imperfect correction could become large at low
potentials. The authors also studied the relative
humidity (RH) effects on ORR kinetics in
PEMFCs [32]. They found that when RH is
above 50–60%, the kinetics are independent of
the RH, but they observed significant ORR kinetic
losses at lower RH. The reduction of ORR kinet-
ics at low RHwas interpreted as most likely due to
a lowering of the proton activity (therefore only
indirectly related to the lowering of the water
activity) via hydration of acidic groups and the
sequestering of protons at low RH.

Another factor that plays an important role in
determining the minimum loading of Pt catalyst
required for PEMFCs is the Pt size effect on ORR,
not only through altering the fraction of surface Pt
atoms over the number of total Pt atoms, but also
through changing the ORR kinetics per surface Pt
atom (Pt specific activity). Earlier results by
Blurton et al. [33] showed that in 20% H2SO4 at
70 �C, the highly dispersed Pt (with size of about
1.4 nm) supported on conductive carbon prepared
through ion exchange on resin followed by pyrol-
ysis has a Pt-specific activity 20 times lower than
that of crystalline Pt black (with size of about

10 nm), though it is not clear to what extend the
lower activity could be caused by contamination
of Pt and/or a “burying effect“during the catalyst
preparation. Blurton et al. [33] correlated the
decreased ORR specific activity with the
decreased coordination number of surface Pt
atoms on smaller Pt particles, causing more severe
oxidation of the Pt surface. Peuckert et al. [34]
later investigated a series of Pt-on-carbon cata-
lysts with Pt weight percents from 5% to 30%
prepared by an impregnation method, with
corresponding fractions of metal atoms on the
surface from 1.0 (Pt size <1 nm) to 0.09 (Pt size
<12 nm). The Pt-specific activity toward ORR in
0.5 M H2SO4 at 298 K on these catalysts was
found to be constant for Pt particle sizes above
4 nm but to decrease by a factor of 20 as the
particle size decreased from 3 to 1 nm. Taking
into account the larger percentage of buried and
these inactive Pt atoms in larger particles, this
result suggested that the optimal Pt size for the
maximum Pt mass activity is about 3 nm.
Kinoshita [35] also reviewed and analyzed the
particle size effect for ORR on Pt/C catalysts.
Based on the literature data of ORR on Pt/C col-
lected in H3PO4 [36–38] and H2SO4 [34] solu-
tions, Kinoshita proposed the decrease of
Pt-specific activity with decrease of Pt particle
size is a consequence of the changing distribution
of surface atoms at the (100) and (111) crystal
faces. Recent literature data [18] in H3PO4

reported that when Pt particle size increases from
2.5 to 12 nm, there is about threefold of increase in
Pt-specific activity and confirmed the optimal Pt
particle size for maximum mass activity to be
around 3 nm. Gasteiger et al. [21] investigated
Pt/C and Pt black catalysts for ORR in HClO4

solution at 60 �C, with the Pt particle size ranging
from 2 nm to over 10 nm, and found that the
magnitude of activity improvement is comparable
to that in literature data [39, 40], although the
absolute values are about ten times higher than
those reported in Ref. [40], due in part to the use of
a less-strongly adsorbing electrolyte.

It is well established that ORR on Pt single
crystals is structure-sensitive, depending on
the electrolyte. In H2SO4, the order of activity
of Pt(hkl) increases in the sequence (111)
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<<(100) <(110) [19, 41]. The variation in
H2SO4 originates from highly structure-specific
adsorption of sulfate/bisulfate anions in this elec-
trolyte, which has a strongly inhibiting effect on
the (111) surface. Given that the dominant Pt
crystal facets of high-surface-area Pt/C catalysts
are {111} and {100}, the Pt size effect on ORR
activity in H2SO4 can be explained by the
structure-sensitive adsorption. In perchloric acid,
the variation in activity at is relatively small
between the three low index faces, with activity
increasing in the order (100) < (111) (110) [42],
owing to the structure sensitive inhibiting effect of
OHads, i.e., a stronger inhibiting effect on
(100) and smaller effects on (110) and
(111) [41]. Norskov and other researchers
[43–48], based on their DFTcalculations, recently
proposed using the concept of averaged d-band
center energy to explain the reactivity of metal
surface atoms, which was supported by numerous
experimental data. According to them, when Pt
particle size decreases, the average coordination
number of surface Pt atoms decreases, causing the
d-band center to move closer to the Fermi level
and the reactivity of those atoms to increase. As a
result of that, the Pt atoms bind oxygen-hydroxide
stronger, and therefore, have a lower ORR activ-
ity. A stronger adsorption of OH species on Pt
surface when the particle size is reduced to
below 5 nm was reported in Ref. [49].

While the Pt particle-size effect on ORR sug-
gests that a further increase of Pt dispersion by
decreasing the particle size to much smaller than
3 nm will not improve Pt mass activity, it is worth
noting that the Pt-size effect is not universally
believed. Recently, Yano et al. [50] studied ORR
on a series of carbon-supported Pt-nanoparticle
electrocatalysts (Pt/C) with average diameters in
the range of roughly 1–5 nm, combined with
measurements on 195Pt electrochemical nuclear
magnetic resonance (EC-NMR) spectroscopy.
They observed that ORR rate constants and
H2O2 yields evaluated from hydrodynamic
voltammograms measurements did not show any
particle size dependency. The apparent activation
energy of 37 kJ mol�1, obtained for the ORR rate
constant, was found to be identical to that
obtained for bulk platinum electrodes. This was

consistent with the negligible difference in the
surface electronic properties of these Pt/C cata-
lysts, revealed from the practically no change of
surface peak position of 195Pt NMR spectra and
the spin-lattice relaxation time of surface platinum
atoms with the particle size variation.

Nevertheless, facilitating the ORR kinetics by
augmenting the Pt specific activity is important
for the future of fuel cells. A recent perspective in
Science by Gasteiger and Markovic [51] showed
some promising advances in this aspect.

Pt-Alloy Electrocatalysts

Pt-alloy catalysts, predominantly Pt binary and
ternary alloys with 3D transition metals, have
been the main focus of catalyst research for PEM
fuel cells in the past decades, as they confer
enhanced ORR activities over those available
from pure Pt catalysts. Great progress has been
made in past decades in developing more active
and durable Pt alloy catalysts and in understand-
ing the mechanism of their activity enhancements.
Two- to threefold specific activity enhancements
versus pure Pt were typically reported in literature
[21, 40, 52–54], while exceptions existed from
earlier results, claiming either no enhancement
[55–57], or over an order of magnitude enhance-
ment [58]. As far as which alloy and what alloy
compositions confer the highest ORR activity,
there seems to be lack of general agreement.
This is probably because the measured activity
depends highly on the catalyst surface and near-
surface atomic composition and structure, on
impurities on the surface, and on particle size
and shape, all of which could be affected by the
preparation method, heat treatment protocol, and
testing conditions. For example, to achieve the
optimal alloy structure for maximum activity, dif-
ferent Pt alloy particles may require different
annealing-temperature protocols to accommodate
the distinctions between metal melting points and
particle sizes [59, 60]. In a number of earlier
papers [61–63] it was showed that Pt-Cr is the
most active ORR cathode catalyst in phosphoric
acid fuel cells, while some recent results reported
that in the PEMFC-oriented settings, the most
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active Pt alloy ORR catalyst could be Pt-Co [64],
Pt-Fe [58, 65], Pt-Cr [52], Pt-Ni [66], or Pt-Cu
[67] at specific atomic ratios of Pt to the alloying
elements. Several representative mechanisms
have been proposed in the literature to explain
the enhanced activities observed on Pt alloy cata-
lysts: (1) a surface roughening effect due to
leaching of the alloy base metal [68, 69];
(2) decreased lattice spacing of Pt atoms due to
alloying [52, 61, 70];(3) electronic effects of the
neighboring atoms on Pt, such as increased Pt
d-band vacancy [52, 58, 65, 71] or depressed
d-band center energy upon alloying [42, 64, 67,
72, 73]; and/or (4) decreased Pt oxide/hydroxide
formation at high potential [52, 74–76]. The
increased Pt surface roughness alone may help
increase Pt mass activity but will not increase the
Pt-specific activity. Other mechanisms are corre-
lated with each other, for example, the decreased
lattice spacing may affect the electronic structure
of Pt atoms, which in turn may inhibit the Pt
oxide/hydroxide formation. A more detailed dis-
cussion follows.

Jalan and Taloy [61] believed that the nearest-
neighbor distance between Pt atoms plays an
important role in the ORR, based on the reaction
model proposed by Yeager et al. [16], i.e., the rate-
determining step being the rupture of O-O bond
via various dual site mechanisms. They proposed
that the distance between nearest-neighbor atoms
on the surface of pure Pt is not ideal for dual site
adsorption of O2 or “HO2” and that the introduc-
tion of foreign atoms that reduce the Pt nearest-
neighbor spacing would result in higher ORR
activity. By testing a number of carbon-supported
Pt-M alloy catalysts fabricated into gas diffusion
electrodes, with various nearest-neighbor Pt atom
distances determined from X-ray diffraction, a
linear relationship was obtained between the
activity and the distance, with Pt-Cr exhibiting
highest ORR activity and smallest nearest-
neighbor distance, as shown in Fig. 3. While the
geometric distance between the neighboring Pt
atoms is shorter in alloys, the surface electronic
structure of Pt alloys is different from that of pure
Pt as well, so it is difficult to separate the two
factors. Yet other studies [55, 68, 69] claimed no
activity enhancement was observed on Pt-Cr alloy

over pure Pt, except for the increased surface
roughness [68, 69], but this has not been
supported by more recent literature [52, 70].

Mukerjee and coworkers did a series of studies
[52, 74, 77, 78] on Pt binary alloys for ORR
applying in situ X-ray absorption spectroscopy
(XAS) to electrochemical systems. The spectra
consist of two parts, the near-edge part XANES
(X-ray absorption near-edge structure), which
gives chemical information and EXAFS
(extended X-ray absorption fine structure),
which gives the structural information around
the element of interest. In a related study,
Mukerjee et al. [52] investigated five binary Pt
alloys (PtCr/C, PtMn/C, PtFe/C, PtCo/C, and
PtNi/C) supported on high-surface-area carbon
for ORR in a proton exchange membrane fuel
cell. The electrode kinetic studies on the Pt alloys
showed a two- to threefold increase in ORR activ-
ity relative to a reference Pt/C electrocatalyst, with
the PtCr/C alloy exhibiting the best performance.
Contractions in the Pt-Pt bond distances were
observed by both EXAFS and XRD. In addition,
they found that in the double-layer potential
region (0.54 V versus RHE), the alloys possess

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 3 Specific activity for the ORR versus electrocatalyst
nearest-neighbor distance (Reproduced from [61] with
permission)
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higher Pt d-band vacancies than Pt/C, while in the
high potential region (0.84 V versus RHE), Pt/C
shows higher d-band vacancy relative to alloys.
This was interpreted by the adsorption of OH
species at high potential on Pt/C but to a lesser
extent on Pt alloys. Correlation of the electronic
(Pt d-band vacancies) and geometric (Pt-Pt bond
distance) with the electrochemical performance
characteristics exhibits a volcano-type behavior
with the PtCr/C alloy being at the top of the
curve, shown in Fig. 4. They rationalized the
enhanced activity on alloys on the basis of elec-
tronic and geometric effects, and of inhibition of
OH adsorption. Similar observations were also
reported from the ORR measurements in phos-
phoric acid [66], and in alkaline solution [79–81].

Surface segregation of Pt has been experimen-
tally observed in a wide range of Pt-M binary
alloys, such as Pt-Fe [82], Pt-Ni [83], Pt-Co
[84], Pt-Ru [85], and has also been reported in
theoretical calculations [86, 87]. Furthermore, it
has been reported that the topmost layer is com-
posed of pure Pt while the second layer is enriched
in the transition metal M for Pt-rich Fe, Co, and Ni
alloys [72, 76, 88], produced by displacement of
Pt and M atoms in the first two layers to minimize
the surface free energy during annealing.
Stamenkovic et al. [76] studied polycrystalline
Pt3Ni and Pt3Co alloys for electrocatalysis of
ORR in acid electrolytes using the rotating ring
disk electrode (RRDE) method. Polycrystalline
bulk alloys of Pt3Ni and Pt3Co were prepared in
ultra-high vacuum (UHV) having two different
surface compositions: one with 75% Pt
(by sputtering) and the other with 100% Pt
(by annealing). The latter was called a “Pt-skin”
structure and is produced by an exchange of Pt
and Co in the first two layers. Activities of
Pt-alloys for the ORR were compared to those of
polycrystalline Pt in 0.5 M H2SO4 and 0.1 M
HClO4 electrolytes. It was found that in H2SO4,
the activity increased in the order Pt3Ni> Pt3Co>
Pt; in HClO4, however, the order of activities was
“Pt-skin/Pt3Co” > Pt3Co > Pt3Ni > Pt. The cat-
alytic enhancement was greater in 0.1 M HClO4
than in 0.5 M H2SO4, with the maximum
enhancement observed for the “Pt-skin” on
Pt3Co in 0.1 M HClO4 being three to four times

that for pure Pt. The activity enhancement was
attributed to the inhibited Pt-OHad formation on
an alloy, even one covered with pure Pt, relative to
the surface of a pure-Pt electrode, and the ORR
reaction mechanism (pathway) was found to be
the same on alloys as on a pure-Pt electrode. In a
more recent study, Stamenkovic et al. [64] inves-
tigated polycrystalline Pt3M (M = Ni, Co, Fe, Ti,
V) surfaces for ORR in 0.1 M HClO4, for both
“Pt-skin” and sputtered alloy surfaces. The activ-
ity was correlated to the d-band center energy
obtained in UHV via ultraviolet photoemission
spectroscopy (UPS). A “volcano behavior” was
revealed with the Pt3Co has the highest activity
for both “Pt-skin” and sputtered surfaces. The
“Pt-skin” surface was found to be more active
than sputtered surface again for each Pt3M. The
electrochemical and post-electrochemical UHV
(ultra-high vacuum) surface characterizations
revealed that Pt-skin surfaces are stable during
and after immersion to an electrolyte. In contrast,
all sputtered surfaces formed Pt-skeleton

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 4 Correlation of the ORR performance of Pt and
Pt-alloy electrocatalysts in PEMFC with Pt-Pt bond dis-
tance (solid circles) and the d-band vacancy of Pt (empty
circles) obtained from in situ XAS (Reproduced from [52]
with permission)
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outermost layers due to dissolution of transition
metal atoms [89].

By using DFT calculations, Xu et al. [47] stud-
ied the adsorption of O and O2 and the dissocia-
tion of O2 on the (111) faces of ordered Pt3Co and
Pt3Fe alloys and on monolayer Pt skins covering
these two alloys. Results were compared with
those calculated for two Pt(111) surfaces, one at
the equilibrium lattice constant and the other lat-
erally compressed by 2% to match the strain in the
Pt alloys. The absolute magnitudes of the binding
energies of O and O2 follow the same order in
the two alloy systems: Pt skin < compressed
Pt(111) < Pt(111) < Pt3Co(111) or Pt3Fe(111).
The reduced bonding strength of the compressed
Pt(111) and Pt skins for oxygen was rationalized
as being due to the shifting of the d-band center
increasingly away from the Fermi level. They
proposed that an alleviation of poisoning by
O and enhanced rates for reactions involving
O could be some of the reasons why Pt skins are
more active for the ORR.

Chen et al. [88, 90] recently studied carbon
supported Pt3Co nanoparticles for ORR and cor-
related their activity with the chemical composi-
tion and structural information of individual
particles. Conventional and aberration-corrected
high-angle annular dark-field (HAADF), scan-
ning transmission electron microscopy (STEM),
and high resolution transmission electron micros-
copy (HRTEM) were used to obtain the particle
compositional and structural information. For the
acid treated Pt3Co nanoparticles, they observed
the formation of percolated Pt-rich and Pt poor
regions within individual nanoparticles, analo-
gous to the skeleton structure observed for
sputtered polycrystalline Pt alloy surfaces after
acid leaching [89]. The acid treated alloy nano-
particles yielded about two times the specific
activity of pure-Pt nanoparticles. After annealing
of the acid-treated particles, sandwich-
segregation surfaces of ordered Pt3Co nano-
particles were directly observed, with the topmost
layer being pure Pt atoms. The specific activity of
annealed nanoparticles was about four times that
of pure Pt nanoparticles. The enhanced Pt-specific
activity toward ORR was attributed to the reduced
binding energy of oxygenated species, owing to

combined two effects, i.e., the increased compres-
sive strain in Pt atoms, and the ligand effect from
underlying Co atoms.

Strasser et al. [59, 67, 91–94] recently applied a
freeze-drying technique in the synthesis of Pt
alloy nanoparticle catalysts with enhanced ORR
activity. The Pt-Cu alloy catalyst after electro-
chemical dealloying was reported to have both
mass and specific activities about four to six
times those of a standard commercial Pt/C cata-
lyst, in both RDE and MEA tests. The synthesis
involved an impregnation/freeze-drying route
followed by annealing. Preparation started with
impregnation and sonication of a commercial
30 wt% Pt/C catalyst with an aqueous solution
of a copper nitrate, with Pt:Cu atomic ratio of 1:3,
followed by freezing in liquid N2. The frozen
sample was subsequently freeze-dried under a
moderate vacuum (0.055 mbar). Reduction and
alloying of Pt and Cu on the carbon support was
thermally driven under a reductive H2 atmosphere
in a tube furnace. Electrochemical etching
(voltammetric dealloying) was employed to
remove the surface Cu atoms from Cu-rich
Pt-Cu alloy precursors. Bulk and surface struc-
tural and compositional characterization
suggested that the dealloyed active catalyst
phase consists of a core-shell structure in which
a multilayer Pt rich shell is surrounding a Pt-poor
alloy particle core. This work constitutes signifi-
cant progress on initial activity, since a fourfold of
increase of Pt mass activity is the performance
target for commercially viable fuel cell cathode
catalyst [21]. Fig. 5a shows a schematic of the
dealloying process, and Fig. 5b exhibits the Pt
mass activities of Pt-Cu/C synthesized at different
temperatures, compared with the Pt/C catalyst.

As to the mechanistic origin of the activity
enhancement in dealloyed Pt-Cu catalyst, the
authors believe geometric effects play a key role,
because the low residual Cu near-surface concen-
trations make significant electronic interactions
between Pt and Cu surface atoms unlikely. There-
fore, they suspect that the dealloying creates
favorable structural arrangements of Pt atoms at
the particle surface, such as more active crystallo-
graphic facets or more favorable Pt-Pt interatomic
distances for the electroreduction of oxygen, as
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predicted by DFT calculations [47]. A fourfold
enhancement in Pt mass activity on mono-
dispersed Pt3Co nanoparticles with particle size
of 4.5 nm was also reported recently [95].

Watanabe and coworkers carried out a series of
studies on the mechanism for the enhancement of
ORR activity on Pt-Fe, Pt-Ni, and Pt-Co
alloys [53, 58, 65, 71, 96, 97]. By using
X-ray photoelectron spectroscopy combined
with an electrochemical cell (EC-XPS) [96, 97],
they identified quantitatively oxygen-containing
species adsorbed on electrodes of a pure Pt and a
Pt skin layer (generated by acid treatment, not
annealing, and therefore equivalent to the “skele-
ton” layers described by Stamenkovic et al. [89])
formed on Pt-Fe and Pt-Co alloys’ surface from
N2- and O2-saturated 0.1 M HF solution. Four
types of species were distinguished with binding
energies at 529.6, 530.5, 531.1, and 532.6 eV; the
first two were assigned to Oad and OHad, while the
latter two were assigned to the bilayer water mol-
ecules, H2Oad,1 and H2Oad,2. The XPS results
showed that the Pt skin layer exhibited a higher

affinity to Oad but less to H2O compared to pure
Pt, particularly in the O2-saturated solution. The
enhanced ORR activity at the Pt skin/Pt-alloy
electrode was ascribed to higher coverage of Oad

than that at pure Pt. They also found that such an
enhancement is induced without changing the
activation energy but the corresponding fre-
quency factor value in the pre-exponential term
from that of pure Pt. From the measurements in a
flow channel with 0.1 M HClO4, in the tempera-
ture range of 20–50 �C, a two to fourfold of ORR-
specific activity enhancement was reported for
those Pt alloys [53].

Pt metal dissolution in fuel cells has been
reported to play a key role in Pt surface area loss
and cell performance loss [98]. While Pt-alloy
catalysts with fourfold enhancement in both Pt
mass activity and specific activity relative to stan-
dard Pt/C catalyst seem achievable, as has been
shown above, the long-term durability of the alloy
catalysts is still a concern, due to dissolution of the
base metal from the alloys [21, 99]. For Pt-Cu
alloy catalysts, an additional possible risk is that

PEM Fuel Cells and
Platinum-Based
Electrocatalysts,
Fig. 5 (a) The schematic
model of a Pt-Cu alloy
particle before and after
electrochemical dealloying
of the near-surface Cu
atoms (pink balls = Cu
atoms; gray balls = Pt
atoms); (b) Pt mass
activities of Pt-Cu/C
catalysts at various
annealing temperatures
compared to that of Pt/C
catalyst (Reproduced from
[67] with permission)
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the dissolved Cu may migrate from cathode
through membrane to anode and deposit on the
anode Pt surface, causing a poisoning effect on
anode hydrogen oxidation kinetics, as the Cu
redox potential is higher than the anode hydrogen
redox potential. Fortunately, the durability of the
cathode catalyst can be compensated by careful
system control, mainly through lowering the cath-
ode upper potential limit and narrowing its oper-
ating potential window [100, 101].

Pt Monolayer Electrocatalysts

Pioneered by Adzic et al. [102, 103], the idea of a
Pt monolayer electrocatalyst has been one of the
key concepts in reducing the Pt loading of PEM
fuel cells in recent years. Pt submonolayers depos-
ited on Ru nanoparticles had been earlier demon-
strated to give superior performance with ultra-
low Pt loading compared to commercial Pt/C or
Pt-Ru alloy catalysts for the anode CO-tolerant
hydrogen oxidation reaction [103–107]. More
recently, Adzic and coworkers applied this con-
cept in making novel Pt monolayer catalysts for
the cathode ORR, which will be the focus of the
review in this section. In general, the new method
of synthesizing Pt monolayer catalysts involves
underpotential deposition (UPD), a technique
well known to produce an ordered atomic mono-
layer to multilayer metal deposition onto a foreign
metal substrate [108–110]. Specifically, the
method consists of two steps [111, 112]: first, a
monolayer of a sacrificial less-noble metal is
deposited on a more noble metal substrate by
UPD, such as Cu UPD on Au or Pd; second, the

sacrificial metal is spontaneously and irreversibly
oxidized and dissolved by a noble metal cation,
such as a Pt cation, which is simultaneously
reduced and deposited onto the foreign metal sub-
strate. The whole procedure can be repeated in
order to deposit multilayers of Pt (or another
noble metal) on the foreign metal.

The advantages of Pt monolayer catalysts
include (1) full utilization of the Pt atoms that are
all on the surface, and (2) that the Pt activity and
stability can be tailored by the selection of the
substrate metals. For example [102], when a Pt
monolayer is deposited onto different substrate
metals, as shown in Fig. 6, due to the lattice mis-
match between the metals, it can experience com-
pressive or tensile stress, which is known to affect
the Pt activity by adjusting its d-band center energy
[43, 47] and consequently its ORR activity.

Pt monolayer deposits on Pd(111) single crys-
tals (Pt/Pd(111)) and on Pd/C nanoparticles
(Pt/Pd/C) have been studied for ORR [112], and
improved activities compared to Pt(111) and com-
mercial Pt/C, respectively, were reported. The
ORR reaction mechanism of the monolayer cata-
lysts was found to be the same as that on pure Pt
surface. Pt/Pd(111) was found to have a 20 mV
improvement in half-wave potential versus Pt
(111), and the Pt/Pd/C had a Pt-mass activity
five- to eight-times higher than that of Pt/C cata-
lyst. If the total noble metal amount (Pt + Pd) is
counted, the mass activity is about 80% higher
than that of Pt/C catalyst [112]. The enhanced
ORR activity is attributed to the inhibited OH
formation at high potential, as evidenced from
XAS measurements. In a real fuel cell test,
0.47 g Pt/kW was demonstrated at 0.602 V [113].

Compression

Pt/Ru(0001) Pt/Pd(111) Pt/Au(111)

Small compression Expansion
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Fig. 6 Models of pseudomorphic monolayers of Pt on
three different substrates inducing compressive strain (Ru

(0001) and Pd(111)) and tensile strain (Au(111)).
(Reproduced from [102] with permission)
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In order to understand the mechanism for the
enhanced activity of a Pt monolayer deposited on
Pd metal, the ORR was investigated in
O2-saturated 0.1 M HClO4 solution on platinum
monolayers supported on Au(111), Ir(111), Pd
(111), Rh(111), and Ru(0001) single-crystal
RDE surfaces [114]. A comparison of the
polarization curves at 1600 rpm is shown as
in Fig. 7. The trend of the ORR activities increase
in the sequence Pt/Ru(0001)< Pt/Ir(111)< Pt/Rh
(111) < Pt/Au(111) < Pt(111) < Pt/Pd(111).

The authors further correlated the kinetic activ-
ities of the “monolayers”with the Pt d-band center
energies (not shown) and Pt-O binding energies,
and found a “volcano” relationship, with the Pt/Pd
(111) having the optimal d-band center, as well as
PtML-O-binding energy, for the maximum ORR
activity. The “volcano” behavior was rationalized
as being controlled by the two key steps in ORR,
the O-O bond dissociation which is followed by
the other step, the O-H bond formation. As shown
in Fig. 8, the activation energies of the two steps
both correlated linearly with the PtML-O-binding
energies (and with the d-band center energies, not
shown), but in the opposite trend, indicating the
PtML-O binding can be neither too strong, nor too
weak, for the best ORR activity.

For further fine-tuning of the monolayer Pt/Pd
ORR activity, they further introduced mixed metal
+ Pt monolayer catalysts [115], which contained

0.2 monolayer of a foreign metal from selection of
(Au, Pd, Rh, Ir, Ru, Os, and Re) combined with
0.8 monolayer of Pt co-deposited on Pd(111) or on
Pd/C nanoparticles. The foreign metals have
either a weaker M-OH bond (for the case of
Au-OH), or a stronger M-OH bond (for the rest
of the cases) than the Pt-OH bond. DFT calcula-
tions [115] showed that, in addition to altering the
Pt d-band center energies, the OH(�M) � OH(�Pt)

(or O(�M) � OH(�Pt)) repulsion plays an impor-
tant role in augmenting the ORR activity, as
shown below in Fig. 9. Instead of adjusting the
composition of the top2most Pt monolayer,
replacing the substrate Pd(111) with Pd3Fe(111)
to generate Pt/Pd3Fe(111) was recently reported to
also have an enhanced ORR activity [116].

Another type of Pt monolayer catalyst showing
improved ORR activities are Pt monolayers
deposited on (noble metal)/(non-noble metal)
core-shell nanoparticles [117]. The synthesis
approach started with impregnation of high sur-
face carbon into a mixed solution of noble metal
precursor and non-noble metal precursor,
followed by stir-drying in air. Core-shell metal
substrates were formed by surface segregation of
the noble metal at elevated temperature in a reduc-
tive atmosphere. A Pt monolayer was then depos-
ited on the core/shell substrates by galvanic
displacement of a Cu monolayer that was UPD-
deposited onto the core-shell substrate particles.
Three combinations were investigated: Pt/Au/Ni,
Pt/Pd/Co, and Pt/Pt/Co. The enhancement of Pt
mass activity of the best case (Pt/Au/Ni) was
reported as being over an order of magnitude
relative to the commercial Pt/C catalyst. The
total noble metal mass activities were reported to
be 2.5–4 times higher than that of Pt/C, with the
Pt/Pt/Co having the highest number. The enhance-
ment of activities was attributed to the geometric
effect induced by the fine-tuning of the Pt lattice
spacing with the substrate core-shell particles and
to the inhibited PtOH formation because of low-
ering of the d-band center position relative to the
Fermi level.

In a related study, Zhang et al. [118] investi-
gated a partial monolayer of Au deposited on Pt
(111) and on Pt/C nanoparticles for ORR. The
catalysts were synthesized by Au displacement
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Fig. 7 Polarization curves for O2 reduction on platinum
monolayers in 0.1 M HClO4 solution on a RDE. Rotation
rate = 1,600 rpm (Reproduced from [114] with
permission)
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of a monolayer Cu that was deposited with UPD
onto the Pt(111) or Pt/C substrates. Due to the
valence-state difference between Au3+ and Cu2+,
two thirds of a monolayer of Au was deposited
onto each of the Pt surfaces. The Au atoms
appeared to form clusters on Pt surfaces. While
the ORR activities of the Au/Pt(111) and Au/Pt/C
catalysts were slightly lower than those of pure Pt

(111) and Pt/C catalysts, respectively; the stability
of the Au/Pt/C was superior compared to that of
Pt/C catalyst. Potential cycling tests were
performed on RDE in 0.1 M HClO4 solution,
with the potential cycling window between 0.6
and 1.1 V, for 30,000 cycles. The catalytic activity
of Au/Pt/C, measured as half-wave potentials on
the O2 reduction polarization curves obtained
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Fig. 8 Kinetic currents (jK; square symbols) at 0.8 V
(versus RHE) calculated from Fig. 7 for ORR and the
activation energies for O2 dissociation (solid circles) and
for OH formation (empty circles) on Pt/Ru(0001) (1); Pt/Ir

(111) (2), Pt/Rh(111) (3), Pt/Au(111) (4), Pt(111) (5) and
Pt/Pd(111) (6), as functions of the calculated binding
energy of atomic oxygen (BEO) (Reproduced from [114]
with permission)

PEM Fuel Cells and
Platinum-Based
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Fig. 9 Kinetic current at
0.80 V as a function of the
calculated interaction
energy between two OHs,
or OH and O. Positive
energies indicate more
repulsive interaction
compared to Pt/Pd(111)
(Reproduced from [115]
with permission)
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before and after potential cycling, showed only a
5 mV degradation in over the cycling period. In
contrast, the corresponding change for Pt/C
amounted to a loss of 39 mV. In situ X-ray absorp-
tion near-edge spectroscopy (XANES) with
respect to the potential applied on the catalyst
surfaces revealed the oxidation of Pt nanoparticles
covered by Au at high potentials was decreased in
comparison with the oxidation of Pt nanoparticles
lacking such coverage.

More recently, Wang et al. [119] investigated
the ORR on well-defined Pt/Pd and Pt/PdCo core-
shell nanoparticles for the effects of particle size,
facet orientation, and Pt shell thickness. The Pt
shell was generated and the shell thickness was
controlled by a novel method called the Cu-UPD-
mediated electrodeposition method, in which
repeated Cu-UPD/stripping, potential cycling, and
Pt irreversible deposition occurred simultaneously
in the same electrolyte, with the Pt deposition
under diffusion control, until a desired thickness
of Pt was achieved. Atomic level analysis using
Z-contrast scanning transmission electron micros-
copy (STEM) coupled with element-sensitive elec-
tron energy loss spectroscopy (EELS) showed that
well-controlled core-shell particles were obtained.
ORR tests on RDE showed that Pt-monolayer cat-
alysts on 4 nm Pd and 4.6 nm Pd3Co cores
exhibited 1.0 and 1.6 A/mg Pt mass activities at
0.9 V, respectively, about five- and ninefold
enhancements over that of 3 nm Pt nanoparticles.
Also, two- and threefold enhancements in specific
activity were observed respectively, which were
mainly attributed to the nanosize- and lattice-
mismatch-induced contraction in (111) facets
based on the DFTcalculations using a nanoparticle
model. Scale-up methods were developed for syn-
thesis of the core-shell particles [120].

In summary, Pt monolayer catalysts show a
promising pathway toward solving one of the
major problems facing PEM fuel cells by enhanc-
ing the Pt-specific activity and the utilization of Pt
atoms, and therefore reducing the cost of the cath-
ode catalyst, although more fuel cell tests of dura-
bility are needed before the monolayer catalysts
can be put in fuel cell vehicles. There is still a need
for a reduction in the total noble metals in these
catalysts.

Pt and Pt-Alloy Nanowire and Nanotube
Electrocatalysts

As has been discussed in the introduction, low
activity and limited durability are the two major
issues related to the high-surface-area-carbon-
dispersed Pt nanoparticle catalysts (Pt/C) in
PEM fuel cells. Shao-Horn et al. [121] have
given a comprehensive review on the instability
considerations of Pt/C catalysts. Conventional
PEM fuel cell catalysts typically consist of
Pt nanoparticles in size of 2–3 nm that are
supported on high-surface carbon with
20–50 nm primary carbon particles for electrical
conductivity and high levels of catalyst activity.
As it has been shown above, this kind of catalyst
has already approached the maximum Pt mass
activity as a pure Pt/C catalyst, as the Pt particle
size is close to the optimal value. However, the
2–3 nm Pt nanoparticles are intrinsically not
stable enough under PEM fuel cell operating
conditions if no system-mitigation methods are
applied. As an example, for a fuel cell short stack
operating at steady-state open-circuit voltage
(OCV, <0.95 V versus RHE), with H2/air flows
(stoichiometric reactant flows of s = 2/2) at
80 �C, fully humidified and 150 kPaabs for
2000 h, the Pt surface area decreased from
<70 m2/g Pt to <15 m2/g Pt, corresponding to
an almost 80% of Pt surface area loss [98]. If
accompanied by a similar percentage loss of
activity, this is not acceptable for commerciali-
zation of fuel cell vehicles. In addition, corro-
sion of carbon support makes the situation even
more serious [122, 123]. One way to address this
issue is to lower the upper voltage limit of the
fuel cell through system mitigation [100, 101],
or alternatively, to improve the intrinsic Pt sta-
bility through catalyst design, such as using Pt or
Pt-alloy nanowire/nanotube catalysts. The local
curvature of the nanowire/nanotube Pt or its
alloy is expected to be small (in at least one
direction), and it consequently has a lower sur-
face free energy and higher stability. On the
other hand, the Pt-specific activity of the nano-
wire/nanotube is expected to be higher than its
nanoparticle counterpart, as it should bind OH/O
less strongly.
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The 3M nanostructured thin film (NSTF) cata-
lyst is such a non-conventional catalyst [124,
125]. The support particle is a crystalline organic
pigment material, perylene red (PR), which is
vacuum-deposited and converted to an oriented
whisker phase by thermal annealing. The result is
a uniquely structured thin film composed of
highly oriented, densely packed crystalline
organic whiskers [126]. A crystalline Pt coating
can be vacuum-deposited on the whiskers. Fig. 10
shows SEM images of the NSTF catalyst-coated
whiskers prior to incorporation onto the surfaces
of a PEM to form a catalyst-coated membrane
[127]. The cross section of the whiskers is on the
order of 50 nm, and the lengths of the whiskers are

controllable by the thickness of the as-deposited
PR film, typically in the range of 0.5–2 mm. For a
practical loading of<0.2 mg Pt/cm2, the typical Pt
crystallite size of the coated PR whiskers is
10–11 nm, and the specific surface areas of the
NSTF-Pt catalysts are <10 m2/g Pt [124].

Bonakdarpour et al. [128] investigated
Pt/NSTF and Pt-Co-Mn/NSTF for ORR by using
the rotating ring disk electrode (RRDE). The nom-
inal chemical composition of the ternary alloy was
calculated to be Pt0.68Co0.3Mn0.02. The catalyst-
coated whiskers were carefully brushed off of the
original substrate web and applied onto the glassy
carbon disk of the RRDE. The measurements
were done in O2-saturated 0.1 M HClO4 at room

PEM Fuel Cells and
Platinum-Based
Electrocatalysts,
Fig. 10 Scanning electron
micrographs of typical
NSTF catalysts as
fabricated on a
microstructured catalyst
transfer substrate, seen (top)
in cross section with
original magnification of
�10,000, and (bottom) in
plain view with original
magnification of �50,000.
The dotted scale bar is
shown in each micrograph
(Reproduced from [127]
with permission)
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temperature. The Pt-specific activity of the
Pt/NSTF was found to be close to that of a Pt
polycrystalline disk. A twofold gain of Pt specific
activity was observed on Pt-Co-Mn/NSTF versus
Pt/NSTF. In PEMFC measurements for the same
loading of 0.2 mg Pt/cm2, using GM
recommended conditions for measuring specific
and mass activity at 80 �C, saturated H2/O2 at
150 kPaabs, at 900 mV, the NSTF Pt-Co-Mn
catalyst-coated membrane (CCM) generated spe-
cific activities of 2.93 mA/cm2Pt, and mass activ-
ities of 0.18 A/mg1 Pt. The specific activity is<12
times higher, and mass activity is about two times
higher than those of TKK 47 wt% Pt/C.

To investigate the NSTF electrode stability
under high voltage cycling, Debe et al. [129]
tested a series of NSTF Pt and NSTF Pt-ternary
catalysts along with Pt/C (Ketjen Black) and Pt/C
(graphitic) types by scanning at 20 mV/s, between
0.6 and 1.2 V under saturated H2/N2 at 80 �C. The
MEA’s contained the same 3 M-ionomer PEM
having a 1000 equivalent weight (EW), and the
same 3 M-coated GDL. The NSTF electrodes had
loadings of 0.1 mg/cm2, while the carbon- and
graphitic-carbon-supported catalysts had loadings
of 0.4 mg/cm2. Fig. 11 compares the normalized
surface area as a function of the number of CV
cycles for all the samples. It is interesting to note
that for the NSTF samples the Pt and ternary

catalysts behave similarly and lose approximately
30% of the surface area out to 14,000 cycles. The
Pt/C and Pt/graphitic carbon, on the other hand,
lose substantially more surface area in signifi-
cantly fewer cycles. The superior ability of the
NSTF catalyst to withstand thousands of fast volt-
age scans over the potential range most critical for
Pt dissolution and Pt agglomeration demonstrated
a significant differentiating feature over carbon-
supported catalysts [129].

Recently, Chen et al. [130] developed
supportless Pt nanotubes (PtNTs) and Pt-alloy
nanotubes (e.g., Pt-Pd alloy nanotubes (PtPdNTs))
as cathode catalysts for PEMFCs. PtNTs were syn-
thesized by a galvanic replacement of silver nano-
wires (AgNWs) by following a similar method
developed by Xia and coworkers [131, 132]. The
AgNWs were synthesized using a polyol method
[133] and were subsequently heated at reflux tem-
perature with Pt(CH3COO)2 in an aqueous solution.
For the preparation of PtPdNTs, mixed aqueous
Pt(CH3COO)2 and Pd(NO3)2 solutions were
used. The diameter (Fig. 12a, b) and length of
AgNWs are about 40 nm and 10 mm, respectively.
After Pt replacement, the diameter, wall thickness
(Fig. 12c, d), and length of the PtNTs are about
40 nm, 6 nm, and 10 mm, respectively.

Chen et al. [130] tested the durability of these
materials by cycling the electrode between 0 and

PEM Fuel Cells and
Platinum-Based
Electrocatalysts,
Fig. 11 Normalized
surface area versus number
of CV cycles from 0.6 to
1.2 V for four NSTF
catalyst samples and three
Pt/carbon catalysts at 80�C.
All MEAs used the same
3 M ionomer PEM and
GDL (gas diffusion layer)
(Reproduced from [129]
with permission)
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1.3 V versus RHE at a scan rate of 50 mV/s in
argon-purged 0.5 M H2SO4 solution at 60 �C. As
shown in Fig. 13a, the electrochemical surface area
(ECSA) of the PtNTs decreased by about 20% after
1000 cycles, while the Pt-black and Pt/C catalysts
lost about 51% and 90% of their platinum ECSA,
respectively. Fig. 13b shows the comparison of
typical ORR polarization curves of the respective
catalysts obtained at room temperature in
O2-saturated 0.5 M H2SO4 using a rotating disk
electrode (RDE) at 1600 rpm. At 0.85 V versus
RHE, the mass activity of PtNTs was reported
slightly higher than that of Pt/C, and 1.4 times
higher than that of Pt-black catalysts. The specific
activity of the PtNTs was 3.8 times and 1.8 times
higher than those of Pt/C and Pt-black catalysts,
respectively. For PtPdNTs, the mass activity was

measured 1.4 times and 2.1 times higher than those
of Pt/C and Pt-black catalysts, while the specific
activity was 5.8 times and 2.7 times higher than
those of Pt/C and Pt-black catalysts, respectively.

The examples given above illustrate that it is
possible to achieve both activity and durability
goals of Pt-based catalysts through special mor-
phology and structural design of the catalyst and
electrode. There are many other important
advancements not discussed here on nanostruc-
tured Pt and Pt-alloy catalysts/electrodes showing
improvements in activity and/or durability for
ORR, such as single-crystal-Pt nanowires grown
on continuous carbon-layer-coated Sn-fiber 3D
electrodes [134], Pt-Pd bimetallic nanodendrites
[135, 136], faceted Pt nanocrystals [137], nano-
porous Pt alloy electrodes [138–140].

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 12 (a) SEM image of AgNWs. (b) TEM image and
electron diffraction pattern (inset) of AgNWs. (c) SEM

image of PtNTs. (d) TEM image and electron diffraction
pattern (inset) of PtNTs (Reproduced from [130] with
permission)
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Facet- and Shape-Controlled Pt-Alloy
Nanocrystal Electrocatalysts

Stamenkovic and coworkers [42] demonstrated in
HClO4 that on RDE Pt3Ni(111) single-crystal sur-
faces of <6 mm in diameter, the specific activity
for ORR is about an order of magnitude higher
than on the Pt(111) surface and is about 90 times
higher than on Pt/C catalyst, while the other two
low-index surfaces, [Pt3Ni(100) and Pt3Ni(110)]
are much less active than Pt3Ni(111). This result is
very intriguing in that it suggests that if one can
make Pt3Ni nanocrystals with all exposed surfaces
having {111} orientations, one can hope to gain
an enhancement of specific activity by up to two
orders of magnitude relative to state-of-the-art
Pt/C catalysts. Recently, two interesting papers
[141, 142] have shown progress on synthesizing
such Pt alloy nanocrystals.

Wu et al. [141] recently reported an approach
to the preparation of truncated-octahedral
Pt3Ni (t,o-Pt3Ni) catalysts that have dominant
exposure of {111} facets. The shape-defined
Pt-Ni nanoparticles were made from platinum
acetylacetonate [Pt(acac)2] and nickel acety-
lacetonate [Ni(acac)2] in diphenyl ether (DPE)
using a mixture of borane-tert-butylamine com-
plex (TBAB) and hexadecanediol as the reducing
agents. Long-alkane-chain amines were used as

the main capping agents, and adamantane-
carboxylic acid (ACA) or adamantaneacetic acid
(AAA) was used to affect the reaction kinetics.
The population of truncated octahedral crystals
could be adjusted by the types and amounts of
the reducing agents and capping agents. Three
sets of Pt3Ni nanocrystals were generated with
various truncated-octahedral crystal populations;
see Fig. 14.

While Fig. 14a, b contain 30% and 10% of
Pt3Ni cubes (with the remaining particles being
truncated-octahedrons), respectively, Fig. 14c
contains only truncated-octahedrons. The particle
size is on the order of 5 to 7 nm. Only two types of
facets are exposed of all the nanocrystals, i.e., the
{111} and {100}. The fractions of the {111}
surface area over the total surface area could be
calculated based on the geometries of the shapes
and the population statistics. The ORR kinetics of
the nanocrystals were studied on RDEs in
O2-saturated 0.1 M HClO4, at room temperature,
at 1600 rpm, with a potential scan rate of
10 mV/s. Fig. 15 shows comparison of polariza-
tion curves, cyclic-voltammetry curves, mass
activities, and specific activities of the Pt3Ni
nanocrystals to the standard TKK Pt/Vulcan car-
bon catalyst. As shown in Fig. 15d, almost-linear
correlations were obtained for both mass activities
and specific activities versus the fraction of the

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 13 (a) Loss of electrochemical surface area (ECSA)
of Pt/C (E-TEK), platinum-black (PtB; E-TEK), and PtNT
catalysts with number of potential cycles in Ar-purged
0.5 M H2SO4 solution at 60�C (0-1.3 V versus RHE,
sweep rate 50 mV/s). (b) ORR curves (shown as current-

voltage relations) of Pt/C, platinum black (PtB), PtNTs,
and PdPtNTs in O2-saturated 0.5 M H2SO4 solution at
room temperature (1,600 rpm, sweep rate 5 mV/s). Inset:
Mass activity (top) and specific activity (bottom) for the
four catalysts at 0.85 V (Reproduced from [130] with
permission)
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(111) surface area over the total surface area.
A tabulated kinetic activity comparison is shown
in Table 1. The mass activity and specific activity
comparisons were made at 0.9 V versus RHE.
Roughly 4� mass-activity and specific-activity
enhancements were observed on the 100% trun-
cated octahedral Pt3Ni nanocrystals over the Pt/C
catalyst. While the {111} facets of the nano-
crystals showed much higher specific activity
than the {100} facets, as indicated in Fig. 15d, in
agreement with trend found on bulk Pt3Ni single
crystal disks, the absolute values of the specific
activities of the nanocrystals are still far below
those observed on bulk single-crystal
surfaces [42].

Another interesting report is from Zhang et al.
[142] on the synthesis and ORR activity of Pt3Ni

nano-octahedra and nanocubes, with the two
shapes of nanocrystals having only {111} facets
and {100} facets exposed, respectively. The
monodispersed Pt3Ni nano-octahedra and nano-
cubes were synthesized via a high-temperature
organic solution chemistry approach, which
involved using mixed oleylamine and oleic acid
at elevated temperature as the reducing agent and
capping agent, and tungsten hexacarbonyl W
(CO)6 as the shape controlling agent. Detailed
procedures for synthesis of the nanocrystals can
be found in Ref. [142]. Fig. 16 shows the SEM
and TEM images of those shape and size con-
trolled nano-octahedral (a-e) and nanocube (f-j)
crystals. The chemical compositions of the crys-
tals were analyzed by using combined ICP-MS
and EDS techniques (from both TEM and SEM),

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 14 TEM images of Pt3Ni nanocrystals with truncated
octahedron population of (a) 70%, (b) 90%, (c) 100%, and

(d) HR-TEM image of a truncated octahedron showing the
(111) lattice (Reproduced from [141] with permission)
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and the results suggested that the average molar
ratio of Pt over Ni was 3:1.

Zhang et al. [142] further investigated ORR
activities of the shape controlled nanocrystals by
using RDE measurements. The ORR measure-
ments were conducted in an O2-saturated 0.1 M
HClO4 solution at 295 K. A characteristic set of
polarization curves at 900 rpm for the ORR on

Pt3Ni nano-octahedra, Pt3Ni nanocubes, and Pt
nanocubes are displayed in Fig. 17a. After mass
transport correction using Koutecky-Levich equa-
tion, and normalizing by the Pt surface area and
mass, the kinetic activities (specific activity and
mass activity) at 0.9 V were plotted in Fig. 17b.
The Pt-specific activity of Pt3Ni nano-octahedra
were determined to be 5.1 times of that of the

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 15 (a) Polarization curves and CV curves (inset),
(b) area (mA/cm2Pt), (c) mass (A/mg Pt) specific ORR
activity for the t,o-Pt3Ni and reference Pt catalysts; and

(d) the correlations between specific activities and frac-
tions of (111) surfaces of these Pt3Ni catalysts. The ORR
polarization curves were collected at 1,600 rpm
(Reproduced from [141] with permission)

PEM Fuel Cells and Platinum-Based Electrocatalysts, Table 1 ECSA, mass- and area- specific ORR activities of
Pt3Ni and Pt/catalysts (at 0.9 V versus RHE) (Reproduced from [141] with permission)

Sample name
Pt loading [mgPt/cm
disk

2]
ECSA [m2/
gPt]

Mass activity
[A/mgPt]

Specific activity [mA/cm
Pt
2]

100% t,
o-Pt3Ni

9.3 62.4 0.53 0.85

90% t,o-Pt3Ni 9.3 53.7 0.44 0.82

70% t,o-Pt3Ni 9.3 33.8 0.22 0.65

Pt/C (TKK) 11 65 0.14 0.215
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Pt3Ni nanocubes and <6.5 times that of the Pt
nanocubes, while the Pt mass activity of the
Pt3Ni nano-octahedra was <2.8 times of that of
Pt3Ni nanocubes and <3.6 times of that of Pt
nanocubes. The significant shape dependence of
ORR activity agreed with the observation from
the extended Pt3Ni single crystal surfaces,

although the absolute values of specific activities
observed on Pt3Ni nanocubes and nano-octahedra
were about four- to sevenfold lower than those
reported in Ref. [42], respectively. One apparent
puzzle in these reported results is that the Pt sur-
face area or ECSA of the nanocrystals derived
from the specific activity and mass activity

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 16 (a-e) Images for Pt3Ni nano-octahedra. (f-j)
Images for Pt3Ni nanocubes. (a, f) Field-emission SEM
images. (b, g) High-resolution SEM images. (c) 3D model

of an octahedron. (d, i) TEM images. (e, j) High-resolution
TEM images of single nanocrystals. (h) 3D model of a
cube (Reproduced from [142] with permission)

PEM Fuel Cells and Platinum-Based Electrocatalysts,
Fig. 17 (a) Polarization curves for ORR on Pt3Ni nano-
octahedra, Pt3Ni nanocubes, and Pt nanocubes supported
on a rotating glassy carbon disk electrode in O2-saturated
0.1 M HClO4 solution at 295 K; with scan rate= 20 mV/s;
rotation rate = 900 rpm. Catalyst loading in terms of Pt
mass: Pt3Ni octahedra, 3.0 mg; Pt3Ni cube, 2.0 mg; Pt cube,

1.1 mg. Current density was normalized to the glassy car-
bon geometric surface area (0.196 cm2). The arrow indi-
cates the potential scan direction. (b) Comparison of the
ORR activities on the three types of catalysts. Specific
activity andmass activity were all measured at 0.9 V versus
RHE at 295 K (Reproduced from [142] with permission)
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(ECSA per unit mass of Pt = mass activity/spe-
cific activity) is 5–10 times lower than one would
expect from the size of particles revealed by SEM
and TEM images. The discrepancy may come
from the low utilization of the surface area
because of impurities or from overlap of the non-
supported nanocrystals. Another set of data for the
high surface carbon supported those nanocrystals
was reported in the online supporting information
of the paper, and this showed a better agreement
between measured ECSA and diameter to TEM,
suggesting that particle aggregation caused the
low area observed for the unsupported catalysts.

In summary, the size- and shape-controlled
synthesis of nanocrystal Pt-based electrocatalysts
has shown a promising path to high Pt-specific
activity, although the absolute number of the
activity is still not comparable to that observed
on extended Pt alloy single-crystal surface, prob-
ably due to the size effect, residual impurities and
defects in the nanocrystal surface, and incomplete
formation of smooth, segregated Pt layers on the
facet surfaces. The Pt mass activity achieved for
the best case is already about four times higher
than state-of-the-art Pt/C catalyst. If the core of the
nanocrystals can be replaced with some
corrosion-resistant material but keeping the sur-
face of the Pt alloy shell still in {111} facets, one
could expect a significant further reduction of the
Pt loading required for the cathode catalyst. In
addition, the size of the particles can be larger to
gain the benefits of the particle size effect, as the
Pt consumption is determined by the thickness of
the shell. The durability of such nanocrystals
could be expected to be high because of the lack
of low-coordination atoms in their surfaces.

Future Directions

Low platinum loading, high activity, and more
durable catalysts still remain as critical challenges
for PEFCs for automotive applications. Further
fundamental understanding of the correlations
between activity, stability, and structural proper-
ties at the atomic level are most desired from both
theoretical and experimental perspectives. Studies
of the connections between the activities of

controlled-facet-orientation nanoparticles and
extended single-crystal surfaces would be helpful.
Structure- and surface-controlled syntheses of cat-
alysts (Pt monolayer catalysts, nanostructured cat-
alysts and electrodes, size- and facet-controlled Pt
alloy nanocrystals, combined with core-shell
structure) should provide a practical viable path
to achieving fuel cell catalyst loadings required
for large-scale commercialization.
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Glossary

Electrochemically active surface area (ECSA)
The surface area of Pt catalyst that is electro-
chemically active, requiring access to both pro-
tons and electrons. It is generally normalized to
Pt mass (e.g., m2/gPt), and is the primary mea-
sure of Pt dispersion.

Fuel cell catalyst Materials that catalyze the
electrochemical reactions. Pt or Pt alloy nano-
particles (3–5 nm in diameter) deposited on
carbon blacks are commonly used with the
goal of maximizing the available reaction site
surface area per Pt mass.

Hydrogen PEMFC vehicle Vehicle that uses
proton-exchange membrane fuel cell
(PEMFC) as its primary power generator, com-
monly known as fuel cell electric vehicle
(FCEV). It uses pure hydrogen gas fuel

reacting electrochemically with oxygen gas
from the atmosphere to generate electricity
and emit only water. Generally requires Pt as
electrocatalyst on both anode and cathode.

Ionomer Ion conducting polymer is used in the
membrane and electrodes. In PEMFCs, the
conducted ion is a proton, and the environment
is strongly acidic with effective pH <1.
Perfluorosulfonic acid (PFSA) such as Nafion®

(DuPont tradename) is the most common.
Local transport loss Performance (i.e., voltage)

loss due to the transport of oxygen and protons
in close (<30 nm) proximity to the Pt reaction
site. Characteristically, this loss is inversely
proportional to the Pt roughness factor (i.e.,
low m2

Pt/m
2
MEA) and is most prevalent at

high-current density.
Membrane-electrode assembly (MEA) The

MEA is at the heart of the fuel cell where the
electrochemical reactions occur. Hydrogen
oxidation reaction (HOR) occurs in the
anode. Oxygen reduction reaction (ORR)
occurs in the cathode. The polymer membrane,
sandwiched between the two electrodes, con-
ducts proton across from the anode to cathode
and acts as an electrical and reactant separator.

Oxygen reduction reaction (ORR) O2 is elec-
trochemically reduced to water on the cathode.
ORR is responsible for most of the overall
voltage (i.e., efficiency) loss in a fuel cell
even with heavy use of Pt catalyst. Therefore,
research on high-activity ORR catalyst is of
high priority. ORR kinetic activity is com-
monly expressed by either normalizing to its
Pt mass (mass activity) or to its available Pt
surface area (area-specific activity).

PGM Platinum group metals (Pt, Pd, Ir, Ru, Rh,
and Os) and other precious metals (Au, Ag, Re)
must be minimized or avoided to enable afford-
able fuel cells.

Pt roughness factor (r.f.) The Pt surface area on
an electrode for electrochemical reaction per
MEA geometric area (m2

Pt/m
2
MEA). This is a

product of Pt ECSA (m2/gPt) and the MEA Pt
loading (gPt/m

2
MEA).
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Definition of the Subject

Widespread commercialization of fuel cell elec-
tric vehicles (FCEV) relies on further reduction
of PGM (platinum group metals) usage.
Although enhancements in the activity and sta-
bility of the catalyst are necessary, those alone are
insufficient. In a fuel cell with low PGM content,
transport of reactants (oxygen and protons) to a
small area of catalyst can cause large perfor-
mance loss at high power. Because it is this
high-power point that determines the required
fuel cell area, these losses drive up the size, and
thus the cost, of the fuel cell stack. This entry
discusses fuel cell cost reduction with special
focus on the challenges and opportunity associ-
ated with Pt reduction.

Introduction

PEM fuel cells offer a zero-emission tank-to-
wheels solution for sustainable transportation,
extending to a well-to-wheels solution when
renewable hydrogen is used. Although a few auto-
motive manufacturers, notably Hyundai, Toyota,
and Honda, have begun to commercialize fuel cell
electric vehicles (FCEV), their high cost limits
market penetration. The availability of hydrogen
stations is also limited. Yet, major fuel cell devel-
opers have defined plausible pathways to reduce
the fuel cell vehicle total cost of ownership
(vehicle plus fuel cost over life) to approach that
of incumbent gasoline-engine vehicles in the long
term. Two critical elements of this roadmap
include decreasing material cost of the fuel cell
system and reducing manufacturing cost through
economies of scale.

An automotive fuel cell typically requires
about 10 m2 of electrochemically active area
which is distributed over 250–400 individual
cells in series, each with 400–250 cm2 of active
area. Each cell is a high-current (>500A) and
low-voltage (~0.6 V) device, and cells are
stacked in series to deliver high DC power
required for vehicle propulsion. The trade-off
defining the number of cells and active area is
dictated by a cost optimization involving the

power electronics that are used to interface the
fuel cell stack with the high-voltage electrical
system [1], a topic outside of the scope of this
entry. Instead, this entry focuses on the issue of
reducing overall electrochemically active area
needed to produce a given power, an issue that
is independent from the trade-off determining the
selection of the number of cells.

State-of-the-art FCEVs use about 30 g of Pt
[2, 3], the only PGM used in the fuel cell system.
At today’s (June 2017) Pt price of $30 per gram,
the cost of Pt metal itself is about $900, a small
fraction of a vehicle cost. But it is significantly
larger than what is used in the current clean
light-duty internal combustion engine (ICE)
vehicle catalytic converter (<5 g PGM, compris-
ing Pt, Pd, and Rh) [4, 5]. Pt is rare, and because
of its high resistance to corrosion, it is used in
many applications. Of the 218 tons of platinum
sold in 2014, 45% was used for vehicle emission
control devices, 34% for jewelry, and 9% for
chemical production and petroleum refining
[6]. The remainder was consumed in other indus-
tries including electronics, glass manufacturing,
and the medical and biomedical industries.
Because Pt is such a well-established commod-
ity, increase in demand will put pressure on its
availability and price. Analysis in Fig. 1 shows a
significant increase in Pt demand once FCEVs
with 10 gPt penetrate the mass market
(scenario B, assumes five million FCEVs/year,
about 5% of global vehicle market), generating
upward pressure on Pt price [7]. This supply-
demand scenario indicates the need for technol-
ogies to reduce Pt usage well below 10 g/vehicle
in the long run.

Figure 2 illustrates the relationship between
cathode Pt loading and the cost of major fuel cell
stack components assuming a 2016 state-of-the-
art current-voltage curve [2]. Although the Pt cost
is a large portion of the stack cost at 0.3 mgPt/cm

2

(~30 gPt/vehicle), reducing Pt loading below
0.2–0.1 mgPt/cm

2 results in only a marginally
lower stack cost, and decreasing to 0.05 mgPt/
cm2 actually results in a stack cost increase. This
is due to poor high-power performance of the low-
Pt cathode, to be discussed in more detail below,
making it necessary to increase stack area and

324 Proton-Exchange Membrane Fuel Cells with Low-Pt Content



overcoming the benefit of the Pt areal-loading
decrease. Improvement in the high-power perfor-
mance of the low-loaded cathode will minimize
stack cost and decrease the Pt loading at which the
minimum cost occurs. This analysis also indicates
that further reduction of Pt loading below
0.1 mgPt/cm

2 (~10 gPt/vehicle) must be done

with the objective of lowering the overall fuel
cell stack cost. Whereas reduction below
0.1 mgPt/cm

2 with current fuel cell performance
may not necessarily be a major vehicle-level cost
saver, it would be important to mitigate demand
on the global Pt market and thus enable high
market penetration of automotive fuel cells.

Proton-Exchange Membrane Fuel Cells with Low-Pt Content, Fig. 1 Impact of fuel cell vehicles on Pt consump-
tion (Reprinted with permission from Ref. [7]. Copyright 2013 Roland Berger LLC)

Proton-Exchange
Membrane Fuel Cells
with Low-Pt Content,
Fig. 2 Effect of cathode Pt
loading on stack cost.
Anode Pt loading is kept
constant at 0.025 mgPt/cm

2.
Cost estimated using
SA/DOE 2013 cost study,
90 kWgross system, 500 k
system/year [8] (Reprinted
with permission from Ref.
[2] Copyright 2016
American Chemical
Society)
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If 10 gPt/vehicle could suppress FCEV mass-
market penetration due to supply-demand factors,
what level is needed to eliminate this barrier?
Reductions to a level comparable to the catalytic
converter (~5 g PGM/vehicle) would largely neu-
tralize the demand increase due to the
corresponding decrease in catalytic converter
demand. Thus, 5 g PGM/vehicle is a reasonable
long-term target [2]. Other important factors could
involve broader PGM market shifts. For example,
an average wedding ring weighs about 5 g; thus,
many married couples own approximately an
FCEV equivalent of Pt. Consider this reference
point and the fact that the world is consuming
34% of total Pt consumption for jewelry. Thus, a
shift in consumer preference to use Pt to enable
emission-free future transportation and to use
other metals (tungsten, gold, etc.) for jewelry
could have a large beneficial impact on Pt avail-
ability and cost for FCEV use.

The ultimate goal of fuel cell catalyst develop-
ment is to entirely eliminate the need for PGM.
Significant progress has been made by packing as
many active sites as possible into carbon-
nitrogen-based non-PGM catalysts [9–11]. How-
ever, their stability is currently unacceptably poor
[12]. In addition, their useable power density is
only about one-tenth of the PGM catalyst system,
making vehicle packaging and cost (e.g., of other
stack components that scale with surface area)
impractical. Finally, if PGM use is successfully
reduced to a level comparable to incumbent vehi-
cle technology (~5 gPGM/vehicle), the economic
benefit of an alternative may not be favorable.

Alkaline membrane fuel cells (AMFC) operate
under less corrosive conditions, and low-cost
non-PGM cathode catalysts may be used
[13, 14]. However, palladium is currently still
required on the anode to achieve power density,
and thus stack size reduction, approaching that
possible with PEMFCs. Furthermore, the instabil-
ity of AMFC membrane candidates at high tem-
perature (80–100 �C) and the deactivation of its
ionic carriers due to CO2 in air are other major
technology hurdles [15–17]. These performance,
durability, and cost uncertainties have thus far
prevented AMFC technology from mounting a
serious challenge to PEMFC for automotive

applications. AMFC technology status and trajec-
tory is described in detail in a separate entry in
this volume.

In this entry, we will provide an overview of
the challenges and most promising research direc-
tions to develop automotive PEM fuel cell tech-
nology with sustainable Pt use.

PEM Fuel Cell Electrodes

The hydrogen oxidation reaction (HOR) on the
anode is so fast that less than 1 g of Pt can suffice
[18]. And when pure hydrogen is used, fast HOR
rate and diffusion minimize the voltage loss on the
anode. Therefore, the primary focus has been on
improving the sluggish oxygen reduction reaction
(ORR) on the cathode. Much progress has been
made in improving the activity and stability of the
ORR catalysts in the past 15 years. Many
advanced catalysts (e.g., shape-/size-controlled
alloy [19–24], Pt monolayer catalysts [25–27],
etc.) have shown promising activity in rotating
disk electrode (RDE) tests, although they have
not shown comparable activities in fuel cell
membrane-electrode assemblies (MEA). Fortu-
nately, a more gradual improvement using a
dealloying approach [28–31] on spherical PtNi
and PtCo to control the “Pt skin” and subsurface
composition has yielded materials that approach
the required activity and stability in a fuel cell for
a ~5 gPt/vehicle [2, 31, 32].

As shown in Fig. 3a, the ORR requires efficient
delivery of oxygen, protons, and electrons at the
same location. Facile transport of these species,
which occur through different phases, to the active
site is essential to allow high-power output. The
electrodes are generally made of mixtures of
proton-conducting polymers (ionomer, blue) and
carbon-supported Pt nanoparticle (gray and black
circles) catalysts. This design gives a porous layer
(~60% porosity) that is good for gas transport and
a large active area (roughness factors >30 cm2

Pt/
cm2

MEA) for the reaction [33, 34].
Carbon black is the preferred support to dis-

perse Pt-based nanoparticles, thanks to its high
electronic conductivity, high surface area for
nanoparticle deposition, relatively high stability,
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and low cost. The morphology and properties of
carbon play a critical role in determining the per-
formance and stability of the catalyst
[35–39]. Some popular carbons such as
KetjenBlack (KB) possess a large number of inter-
nal micropores within its carbon particles, making
it possible to achieve good Pt particle dispersion
and thus high Pt surface area [40, 41]. Figure 4
shows a transmission electron micrograph of a
Pt/KB catalyst. Tomography analysis on a section
of the catalyst reveals the location of Pt particles
in relation to the carbon particle. The red and
green coloring represent Pt particles that are
located on the surface and within the carbon,
respectively.

The presence of the internal Pt adds another set
of reactant transport considerations within a fuel cell
electrode (Fig. 5). The internal particles have been

shown to bemostly electrochemically active and are
believed to have access to proton and O2 through
small openings (1–5 nm) in the carbon micropores
[40, 41]. But it is believed that the pores are too
small for ionomer to intrude and form a direct
proton conduction path to the Pt surface
[39, 42–45]. Although it is hypothesized that
condensed water can conduct protons in these
pores, much remains unclear on the exact mecha-
nism and the magnitude of the proton conductivity
[46–48]. Additionally, ionomer can form a layer
blocking the transport of O2 and water at the open-
ing leading to increased voltage loss [49, 50]. These
complexities may make it appealing to use carbons
that do not possess internal porosity. However, it has
been shown that porous carbons could offer better Pt
dispersion, Pt alloy quality, ORR activity, and cata-
lyst stability [37–39]. Therefore, the best carbon
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Proton-Exchange
Membrane Fuel Cells
with Low-Pt Content,
Fig. 3 (a) Schematic of
transport reaction in the
fuel cell cathode. (DM =
diffusion media; BP =
bipolar plate). (b) Fuel
cell polarization curves of
PtCo/C catalyst at different
cathode Pt loadings.
Operating conditions in the
order of anode/cathode: H2/
air, 94 �C, 65/65% RH,
250/250 kPaabs,outlet,
stoichiometries of 1.5/2.
Single cell, 50 cm2 active
area (Reprinted with
permission from Ref.
[2]. Copyright 2016
American Chemical
Society)
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support for each user may vary depending on their
needs and materials-system trade-off.

Performance of Low-Pt Fuel Cell

At higher power, transport phenomena (oxygen,
proton, and electron) in a fuel cell will contribute
to the voltage loss. As Pt loading and the available
Pt area for ORR are reduced, higher O2 and proton
fluxes must be delivered to the Pt surface which
can lead to noticeable and even severe voltage
losses. This is particularly noticeable below
0.1 mgPt/cm

2
MEA (Fig. 3b), corresponding to

<10 gPt/vehicle. These internal losses in energy
within the fuel cell are converted into waste heat
which must be removed from the fuel cell using
coolant and a radiator. The size of the radiator, and
thus the amount of this heat removal, is limited by
the frontal area of the vehicle. Depending on
system design and requirement, cell voltage at
the stack high-power (i.e., rating) point is gener-
ally required to be higher than 0.55–0.65 V to
allow for waste heat removal from the vehicle

and maintain sufficient hydrogen conversion effi-
ciency (>50%) [1, 51]. Assuming that the fuel cell
stack is sized at 0.58 V, one can estimate current
densities from Fig. 3b of 1.65 and 2.0 A/cm2 for
0.05 and 0.1 mgPt/cm2

MEA, respectively. This
results in power densities at these points of 0.96
and 1.16 W/cm2, translating for a 100 kWgross

stack to requirements of approximately 10.4 and
8.6 m2 of fuel cell area, respectively. This case
illustrates that although it is in principle desirable
to reduce the Pt loading, worse fuel cell perfor-
mance at the stack rating voltage translates to a
20% increase in overall stack size. Depending on
the cost of the fuel cell components that scale with
area (e.g., plates, membrane, and diffusion
media), this can result in an increase in stack
cost even with lower-Pt areal loading, as also
shown in Fig. 2 at cathode Pt loadings less than
0.1 mgPt/cm

2.
A fuel cell performance mathematical model

provides a useful tool to help understand the var-
ious internal voltage losses. One can build a
model using known physics involved in a
PEMFC that uses inputs from a number of in
situ electrochemical diagnostics and ex situ char-
acterization methods [34, 45]. Figure 6 illustrates
the voltage loss terms estimated for various com-
ponents as a function of current density. While a
realistic fuel cell is operated under a wide range of
conditions that vary over the fuel cell area, a
simplified “differential cell” (i.e., high gas flow
and constant temperature condition) is often used,
and is modeled here, for diagnostic purposes. By
far, ORR kinetic loss is the largest contributor. As
current density increases, transport phenomena
(oxygen, proton, and electron) contribute to the
voltage loss. Ohmic loss (membrane protonic
resistance and electronic resistance of other com-
ponents), O2 transport loss in the gas diffusion
layers, and proton conduction loss in the elec-
trodes are also noticeable. However, these losses
do not change with Pt amount and are thus not the
focus of this entry. More detail on these losses can
be found elsewhere [34, 45].

As Pt loading and its surface area decrease,
transport of protons and O2 to the reaction sites
becomes more challenging. Characteristically,
this type of loss increases with decreasing Pt

Proton-Exchange Membrane Fuel Cells with Low-Pt
Content, Fig. 4 Transmission electron micrograph of Pt
nanoparticles deposited on KetjenBlack carbon particles.
Color inset shows the tomography of an area of the catalyst
and the location of Pt particles. Red surface Pt. Green
internal Pt (Reprinted with permission from Ref.
[41]. Copyright 2010 American Chemical Society)
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roughness factor and is called a “local transport
loss,” postulated to be at or near the Pt surface
[52]. As will be discussed in the next section, a
portion of this loss can be attributed to the trans-
port of O2 through an ionomer thin film covering
the Pt particle (yellow area). However, there
remains voltage loss at high-current density that
has not yet been accounted for by known physics
or chemistry (orange area). Both losses grow rap-
idly as current is further increased or as Pt surface
area drops further during long-term fuel cell oper-
ation. Therefore, they must be understood and
minimized for the long-term Pt loading target to
be met.

Local Transport Resistance

As discussed in Fig. 6, the local transport resis-
tance can be divided into two components: (a) O2

transport associated with ionomer thin film
(yellow area) and (b) an unaccounted-for resis-
tance (orange area). The latter component is
hypothesized to result from proton and O2 trans-
port through nanometer-sized pores shown in
Fig. 5. Some studies constructed “agglomerate”
models, simulating impact of 50–500 nm diame-
ter spherical elements filled with water and/or
ionomer, in attempts to simulate the voltage loss
[45, 49, 50, 53]. Indeed, there are examples indi-
cating that this unaccounted-for loss (orange area)
can be largely eliminated when nonporous

carbons are used [39, 54–56]. However, due to
the complex structural heterogeneity of the elec-
trode (ionomer distribution [57, 58], Pt location
[40, 41], carbon pore morphology [42, 44, 59],
etc.) as well as engineering phenomena (e.g.,
localized water generation, drying due to local
temperature increase), such models have been
difficult to unambiguously test and validate. This
area remains in need of improved diagnostics and
modeling tools to definitively identify the source
of this unaccounted-for loss.

The “O2 local” component in Fig. 6 can be
characterized by a resistance called RO2

Pt, and this
can be quantified by operating an MEA under O2

transport-limiting conditions [52, 60]. In this
so-called O2 limiting-current measurement, both
the Fickian (pressure-dependent component
representing bulk gas transport,RF) and non-Fickian
(pressure-independent component representing
Knudsen or through-film transport, RNF) compo-
nents of the O2 transport resistance can be deter-
mined. Fickian transport represents bulk gas
transports in gas-diffusion media and large pores in
the microporous layer and electrode. Fickian trans-
port resistance does not change with Pt loading. It is
the RNF that strongly correlates with high-current-
density (HCD) performance of low-Pt electrodes.
Physically, RNF is made up of three transport
resistances – one from the small pores in the micro-
porous layer (MPL), another from the small pores in
the cathode catalyst layer (CCL), and the third for a
region close to the Pt surface [52]:

Proton-Exchange Membrane Fuel Cells with Low-Pt
Content, Fig. 5 Illustration showing transport of proton,
O2, and water at different length scales in the cathode

electrode (Reprintedwith permission fromRef. [42]. Copy-
right 2011 Elsevier)
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RNF � RMPL
NF þ RCCL

NF þ RPt
O2

r:f :
(1)

Figure 7a summarizes the RNF as a function of
Pt roughness factor (r.f.) for a variety of cathode
catalysts [61]. Electrodes with low r.f. (low Pt
loading) show high RNF because more O2 must
be delivered to a smaller Pt surface resulting in a
higher apparent electrode O2 transport resistance.
As shown in Eq. 1, one can determine the RO2

Pt by
plotting RNF vs 1/r.f. (inset). In this case, the RO2

Pt

is determined to be 11.2 s/cm from the slope. In
Fig. 7b, we summarize the fuel cell performance
at 1.75 A/cm2 as a function of roughness factor.
The fuel cell voltage drops precipitously once the
r.f. is below about 50, as the shrinking available
surface area drives up the local reactant flux.

In contrast to the dispersed carbon-supported
catalysts discussed above, the 3M nanostructured
thin-film (NSTF, blue squares) catalyst shows
impressive fuel cell performance despite its very
low-Pt r.f. [62–64]. The majority of the 3M NSTF
surface is free of ionomer and therefore relies on

proton conduction on the Pt surface. However,
when a thin (2–4 nm) ionomer film was coated
on the NSTF surface, the catalyst exhibited simi-
lar behavior to that of the carbon-supported Pt
nanoparticle-based (and presumably thin ionomer
film coated) catalysts [61, 65, 66].

Ionomer Thin Film and Ionomer-Pt
Interface

The above results strongly indicate that ionomer
thin film (<5 nm) on the Pt surface contributes to
the rise of the “local O2” resistance (yellow
shaded area in Fig. 6). In this section, we discuss
potential mechanisms by which the ionomer
induces this resistance. Known O2 permeability
of a thick membrane (e.g., a 10–20 mmmembrane
such as typically used in the fuel cell) cannot
explain the large O2 transport loss observed in
the fuel cell electrodes, as there is a factor of
3–10 increase in the apparent resistivity of a thin
film [52]. In bulk perfluorosulfonic acid (PFSA)

Proton-Exchange Membrane Fuel Cells with Low-Pt
Content, Fig. 6 Voltage loss terms in a low-Pt PEMFC
operated under differential cell conditions (i.e., high gas
flow and constant temperature): H2/air, 150 kPaabs, 80 �C,
and 100% RH. The symbols represent the experimental
data. The lines are the thermodynamic equilibrium cell

voltage (Erev) subtracting various voltage losses calculated
based on the measured component material and transport
properties and electrode kinetics. MEAs: Pt/C anode and
Pt/KB cathode (0.025 and 0.056 mgPt/cm

2, respectively)
coated on an 18 mm thick composite membrane
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membrane, the ionomer phase segregates into
hydrophobic regions and water-containing
domains with 2–5 nm diameter channels. This
efficiently segregated two-phase morphology is
believed to be an important feature responsible
for the superior proton conductivity as well as
increased water and O2 transport rates as com-
pared to non-PFSA membranes [67–69]. In a
fuel cell electrode where ionomer exists as a
1–5 nm thin film on Pt and carbon, the dimensions

are too small to allow development of the two-
phase morphology present in thicker films. The
resulting increased importance of interfacial prop-
erties and interactions with solid substrates are
expected to induce changes in its structure and
transport properties (Fig. 8).

When the ionomer film thickness approaches
the characteristic domain size of the ionomer,
structure and transport properties of the ionomer
can change due to the so-called confinement
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Proton-Exchange
Membrane Fuel Cells
with Low-Pt Content,
Fig. 7 (a) Non-Fickian O2

transport resistance (RNF) as
a function of total Pt area on
an MEA cathode
(roughness factor is defined
as the product of Pt loading
and ECSA of the catalyst)
for different catalysts. Inset
is a plot of RNF vs 1/r.f.. Pt/C
(�), PtCo/C (○), Pt-ML/
Pd/C (+), NSTF (■), NSTF
with 2–4 nm ionomer
coatings (~) (Reprinted
with permission from Ref.
[2]. Copyright 2016
American Chemical Society
(b) Voltage at 1.75 A/cm2

showing the impact of
r.f. and ionomer)
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effect. Many ex situ techniques such as X-ray
scattering, neutron and X-ray reflectivity, TEM,
XPS, AFM, and FTIR were employed to study
this effect [57, 71–78]. Some effects include a
formation of multilamellar nanostructure and

reduced transport properties such as lower water
uptake and uptake rate [59, 72, 74–77,
79–82]. These effects are highly dependent on
treatment condition, substrate type, and operating
environments [76, 83]. These findings corroborate

Proton-Exchange Membrane Fuel Cells with Low-Pt Content, Fig. 8 Thickness dependence and substrate inter-
action of ionomer thin film (Reprinted with permission from Ref. [70]. Copyright 2017 American Chemical Society)
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the notion based on domain-size arguments that
transport properties of ionomer in a fuel cell elec-
trode are very different from those in bulk mem-
branes. A comprehensive discussion can be found
in the PFSA ionomer thin-film entry in this vol-
ume and a review by Kusoglu and Weber [70].

Sulfonate groups on the ionomer can adsorb on
Pt and reduce ORR activity [84, 85]. The adsorp-
tion of the acid group immobilizes the ionomer
chain reducing its degrees of freedom
[86–88]. Electrodes with higher acid group con-
centration (lower equivalent weight ionomer)
were shown to have higher apparent local O2

resistance [89]. Some studies showed that differ-
ent ionomer acid groups and ionic liquid additives
can improve ORR activity [24, 90–92]. Further-
more, ex situ O2 permeability measurement by
Litster and coworkers showed that there was no
such increase in thin ionomer O2 resistance when
as low as 50 nm thick ionomer films were coated
on a polycarbonate substrate and placed in the
diffusion path, but not in direct contact with the
Pt surface [93]. This result indicates that ionomer
interaction with the Pt surface is associated with
the increase of the local O2 resistance.

As an alternative consideration to sulfonate
group interaction with Pt, molecular dynamics
and DFT simulation by Jinnouchi et al. indicated
that it is energetically preferable for the large
number of CF2 groups on the ionomer backbone
to fold on the Pt surface [94]. Such a dense layer
adjacent to Pt can reduce the O2 concentration and
may be a root cause for the local O2 resistance.

Published studies using alternative ionomer
structures in the electrodes are limited. In general,
use of hydrocarbon ionomers results in poor fuel
cell performance [95–99]. This is primarily due to
their characteristically lower gas permeability
which, although favorable when used as a mem-
brane, is detrimental in the electrodes. Among the
PFSA ionomers, decrease in the ionomer equiva-
lent weight (increase in the acid group concentra-
tion per mass of ionomer) was shown to worsen
HCD performance in one study [89]. Ionomers
with short side chain or rigid backbone have
been shown to mitigate reversible degradation of
the electrode [92]. Some acid groups are found to
adsorb less strongly to the Pt surface which might
translate to higher activity and improved transport
properties, although its HCD benefits were not
confirmed in actual fuel cell performance
[90]. The most significant impact observed is
when a small cyclical ring is inserted into the
ionomer backbone in order to create a sterically
enhanced O2 permeability through a more open
structure (Fig. 9) [100–102]. This results in a
substantial improvement in HCD voltage as
shown in Fig. 7b (green triangle). These are very
encouraging initial results. However, stability and
processability concerns still remain.

Altering the process when forming the catalyst
layer by changing the solvent system or mixing
procedure was shown to improve HCD perfor-
mance [103–105]. However, it is uncertain
whether these enhancements are due to local
transport (characteristically scales with Pt
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Proton-Exchange Membrane Fuel Cells with Low-Pt Content, Fig. 9 Schematics of hypothesized ionomer
structure at the Pt surface for conventional ionomer (a) and high-oxygen-permeable ionomer (b) (Reprinted with
permission from Ref. [2]. Copyright 2016 American Chemical Society)

Proton-Exchange Membrane Fuel Cells with Low-Pt Content 333



loading) or optimization of ionomer distribution
in the electrode.

Recent studies on ionomer thin films have
identified many changes in the microstructure
and physical properties of the ionomer; however,
large gaps still remain in understanding how these
changes affect its transport properties (oxygen,
proton, and water) within the cathode as well as
how the ionomer structure might change with
operating conditions in a fuel cell. These topics
are critical future research areas that could have
significant positive impact on cathode perfor-
mance and durability.

Catalyst Roadmap

Themathematical model discussed above can also
be used to create catalyst roadmaps that consider
the impact of the local transport resistance,

indicating critical ex situ measured parameter
requirements needed to achieve performance tar-
gets. Figure 10 shows catalyst requirements, ORR
mass activity, and Pt surface area (ECSA), needed
for acceptable performance (>0.58 V) at 1.5 and
2.0 A/cm2 for cathode catalyst loadings of 0.05
and 0.1 mgPt/cm

2. Requirements with (parabolic
dashed lines) and without the local resistance
(horizontal dotted lines) are shown. Parameters
must be higher than the dashed parabolic lines in
order to meet the associated requirement, and
materials with values in the upper right-hand por-
tion of the plot are most desirable. Some experi-
mental data are also shown on the map – open
symbols are representative MEA data before and
after durability tests for four well-known catalyst
families. The arrows show significant deleterious
impact of degradation during operation,
representing a large opportunity if catalyst behav-
ior could be stabilized close to beginning-of-life
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exceed the voltage requirement. Data points from MEAs
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durability tests are shown for various catalyst systems
[31, 106, 107], and shaded areas indicate estimate of
achievable targets (Reprinted with permission from Ref.
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values. The shaded ovals represent an optimistic
expectation of what each approach may achieve in
the next 10 years.

Pt alloy catalysts are the most mature. The
Toyota Mirai FCEV, introduced to the market in
2014, already uses this type of catalyst although at
a higher Pt loading [3, 108]. The high ORR mass
activity and moderate Pt surface area suggest that
the current catalysts can meet requirement at
10 gPt/vehicle (red dashed line) but fall short of
5 gPt/vehicle (blue-dashed line) [31, 32]. Increase
in both ORR activity and Pt surface area over
operating life is required. Other promising
advanced catalysts (e.g., shape-/size-controlled
alloy [19–24], Pt monolayer catalysts [25–27],
etc.) have shown some encouraging initial results
but have generally not yet shown competitive
stability in fuel cell MEA testing. Furthermore,
they are still made in small quantities at lab scale,
and processes amenable to high-volume produc-
tion remain to be developed.

The Pt monolayer catalyst family pioneered by
Brookhaven National Laboratory, shown toward
the upper right-hand portion of Fig. 10, is concep-
tually appealing in that it places essentially all Pt
atoms on the particle surface and does not waste Pt
atoms in the particle core [25, 26]. This construc-
tion gives the highest Pt surface area possible, and
representative data are shown in Fig. 11. On a Pt
content basis, this catalyst outperforms other types
of catalyst, thanks to its high Pt ECSA [27]. How-
ever, at the current stage, a relatively large amount
of Pd is needed to form Pt monolayer shell, and Pd
is subject to leaching out from the core resulting in
destabilization of the Pt monolayer [26, 27,
109]. Furthermore, global tightening of automotive
emissions standards has raised the price of Pd in
recent years to the point that economical advantage
of Pd over Pt is minimal. (Both are about $30/g in
June 2017.) Some early work on platinum-
monolayer shell on palladium-tungsten-nickel
core catalyst (Pt-ML/PdWNi), in which half the
Pd core has been replaced by less expensive mate-
rials, has shown promising performance and dura-
bility (middle of Fig. 10). Further work along these
lines, pursuing reduction of Pd use and stabilization
of the core materials, appears to be a worthwhile
development direction.

Durability of Low-Pt Fuel Cell

Usable performance of the fuel cell must extend
over the lifetime of the vehicle (>12 years). Auto-
motive producers generally aim to allow less than
10–20% performance degradation over its life. In
the context of Fig. 10, one will need at the end of
expected life a catalyst that remains higher than
the required ORR activity and Pt ECSA. Charac-
teristics of the degradation of the catalyst and
electrode can be observed through decrease in
ORR activity and Pt ECSA and loss of transport
properties. These losses can be either permanent
or reversible. The major degradation mechanisms
include Pt and transition metal dissolution, parti-
cle migration and coalescence, carbon corrosion,
and contaminant adsorption. An extensive review
of this topic is available in Ref. [110].

Although one might expect the degradation of
a catalyst to be relatively independent of Pt load-
ing, more systematic study is warranted. And even
if degradation mechanisms and rates in a low-Pt
electrode are the same as in a higher-Pt electrode,
the impact on voltage loss will be higher in the
low-Pt case. This is because, as discussed in
Figs. 7b and 10, the voltage drops precipitously
at low r.f. since the resistance (and thus loss) is
inversely proportional to this factor. Therefore,
research to develop and implement low-Pt
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catalysts that start and end life with high ECSA
and specific activity is critical to the pursuit of
affordable automotive fuel cells.

As the total Pt surface area is reduced in a low-
Pt fuel cell, the electrodes becomemore susceptible
to contamination. Some chemical degradation is
reversible, and performance can be recovered dur-
ing normal vehicle operating modes. On the anode,
H2 fuel quality is critical to allow Pt reduction
(<0.025 mgPt/cm

2), where contaminants such as
CO and H2S must be carefully controlled. On the
cathode side, a chemical air filter may be required
to remove potential contaminants (SOx, H2S, NOx,
volatile organic compounds, etc.) from intake air
[111, 112]. In addition to external contaminants,
degradation products (sulfate and organic com-
pounds from the membrane [66, 113–115]; cobalt
from the catalyst [116, 117]) from within the fuel
cell MEA can also decrease fuel cell cathode per-
formance. Development of more stableMEA com-
ponents and strategies to mitigate degradation are

needed to enable low-Pt fuel cells under real-world
application.

Other Challenges

In this entry, we have focused on the performance
of the catalyst and cathode electrode. However,
for further improvement other components in the
fuel cell must also be developed. Figure 12 breaks
down the sources of the voltage loss at high-
current density for the near-term target of
0.1 mgPt/cm

2 at 2 A/cm2 (upper left, about
10 gPt/vehicle) and possible paths toward further
improvement. For further Pt and cost reduction,
one can reduce the Pt loading or increase the
maximum current density. To decrease Pt loading
(mgPt/cm

2) at the same current density (move to
right in Fig. 12), improvement in ORR activity
and local transport are key enablers. To increase
current density at the same Pt loading

Proton-Exchange Membrane Fuel Cells with Low-Pt Content, Fig. 12 Two pathways to reducing cost further [1]:
decreasing Pt loading and [2] increasing current density. Losses are estimated using a fuel cell voltage loss model
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(move downward in Fig. 12), improvement in
ORR activity and local transport remain of highest
priority, but important issues broaden to include
ohmic loss reduction, bulk O2 transport, and cath-
ode proton conduction in the cathode. This down-
ward path can have higher cost reduction impact
since smaller stack size will also reduce the
amount of bipolar plate, membrane, electrode,
and diffusion media material required.

Finally, in order to realize a truly sustainable
technology, more precious metals must be
recycled. Although growing in recently years,
recycling currently only accounts for 30% of the
global PGM supply [6]. Pt global recycling rates
(60–70%) are better than those of other PGMs
thanks to its favorable recycling economics. How-
ever, in the automotive sector, the recycling rate
only reaches 50–55% [118]. Recycling of PGM is
not only technically feasible and environmental
friendly but also profitable. Recycling rates can be
increased through improved waste collection
mechanisms, as well as shifting public perspective
from “waste management” to “resource manage-
ment” [119]. Management of PGM life cycle ulti-
mately needs to expand across many markets and
applications including automotive, jewelry, and
electronics. For this to occur, strong support will
likely be needed from policy makers at state,
federal, and international levels.

Future Directions

Fuel cell electric vehicles with about 30 g of Pt are
now on the road [2, 3], and next-generation
FCEVs are expected to use about 10–25 g of
PGM. These are significant accomplishments
and encouraging progress toward commercializ-
ing this sustainable transportation technology.
However, considering commercial factors as
well as promising catalyst technologies early in
the pipeline, a long-term PGM target is warranted
at a level comparable to that used in automotive
catalytic convertors (~5 gPGM). Progress in
Pt-based catalysts in recent years has been due to
alloy optimization resulting in notable activity
gains, but opportunities remain to achieve better
Pt surface area (ECSA) and alloy stability over

operating life. In addition to these structure and
kinetics considerations, fundamental understand-
ing of the origin of the local transport resistance is
needed in order to optimally engineer the nano-
structure near the catalyst active surfaces. Devel-
opment of ionomer specifically designed for this
purpose is a promising research direction, as
encouraging early data exists. New issues will be
encountered as the use of low-Pt roughness factor
increases contamination susceptibility, and funda-
mental studies to conclusively identify poisoning
mechanisms and mitigations approaches will also
be needed. Judging from the steady progress made
in the past decades, we are optimistic that the
concerted efforts of materials developers and elec-
trode designers can resolve these issues, enabling
fuel cell vehicles that are affordable for the mass
market.
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Glossary

Fe-N-C catalyst Group of catalysts for which it is
believed that molecular FeN4- or FeN2+2-centers
are responsible for the reduction of oxygen.

Macrocycle Complex, organic molecule; in the
context of this report, usually porphyrins,
phthalocyanines, tetraazaannulenes, i.e., char-
acterized by a tetrapyrrole core.

NNMC Non-noble metal catalysts: Catalysts
prepared without any noble metals. As a result,
the fabrication costs of such materials should
be essentially lower as all basic-components
are cheap.

ORR Oxygen Reduction Reaction. In this con-
tribution, it stands for the electrochemical
reduction of oxygen. The favored pathway is
the direct reduction to water whereas the indi-
rect pathway via the formation of peroxides is
undesirable for fuel cell application.

Pyrochelates Macrocycles which were heat-
treated (T > 300 �C). During pyrolysis, the
initial molecular structure is transferred into a
carbon matrix. As also some fractions of the
molecular centers of the precursor are pre-
served, the resulting product is sometimes
assigned as pyrochelate.

R(R)DE Rotating (Ring) Disk Electrode. This
technique is an electrochemical standard
method; in this work, the measurements are
performed to determine the catalytic activity
towards the oxygen reduction in liquid
oxygen–saturated electrolytes. Depending
on the rotation rate, the diffusionlimited cur-
rent changes. Measurements at different rota-
tion rates enable the calculation of the
kinetic current by using the Koutecky-
Levich equation.

Site density (SD) Number of active sites per vol-
ume of catalyst. For the calculation of site
densities of Me-N-C catalysts, often two
assumptions have to be made: (1) the density
is similar to other carbonbased catalysts
(0.4 g/cm3) and (2) each metal atom is related
to an active site. In some cases, authors deter-
mine the exact mass density and/or number of
active sites, so that the value becomes more
accurate. In all other cases, it is usually over-
estimated as not all metal atoms are associated
with active sites.

Transition metal chalcogenides A chemical
compound which is composed of at least one
chalcogen (O, S, Se, Te) anion and one or more
transition metal cations.

Turnover frequency (TOF) The TOF gives the
number of electrons which are transferred from
the active site per site and second. Similar to
the site density also here often assumptions
have to be made.
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Definition of the Subject

More efficient energy conversion systems may
help to reduce the use of fossil fuels and the
emission of greenhouse gases. Polymer Electro-
lyte Membrane Fuel Cells are such devices which
are of particular interest for automotive applica-
tions. Unfortunately, cost issues are still limiting
the application of this technology in a highly
competitive market. An important part of this is
the inherently high cost of platinum which is
commonly used as electrocatalyst. But recently,
the replacement of platinum by NNMC has come
into the focus of reach. The most promising
approaches – comprising the use of crystalline
phases and catalysts with molecular active
centers – are described in this entry; limitations
of both classes of materials are discussed.

Introduction

Although platinum and platinum alloys are the
state-of-the-art electrocatalysts for PEM fuel cell
applications, the platinum loading required to
reduce the effective overpotential of the oxygen
reduction reaction at high current densities
(1–2 A/cm2) to an acceptable level is still
quite high for standard electrode structures
(0.2–0.5 mg/cm2). Therefore, there have been
many attempts to improve the dispersion of the
nano-scaled platinum particles and to optimize the
electronic states of the catalytically active plati-
num interface with the aim to increase the mass-
related activities of the platinum catalysts.

Pt-alloys PtMe (Me = Cr, Mn, Co, Ni, V, Ti)
were investigated early on, since they show an
increased specific activity with respect to ORR
[1, 2]. Enrichments and depletions of alloying
metals on the particle interface were found,
which influenced the electrochemical activity sig-
nificantly. Predominant scientific success was
achieved in the field of “Pt-monolayer catalysts”
[3], the concept of “Pt-skin electrocatalysts” [4],
and the concept of “unalloyed Pt bimetallic
catalysts” [5].

Some authors report a rise in the mass specific
activity of these catalysts by a factor up to 20 in

PEM fuel cells [6]. Considering the complex pro-
duction methods, it remains a question to what
extent this concept will effect a real cost reduc-
tion. Furthermore, it has to be proven to which
extent these sub-nanometerstructured catalysts
remain stable in an operating fuel cell under cor-
rosive conditions. Commercial platinum catalysts
already show a significant reduction of the active
platinum surface especially under changing load-
ing conditions during the long-term operation of a
fuel cell due to dissolution and aggregation of Pt
particles, which leads to a decline of the fuel cell
efficiency [7, 8].

Further challenges remain unsolved
concerning the ability of platinum to catalyze the
oxidation of the carbon support and the poisoning
of the platinum interface in the presence of traces
of toxic gases such as CO or H2S, present in the
environment, which arrive at the fuel cell via the
cathodic air flow. It needs to be mentioned that
novel research activities aim to operate the PEM
fuel cells at higher temperatures (>100 �C,
HT-PEM-FC) in order to obtain enhanced reaction
kinetic and, therefore, higher efficiencies. How-
ever, due to the elevated temperature, the dissolu-
tion of platinum as well as the platinum-catalyzed
carbon oxidation both will increase.

In spite of the success in the optimization of
platinum catalysts, a major breakthrough in the
field of fuel cells is yet to be achieved. Especially,
the desire for a significant cost reduction by the
replacement of platinum motivates international
research activities investigating new catalyst con-
cepts for cathodes. Thereby, the cathodes have to
be sufficiently stable under fuel cell conditions;
the alternative non-noble metal catalysts (NNMC)
need to have a high selectivity for direct reduction
of oxygen to water. The US department of energy
(DOE) defined 25% of the achievable current
density of a commercial platinum catalyst as tar-
get value for 2015. For fuel cell application, the
catalysts should be producible in such a nano-
structured form that suitable gas diffusion struc-
tures can be built.

Even if the numerous investigated non-noble
material systems cannot yet fulfill all necessary
demands, they do highlight new ways and princi-
ples in the electroreduction of oxygen, which
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could become applicable after a further aim-
oriented development of these groups of mate-
rials. In the next sections, a selection of NNMC
will be presented, which constitute a promising
potential due to their catalytic properties.

Transition Metal Carbides, Nitrides, and
Chalcogenides

As reported so far, one of the best platinum-free
ORR catalysts of chalcogenide-type structure is a
selenium-modified ruthenium catalyst (RuSex/C)
[9–20]. State-of-the-art catalysts are composed of
carbon-supported nano-scaled ruthenium parti-
cles whose surface was modified with selenium
[9–14]. The modification leads to 10 times higher
ORR activity, protects the ruthenium particles
against electrooxidation, and suppresses the
H2O2 formation. As RuSex/C is insensitive to
methanol, it might be particularly suitable as an
alternative cathode material in direct methanol
fuel cells (DMFC) where platinum shows poten-
tial losses due to the methanol crossover
[15–18]. However, ruthenium is still a costly and
rare noble metal and seems not to be a feasible
alternative to platinum. Therefore, readers who
are interested in this type of catalyst are referred
to the cited literature.

Because of a high electrical conductivity, tran-
sition metal carbides and nitrides are promising
materials for electrocatalysis. Tungsten carbide
has proven to possess platinum-like characteris-
tics in terms of the valence band structure at the
Fermi level and the chemisorption of oxygen and
hydrogen [21–24]. Therefore, it was intensively
investigated for the electrooxidation of hydrogen
and methanol [25–28] as well as for the electro-
reduction of oxygen. Mazza and Trasatti [29]
studied several transition metal carbides (TMe:
Ti, Ta, W) in sulfuric acid and selected WC as
the most active material for the ORR among the
others. However, tungsten carbide revealed poor
corrosion stability in acidic electrolytes. More
recent investigations on WC by Lee et al. [30]
demonstrated that the stability and activity of
these catalysts can significantly be increased by
the addition of tantalum. They prepared pure WC

and WC + Ta layers onto glassy carbon substrates
by RF-sputtering and analyzed the electrochemi-
cal behavior in a solid state cell with Nafion®

117 as an electrolyte (Fig. 1).
This solid state cell has the advantage that the

experimental conditions are close to those in a
PEM-FC compared to investigations in an
H2SO4 electrolyte of conventional electrochemi-
cal cells. CV measurements under N2 atmosphere
of WC at 30 �C and 60 �C showed corrosion with
an onset potential of about 0.5 V (DHE), attrib-
uted to an oxidation of WC to WO3 and CO2. In
contrast to this observation, the WC + Ta sample
only showed very small anodic currents that
points to a significant improved electrochemical
stability at both 30 �C and 60 �C (Fig. 2). In
voltammograms, the ORR onset potential of
0.45 V (DHE) for pure WC was shifted to 0.8 V
(DHE) for the WC + Ta catalyst, pointing to an
improved performance after.

Possibly motivated by the high chemical and
mechanical stability of metal nitrides as wear- and
erosion-resistant coatings [32], the ORR activity
of metal nitrides (Me = W, Mo) was investigated
by Zhong et al. [33, 34]. The authors prepared
tungsten and molybdenum nitrides as cathode
catalysts by the following procedure: In the first
step, a carbon black (XC-72R) impregnated with
an ammonium salt of the respective metal was
calcinated (500 �C, N2). Subsequently, nitridation
was performed by a temperatureprogrammed
reaction under NH3 gas flow (Tfinal = 750 �C
and 700 �C for tungsten and molybdenum).
X-ray diffraction (XRD) of the final conditioned
materials revealed the formation of ß-W2N and
g-Mo2N nano-crystals.

From CV measurements in 0.5 M H2SO4, the
authors concluded a high stability of the b-W2N/C
catalyst under N2 atmosphere and determined an
onset potential for ORR at about 0.6 V, which is
inferior compared to the reference measurement
with a commercial Pt/C catalyst (onset potential of
1 V (NHE), 20 wt% Pt/C, Johnson Matthey)
(Fig. 3a). In PEM-FC measurements at
T = 80 �C, the b-W2N/C and g-Mo2/C catalysts
reached power densities of 39 mW/cm2 (b-W2N/
C, Fig. 3b) and 65 mW/cm2, respectively. Both
catalysts revealed a good stability within an
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operating time of �60 h in galvanostatic tests
(120 mA/cm2 for b-W2N/C and 200 mA/cm2 for
g-Mo2N/C, both at 80 �C).

A slightly higher performance in PEM-FC tests
was reported by Atanasoski (3 M company) using
a C-Nx:Fe catalyst which had been prepared by
vapor deposition onto a non-woven carbon sup-
port [35, 36]. They achieved 70 mW/cm2 (0.1 A/
cm2 at 0.7 V, 75 �C, H2/air) and an open circuit
potential of 0.9 V which is very close to that of
platinum [35]. However, durability tests at 0.65 V
revealed a decline of the catalyst’s performance
to below 10% of the initial value within 10 h.
In order to improve the stability, other conductive
materials like carbides, silicides, and nitrides were
tested as substrates. A considerable improvement
in the stability of the catalyst was found by using
titanium carbide TiC. No noteworthy decrease of
the fuel cell performance within 1,000 h of oper-
ation was observed. This remarkable result points
out that the interaction between the support and
the catalytic sites could be a very crucial factor for

the optimization of catalysts. Concerning the
structure of the catalytically active centers in the
C-Nx:Fe catalyst, Atanasoski et al. [36] concluded
from Extended X-ray Absorption Fine Structure
(EXAFS) analysis and Ultraviolet Photoelectron
Spectroscopy (UPS) that the iron atoms are coor-
dinated to nitrogen very similar to the FeNx/C
(x = 2, 4) centers which had been detected in
pyrolyzed transition metal macrocycles [37–42].
Such pyrolyzed macrocycles and related materials
are currently the most active catalysts among all
noble metal–free catalysts and will therefore be
described in detail in section “Catalysts Prepared
by Carbonization of Macrocycles” of this
contribution.

Following the idea of pyrolyzed macrocycles,
indeed a heat treatment of the vapor-deposited
layers at 650 �C led to a significantly improved
ORR activity. The authors correlated this to an
increased atomic order and by the introduction
of a second coordination shell around the Fe
atom. Similar results have been reported for iron
carbon nitride layers prepared by magnetron
sputtering in a combinatorial approach [43]. How-
ever, the activities are still below that of state-of-
the-art pyrolyzed macrocyles. Nevertheless, these
explorative works might disclose a new way to
prepare similar high catalytically active structures
like those known from pyrolyzed macrocycles.

Already in the 1970s, numerous transition
metal oxides of perovskite- and spinel-type struc-
ture showed promising results for oxygen reduc-
tion in alkaline electrolyte; however, onlymoderate
activities and stabilities could be achieved in acidic
media. Thus, the interest to use this class of mate-
rials for the PEM-FC was nearly abandoned. In
2007, Ota’s group investigated metal oxides of
typeMexOy for Me= Zr, Ti, Nb, Co, Sn, deposited
as thin layers by reactive magnetron sputtering on
glassy carbon substrates [44]. Significant activities
toward ORR in strong acidic media were found for
zirconium oxide ZrO2�x with an onset potential of
about 0.64 V (NHE) followed by oxides in the
sequence Co3O4–x (0.26 V) > TiO2–x � SnO2–x

(0.24 V) > Nb2O5–x (0.14 V). From CV measure-
ments (N2-saturated 0.1 M H2SO4 at 30 �C),
the authors concluded a sufficiently high electro-
chemical stability for all oxides in the potential

Working electrode Reference electrode
(DHE)

Counter electrode

Nafion® 117

WC+Ta or WC
deposited G/C

electrode

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 1 Schematic drawing of the solid state cell as
used for the electrochemical measurements of WC and
WC + Ta layers by Lee et al.; as counter electrode a
platinum foil with platinum black was used. (The figure
was taken from [30], reproduced with permission of
Elsevier modification with tantalum). X-ray-induced pho-
toelectron spectroscopy (XPS) evidenced that the WC + Ta
material consisted of WC, a W-Ta alloy, TaCx, Ta and
carbon (overall composition: W42Ta24C34). Among these
components, the W-Ta alloy had the highest chemical
stability in acidic solutions but exhibited no noteworthy
ORR activity [31]. As a reason for the beneficial effect of
tantalum, the authors considered that the W-Ta alloy pro-
tects the catalytically active WC-phase against corrosion
that enabled the WC to reduce oxygen even at those poten-
tials where electrooxidation was observed for the pure
material
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range from 0.65 to 0.85 V (1.15 V for ZrO2�x),
except for Co3O4�x. For ZrO2�x, it was found
that with increasing RF-power, the onset potential
of the ORR current is shifted to more positive
potentials, reaching 0.88 V (NHE) at 175 W
RF-power (Fig. 4) [45]. From XPS analysis, the
authors concluded that the increased amount of
oxygen defects at the surface of the partially
reduced ZrO2–x (x = 0.15) might serve as adsorp-
tion sites for oxygen, enhancing the ORR activity.
Surface defects are discussed by many researchers
to be responsible for the adsorption of oxygen
molecules on metal oxide surfaces [46–48]. Addi-
tionally, the increasing number of defects could be

responsible for the observed decrease in the ioni-
zation potential and the increase in the conductivity
of the n-type material with increasing RF-power.

On studying TiO2 layers, an increasing ORR
activity was correlated with an increasing fraction
of rutile crystallites characterized by a (110) face
habit leading to a decreasing ionization potential
of the layers [49]. All these investigations have
proven that the catalytic activity of the oxides is
dependent on the crystal structure and the degree
of crystallinity as well as on the electronic struc-
ture at the interface. Unfortunately, no informa-
tion on the selectivity of the catalysts in the ORR
was given. Mentus found on anodically oxidized

1.0

1.0

0.0
E / V vs. DHE

i/
m

A
 c

m
–2

0.0

0.2
–0.2

0.2

0.4

pure WC

WC + Ta

0.4

0.6

0.6

0.8

0.8

1.0

1.0

2.0

0.0
E / V vs. DHE

i/
m

A
 c

m
–2

0.0

–0.5

–1.0

0.5

1.5

0.2 0.4

pure WC

WC + Ta

0.6 0.8

ba
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and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 2 Cyclic voltammograms on Nafion electrolyte

under N2 atmosphere, scan rate 100 mV s�1, measurements
were performed at 30 �C (a) and 60 �C (b). (The figures were
taken from [30], reproduced with permission of Elsevier)
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 3 Cyclic voltammograms (a) for a W2N/C
(43 mg W2 N) in the 0.5 M H2SO4 solution saturated
with nitrogen (1) and oxygen (2), respectively. For reasons
of comparison, the linear scan of a 20% Pt/C catalyst

(12 mg Pt) in oxygen-saturated solution is given (3), all
measurements were performed with a scan rate of
5 mV s�1 and at T = 25 �C. In (b), polarization curves as
obtained at different temperatures using a W2N/C catalyst
(18% W) as cathode material are shown. (Figures were
taken from [33], reproduced with permission of Elsevier)
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Ti nanorods that in an acidic electrolyte, oxygen is
predominantly reduced via a two-electron transfer
pathway while in alkaline electrolytes, a four-
electron transfer pathway is preferred [50]. Until
now, the observed catalytic activities of these
single metal oxides are smaller compared to Pt/C
catalysts. Nevertheless, in contrast to Pt/C, these
materials show no mixed potentials in the pres-
ence of methanol, which could make them attrac-
tive for an application in the Direct Methanol Fuel
Cell (DMFC).

Based on the results with metal oxides and
nitrides, research on the catalytic behavior toward
ORR of metal oxynitrides has been intensified in
the last few years. Nitrides and oxynitrides of
subgroup IVand Velements have been intensively
investigated as photo-catalysts for water oxidation
showing remarkable stabilities and electrochemi-
cal activities in acidic electrolytes [51, 52]. Due to
their partly high metal d-band concentration at the
Fermi level, these materials might also be prom-
ising as ORR catalysts.

PEM-FC tests with carbon-supported zirco-
nium oxide ZrO2 and zirconium oxynitrides
ZrOxNy as cathode catalysts have been reported

by Liu et al. [53]. Although the maximum power
density of the cell reached only one tenth of a Pt/C
reference, the beneficial effect of the nitrogen
incorporation into the ZrO2 lattice on the ORR
activity has been clearly demonstrated. Further-
more, a good stability of the nitrogen-modified
catalysts can be observed even at operation temper-
atures of 80 �C. Zirconium oxynitrides have also
been investigated in detail by Otaʼs group [54,
55]. Thin layers were prepared by RF-magnetron
sputtering onto heated glassy carbon substrates. As
shown in Fig. 5, they observed a strong influence of
the substrate temperature on the ORR activity. Up to
500 �C, a moderate increase of activity was
observed, whereas at higher substrate temperatures,
the enhancement was accelerated much stronger
(Fig. 5a). This shift in activity increasewas attributed
to a decrease of the overall activation energy of the
ORR at 500 �C from 42 to about 22 KJ mol�1

(Fig. 5b); a change in the adsorption enthalpy of
O2 is assumed to be responsible for the change in
the activation energy [54]. In accordance with
Yeager’s group [56], they proposed that the
ratedetermining step can be attributed to a dissocia-
tive adsorption of oxygen, remaining unchanged at
approximately unity over the complete investigated
temperature range.

Furthermore, the ionization potential can be
decreased by introducing nitrogen into mono-
clinic ZrO2. However, the nitrogen concentration
detected in samples annealed at 800 �C was rela-
tively small (ZrO1,7N0,2). Similar to Liu’s obser-
vations [53], CVmeasurements in 0.5MH2SO4 at
30 �C gave no hint on any electrochemical corro-
sion of ZrOxNy. For the most active ZrOxNy sam-
ple, deposited at a substrate temperature of
800 �C, an onset potential for the ORR of about
0.7–0.8 V was stated. More recently, an onset
potential of even 0.9 V had been reported for a
ZrOCN catalyst which had been prepared by oxi-
dation of ZrCN (potentials with respect to
NHE) [55].

It is interesting to compare zirconium
oxynitride (ZrOxNy) with tantalum oxynitride
(TaOxNy), which was investigated by Ishihara
et al. [57]. The authors reported a remarkable chem-
ical and electrochemical stability for TaOxNy in
0.1 M H2SO4 at 30 �C, that was attributed to the
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 4 Potential – current curves of glassy carbon
(GC) and ZrO2–x-layers deposited at different RF-power
(as given in the figure caption) in O2-saturated 0.1 M
H2SO4 at 30 �C (scan rate: 5 mVs�1). (The figure was
taken from [45], reproduced with permission of Elsevier)
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fact that in this oxide, tantalum is present in the
highest possible oxidation state Ta5+ [57].

The material was prepared by nitridation of a
Ta2O5 powder in NH3 atmosphere. The reaction
product consisted of a non-stoichiometric TaOxNy

(highest activity for x = 0.92 and y = 1.05) that
reached a similar high onset potential as ZrOxNy

of about 0.8 V (NHE) in 0.1 M H2SO4. From
XRD measurements, it was concluded that the
films consisted of a mixture of Ta3N5 and
ß-TaON. The authors excluded ORR activity for
Ta2O5 and Ta3N5 and concluded that the ß-TaON
which crystallizes in the same structure
(monoclinic) as ZrO2 is responsible for the cata-
lytic activity. On the basis of this result, one might
assume that the monoclinic ZrO2 structure type
has a promoting effect toward the ORR. On the
other hand, in a more recent work, the authors
showed good ORR activity (onset potential �
0.8 V [RHE], type of electrolyte not mentioned)
for Ta2O5 which had been grown onto TaCN by a
slight oxidation under low oxygen pressure of
10�5 Pa at 1,273 K [58]. By using an adopted
conversion electron yield x-ray absorption
method (CEY-XAS), they concluded that oxygen
vacancies are likely to be responsible for the ORR
activity as stated by other groups (see above).

In a recent paper, Domen et al. introduced the
use of an arc-plasma gun technique in a controlled

O2/N2 atmosphere for the preparation of niobium
(oxy) nitride catalysts onto carbon blacks
[59]. They showed that this technique leads to
finely dispersed particles in the nanometer and
sub-nanometer range which show excellent activ-
ity for the ORR compared to other nonnoble metal
catalysts (ORR onset potential at 0.8 V (NHE) in
0.1 M H2SO4). Also here, oxygen vacancies or
reduced sites in the Nb2O5 phase were proposed to
be responsible for the ORR activity. Highest ORR
onset potentials were observed for a N:Nb2O5

catalyst (0.86 V (RHE)) which was sputtered in
a reactive gas composition of N2/O2 = 3:1. A fur-
ther increase of the nitrogen concentrations led to
the formation of less active oxynitride or nitride
phases whereas lower nitrogen ratios produced
less active niobium oxide (Nb2O5) phases. As no
nitrogen could be detected by XPS in the most
active N:Nb2O5 material, only small amounts of
nitrogen are obviously causing the promoting
effect by doping or by forming defects in the
crystalline N:Nb2O5 phase. The high deposition
rate of this technique enables the rapid synthesis
of highly dispersed catalysts onto high surface
area substrates that is necessary for an application
in fuel cells [59].

In a further paper, they reported on another
alternative preparation method called polymer-
ized complex method (PC) for niobium oxynitride

32

28

24

20

16

12

8

4

0

ba

200 400 600 800 1000 0020
20

30

40

50

400 600 800 1000

E
a

at 0.4
 V

 vs. R
H

E
 / kJ m

ol –1

0

C°/erutarepmetetartsbuSC°/erutarepmetetartsbuS

i O
R

R
at

 0
.4

 V
 v

s.
 R

H
E

 / 
μ  

A
 c

m
–2
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and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 5 Relationship between the ORR current den-
sity at 0.4 V (RHE) (a) and the activation energy (b), both

with respect to the substrate temperature for sputtered
zirconium oxynitride thin films. (The figures were taken
from [54] (Figs. 6 and 10); reproduced by permission of
ECS – The Electrochemical Society)
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supported on carbon (Nb-O-N/CB). The prepara-
tion involves the addition of carbon black
(CB) during the polymerization process followed
by nitridation in ammonia [60]. Such catalysts
showed significantly enhanced ORR activity and
also a better distribution and homogeneity of the
catalyst’s nanoparticles compared to a material
prepared via conventional impregnation method.
They attributed this effect mainly to an improved
electrical contact of the catalytic active sites to the
carbon substrate [60]. Obviously the use of N2

instead of O2 during the required heat treatment
step allows the carbonization of organic precursor
material which is favorable for contacting the
catalyst’s particles to the carbon support.
Corresponding to this thesis, the authors found
improved ORR current densities with increasing
heat treatment temperature, probably because of
an improved graphitization process.

A further doping of the Nb-O-N/CB catalyst
with barium led to a considerable increase of the
ORR activity by a factor of about 100 at 0.4 V
(NHE) compared to the barium-free sample
(Fig. 6). RRDE measurements revealed no
H2O2 production at potentials positive of
0.25 V (NHE), what points to a direct reduction
of O2 to water (four-electron pathway). Based
on XRD, the authors found an increased fraction
of niobium oxide Nb2O5 crystallites after
adding barium to the precursor. This result was
confirmed by XPS where in the Ba-Nb-O-N/CB
samples, an increased signal of niobium in the
oxidation state Nb5+ instead of Nb4+ had been
detected. Therefore, the authors supposed local
niobium Nb5+ structures close to barium atoms
to be responsible for the promoting effect of the
ORR activity [60].

As the examples above show, it should be
pointed out that it is difficult to compare the
different catalytic materials because not only
the intrinsic activity but morphological param-
eters such as particle size, particle distribution,
or electronic coupling to the substrate also play
an important role in the observed activities. It
has to be expected that most of the materials
investigated so far can be remarkably improved
in catalytic efficiency by optimizing these
parameters.

Non-noble Metal Catalysts with
Molecular Centers

Already in 1964, Jasinski demonstrated that dif-
ferent metal phthalocyanines (Me: Co, Pt, Ni and
Cu) can act as oxygen reduction catalysts in alka-
line media [61]. During the following years, it was
confirmed that several metallomacrocycles can
act as ORR catalysts even in acidic environment.
Later, it was found that pyrolysis leads to enor-
mous improvements of the ORR activity even if
instead of macrocycles, cheaper and less complex
precursors are used [62, 63]. This will be
discussed in detail in the section “Alternative
Center Generation during Heat Treatment.”

The current densities and stabilities of macro-
cycles are insufficient for fuel cell applications;
nevertheless, due to their well-defined molecular
structure, they are useful as model systems in
order to get a better understanding of the factors
that might cause the high oxygen reduction ability
of the Me-N-C catalysts prepared via pyrolysis.
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 6 ORR voltammograms for (a) Ba-Nb-O-N/
CB composit catalyst; (b) the Ba-free Nb-O-N/CB catalyst,
and (c) bare CB. All materials were prepared by two
heating steps (N2 at 773 K, NH3 at 1123 K). Measurements
in oxygen- and argon-saturated 0.1 M H2SO4 were
performed with a sweep rate of �5 mV s�1, the vertical
axis (i(O2–Ar)) denotes the difference in current under O2

and Ar atmospheres. (The figure was taken from [60],
reproduced by permission of ECS – The Electrochemical
Society)
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Therefore, this chapter will first summarize the
most important factors that affect ORR activity
of non-pyrolyzed macrocycles.

Non-pyrolyzed Macrocycles
In nature, numerous redox and transport processes
are associated with metallomacrocycles. As an
example, FeN4-centers of hemoglobin are respon-
sible for the transport of oxygen in blood. In this
particular case, oxygen binds reversibly to the
FeN4-unit. Besides the binding, reduction of oxy-
gen to water requires a multielectron transfer and
the reaction with protons. Therefore, (1) all inter-
mediate products have to be bonded strongly (but
reversibly) enough to the metal center and (2) the
final product of water should only have a weak
bonding so that the centers are not blocked and
can continue to participate in the reduction
process.

The reactivity of a macrocycle will depend on
the energetic position of its highest occupied
molecular orbital (HOMOMacrocycle) related to
the lowest unoccupied molecular orbital of the
oxygen molecule (LUMOO2). A narrow gap
between both will make it reactive while a larger
gap stabilizes the complex [64, 65].

Jahnke et al. investigated various macrocycles,
characterized by different ligands such as nitro-
gen, oxygen, and sulfur (Me-N4, Me-S4, Me-O4,
Me-N2O2, Me-N2S2), each under the same exper-
imental conditions. For iron and copper, highest
kinetic current densities were found if the metal
center was fourfold coordinated by nitrogen
(FeN4 and CuN4 centers); in the case of cobalt,
the so-called Pfeiffer complex with a CoN2O2-
center enabled the best results [62]. If oxygen or
sulfur were the only ligands, the complexes were
not or only poorly active toward oxygen reduction
for all investigated metal centers.

Due to their low electric conductivity, macro-
cycles were usually impregnated on a conducting
substrate, in most cases on a carbon black. Besides
electron conductivity, also the active surface area
is increased by the impregnation. It was found that
quinone and/or carboxyl groups on the carbon
surface interact electronically with the metal cen-
ters of the macrocycles. This was supposed to
enhance the electronic coupling of oxygen toward

the active MeN4-site enabling higher ORR activ-
ities [66, 67]. Indeed, with Mössbauer spectros-
copy, Melendres was able to confirm that due to
interaction with the carbon support, Mössbauer
parameters of iron phthalocyanine (FePc) were
changed confirming the different electronic struc-
tures of such interacting FeN4-centers in compar-
ison to FeN4-sites in pure FePc [68].

An oxygen reduction ability was described for
MeN4-complexes with Fe2+, Fe3+, Co2+, Ni2+,
Mn2+, Ru2+, Cu2+, and Zn2+ as central ion [62,
64, 66, 67, 69–78].

Best results were found for iron, but also for
cobalt, manganese, and nickel [62, 67, 79], which
was explained by the 3d electron orbital occupa-
tion. It was proposed that MeN4-centers with 3d6

configuration should enable the best oxygen
reduction ability [65, 77]. The related volcano
plot is given in Fig. 7.

The nature and number of macrocycle substit-
uents and axial ligands are both influencing the
electron density at the metal center, leading to
variations of the oxidation and/or the spin state
and the electron donor capacity of the complex
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and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 7 Volcano plot depicting the ORR onset poten-
tial of different bivalent Me(II)-TSPs for the oxygen
reduction in alkaline media as a function of the number of
d electrons (TSP denotes tetrasulphonatophenylporphyrin),
the figure was taken from [65], reproduced with permission
of Elsevier
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[64, 80–84]. It was shown by STM that macro-
cycles with a fully occupied 3dz

2 orbital are nearly
ORR inactive. For the binding of oxygen, this
orbital should be either empty or only partially
filled [78].

Concentrating on complexes with the same
metal center, it was shown that the intensity of
backbonding to the complex is related to the ORR
activity. As a measure for the strength of back-
bonding, the position of the Co3+/Co2+ redox peak
was used, i.e., depending on the macrocycle sub-
stituents, the redox peak position was shifted in
the CV diagrams, the higher the redox potential
the higher the kinetic current density was [85, 86].

The electron donor properties of the metal cen-
ters are affected by the type of substituents.
Donating groups like phenyl or methoxy groups
cause an increase of the electron density at the
metal center whereas electron-withdrawing
groups like sulfinyle have no or even a negative
effect [62]. Induced by a higher electron density
on the metal center, the oxygen molecule can be
more easily activated enabling higher ORR activ-
ities [77, 87, 88].

In general, the macromolecular structure
enables an extended system of conjugated
p-electrons that provides electrons, making
multi-electron transfer processes even on mono-
molecular centers possible. Experimentally, a
direct reduction of oxygen to water was confirmed
for iron and manganese N4-macrocycles [65, 67,
79, 88–91]. For non-pyrolzsed cobalt complexes
with single CoN4-centers, only a two-electron
reduction to hydrogen peroxide is possible. How-
ever, in 1980, it was shown that the so-called face-
to-face dicobalt-porphyrins can catalyze a direct
reduction of oxygen to water [92]. It was proposed
that the oxygen molecule binds to two CoN4-
centers in a trans-configuration, which was
suggested as bimolecular center even for pyro-
lyzed materials [92–97].

The formation of H2O2 is crucial for the stabil-
ity of such complexes. Hydrogen peroxide initi-
ates a weakening or even breaking of the bonds
between the tetrapyrrole core and the substituents.
The resulting smaller electron donor capacity will
cause a decrease of ORR activity [41, 85, 98]. On
the other hand, metal ions especially in strong

acidic solutions can be removed from the tetrapyr-
role core by leaching. It was observed that such
demetallation is a further reason for a decreased
activity [71, 99–101]. As discussed in the follow-
ing, both activity and stability can be enhanced by
a heat treatment.

Molecular Centers in Carbonized Materials
In 1976, it was demonstrated that the catalytic
activity and stability of carbon-supported macro-
cycles can be enhanced significantly by a heat
treatment [62, 69]. Since the 1980s, it is known
that after pyrolysis, some of the metal species
formed can be dissolved in acidic solution [41,
42, 63, 71, 79, 98, 102–106]. The remaining
MeN4-centers must either reduce oxygen with a
higher turnover frequency or other, more active
sites (e.g., N-C-sites) have to be formed. Until
now, it is still under debate whether the MeN4-
centers become more active or whether the
released metal acts as catalyst during the heat
treatment for the formation of a certain active
carbon structure (e.g., N-C-sites). It should also
be noted that more than one type of catalytic
center might be present in the catalysts. Possibly,
both MeN4-centers and metal-free N-C-sites
could act as centers for the reduction of oxygen.

In the following, the literature will be
discussed separated according to the author’s
assignment of active site constitution. Hence,
one will also find certain metal-containing cata-
lysts, but where the activity was assigned to N-C-
sites, already discussed in the following section.

Carbon–Based Materials with Carbon and/or
Nitrogen Sites as Active Centers
It is known that the efficiency of catalysts is not
only a function of the kind of active site, but also
dependent on the constitution of the carbon sup-
port, that will influence the overall electronic
properties of the catalyst material [96,
107–109]. For platinum-based catalysts, it was
shown that by nitrogen doping of the carbon sup-
port, the platinum particles are stronger linked to
the support material compared to the not-modified
carbon. The resultant smaller particles with a
more homogeneous distribution enabled higher
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ORR activity and an improved long-term stability
[107, 110].

However, beside the function as a catalyst
support, it was reported that nitrogen-doped
carbon itself can be active as a metal-free cata-
lyst for the ORR. The nitrogen atoms will
(1) change the electronic character of the
carbon and (2) the obtained defect structure
(in comparison to the inert surface of graphene
sheets) might enable an easier adsorption of
oxygen and a subsequent reduction to water or
hydrogen peroxide.

In 2000, Strelko et al. published theoretical
calculations of the electronic character of carbon
related to the integration of nitrogen, phospho-
rous, and boron heteroatoms [111]. In the first
step, they investigated the electronic changes
that depended on different positions of these
atoms in the carbon matrix (i.e., pyridinic, pyrro-
lic, graphitic). As an example, a scheme of a
graphene layer with the different type of nitrogen
atoms is given in Fig. 8.

While pyridinic nitrogen atoms only contribute
one electron to the p-electron system of the car-
bon, pyrrolic and graphitic nitrogen atoms
increase the p-electron density as they contribute

two electrons. Therefore, pyridinic atoms (N, P,
B) should be insensitive to an improvement of the
electron donor properties of the carbon. For pyr-
rolic and graphitic nitrogen heteroatoms, a lower-
ing of the graphene bandgap had been calculated,
enhancing the electron donor capacity in the order
of B < N < P [111].

It was first stated by Wiesener that electroni-
cally modified carbon itself can act as oxygen
reduction catalyst [102]. He measured ORR activ-
ity after heat treatment of MeN4-chelates (without
acid leaching). As during long-term measure-
ments, some of the metals were dissolved without
significantly affecting the ORR activity, he con-
cluded that the metal could not be a part of active
sites but catalyzes the formation of certain active
N-C-sites during the heat treatment [98,
102]. Later other authors also assigned the
observed ORR activity to the presence of gra-
phitic or pyridinic N-C-sites in carbon-based
materials [113–119].

The behavior of graphitic nitrogen atoms inte-
grated in carbon was systematically investigated
by Sidik et al. [120]. The catalysts were prepared
starting from the soot Ketjen Black EC 300 J,
which was treated in HCl and HNO3 to remove
metallic impurities and then heat-treated in NH3 at
900 � C. Induced by nitridation, ORR activity was
increased but the high concentration of hydrogen
peroxide that was formed (75% H2O2 at
U = 0.3 V) indicated a predominant two-electron
transfer process for this material. At higher over-
potentials, H2O2 production decreased, which
was explained by an ORR process leading to
water formation via two two-electron transfer pro-
cesses. Cluster calculations were performed
modeling the nitridation of the basal plane sheet
of graphite by substitution of carbon by nitrogen
atoms. For carbon atoms at different positions in
the graphene sheet, the adsorption energies of
reaction intermediates related to ORR were calcu-
lated as pointed out in Fig. 9.

On the basis of their calculations, the authors
concluded that it is most likely that the oxygen
reduction should take place on carbon atoms adja-
cent to in-plane N-atoms (position a in Fig. 9).
With respect to the calculated potentials, for a
two-step reduction
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 8 Different types of nitrogen atoms incorporated
in a graphene plane. Pyridinic nitrogen atoms (A) only con-
tribute with one electron to the p-electron system of the
carbon matrix while pyrrolic (B) and graphitic nitrogen
atoms (C) contribute by two electrons. Graphitic nitrogen
atoms can be bonded in one C6-ring (C1), or between two
(C2) or three (C3) C6-rings, respectively. (The figure was
adapted from Figs. 3, 4, 5, 6, and 7 of [112],
Südwestdeutscher Verlag für Hochschulschriften)
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O2 gð Þ þ Hþ aqð Þ þ e� U∘ð Þ $ OOH adsð Þ,
U ¼ 0:845V,

(1)

OOH adsð Þ þ Hþ aqð Þ þ e� U∘ð Þ $ H2O2 aqð Þ,
U ¼ 0:545V,

(2)

especially, the second value was in good agree-
ment with their experimental observation of an
onset potential of 0.51 V (NHE). Therefore, this
work evidences in experiment and theory that
carbon doped with graphitic nitrogen indeed is
able to reduce oxygen, but only via a two-electron
pathway, to hydrogen peroxide at low onset
potentials [120].

Table 1 summarizes further attempts to prepare
metal-free catalysts for the ORR. Some of these
materials were formed by a heat treatment of
nitrogen-rich organic precursors (lines 1–2, 6);
others are carbon blacks which had been heat-
treated in a reactive nitrogen-rich atmosphere at
appropriate temperatures (No. 4–5 in Table 1).
The highest nitrogen concentration is found for
carbon nitride (line 1), in which both graphitic and
pyridinic nitrogen atoms have been found. Due to
its good electrochemical stability, carbon nitride
C3N4 has gained interest for several catalytic
applications [109, 121–123]. As this material
exhibits the largest concentration of nitrogen
known for N-C-based materials, it was also
suggested to be of interest for the ORR. Lyth
et al. investigated the electrochemical reduction
of oxygen on C3N4 which was prepared by the
reaction of cyanuric chloride with sodium azide
(in benzene) at 220 �C [122]. The achieved cata-
lytic activity was only slightly better compared to
pure carbon black. However, after impregnation
of C3N4 onto the same carbon black (50/50 C3N4/
CB, CB not further specified), an enhanced ORR
activity was observed. The increased kinetic cur-
rent density might be related to a higher active
surface area and/or an improved electronic con-
ductivity (compare Table 1, No. 1). The authors
assigned the catalytic activity which was highest
after a 1,000 �C pyrolysis to graphitic nitrogen
atoms [123]. In contrast to Wiesener [98, 102],
they did not observe an improved formation of

catalytically active graphitic sites by integration
of iron during the heat treatment.

Nabae et al. [124] pyrolyzed iron phthalocy-
anine mixed with phenolic resin (FePc/PhR)
in inert gas at different temperatures, each
for 5 h, and found best catalytic activity toward
ORR at 600 �C. A comparison to metal-free
H2Pc/PhR reference samples, as shown in
Fig. 10 (a: H2Pc/PhR, b: FePc/PhR), evidenced
significant higher current densities and higher
onset potentials for the samples prepared with
iron phthalocyanine.

Similar to earlier works [104, 128], the authors
observed an increased concentration of nitrogen
in the carbon structure for the iron-containing
catalysts. They attributed the metal species to be
more important in the enrichment of nitrogen
rather than in participation in the ORR [124].

Matter et al. [129] and Maldonado and Steven-
son [116] attributed the catalytic activity to
pyridinic nitrogen atoms at edge-planes of “cub-
stacked carbon nanotubes” [129] and carbon
nanofibers [116], respectively. The authors pro-
posed that the present metal only enhances the
integration of active pyridinic nitrogen atoms.

In order to achieve a high concentration of
pyridinic nitrogen atoms – without the presence
of any metal source – phenanthroline was pyro-
lyzed in the presence of ammonium oxalate
(Table 1, No. 6) [127]. The oxalate-supported
pyrolysis was established for transition metal
macrocycles [130–133] (compare section “Cata-
lysts Prepared by Carbonization of Macro-
cycles”), but works also for metal-free
phenanthroline as first shown by Herrmann et al.
[134]. If ammonium oxalate is pyrolyzed together
with phenanthroline, only a low active carbon-
based material was obtained [127]. When the
ammonium oxalate was replaced by an ammo-
nium iron oxalate, however, a highly active cata-
lyst was yielded whose onset potential
(at 0.1 mA/cm2) was shifted to significantly
higher values compared to even the best metal-
free catalyst of Table 1 (U = 0.8 V compared
to 0.5 V). For this iron-containing catalyst,
RRDE measurements revealed a predominantly
direct reduction of oxygen to water. In this case,
however, the much higher activity of the
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Me-containing catalyst was attributed to the pres-
ence of FeN4-centers [127].

This finding is in accord with theoretical cal-
culations by Kurak and Anderson [135]. Using the
VASP code, the authors estimated the extent to
which oxygen reduction can take place on carbon,
doped with pyridinic nitrogen atoms. Similar to
the experimental observation, nitrogen atoms
bonded near an edge of a graphene plane magnify
the reactivity toward bonding radical molecules in
the first step. The strong binding, however, would
make large overpotentials necessary in order to
enable ORR (often 1.8 V, i.e., Uonset = �0.6 V).
Only for one specific configuration which is
shown in Fig. 11, an onset potential of 0.695 V
was determined, but only with hydrogen peroxide
as product.

The related electron transfer mechanism for the
reduction to hydrogen peroxide is shown in
Fig. 12. The authors concluded that there are no
evidences for a direct reduction to water, but that
the integration of transition metals might enhance
the catalytic interaction to enable the four-electron
transfer process [135].

Liu et al. prepared catalysts by a multistep
preparation [115]. In the first step on either carbon
or silica supports, metal complexes were formed
by the reaction of Co(NO3)2 and FeSO4 with
ethylendiamine. These precursors were heat-
treated twice at 800 �C in inert gas whereas after
the first pyrolysis, an acid leaching was performed
in order to remove soluble metal species. The
authors came to the conclusion that in the surface
region accessible for ORR, all metal-containing
species should have been removed and could
therefore be excluded as components of any active
sites. The presence of any FeN4-centers, stable in
acidic solution, was excluded, in the first place.
XPS confirmed the presence of pyridinic and gra-
phitic nitrogen atoms. The authors proposed both
to be catalytically active whereas pyridinic nitro-
gen atoms should have a higher activity but poorer
stability (compare section “Stability”) [115].

The results presented so far have shown that in
most cases, catalysts reached higher ORR activi-
ties and selectivity for a direct reduction when a
metal source was present during heat treatment.
This makes it difficult to finally assign the role of
metals in these catalysts. Nevertheless, unques-
tionable is the crucial role of nitrogen atoms incor-
porated in the carbon structure. Even in materials,
in which a metal-basedMeN4-center has undoubt-
edly been identified as the active site, it has been
observed that graphitic nitrogen atoms (i.e., not
associated to the metal) can enhance the oxygen
reduction of the catalysts [136]. Further investi-
gations are necessary to clarify the mechanism of
ORR in these materials.

Me–N–C Catalysts with MeN4 and/or
MeN2 + 2–Centers

Catalysts Prepared by Carbonization of
Macrocycles
As already mentioned, one can enhance ORR
activity and stability of macrocycle-based cata-
lysts by performing a heat treatment [62]. This
result has led to intensive studies of the pyrolysis
behavior of different N4-chelates [37–42, 79, 100,
103, 104, 128, 137–153]. For some carbon-
supported macrocycles, the effect of heat treat-
ment on ORR activity is shown in Fig. 13.

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 9 Model cluster used for the calculation of
absorption energies on (graphitic) nitrogen-doped carbon.
The calculations were performed for carbon atoms at dif-
ferent electronic positions in the N-doped graphene plane
as indicated by the letters a, b, c, and d. (The figure was
taken from [120], reproduced with permission of the Amer-
ican Chemical Society)
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Due to the temperature-induced graphitization,
an additional carbon support is not needed a priori
(see below). Nevertheless, in order to increase
the active surface area and thereby the current
density, one can use carbon blacks as a sub-
strate. Depending on (1) the choice of the
macrocycle, (2) the pyrolysis conditions, and

(3) the macrocycle loading, the maximal
achievable current density will be obtained dur-
ing pyrolysis in inert gas flow at temperatures
between 600 �C and 1000 �C. For such impreg-
nation catalysts, an optimal loading is obtained
when a double setting of the available carbon
surface is given. In this approximation, the frac-
tion of surface area which is in pores smaller
than the macrocycle expansion must not be con-
sidered [145, 154]. This explains why the metal
content at which highest ORR activity is found
varies within the reports.

A comparison of different metal-containing
and metal-free macrocycles showed that the
metal centers seem to stabilize the tetrapyrrole
core [104, 128, 144]. As a result, the second
decomposition step is shifted to much higher tem-
peratures compared to the metal-free porphyrin
and the overall mass loss is much smaller, as it
becomes apparent from Fig. 14. Furthermore, the
mass fragments related to the decomposition of
the tetrapyrrole core (HCN) are detected at signif-
icantly higher temperatures in the coupled mass
spectrometer for metal-containing macrocycles com-
pared to the metal-free ones [104, 112, 128, 144].

The disadvantage of the impregnation tech-
nique is that above the optimal loading, no further
activity increase is possible, even a decline of the
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 10 RDE voltammograms (0.5 M
H2SO4,1 mV/s, catalyst loading 0.2 mg/cm2) of (a) H2Pc/
PhR and (b) the FePc/PhR catalysts, respectively. The

FePc/PhR precursor contained 3 wt% Fe, pyrolysis was
performed for 5 h for all samples. All given catalysts were
not acid-leached after the heat treatment. (The figures were
taken from [124]; reproduced with permission of Elsevier)

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 11 Proposed ON���NH edge sites on graphene
sheets as catalytic sites for the oxygen reduction. (The
figure was taken from [135]; reproduced with permission
of the American Chemical Society)
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activity can be observed [130]. This fact hinders
the optimization for FC application where higher
densities of active sites are required.

For this reason, several alternative production
methods were developed which enable higher site
densities. In principle, the carbonization can also
be reached applying low-temperature plasma.
This was first shown by Herrmann et al. in 2005
[155]. The direct comparison to the pyrolyzed
equivalent showed that the carbon structure of
the final product contained less disordered carbon
phases after an Ar-plasma treatment (20 min,
250 W) compared to a pyrolysis at 700 �C (for
which one of the highest ORR activity was
obtained) [156]. Furthermore, as only a local car-
bonization is reached, a sintering of the macro-
cycles can be prevented even without carbon
support [155–157].

In order to yield higher site densities, macro-
cycles can either be impregnated on a template or
mixed with it prior to a heat treatment. In such a
case, it is always mandatory to remove the tem-
plate in a subsequent acid leaching. For instance, a
sintering of macrocycle molecules is inhibited if
fumed silica is used as a template [158–161]. The
silica is removed by leaching in HF.

Another template-assisted method that enables
high site densities is the so-called oxalate-
supported pyrolysis. In this preparation approach,
it is utilized that the porphyrine melts shortly
before the carbonization takes place [130],
whereas in the same temperature range, a decom-
position of many metal oxalates occurs [132]. On
the one hand, the released CO2 contributes to a
generation of porosity; on the other hand, the
metal/metal oxide framework serves as template
during the further heat treatment [39, 132, 133,
162, 163]. The advantage of this method is the

achievement of a homogenous distribution of
active centers over the whole catalyst material
[39, 160, 162]. In a second pyrolysis, further
porosities can be generated so that due to the
surface increase and an increase of participating
MeN4-centers, significant enhancements of
kinetic current density can be achieved [39,
162]. It was shown that the addition of sulfur
enables much higher current densities due to
(1) an easier removal of inactive metal species
during the acid leaching, (2) higher site densities,
and (3) changed carbon morphology [133]. By
in-situ investigation of the pyrolysis process by
high-temperature X-ray diffraction (HT-XRD)
and TG-MS, it was found that without sulfur addi-
tion, iron carbide formation occurs at T> 580 �C,
causing an additional release of HCN fragments
(related to MeN4 decomposition). By the addition
of sulfur, the formation of Fe3C is inhibited as FeS
is formed instead. Therefore, a larger fraction of
MeN4-centers remained intact and so higher cur-
rent densities were gained. Obviously, the carbide
formation (or related graphitization) should be
excluded during catalyst’s preparation [163].

Structural analyses showed that non-leached
catalysts are often dominated by decomposition
products [37, 38, 41, 42, 104, 116, 164]. In such a
case, with TEM, XRD, Mößbauer spectroscopy,
and EXAFS analysis, mostly metal particles, car-
bides, nitrides, and sometimes oxides were
detected. In Fig. 15, a Mössbauer spectrum of an
as-prepared catalyst (HT 800, 2 h at 800 �C in Ar)
and its acid-leached product (HT 800, washed) are
shown.

By a sufficient leaching of the catalyst, large
amounts of inorganic species can be removed
without negatively affecting the kinetic current
density [38, 136].

Start End

O2 +
H+ + e– H+ + e–

U° = 0.73 V U° = 0.66 V

+ H2O2

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 12 Predicted catalytic cycle for the two-electron

reduction on catalytic ON���NH edge sites in pyridinicly
doped carbon. (The figure was taken from [135]; reproduced
with permission of the American Chemical Society)
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A comparison of both catalysts in Fig. 15
shows that the non-leached catalyst HT 800 is
dominated by two sextets (indicated by the two
different type of arrays); further Fe-containing
species in the material are difficult to assign.
Induced by the acid leaching the sextets nearly
vanished. Thus, it becomes easier to assign the

remaining species which in this case were related
to different FeN4-centers [38]. Several authors
have shown that even after a treatment at
1,000 �C, about 30% of MeN4-centers remain
intact [37, 38, 41, 42, 136]. These results show
clearly that in order to understand the role of metal
in the final catalysts, structural analysis should
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 13 Effect of heat treatment on the kinetic
current density for oxygen reduction for some Co, Fe,
and metal-free macrocycles (Pc: phthalocyanine, OEP:
octaethylporphyrin and TPP: tetraphenylporphyrin). All

samples were supported on the same carbon black; for
the pyrolyzed samples, the highest kinetic current densities
are given, achieved after a heat treatment at temperatures
ranging from 600 �C to 800 �C. Current values were taken
from [41], Fig. 1
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 14 Thermogravimetric measurements of differ-
ent tetramethoxyphenylporphyrins (TMPP). The metal-

free H2TMPP reveals a much larger mass loss starting at
450 �C in comparison to bothmetal porphyrins. (The figure
was adapted from Fig. 5–3 of [112], Südwestdeutscher
Verlag für Hochschulschriften)
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better be performed on the already acid-leached
catalysts. As MeN4-centers are still remaining,
Van Veen et al. concluded that these sites are
also responsible for the catalytic activity in the
pyrochelates (similar to non-pyrolyzed macro-
cycles) [41, 42]. The authors proposed that an
enhanced electronic structure is the main reason
for an increased turnover frequency (TOF) of the
remaining MeN4-centers. In Fig. 16, a model for
the processes occurring during heat treatment of
porphyrins is shown [38]. According to this obser-
vation, even after high-temperature treatments,
units of the tetrapyrrole core remain intact but
interact with the carbon support.

In 2008, a direct correlation of the ORR activ-
ity and the overall concentration of all or at least
one specific MeN4-centre was proven for the first
time [42]. In this work by Koslowski et al., the
catalysts were produced by the oxalate-supported
pyrolysis of FeTMPPCl or H2TMPP. Variations of
ORR activity and concentration of different iron

modifications were obtained by different subse-
quent treatments whereas the heat treatment tem-
perature was always kept constant. It was found
that the obtained catalytic activity was propor-
tional to the number of a specific FeN4-center
which is a major hint to the participation of
this center in the oxygen reduction process. The
correlation is shown in Fig. 17a. In a recent work,
carbon-supported FeTMPPCl (FeTMPPCl/
KB600) pyrolyzed at different temperatures was
thoroughly structurally characterized before and
after an acid leaching [136]. The results showed
clearly that up to 600 �C, the whole nitrogen
remained in the system. Due to the carbonization,
only a reorganization of the FeN4-centers was
observed, while the pyrolysis at 600 �C was suffi-
cient to essentially improve ORR activity [39, 136].

A comparison of XPS and Mößbauer spectro-
scopic results allows an explanation why signifi-
cantly higher current densities could be achieved
despite a decreasing concentration of active FeN4-
centers. Both, the N1 s bonding energy and the
isomer shift assigned to the active FeN4-centers
changed with the TOF [136]. The results were
interpreted by an increasing bond-strength
between iron and the surrounding nitrogen atoms
which obviously leads to a higher 3d electron
density on the metal center. As a result, oxygen
might be activated faster so that higher TOFs can
be obtained. A similar relation was already found
for non-pyrolyzed macrocycles as discussed in
section “Non-pyrolyzed Macrocycles” [65]. The
relation between TOF and dISO assigned to the
active sites is shown in Fig. 17b. According to
these results, a mesomerically bonded FeN4-
center with ferrous iron in the low-spin state is
assigned as catalytic active center in FeTMPPCl-
based catalysts pyrolyzed in inert gas atmosphere
[39, 136]. Apart from these findings, graphitic
nitrogen atoms seem to enhance the electron
donor capacity, thus enabling higher ORR
activities [136].

A related positive effect emerged also after a
second pyrolysis of Me-N-C catalysts in ammonia
[112, 160, 162, 165–167]. Since a huge increase
in the concentration of pyridinic nitrogen atoms
was observed, it was suggested that either differ-
ent, but more active sites were formed or an

HT 800, washed

HT 800

−6 −4 −2 0

Doppler velocity (mm s−1)

2 4 6

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 15 Mößbauer spectra of a catalyst as prepared
from carbonsupported FeTPPCI and pyrolyzed at 800 �C
for 2 h (HT 800) and its acid-leached product (HT 800,
washed). The velocity scale is given relative to sodium
nitroprusside (0.26 mm/s vs. a-Fe). (The figure was
adapted from Fig. 4 of [38]; reproduced with permission
of the American Chemical Society)
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enhanced electronic structure of the carbon matrix
enabled the higher ORR activity [115, 117, 118,
126, 129, 165, 168–173]. In general, the utiliza-
tion of NH3 allows an alternative generation of
catalysts where instead of complex macrocycles,
simple and cheap substances can be used. This
matter will be discussed in the following.

Alternative Center Generation During Heat
Treatment
In 1989, Gupta and coauthors showed that highly
active catalysts can be prepared from less complex
molecules [63]. In their work, they impregnated a
carbon black with polyacrylonitril (PAN) and an
iron or cobalt acetate. The precursors were heat-
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 16 Visualization of the carbonization process
of a porphyrin during the heat treatment. (The figure was
taken from [38]; reproduced with permission of the

American Chemical Society). During the first decomposi-
tion step of porphyrins (compare Fig. 14), the substituents
are released. In the following heating process, the active
centers are integrated into or onto the carbon framework
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treated at different temperatures and the ORR
activity was measured. It was found that one can
generalize the preparation of Me-N-C catalysts:
Whenever a metal precursor is heat-treated with
nitrogen and carbon sources at temperatures of
� 600 �C (Co) or� 700 �C (Fe), an active catalyst
can be obtained. A scheme of their preparation
route and the achieved ORR activities (as a func-
tion of pyrolysis temperature) are given in Fig. 18.

Since then, this approach was adapted by sev-
eral working groups [43, 97, 113, 115–118, 126,
152, 165, 166, 168, 171, 173–186]. Extensive
studies were made by Dodelet’s group, who tested
a wide gamut of metal, nitrogen, and carbon
sources, in order to find highest current densities
by this screening technique. It could be demon-
strated that metal acetates and ammonia are espe-
cially suited as precursors to achieve highly active
catalysts [179, 187]. Besides ammonia, other
nitrogen precursors such as acetonitrile (AN),
metal-free N4-macrocycles, phenanthroline (Phen),
polypyrrole (PPy), polyanniline (PANI), and others
can equally be used as demonstrated by several
groups [113, 126, 127, 134, 165, 174, 176–178,
186, 188, 189].

Varying the metal acetate in the precursor, the
obtained ORR activity was studied by He et al.
[187]. It was found that the kinetic current density
increases in the order Ni (3d8 4 s) � Cu (3d10

4 s) < Mn (3d5 4 s2) < Cr (3d5 4 s) << Co (3d7

4s2)< Fe (3d6 4 s2). If the ORR activity is plotted
versus the 3d orbital occupation a volcano plot
with a maximum at 3d6 will be obtained (For the
ease of comparison, the electron configuration of
the metals is given in brackets). It should be
pointed out that this order nearly reflects the rela-
tion between ORR onset potentials and the num-
ber of 3d electrons as shown for non-pyrolyzed
porphyrins in Fig. 7.

It has been observed that besides the type of
metal and its content, the fractions of micropores
and pyridinic nitrogen atoms play a crucial role
for the active site formation. Both are generated
during the ammonia treatment [168, 171, 180,
182, 187]. The authors assumed that MeN2+2-
centers were built in micropores, a scheme of the
center is given in Fig. 19 [168]. Experiments
performed with the goal to increase the amount

of active centers by annealing the nonporous car-
bon black impregnated with iron acetate in the
presence of NH3 failed. Even catalysts with
more than 0.2 wt% Fe turned out to reveal only
smaller turnover frequency. Above 2 wt% iron,
the activity dropped remarkably [172].

Mössbauer analysis of such catalysts
evidenced that besides less active FeN4-centers
(similar to those in heat-treated porphyrin-based
catalysts), a new type of FeN4-centers was found
[190]. This high-spin Fe2+-center was not present
in any heat-treated N4-macrocycle-based catalyst,
making it most probable that it is related to the
proposed active site. In conclusion, the FeN2+2-
centers differ from porphyrin-based ones by the
different spin state, the pyridinic coordination of
the iron ion and the placement in micropores. The
different electronic state might explain why the
FeN2+2-centers can reach much higher turnover
frequencies in their “highly active state” (please
note: the electron density on iron is higher for
Fe2+, HS compared to Fe2+, LS); on the other
hand, these centers can be deactivated, e.g., in
contact with acid, as will be discussed in the
section “Stability” [190, 191].

Very high activities are obtained when
phenanthroline is used as nitrogen source [134,
165, 178]. In 2009, such catalysts exhibited
the highest catalytic activity within the system
Fe-N-C. The authors assigned their preparation
method as pore-filling method (PFM) because
especially this step within the preparation process
seems to play a crucial role to achieve a high ORR
activity [165]. In order to obtain the precursor,
a microporous carbon was impregnated with
phenanthroline and iron acetate. In the next step,
a low-energy ball milling was performed with
the aim to press iron acetate and phenanthroline
into the micropores. The precursor was pyrolyzed
two times (first 1050 �C in Ar, second at 950 �C
in NH3) [165]. Highest ORR activities were
achieved when the total weight loss from both
pyrolysis steps amounted to the weight percent-
age of phenanthroline, the best having a
phenanthroline content of 50 wt% [165, 192].

A homogeneous distribution of active sites was
obtained when the phenanthroline is pyrolyzed in
the presence of iron oxalate. Such catalysts
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exhibited an excellent performance in RDE mea-
surements, even without sulfur addition [134]. As
indicated by a change of color, already during the
mixing of the precursors, a complexation of iron
with phenanthroline occurs. These catalysts show

similar structural features in Mößbauer spectros-
copy and exhibit similar iron contents as those
catalysts prepared by the oxalate-supported pyrol-
ysis of porphyrins.

A further preparation approach uses
nitrogenbearing monomers to synthesize catalytic
active sites [177, 186, 189], e.g., when pyrrole is
impregnated on a carbon black in the presence of a
metal source. An oxidation agent induces the
polymerization process. Without any heat treat-
ment, only small ORR activity was obtained;
however, this catalyst showed a stable perfor-
mance of more than 500 h in potentiostatic fuel
cell tests [177]. Although a heat treatment
enhanced the catalyst’s activity (similar to the
pyrolysis of macrocycles), the stability was mod-
erate. Nevertheless, recent results have shown that
by further optimization of the preparation method
(including a heat treatment), both, a high activity
and a remarkable stability, could be realized
[189]. This fact will further be discussed in section
“NNMC and Their Potential for PEM-FC
Application.”

The preparation of catalysts by utilization of
monomers with a subsequent polymerization
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 18 Scheme of Gupta’s precursor selection (top)
and ORR activity of catalysts as a function of the heat
treatment temperature and metal precursor, 1: CoAc, ■

and 2: FeAc, • (bottom). ORR activity was measured in
4 M NaOH. The temperature-dependent current curve was
taken from [63], Fig. 3; reproduced with permission of
Springer Publishing Group
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 19 FeN2+2-center embedded in a micropore,
as assumed by Charreteur [168]. (The figure was taken
from [112], Fig. 3–9; Südwestdeutscher Verlag für
Hochschulschriften)
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reaction and heat treatment was also applied by
other groups [159, 160, 193, 194]. Dahn’s team
impregnated silica with pyrrole and iron chloride.
The polymerization was induced in a hot acid
steam. Directly after complete polymerization,
the sample was pyrolyzed in Ar at 900 �C. The
silica template was removed afterward by a dou-
bled leaching in 5% and 40% HF, respectively
[159, 160].

Relatively high iron contents are found for self-
supported iron-polypyrrole catalysts which were
prepared by spray pyrolysis. The authors pro-
posed high site densities; however, comparatively
low current densities with respect to other Fe-N-C
catalysts make it most probable that only a small
fraction of the overall iron is bonded in active
sites. Nevertheless, the shape of these catalysts is
interesting because porous carbon spheres with
diameters of 100 up to 1000 nm are formed [194].

In conclusion, it can be summarized that active
sites in Me-N-C catalysts can be prepared via
several different preparation routes. Optimization
of each parameter (e.g., amounts of precursors
[metal, nitrogen, and carbon], ratios of precursors,
annealing temperature, and post treatment) is nec-
essary in order to achieve highest ORR activity. If
a heat treatment is performed, one will always
achieve a mixture of different metal modifica-
tions, whereas it seems that only a fraction of the
modifications formed is connected with ORR
activity. This observation supports the importance
of a subsequent acid leaching and of highly sen-
sitive analysis techniques that can distinguish
between the different phases, especially between
FeN4-centers of different oxidation and spin
states.

NNMC and Their Potential for PEM-FC
Application

With respect to the alternative materials discussed
so far, Fe-N-C catalysts seem to be the most
promising cathode catalysts for FC application
[165, 195]. For that reason, the discussion is
focussed on this material system in this chapter.
Alternative fuel cell catalysts have to be (1) simple
in their preparation, (2) economical in production,

and (3) they should generate an adequately high
volumetric current density (Jvol in A/cm3). In
order to meet the DOE-target value of the volu-
metric current density, a certain site density (SD in
sites/cm3) and a sufficiently high turnover fre-
quency (TOF in electrons sites�1 s�1) have to be
gained to enable commercial application. Besides,
a catalyst stability of several 1,000 h is expected,
even under high load conditions of the fuel cell.

Today, catalysts that reach high volumetric
current densities often exhibit only low stability
while different, less active materials perform
nearly stable, even over periods of weeks. There-
fore, activity and stability will be discussed sepa-
rately. The section “Future Direction” will give a
final outlook regarding the commercial applica-
bility of NNMC.

Activity
Up-to-date non-noble metal catalysts only par-
tially fulfill the demands in activity for a fuel cell
application. To boost activity, the catalyst loading
on the cathode can be increased. It was noticed,
however, that above a certain layer thickness,
mass transport properties hinder a further increase
of the current density. For this reason, the specific
volumetric activity has to be improved.

The target values for 2010 (the year in which
this article was written) and for 2015 are 10%
(130 A/cm3) and 25% (325 A/cm3), respectively,
of the volumetric ORR activity of a commercial
Pt/C catalyst [160, 166, 195]. Standard conditions
are fulfilled if the measurements are performed at
80 �C (TCELL= 80 �C) with oxygen and hydrogen
partial pressures of 1 bar (p02= 1 bar, pH 2= 1 bar)
and a relative humidity of RH = 100.

In Table 2, different catalysts are compared
with respect to their volumetric ORR activity,
site density, kinetic current density, and turnover
frequency. The knowledge of these different
parameters enables the identification of the factors
that have to be further optimized. The catalysts are
sorted according to their achieved volumetric cur-
rent density calculated from fuel cell measure-
ments (column I, Eq. 3). The so far best Fe-N-C
catalyst is listed below the DOE-target value
followed by the other materials given in the
sequence of decreasing volumetric activity. If the
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authors did not provide any magnitude of the
volumetric current density, the value was calcu-
lated under the assumption of a catalyst density of
r = 0.4 g/cm3 [172, 196].

Volumetric current density Jvol in A cm�3ð Þ :
Jvol ¼

JA=g
rg=cm3

,

(3)

Presently, none of the Fe-N-C catalysts meet
the target value of Jvol, even if some of the given
data were extrapolated to 0.8 V from the Tafel
region of the polarization curve. For highly active
catalysts even at 0.8 V, some mass transport lim-
itation is visible so that the measured values of the
current density are smaller compared to the
extrapolated ones.

An increase of the volumetric current density
can be obtained either by enhancing the site den-
sity SD and/or the turnover frequency TOF. Col-
umn C in Table 2 lists the site densities of the
catalysts as far as the metal content is known. The
calculations were made under the assumption that
each metal atom is coordinated in an activeMeN4-
or MeN2+2-center.

Side density SD in sites=gcat
�1

� �
:

SD ¼ Me½ �wt%
100 �M Með Þg=mol

NA,
(4)

In the equation, [Me]wt% is the concentration of
metal species in the catalyst, M(Me)g/mol is the
molar mass (if several metal species are present,
the average related to the contents of different
metals is used), and Na represents Avogadro’s
number. Since the density for many of the cata-
lysts is unknown, a weighting related to the vol-
ume was neglected.

As described in the section “Non-noble Metal
Catalysts with Molecular Centers,” it is still con-
troversially discussed, what structural unit
(or units) in Me-N-C catalysts causes the oxygen
reduction reaction. Furthermore, it was shown for
different catalysts that besides the presumably
active MeN4-center also inactive metalcontaining

modifications exist [39, 40, 117, 129, 131–133,
136, 162, 163, 170, 172, 175, 185, 197, 198]. Con-
sequently, the given site density SD can merely be
regarded as a rough approximate. Nevertheless, it
helps to estimate if the site density is a distinct
value which has to be adapted.

From the site density SD and the kinetic current
density JK (at 0.8 V), one can determine the turn-
over frequency TOF (0.8 V), which is given in
Table 2 for both, RDE as well as fuel cell mea-
surements (columns G and H).

Turnover frequencyTOE in electrons site�1 � s�1
� �� :

TOF¼ JK A=gð Þ
SD sites=gð Þ

�1
e
,

(5)

In this equation, e stands for the elementary
charge of the electron.

Fuel cell measurements excellently reflect the
actual performance of a catalyst and its applica-
bility. Besides the kinetic behavior, however, the
mass transport properties (proton, electron,
and oxygen transport as well as water removal)
and the internal resistance affect the performance
in fuel cells. Thus, it becomes difficult to esti-
mate the kinetic properties of a catalyst just from
FC measurements. Rotating (Ring) Disk Elec-
trode (R(R)DE) measurements more precisely
reflect the kinetic properties (ORR activity and
selectivity). Therefore, in this work also, R(R)
DE measurements were taken into account.
A comparison of publications showed that mea-
surement conditions (for PEM-FC and R(R)DE)
often vary considerably from one laboratory to
another, which hinders a direct comparison of the
different materials [7, 114, 115, 160, 165, 166,
168–171, 173, 175, 177, 196–206]. In order to
enable a better evaluation, F. Jaouen initiated a
cross-laboratory comparison of FC and RDE
measurements for various Me-N-C catalysts
[160]. In Fig. 20, fuel cell measurements of
these catalysts are shown.

It was found that the catalysts from different
institutes behaved completely different when
changing, e.g., the Nafion content or the catalyst
loading in FC and RDE tests, as shown for FC
measurements in Fig. 20.
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Regarding the volumetric current density, best
Fe-N-C catalysts yield about 25–40% of the DOE
target of 325 A/cm3 envisaged for 2015 (see lines
3–6, in Table 2) [165, 207, 208]. P. Zelenay’s
working group published for one of their catalysts
a volumetric activity of 40% of the DOE target for
2015 (line 3) [208]. In that preparation route,
catalysts were prepared from a mixture of cyana-
mide, iron sulfate, and sucrose. Further details of
the preparation procedure are not yet published.
The activity of the so-called PANI-based catalysts
of the same group was boosted by optimization of
the preparation steps and the addition of
ethylendiamine [189, 207, 208]. Comparing the
results of lines 6 and 14, it becomes apparent that
by the optimization, the volumetric activity was
increased by a factor of 18.

The catalysts in lines 4–5 have been produced
via the pore-filling method (PFM) [165]. The

preparation is described in the section “Alterna-
tive Center Generation During Heat Treatment.”
A catalyst produced in this manner achieved about
50% of the electron transfer rate of commercial
platinum. Similar catalysts, but without ball mill-
ing, were already described by Bron et al. in 2002
[174, 178, 188]. The comparison clearly shows
that the ball milling has a considerable influence
on the achievable activity (lines 4, 5, and 29).

Comparing the volumetric current densities in
column I related to the catalyst manufacturing
method, it becomes apparent that all catalysts in
the upper third of Table 2 were produced in a
multistep preparation and/or optimization pro-
cess. Furthermore, in nearly all procedures, one
preparation step is performed in ammonia at
T > 800 �C. In 2008, different groups have
shown that by performing a second pyrolysis
step in ammonia, the kinetic current density can
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 20 Fuel cell tests of NNMC prepared by dif-
ferent preparationmethods (for catalyst’s preparation routes,

compare Table 2 and [160]). The given FC measurements
were made with different Nafion-to-catalyst ratios
(Naf/Cat). (The figure was taken from [160]; reproduced
with permission of the American Chemical Society)
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be enhanced drastically [162, 166, 167], a less
pronounced improvement was found when other
gases (like CO2, N2) were used [112, 162]. If
previous to the NH3-treatment a high-energy ball
milling is performed, an up to 30-fold increase in
current density was achieved as can be learned
from columns 8 and 20 in Table 2. The ball mill-
ing itself does not affect the kinetics of the cata-
lyst; however, it can lead to enhanced mass
transport properties [209]. Induced by the ball
milling, the carbon agglomerates formed during
this templateassisted preparation were cracked
down allowing subsequently the NH3 to react
more efficiently with the catalyst (compare lines
8 and 9) [209]. Induced by the burn-off, higher
site densities are obtained, and a formation of new
and/or different catalytic centers might appear
[63, 129, 167, 170]. On the other hand, the turn-
over frequency of the catalysts is improved. To
illustrate this behavior, compare lines 4, 5, 12;
lines 17, 19; lines 8, 20 and lines 9, 23. Possible
reasons for the enhanced kinetics could be (1) the
formation of additional, maybe different catalytic
centers (i.e., FeN4 vs. FeN2+2 in micropores, com-
pare section “Molecular Centers in Carbonized
Materials,” Figs. 16 and 19), (2) a general change
of the reductionmechanism, or (3) an improvement
of the carbon matrix with respect to its electron
donor properties [112, 136, 167, 191].

As described in section “Alternative Center
Generation During Heat Treatment,” some prepa-
ration approaches failed by the attempt to increase
the site density above a certain critical value [170,
172]. In Table 2, column C, the site densities are
listed. It can be deduced that catalysts prepared by
the use of a carbon support usually reveal smaller
site densities compared to those where exclu-
sively organic precursor molecules were used as
carbon sources. In templateassisted preparation
processes, an acid leaching (removal of the tem-
plate) was performed after a first pyrolysis and
before the catalyst was further processed [39,
115, 130–133, 159, 160, 162, 177, 186, 189,
197, 201, 209]. The obtained catalysts exhibit
site densities of 3�1020 up to 7�1020 centers per
gram (compare Table 2). In contrast, the utiliza-
tion of carbon blacks as support often leads to site
densities <1.5�1020 centers per gram. In these

catalysts, the number of active sites should be
further increased for FC application.

When high current densities are requested, a
lack in the presence of one (or more) of the reac-
tants at the three phase boundary often limits the
performance. Another issue concerns the removal
of reaction water out of the micro- and mesopore
structure which is lowering the kinetics of reactive
centers. Thus, in order to optimize the mass trans-
port properties, either the electron or proton con-
ductivity has to be augmented or the pore structure
of the catalyst has to be improved to enable better
oxygen diffusion to the active centers. Further-
more, the catalyst should be sufficiently hydro-
phobic in order to guarantee a fast removal of the
water to prevent any blocking of active sites.
Preferentially, surface groups on the carbon
increase the hydrophilicity of the catalyst. Espe-
cially disordered carbon can provide higher con-
centrations of such groups caused by a high
number of defects in comparison to well-ordered
carbon. Thus, in turn, a high degree of graphitiza-
tion is beneficial for the water transport properties
[207]. As discussed in the next section, graphitic
carbon can also enhance the long-term stability.

When switching from RDE to fuel cell mea-
surements, an increase of catalytic activity is
expected, simply because of the higher operation
temperature. Column F lists the ratio of achieved
activities in fuel cell and RDEmeasurements (JFC/
JRDE) at U = 0.8 V. Looking at catalysts, which
were produced without commercial carbon sup-
port, difficulties in the fuel cell application
(as expressed by a low current ratio FC/RDE in
column F) can be recognized with the exception of
the catalyst in line 8 of Table 2. This catalyst is
similar to the one in line 9 except of a ball milling
previous to the ammonia treatment. Therefore, a
main reason might be the presence of substantially
larger carbon agglomerates, which inhibit a
homogeneous preparation of the gas diffusion
electrode (GDE) [160, 162, 209], as shown in
Fig. 21.

Looking at the template-assisted preparation
techniques, the physicochemical properties of
the in-situ formed carbon could be of lower qual-
ity compared to commercial carbon supports. For
fuel cell application, an optimization with respect
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to (1) the electrical conductivity, (2) the agglom-
erate or particle size, and (3) the transport proper-
ties (hydrophilicity) is necessary. However,
optimal physicochemical properties of the carbon
might not be obtained at the maximum of volu-
metric current density (determined by SD and
TOF). Therefore, approaches to improve catalysts
with an in-situ formed carbon should be also done
under utilization of FC measurements in order to
evaluate the mass transport kinetics. Nevertheless,
optimization remains challenging as a good bal-
ance between carbon properties and ORR perfor-
mance must be found. Not-optimized carbon
could not only lower the achievable activity, it
could also affect the long-term stability as will
be discussed in the following section.

Stability
In this part, possible degradation mechanisms and
the currently most promising catalysts with
respect to longterm stability will be discussed.
For the final implementation, the observed stabil-
ity is crucial. To optimize the material system,
however, it has to be rationalized which processes
lead to a decrease of ORR activity.

Regarding non-pyrolyzed macrocycles, hydro-
gen peroxide formed in the reduction cycle can
lead to broken bonds between the substituents and
the tetrapyrrole core. Changes in the electronic

structure connected therewith cause a decrease
of the reduction activity. In acidic conditions as
given in PEM-FC, demetallation can also cause an
activity decline [71, 87, 98, 102, 210, 211]. Fur-
thermore, carbon monoxide is able to bind irre-
versibly to the metal centers and thereby
deactivating them [212]. With respect to Eq. 7,
carbon monoxide might be formed by carbon
oxidation during FC operation.

Better stabilities were achieved investigating
heattreated catalysts (section “Molecular Centers
in Carbonized Materials”). Nevertheless, in most
of the cases, even after the heat treatment, consid-
erable decreases of performance were already
observed after a few hours of operation time [69,
159, 168, 184, 188, 213–216]. For catalysts
prepared by a heat treatment of either iron
porphyrin or iron phthalocyanine, it was shown
that they are tolerant toward CO [217, 218]. There-
fore, we assume that in general, CO-poisoning
can be ruled out as degradation mechanism
for carbonized materials. Possible degradation
mechanisms could be addressed to (1) a corrosion
of carbon as known from platinum catalysts,
(2) an inactivation by leaching of active sites, or
(3) a deactivation of active species (e.g., by
blocking of the centers by intermediates or the
final products) [71, 98, 99, 102, 190, 191, 210,
211, 219, 220].

The thermodynamic process of carbon oxida-
tion already starts at potentials >0.21 V. For Pt/C
catalysts, SEM cross-sectional images illustrated
a significant decrease of the carbon layer thick-
ness, causing a detachment of the platinum parti-
cles or an increase of the particle size [8, 110,
220]. In Eqs. 6 and 7, the oxidation reactions of
carbon to carbon dioxide (Eq. 6) and carbon mon-
oxide (Eq. 7) are given.

CS þ 2H2O ! CO2 " þ 4Hþ þ 4e�

E0 25 ∘Cð Þ ¼ 0:21V NHEð Þ (6)

CS þ H2O ! CO " þ 2Hþ þ 2e�

E0 25 ∘Cð Þ ¼ 0:52V NHEð Þ (7)

Both reactions are initiated by the presence of
water. This fact again underlines the importance
of an optimized water management. Independent

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 21 GDE of a catalyst prepared by the oxalate-
supported pyrolysis. (The figure was taken from [162],
reproduced by permission of ECS – The Electrochemical
Society)
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of the nature of the active centers in Me-N-C
catalysts, they are presumably integrated into a
carbon matrix, either as nitrogen heteroatoms
(Fig. 8), MeN4-centers (Fig. 16), or as MeN2+2-
centers in micropores between two adjacent
graphene layers (Fig. 19). As discussed above, in
N4-macrocycles, a decrease of the conjugated
p-electron system causes a lowering of the ORR
activity [41, 42, 80, 81, 221]. It can be assumed
that a carbon burn-off in heat-treated materials can
cause a similar effect (see below, discussion
related to Fig. 25).

Herranz et al. showed that FeN2+2-centers
have two different states of catalytic activity
depending on whether an NH+-group or an
NH-anion-group is present in its environment
[191]. For the first case, very high turnover
frequencies are reported. The anion blocking
causes a drastic decrease of the turnover fre-
quency and will appear during RDE or FC
tests. Nevertheless, it was found that this deac-
tivation process is reversible and that the cen-
ters can be activated by performing a thermal or
chemical recover treatment [191]. As such treat-
ments are not applicable during FC operation,
however, the effect in general should be
inhibited if it is the main reason for activity
decay of a specific catalyst.

In 2006, Bashyam and Zelenay published a
stable performance of a catalyst entirely produced
without heat treatment obtaining stability for a
runtime of 100 h. The performance of the catalyst
is shown in Fig. 22a. It was prepared by polymer-
ization of pyrrole in the presence of a carbon-
supported cobalt salt. Caused by the polymeriza-
tion, an extended p-electron system was formed
leading to good electron conductivity. At that
time, the authors suggested that cobalt ions – two-
fold coordinated by nitrogen atoms – are respon-
sible for the activity [177].

However, the disadvantage of this material was
a low catalytic activity (23 A/g at 0.4 V at a
catalyst loading of 6 mg/cm2). Recent approaches
of the same group showed that besides pyrrole,
also other nitrogen heterocycles and metal salts
can be used as nitrogen and metal sources, respec-
tively [189, 208]. Similar to non-pyrolyzed
macrocycles, the activity can be enhanced by a
heat treatment [177, 189]. A comparison of dif-
ferent nitrogen heterocycles used in the prepara-
tion showed that the selection of the polymer
significantly affects activity and stability – even
after a heat treatment. The Fe/PANI/C-catalyst
supported on multiwall carbon nanotubes
(MWCNT) achieved an activity of 75 A/g
(at 0.4 V) and showed no degradation within the
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)
and Non-noble Metal Catalysts for Oxygen Reduc-
tion, Fig. 22 Stability measurements of (a) a Co-PPy-CB
and (b) a Fe/CB-PFM catalysts. Both catalysts were mea-
sured under nearly the same conditions at 80 �C, back-
pressures of 2 atm, gases at 100% RH with catalyst

loadings of 6 mg/cm2 and 5.6 mg/cm2 for the Co-PPy-
CB and Fe/CB-PFM catalysts, respectively. (The figure in
(a) was taken from [177];copyright 2006, reproduced with
permission of Nature Publishing Group. The figure in (b)
was taken from [165], reprinted with permission from
AAAS)
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investigated time of 500 h [186, 189]. Therefore,
this catalyst is currently the most stable Fe-N-C
catalyst, exhibiting even a good catalytic activity
(remark: considering catalysts, which have been
investigated in fuel cells with respect to their
stability). The preparation is similar to that of a
pyrrole-based catalyst.

The currently most active catalysts prepared by
the Pore-Filling-Method (PFM) from J.-P.
Dodelet’s group show an average degradation of
0.38%/h for 100 h potentiostatic operation with
respect to the initial activity (compare [165, 192]),
the related curve is shown in Fig. 22b. The mea-
suring conditions thereby were more or less iden-
tical to Bashyam’s and Zelenay’s experiments. It
seems that for the degradation of this PFM-
catalyst, one can distinguish an initial fast degra-
dation (t < 20 h) which is superimposed by a
weaker and slower one (t > 20 h: �0.08%/h).

In the work of Wu et al., structural changes of a
Fe/PANI/KB300 catalyst were investigated before
and after a runtime of 500 h [189]. After a long-
term test, the percentage of oxygen in the matrix
was drastically increased, that the authors attrib-
uted to the oxidation of carbon and nitrogen
atoms. Particularly striking were a complete loss
of sulfur (which was present in the polymerization
agent) and a slight decrease of the total nitrogen
content (from 6.3% to 5.6%). Changes in the
relative composition of the N1 s spectra were
significant. A comparison of the spectra before
and after 500 h fuel cell test time is shown in
Fig. 23. It is evident that the long-term perfor-
mance causes an energetic shift of the nitrogen
species toward higher bonding energies. This was
mostly attributable to the oxidation of pyridinic
nitrogen atoms. In the investigated timeframe, the
catalyst lost 17% of its initial activity. Similar
shifts in the XPS Nls-spectra were observed by
Liu et al. andbyKramm [112, 115].

In the case of Liu et al., significantly higher
activity losses compared to Wu et al. were
observed (�0.46%/h vs – 0.04%/h), while
Kramm did not observe any significant loss
(compare Fig. 25). Liu et al. assigned the overall
ORR activity to highly active pyridinic and less
active graphitic nitrogen atoms (both without iron
participation) [115]. They explained their XPS

results with a protonation of pyridinic nitrogen
atoms in contact with an acidic electrolyte; this
process was proposed to be the main reason for
the observed deactivation. On the other hand,
graphitic nitrogen atoms were assigned to be less
active but more stable in acidic environment
[115]. Kramm investigated the structural changes
of a Fe-N-C catalyst via XPS, NAA and 57Fe
Mößbauer spectroscopy [112]. The catalyst was
produced by the sulfur-assisted oxalate-supported
pyrolysis of FeTMPPCI; in a subsequent acid
leaching step, excess iron was removed. Before
the long-term measurement was performed, the
electrode was kept in distilled water for 24 h in
order to initiate a complete swelling of the PTFE
previous to the stability test shown in Fig. 24.

The preconditioned electrode showed no loss
in activity over a period of 4 weeks and no signif-
icant change of the composition in Mößbauer
spectra or iron content. The changes of the N1 s
spectra, however, were similarly pronounced as
described by Wu et al. [112, 189]. A comparison
of the three references discussed above leads to
the conclusion that pyridinic nitrogen atoms
might affect the activity of the catalysts up to a
certain degree. However, it has been demonstrated
that pyridinic nitrogen atoms cannot explain the
catalytic activity alone [112].

In an early work of Faubert et al. [140], the
influence of the pyrolysis temperature on the sta-
bility of MeTPP/C was investigated (Me = Fe,
Co). Figure 25 shows the changes of the current
density (related to the surface area and the metal
content) as a function of performance time. It is
evident that catalysts prepared from FeTPP
achieve higher current densities and better stabil-
ities than CoTPP-based catalysts. Apart from a
pronounced loss in activity within the first
5 min, the FeTPP/C catalysts, produced at
800 �C and 900 �C, demonstrated a nearly stable
performance. At even higher pyrolysis tempera-
tures, the stability performance was similar to that
of the platinum catalyst (2 wt% Pt/C), which was
measured as a reference. The authors assigned the
enhanced stability to an increased amount of gra-
phitic carbon [140].

Recent results published by the same group
[222, 223] and the comparison of various
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carbon-supported Fe/PANI/C catalysts confirm this
observation [189]. One might summarize that in
fuel cells, obviously the long-term stability seems
to depend on the corrosion resistivity of the carbon
matrix for both, Fe-N-C and Pt/C catalysts [8, 224].

In order to avoid any activity loss, the catalysts
must be stabilized: For Pt/C catalysts, it was shown
that the implementation of metal oxide particles into
the carbon matrix can enhance the corrosion resis-
tivity substantially. Furthermore, as far as possible,
the catalysts should comprise fractions of graphitic
carbon which prevent a fast oxidation.

It is believed that the search for alternative
supports for Fe-N-C catalysts will become domi-
nant in the future. Especially, different transition
metal oxynitrides (TiOxNy, TaOxNy, ZrOxNy), and
Nb- or Sb-doped TiO2 or SnO2 or PANI appear to
be promising in this context [55, 224–227]. It will
remain a major challenge to enable the implemen-
tation of molecular centers onto the surface of the
new support material. It has already been pointed
out that PANI possesses a considerable potential
with this respect [189]. Since none of the other
promising support materials contain carbon, it is
questionable how catalytically active Fe-N-C cat-
alysts could be implemented.

With this respect, the work from Atanasoski and
coworkers is promising (compare section “Transi-
tion Metal Carbides, Nitrides and Chalcogenides”)
[35]. By performing a heat treatment of their
sputtered C-Nx:Fe films, the activity was drastically
enhanced but still much lower compared to
macrocycle-based catalysts. However, when tita-
nium carbide was used as support instead of carbon,
a high stabilitywas obtained. The fact that by chang-
ing the support, an essentially better durability was
obtained is an important result as it shows that even
for catalysts based on molecular centers, alternative
support materials can be utilized and that the inter-
action between the support and the catalytic centers
might be crucial for the optimization of those cata-
lysts for a fuel cell application.

However, it has to be kept in mind that a major
challenge of these catalysts is to improve their
transport properties which are by far not ideal as
can be recognized from Tafelplots deduced from
RDE measurements. To investigate the water
management in platinum-based fuel cells, the
use of neutron scattering has meanwhile proven
to be an effective tool [228, 229]. Such investiga-
tions could also play a major role for further
optimization of Fe-N-C catalysts.
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Future Direction

Comparing the different types of NNMC, the Fe-
N-C catalysts are presently the most promising
candidates to replace platinum or other noble
metal catalysts. These materials exhibit the
highest activities and catalyze with high selectiv-
ity the direct reduction of oxygen to water. Since
2009, a significant improvement in comparison to
previous results was made; here especially the
work of Dodelet and coworkers and Zelenay and
coworkers should be mentioned [165, 189]. In
general, stable fuel cell performance over periods
of up to 1,000 h has already been demonstrated
(Table 3). Although long-term stability and high
catalytic activity appear to be difficult to combine
into one material, based on today’s knowledge of
the structural characteristics that affect activity
and/or stability, further improvements of FC per-
formance are expected. One major step to an
improved stability may be through alternative
support materials.

Apart from this “hot” topic, one should keep in
mind that catalysts based on transition metal chal-
cogenides, nitrides, and carbides also have the
potential to be used without carbon support. Con-
sidering the tremendous carbon corrosion prob-
lems especially at higher temperature (>110 �C),
carbon-free electrode structures will be an impor-
tant aspect of future research.
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Glossary

Hydrophilic/hydrophobic phase separation Phas
e-separated morphology of ionomer membranes
based on the differences in the hydrophilicity (and
hydrophobicity) of the components.

Ion exchange capacity Amount of acidic or ion-
exchangeable sites per weight or volume unit
of ionomer membranes, often abbreviated as
IEC. EW (equivalent weight or weight of
ionomer membranes per acidic or ion-
exchangeable site) is a reciprocal of IEC.

Ionic channels Network of acidic groups and
water molecules, through which proton and/or
hydronium ions can migrate.

Ionomers Originally defined as copolymers hav-
ing one ionic group per polymer repeating unit,
where composition of ion-containing copoly-
mer unit is less than 20%, and, nowadays, often
used to be synonymous with polymer
electrolytes.

Perfluorosulfonic acid ionomers Copolymers
composed of poly(tetrafluoroethylene) and

poly(trifluoroethylene) with perfluorosulfonic
acid ether side chains.

Proton exchange membranes Membranes that
can exchange protons with other cations or that
can transport protons.

Definition of the Subject and Its
Importance

Proton exchange membranes (PEMs) are one of
the key materials in low-temperature fuel cells,
proton exchange membrane fuel cells
(PEMFCs), and direct methanol fuel cells
(DMFCs). Especially, recent trend in the research
and development of low-temperature fuel cells
focuses on PEMFCs for transportation (electric
vehicle) applications due to the impact on econ-
omy and environment. The most important role of
PEMs is to transport protons formed as a product
of oxidation reaction of fuels at the anode to the
cathode, where oxygen reduction reaction takes
place to produce water. In addition to this, there
are a number of requirements for PEM materials
for the practical fuel cell applications, which
include:

1. Proton conductivity (higher than 0.01 S/cm,
hopefully 0.1 S/cm).

2. Chemical, physical (mechanical and dimen-
sional), and thermal stability.

3. Impermeability of fuels (hydrogen, methanol)
and oxidants (air, oxygen).

4. Water transport capability (high water flux)
from the cathode to the anode.

These properties have to be assured under a
wide range of temperature and humidity
(�30–120 �C, nominal 0–100% relative
humidity (RH)) considering the fabrication of
membrane electrode assemblies (MEAs).

5. Easy processability and compatibility with the
electrodes are also crucial factors.

For wide dissemination of fuel cells:

# Springer Science+Business Media, LLC, part of Springer Nature 2019
T. E. Lipman, A. Z. Weber (eds.), Fuel Cells and Hydrogen Production,
https://doi.org/10.1007/978-1-4939-7789-5_146

Originally published in
R. A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,# Springer Science+Business Media LLC 2015
https://doi.org/10.1007/978-1-4939-2493-6_146-3

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_146&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_146&domain=pdf
https://doi.org/10.1007/978-1-4939-2493-6_146-3


6. Environmental adaptability (recyclability or
disposability).

7. Low cost (final target for electric vehicle appli-
cations would be cheaper thanUS$ 10/m2) needs
to be taken into account. While a number of
PEMs have been developed, no single mem-
branes fulfill all of these requirements. Currently,
the most promising PEMs are perfluorosulfonic
acid (PFSA) ionomers. Another candidate sec-
ond to the PFSA ionomers is non-fluorinated
(or in some cases only slightly fluorinated)
hydrocarbon ionomers. The aim of this entry is
to review the most recent progress on these two
classes of ionomer membranes for low-
temperature fuel cell applications.

US DOE (Department of Energy) has set tech-
nical targets in PEMs for transportation applica-
tions (Table 1) [1]. The targets are for gas
crossover (permeability), area-specific resistance,
operating temperature, cost, and durability. In
2015, car companies will make a decision whether
they continue their endeavor to commercialize
fuel cell vehicles. The membrane scientists are
facing a big challenge in order to help them go
further with fuel cells.

Introduction

PFSA ionomers are copolymers of poly(tetra-
fluoroethylene) (PTFE) and poly(tri-
fluoroethylene) with pendant perfluorosulfonic
acid groups. There are several industrial compa-
nies that supply the PFSA ionomers as resins,
membranes, or solution. Such companies include
DuPont, 3M, Asahi Kasei, Asahi Chemicals, and
Solvay Solexis. A general chemical structure of
the PFSA ionomers is shown in Fig. 1. They share
the similar chemical structure, and the differences
in them lie in the copolymer composition and the
length of the pendant side chains and/or the pres-
ence of trifluoromethyl groups. Originally,
DuPont developed the PFSAs in the 1950s. The
PFSA membranes have a history as separator
membranes in the chlor-alkali electrolysis indus-
try. In this application, the PFSA membranes are
used as single ion (Na+) conductor. Typical PFSA
membranes survive electrolysis operation under
strongly basic conditions (>30% NaOH aq.) for
more than several years retaining high current
efficiency (>95%). Due to the hydrophobicity of
fluorinated polymer main chains and strong acid-
ity of the flexible side chains, the PFSA ionomer
membranes show distinct hydrophilic/

Membrane Electrolytes, from Perfluorosulfonic Acid (PFSA) to Hydrocarbon Ionomers, Table 1 US Depart-
ment of Energy (DOE) targets in PEMs for transportation applications

Characteristics Units

Year

2010 2015

O2 crossover mA/cm2 2 2

H2 crossover mA/cm2 2 2

Area-specific resistance at

Maximum operating temperature and water partial pressures from
40 to 80 kPa

ohm cm2 0.02 0.02

80 �C water and water vapor partial pressure from 25 to 45 kPa ohm cm2 0.02 0.02

30 �C water and water vapor partial pressure up to 4 kPa ohm cm2 0.03 0.03

�20 �C ohm cm2 0.2 0.2

Maximum operating temperature �C 120 120

Unassisted start from low temperature �C �40 �40

Cost $/m2 20 20

Durability with cycling

Mechanical Cycles with <10 sccm
crossover

20,000 20,000

Chemical mA/cm2 (H2 crossover) 200 20
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hydrophobic phase separation. The sulfonic acid
groups aggregate to form hydrophilic domains,
while fluorinated main chains form hydrophobic
domains with some crystallinity. Hydrated,
hydrophilic domains (5–6 nm in diameter) contain
water molecules and become interconnected,
which are responsible for high proton transport
capability or high proton conductivity. The mor-
phology of PFSA membranes has been analyzed
by small-angle X-ray scattering (SAXS), X-ray
diffraction (XRD), small-angle neutron scattering
(SANS), transmission electron microscopy
(TEM), atomic force microscopy (AFM), and dif-
ferential scanning calorimetry (DSC) techniques
and well reviewed in the books and articles. Short
side chain and, thus, high ion exchange capacity
(IEC) and highly proton-conductive PFSAs were
developed by Dow, and the membranes were used
by Ballard Power Systems to realize high-

performance PEMFCs in the mid-1980s. Since
then, the PFSAs have been and will be the most
studied PEMs for fuel cells. The recent research
trends in PFSA membranes are summarized in
Fig. 2. In order to fulfill the abovementioned
requirements, a considerable effort has been con-
sumed especially in the last decade. They can be
classified into six items: high-temperature opera-
bility, low-humidity operability, proton conduc-
tivity, mechanical stability, durability, and cost.
Details of each approach can be found in the
literature, and because of the limited space, only
some of the representative examples are described
in the next section.

Hydrocarbon ionomers have a rather longer
history (ca. 100 years) as cation exchange resins.
Original hydrocarbon ionomers were based on the
sulfonated polystyrenes or phenol resins. In the
earliest stage of the PEMFC research, such
ionomer membranes were investigated. General
Electric (GE) invented PEMFC with hydrocarbon
ionomer membranes in the early 1960s. The oper-
ation time of the initial PEMFCs was limited by
the membrane durability. PFSA membranes have
replaced them in the mid-1960s, and since then
they have been the main option. However, the
hydrocarbon ionomer materials have been
reexamined in more detail in the last decade due
to their possible lower production cost, more
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(OCF2CF)m O−(CF2)n − SO3H

(CF2 − CF2)y

CF3

Membrane Electrolytes, from Perfluorosulfonic Acid
(PFSA) to Hydrocarbon Ionomers, Fig. 1 General
chemical structure of the perfluorosulfonic acid (PFSA)
ionomers
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freedom in molecular design and chemical modi-
fication, and better environmental compatibility
compared with PFSA ionomers. Hydrocarbon
ionomers can be roughly classified into two clas-
ses, aromatic and aliphatic ionomers depending
on their main chain structure. Most effort has been
focused on aromatic ionomers due to their chem-
ical robustness. A number of so-called engineer-
ing plastics, such as poly(phenylene)s,
polyimides, poly(arylene ether)s, and poly(ether
ether ketone)s, have been utilized as a base skel-
eton. Nevertheless, none of the existing hydrocar-
bon ionomer membranes can compete with the
PFSA ionomer membranes. The most critical
issues of hydrocarbon ionomer membranes are
still insufficient durability and large dependence
of the proton conductivity upon humidity. The
challenge is to achieve these two conflicting prop-
erties within a single ionomer membrane. Recent
effective approaches are reviewed below.

Perfluorosulfonic Acid Ionomer
Membranes

Short Side Chain PFSAs
The simplest way to improve the proton conductiv-
ity of ionomer membranes is to increase IEC, either
by using monomers with short side chains or by
increasing copolymer composition of sulfonic acid-
containing units. The former approach seems pref-
erable in terms of the mechanical properties of the
membranes. This is the case of Dow membranes,
which contain oxytetrafluoroethylene sulfonic acid
groups. Due to the synthetic difficulties involving
many reaction steps, Dow gave up supplying their

short side chain PFSAs. However, due to their high
potential as high proton-conductive PEMs, a few
kinds of short side chain PFSAs are currently avail-
able. In Table 2 are summarized chemical structure
and molecular weight of representative monomers.
Solvay Solexis has developed a simple preparation
method of the short side chain vinyl monomers,
which enabled them to produce the short side
chain PFSAs at the industrial scale [2]. Nowadays,
a number of short side chain PFSAs have been
produced at the pilot scale from several companies
[3, 4].

Figure 3 shows humidity dependence of the pro-
ton conductivity of PFSAmembranes with different
IEC values. In Fig. 4 is plotted proton conductivity
of PFSA membranes at 110 �C, 20% RH as a
function of IEC value. The data shown in both
figures clearly demonstrate that the proton conduc-
tivity increases with increasing IEC of the

Membrane Electrolytes, from Perfluorosulfonic Acid (PFSA) to Hydrocarbon Ionomers, Table 2 Structure and
molecular weight of monomers for PFSAs

Structure
Molecular weight
(g/mol) Suppliers

CF2 ¼ CF� OCF2CF� OCF2CF2 � SO2F
j

CF3

446 Du Pont, Asahi Chemicals, Asahi Glass, etc.

CF2 ¼ CF� O CF2CF2ð Þ2 � SO2F 380 3M, Asahi Kasei, etc.

CF2 ¼ CF� OCF2CF2 � SO2F 280 Dow (currently not available), Solvay
Solexis, etc.
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Membrane Electrolytes, from Perfluorosulfonic Acid
(PFSA) to Hydrocarbon Ionomers, Fig. 3 Humidity
dependence of the proton conductivity of perfluorosulfonic
acid (PFSA) membranes at 110 �C
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membrane material. However, there is still a gap in
the conductivity between the current level and the
target. The question is how high IEC would be
required to reach 0.1 S/cm. Extrapolating the current
line gives a rough value of IEC, 2–3 meq/g. Such
high-IEC membranes probably suffer from low
mechanical and dimensional stability, which has to
be addressed by appropriate molecular modifica-
tions such as cross-linking. Reinforcing with com-
patible resins (e.g., porous substrates or fabrics of
PTFEs) may also be a possible option.

In addition to the proton-conducting proper-
ties, short side chain provides additional advan-
tages, such as high glass transition temperature
and high decomposition temperature. For exam-
ple, Solvay Solexis’ short side chain PFSAs,
known as Aquivion, show a-relaxation transition
at 160 �C, which is ca. 50 �C higher than that of
the conventional long side chain PFSAs. This is a
consequence of higher crystallinity of the short
side chain PFSAs [5, 6]. Therefore, higher-IEC
membranes can be prepared from the short side
chain PFSAs with the same crystallinity (e.g.,
similar thermal and mechanical properties) with
the long side chain PFSAs or the same IEC mem-
branes with the higher crystallinity.

Terpolymers
Asahi Glass has investigated the effect of third
compounds and found that cyclic vinyl compounds,

for example, 2,2-bis(trifluoromethyl)-4,5-difluoro-
1,3-dioxole, function well to improve the thermal
and dimensional stability (Fig. 5) [7]. Similar to the
short side chain ionomers, the terpolymer PFSAs
showed higher elastic modulus and ca. 40 �C higher
softening temperature than those of the conventional
long side chain PFSAs. The water absorbability of
the terpolymers was nearly half in a wide range of
temperature.

There seems to be a number of other candidates
suitable as a third comonomer (e.g., trifluorovinyl
monomers containing phosphonic acid, sulfon-
amide, sulfonimide, and/or cross-linkable moie-
ties) [8–12]; however, high production cost of
these rather complex perfluorinated vinyl com-
pounds may be an obstacle to the practical indus-
trial applications.

Stabilized PFSAs
Despite the established durability of PFSAs as sep-
arator membranes in the chlor-alkali electrolysis,
they fail to function as proton exchange membranes
for longtime fuel cell operation. Typical PFSA
membranes degrade and have pinholes within sev-
eral hundred hours of operation under high-
temperature, low-humidity, and open-circuit voltage
(OCV) conditions. It is generally recognized that the
degradation of PFSA membranes is caused by
hydroxide (HO·) radical, which is generated by the
homolysis or the Fenton’s reaction (catalyzed by
Fe2+ ions) of hydrogen peroxide. When oxygen
reduction reaction (ORR) occurs via four-electron
process, the product is water. Instead, two-electron
process provides hydrogen peroxide as the product,
which may occasionally form both at the cathode
and the anode. At the anode where oxygen perme-
ated through the membrane can react with hydrogen
at the lower potential than that of the cathode, the
ORR is more likely to proceed via two-electron
process. Hydroperoxide (HOO·) radical would also
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form in the operating fuel cells and cause membrane
degradation similarly.

The probable degradation mechanisms (Fig. 6)
of the PFSAmembranes involving the radicals are:

1. Decomposition of the end groups [13–15]
PFSAs contain carboxylic acid groups at the

end of polymer main chains as a result of the
initiator in the polymerization reaction. The ter-
minal carboxylic acid groups can be attacked by
the radical species to produce shortened carbox-
ylic acid groups and hydrogen fluoride. The
repetition of this reaction causes unzipping deg-
radation of polymer main chains.

2. Decomposition of the pendant sulfonic acid
groups [16–18]

In the side chains of PFSA ionomers, the
sulfonic acid groups are likely to be attacked
by the radicals. Under dry or low-humidity con-
ditions, in particular, most sulfonic acid groups
are not dissociated and prone to hydrogen
abstraction reaction by the radicals. The reac-
tion gives –CF2· radicals and initiates the
unzipping degradation of polymer main chains.

In addition to these mechanisms, there may be
another degradation mechanism, in which fluoro-
carbons (–CF2�) are hydrogenated to –CH2�
with hydrogen gas and then attacked by radicals.
It is shown by solid-state NMR spectroscopy that

the side chain degradation is severer than the main
chain degradation for the stabilized PFSAs.

It has been proposed that the terminal carbox-
ylic acid (–COOH) groups can be converted to
trifluoromethyl (–CF3) groups by treating the
ionomers with fluorine gas under heated condi-
tions [15]. The degradation could be mitigated
significantly with the trifluoromethylated
ionomers. However, there remains ca. 10% of
the degradation even extrapolating the content of
terminal carboxylic acid groups to zero. The
remaining degradation is considered to be the
side chain degradation.

While some transition metal ions promote rad-
ical formation and ionomer degradation, other tran-
sition metal ions act as radical quencher and
mitigate the ionomer degradation (Fig. 7) [16, 17,
19–21]. Such ions include Ce3+ and Mn2+, having
reduction potential at 1.74 and 1.51 V at 25 �C,
respectively. These ions can reduce hydroxide rad-
icals or hydrogen peroxide to water, but not reduce
hydrogen peroxide to hydroxide radicals. The oxi-
dized ions, Ce4+ and Mn3+, could be reduced to
Ce3+ and Mn2+ by hydrogen permeating through
the ionomer membranes from the anode to the
cathode. Typically, a few to 10% of sulfonic acid
groups are ion exchanged to such transition metal
ions in order to obtain improved durability and
acceptable proton conductivity. Some membranes
have been claimed to survive OCV test at 120 �C

Decomposition of the end groups

Decomposition of the pendant sulfonic acid groups

CF2 −COOH   +     HO· CF2 −COO ·   +     H2 O

CF2 −COO ·

CF2 −OH

CF2 − OHCF2 ·

COF

COF       +     HF

+    HO·

CF2 · +      CO2

+    H2O COOH   +     HF

CF2 −SO3H     +    HO· CF2 −SO3 ·   +    H2O 

CF2 −SO3
· CF2 ·   +    SO 3

Membrane Electrolytes,
from Perfluorosulfonic
Acid (PFSA) to
Hydrocarbon Ionomers,
Fig. 6 Possible
degradation mechanisms of
perfluorosulfonic acid
(PFSA) involving oxidative
radical species
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and 18% RH and constant current (0.2 A/cm2)
operation at 120 �C and 50% RH for several thou-
sand hours. In addition to the role as effective
mitigants of chemical degradation, the multivalent
transition metal ions function as ionic cross-linkers
to render better mechanical properties to the
ionomer membranes.

New Synthetic Routes
Synthetic approaches of sulfonated perfluorovinyl
monomers are limited and require many steps.
Fluorinated cyclic compounds (sultones and epox-
ides), which are often used as raw materials, need
careful attention in handling. Such synthetic com-
plexity is one of the reasons of their high produc-
tion cost. A unique methodology to produce
sulfonated perfluorovinyl monomers has been
developed by Asahi Glass (Fig. 8) [7, 22]. The
synthetic process, as they name PERFECT
(PERFluorination of an Esterified Compound
then Thermal elimination) process, involves
perfluorination of partially fluorinated aliphatic

esters containing sulfonyl fluoride groups. The
perfluorination reactionwith fluorine (F2) is carried
out in solution. The thermal decomposition of the
perfluorinated esters gives acetyl fluorides, which
can be converted to the corresponding vinyl mono-
mers via conventional reaction pathway. This pro-
cess may be applicable to a variety of aliphatic
esters to provide new vinyl monomers with fewer
steps and at lower production cost.

Hydrocarbon Ionomer Membranes

High-IEC Ionomers with Rigid Rod Backbone
Poly(phenylene)s are probably one of the most
attractive polymer backbones for hydrocarbon
ionomers in terms of chemical stability and long-
term durability since their main chains are composed
of pure Caromatic-Caromatic bonds, which afford rigid
rod structure to the polymers. Most other hydrocar-
bon ionomers suffer from chemical degradation,
which often takes place at heterolinkages, especially
electron-donating ether and aliphatic groups, under
fuel cell operating conditions. The challenge is how
to synthesize soluble high molecular weight poly
(phenylene) ionomers (high enough to provide self-
standing membranes) and how to introduce ionic
groups. There are not many synthetic options avail-
able for poly(phenylene) derivatives compared to the
other aromatic polymers with heteroatom linkages.
Therefore, there have been a limited number of
reports for poly(phenylene) ionomers. Among

Ce4+  +   HO·  +  H+ Ce3+  +   H2O 

Ce4+  +   HOO· Ce3+  +   O2         +  H+

Ce3+  +   1/2 H2 Ce4+  +   H+

Ce4+  +   H2O2 Ce3+  +   HOO·  +  H+

Membrane Electrolytes, from Perfluorosulfonic Acid
(PFSA) to Hydrocarbon Ionomers, Fig. 7 Radical
quenching mechanism with cerium ions
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them, poly(p-phenylene) ionomers developed by
Goto et al. of JSR Corporation, Japan, are one of
the most successful examples. They have discovered
that poly(p-phenylene)s with 3-sulfobenzoyl groups
give appropriate properties as fuel cell membranes
[23]. A typical synthetic approach is summarized in
Fig. 9. The keymonomer, neopentyl 3-(2,5-dichloro-
benzoyl)benzenesulfonate, synthesized form
2,5-dichlorobenzophenone, was copolymerized
with hydrophobic dichlorocompounds via nickel-
catalyzed coupling reaction. The neopentyl ester
groups in the resulting polymers were removed via
hydrolysis to obtain the title ionomers.

The striking feature of the poly(p-phenylene)-
based ionomers is that the membranes obtained
therefrom show well-developed hydrophilic/
hydrophobic microphase separation. Such mor-
phology can be controlled by (1) copolymer com-
position, (2) chemical structure of the
hydrophobic component, (3) sequenced structure
and length of hydrophilic and hydrophobic com-
ponents, and (4) membrane preparation condi-
tions. Another characteristic of the poly
(p-phenylene)-based ionomers is that the IEC

can be higher than 3 meq/g without sacrificing
good mechanical and chemical stability of the
membranes. In Table 3 are summarized properties
of typical JSR membranes. According to the
disclosed data, the JSR membranes absorb more
water and show higher proton conductivity, better
thermal and mechanical stability, comparable
hydrolytic stability, and much lower gas perme-
ability compared to those of the conventional
perfluorinated ionomer membranes. It has been
recently claimed that the introduction of basic
groups such as pyridine and imidazole as a third
comonomer component could improve the dura-
bility of the poly(p-phenylene)-based ionomers.
The JSR membranes have been successfully
installed on Honda FCX Clarity fuel cell electric
vehicles.

Rikukawa et al. of Sophia University have also
developed a series of poly(p-phenylene) ionomers
[24–26]. The main differences from the JSRmem-
branes are that sulfophenylene groups are
connected with ether bonds in the side chain
because of the synthetic reason (Fig. 10).
(According to JSR, such extra phenoxy groups
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do not have positive effect on the properties of the
resulting ionomer membranes in terms of the pro-
ton conductivity and stability.) Rikukawa’s group
has applied post-sulfonation method so that the
phenyl groups need to be activated with electron-
donating ether groups. The advantage is that syn-
thesis of monomers and high molecular weight
polymers is easier. Their membranes showed sim-
ilar properties to the JSR membranes, supporting
the validity of the strategy to utilize rigid rod-like
main chains.

Sulfonated poly(2,5-benzophenone)s, deriva-
tives of poly(p-phenylene)s with sulfobiphenyle-
necarbonyl side chains, were synthesized by
McGrath and Ghassemi of Virginia Polytechnic
Institute and State University [27]. The base
(unsulfonated) polymers were thermally stable
up to ca. 480 �C in air and nitrogen; however,
their film-forming capability was insufficient due
to rather low molecular weight. They have also
synthesized multiblock copolymers composed of
the sulfonated oligo(2,5-benzophenone)s and
oligo(arylene ether sulfone)s to achieve higher
molecular weight and better film-forming capabil-
ity (Fig. 11) [28]. The block copolymers showed
high glass transition temperature (225 �C) due to

the arylene ether sulfone units. Proton conductiv-
ity of the membrane (IEC = 1.20 meq/g) was
measured under specific conditions (in water at
30 �C) to be 0.036 S/cm.

Cornelius et al. have synthesized a series of
unique poly(phenylene)-based polyelectrolytes
by Diels-Alder polymerization followed by post-
sulfonation (Fig. 12) [29–32]. The ionomers are
composed of sulfonated, highly phenylated poly
(phenylene)s and do not carry any heteroatoms as
their constituents except for the sulfonic acid
groups. The complete aryl backbone resulted in
a tough rigid rod material with no Tg below the
decomposition temperature. The stiffness of the
ionomer backbone did not negatively affect the
membrane properties such as water uptake
(21–137%, in water) and proton conductivity
(13–123 mS/cm, in water at 30 �C) with IECs
ranging from 0.98 to 2.2 meq/g.

More recently, poly(p-phenylene) ionomers
with simpler chemical structure have been pro-
posed by the group of Litt of Case Western
Reserve University (Fig. 13). They have synthe-
sized poly(p-phenylene)s with sulfonic acid
groups directly attached on the main chains via
Ullmann coupling reaction. Their membranes
seem promising for high-temperature operable
fuel cells in terms of the proton conductivity; the
proton conductivity of the membranes was 0.1
S/cm at 75 �C and 15% RH, which was approxi-
mately three orders of magnitude higher than that
of Nafion membrane and meets the requirements
of DOE for the year of 2015. However, it is
difficult to obtain high molecular weight polymers
via the Ullmann coupling reaction, which causes
poor mechanical properties of the membranes.

Membrane Electrolytes, from Perfluorosulfonic Acid (PFSA) to Hydrocarbon Ionomers, Table 3 Properties of
the sulfonated poly(p-phenylene) copolymer (JSR) membranes

Proton conductivity 70 �C, 80 % RH 0.1 S/cm

95 �C, 80 % RH 0.16 S/cm

Mechanical strength Elongation at break at 23 �C, 50 % RH 100 %

Stress at break at 23 �C, 50 % RH 130 MPa

Gas permeability H2 at 80 �C, dry 9 barrer

O2 at 40 �C, 90 % RH 6 barrer

Stability IEC change after 1,000 h in 95 �C water 0 %

Weight change after 1,000 h in 95 �C water 0 %

SO3H

O

O

n

Membrane Electrolytes,
from Perfluorosulfonic
Acid (PFSA) to
Hydrocarbon Ionomers,
Fig. 10 Sulfonated poly
(p-phenylene) containing
phenoxy side chains
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This issue may be improved by copolymerizing
with appropriate hydrophobic comonomers that
are more reactive in the Ullmann coupling reac-
tion and also give flexibility to the membranes.

Phosphonic acid containing poly(phenylene)s
were investigated by Kreuer’s group of Max Planck
Institute (Fig. 14) [33, 34]. m-Dichlorobenzene
containing phosphonic acid ester was polymerized
by nickel-catalyzed polycondensation reaction. The
ester groups were hydrolyzed with acid to provide
poly(m-phenylene phosphonic acid). Compared to
the sulfonated poly(phenylene) ionomers,
phosphonated analogues showed lower proton

conductivity and better thermal stability due to the
lower water affinity. The ionomer membranes are
probably not suitable for fuel cells with dry or
slightly humidified hydrogen as a fuel but may
find applications using liquid fuels such as direct
methanol fuel cells. In any case, the ionomers have
to be cross-linked or incorporated with hydrophobic
moieties in order to prevent excess swelling or
dissolving in water.

A new synthetic approach has been developed
by the same group to produce poly(phenylene)
ionomers containing merely sulfone units
connecting the phenylene rings (SPSO2)
(Fig. 15) [35, 36]. In the ionomers, each phenyl-
ene ring contains one sulfonic acid group (100%
degree of sulfonation), which corresponds to very
high IEC of 4.5 meq/g. The synthesis was carried
out in a two-step process, in which bis
(sulfophenyl)sulfone was polymerized with
sodium sulfide and then the subsequent oxidation
reaction of sulfide linkages to sulfone gave the
title ionomers. Since phenylene rings in the main

Membrane Electrolytes,
from Perfluorosulfonic
Acid (PFSA) to
Hydrocarbon Ionomers,
Fig. 11 Multiblock
copolymer of sulfonated
poly(p-phenylene) and poly
(arylene ether sulfone)
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chains are connected solely with strong electron-
withdrawing sulfone groups and not with
electron-donating groups such as ether and sul-
fide, the ionomers show high hydrolytic
(no practical desulfonation at 180 �C and high
water activity) and thermooxidative stability
(decomposition in air above 300 �C). The high
IEC afforded the ionomer membranes very high
proton conductivity in the wide temperature range
from 110 �C to 160 �C at a constant water vapor
pressure (1 atm), which corresponds to ca. 50%
and 15% RH, respectively. The proton diffusion
coefficient (calculated from the conductivity data
by the use of Nernst-Einstein equation) increased
with IEC values (Fig. 16). While the conductivity
overcomes that of Nafion by a factor of 5–7, the
ionomers are soluble in water and become brittle
in the dry state. Approaches such as blends and
graft and block copolymers are under investiga-
tion. The materials have been registered as

fumapem S (granular resin, solution, or disper-
sion) and fumion S (membranes) by the FuMA-
Tech company for commercialization.

Block Copolymers
Block copolymers have been utilized in order for
the hydrocarbon ionomer membranes to have
well-developed and interconnected ionic
domains. The strategy seems to work in many
ionomers of different molecular structures. The
block copolymer membranes show considerably
higher proton conductivity than that of the random
copolymer membranes with similar values of IEC.
For example, Kawakami et al. of Tokyo Metro-
politan University have proved that the block
copolyimides containing hexafluoropropylene
groups in the hydrophobic segment are much
more proton conductive than the random equiva-
lents [37–40]. The differences in the conductivity
were much more pronounced at low humidity.

Cl Cl Cl Cl
n

P(OEt)3

PO(OEt)2 PO(OEt)2

NiCl2 PPh3, bipy, Nal
NiCl2, Zn

HCl aq.
n

PO3H2

Membrane Electrolytes, from Perfluorosulfonic Acid (PFSA) to Hydrocarbon Ionomers, Fig. 14 Synthesis of
poly(m-phenylene phosphonic acid)

S FF F F + HS S SHS

SO3Na

SO3Na

K2CO3

O

O

S S S S

O

O

O

O

+

S S

SO3Na

SO3Na

S S
n

O

O1–n

S S S S

O

O

O

O

O

O

O

O

O

O

O

O

O

O

S S

SO3H

SO3H

n = 0.4−1.0

S S
n

O

O1–n

H2O2

Membrane Electrolytes,
from Perfluorosulfonic
Acid (PFSA) to
Hydrocarbon Ionomers,
Fig. 15 Synthesis of
sulfonated poly(phenylene
sulfone)s (sPSO2)

Membrane Electrolytes, from Perfluorosulfonic Acid (PFSA) to Hydrocarbon Ionomers 397



The proton conductivity of the block copolyimide
membranes depended strongly upon the block
chain lengths. The longer the block length was,
the higher the conductivity became. They ascribe
this effect to ionic channels of which formation
depends on the block chain length.

Similar effect was confirmed by the group of
Miyatake et al. of University of Yamanashi with
other series of sulfonated polyimides of different
main chain structures [41]. They have investi-
gated the effect of block copolymer architecture
on sulfonated polyimides containing aliphatic
segments in the hydrophobic main chains and in
the hydrophilic side chains. The block copolymer
with longest block segments (the number of
repeating unit was 150 for both hydrophilic and
hydrophobic blocks) showed the highest proton
conductivity of 2 � 10�2 S/cm at 80 �C and 48%
RH, which was comparable to that of the conven-
tional perfluorinated ionomer membrane (Fig. 17).
Well-connected hydrophilic domains, which
looked like a cloudlike belt with several hundred
nanometers in width, were observed in the trans-
mission electron microscopic images (Fig. 18).

McGrath’s group has done an extensive and
systematic study on their sulfonated poly(arylene
ether sulfone) block copolymers (Fig. 19)
[42–51]. The block copolymers are composed of
biphenol-based disulfonated arylene ether sulfone
(the so-called BPSH) units and the unsulfonated
equivalents (BPS). The investigated properties of

the block copolymer membranes include synthetic
details with different main chain linkages, spectro-
scopic analyses of the chemical structure, water
uptake, diffusion of water, proton conductivity at a
wide range of temperature and humidity, thermal
transition and decomposition, morphological ana-
lyses (atomic force microscopic (AFM) and trans-
mission electron microscopic (TEM) imaging and
small-angle X-ray scattering (SAXS) profile),
mechanical strength, and fuel cell performance.
A brief summary is:

• High molecular weight block copolymers were
obtained when reactive perfluorinated linkage
(nonafluorobiphenylene or pentaflurophenylene)
groups were attached at the both ends on
unsulfonated hydrophobic oligomers.

• The linkage groups had some effect on the
membrane properties. The fluorinated
biphenylene groups seemed to promote nano-
phase separation and thus water uptake and
proton conductivity at low humidity than the
fluorinated phenylene groups.

• The block copolymer membranes performed
much better as proton exchange membranes for
fuel cells than the random copolymers with sim-
ilar IEC, especially in terms of proton conductiv-
ity at low humidity (on the order of mS/cm at
80 �C and 30% RH, IEC = 1.5 meq/g).

• The block length rather than the IEC was more
important to dominate water uptake and proton
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Fig. 16 Proton diffusion
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ketone ketone), and Nafion
117 membranes as a
function of water volume
fraction at 30 �C (Reprinted
from Schuster et al. [36]
with permission from the
American Chemical
Society)
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conductivity, where longer block length led to
higher water uptake and higher proton conduc-
tivity. So were the nanophase separation
(or connection of hydrophilic domains)
(Fig. 20) and water diffusion coefficient.

• In the hydrated block copolymers, more freez-
ing water (free and loosely bound water to
sulfonic acid groups) existed than in the ran-
dom copolymers due to the developed

morphology (Table 4). The block length
should be longer than 10 kDa in order to have
noticeable improvement on the morphological
order and proton conductivity.

• In addition to the block length and IEC values,
casting conditions (such as the solvent and drying
temperature or solvent removal rate) did have
significant impact on membrane morphology
and properties.

• The block copolymer membrane performed in
an H2/air fuel cell at 100 �C and 40% RH
comparable to Nafion membrane.

These findings are, more or less, applicable to
the other hydrocarbon ionomers and useful to
tailor the higher order structure and properties of
ionomer membranes.

Polymers with Sulfonic Acid Clusters
In order to overcome the trade-off relationship
between water uptake and proton conductivity
(high conductivity can be achieved with high-
water-absorbing membranes), Hay’s group at
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McGill University has proposed a unique strategy.
They have synthesized poly(arylene ether)s
containing nanoclusters of up to 18 sulfonic acid
groups either tethered on the end groups or dis-
tributed in the main chains (Fig. 21)
[52–58]. Membranes therefrom showed signifi-
cantly phase-separated (worm-like or large hydro-
philic domains) and highly connected
morphology in the TEM images. The highest pro-
ton conductivity at 120 �C was 3.1 mS/cm at 10%
RH and 10.5 mS/cm at 30% RH for a membrane
with IEC = 1.0 meq/g. The reported conductivity
values were extremely high compared to those of
the other hydrocarbon ionomer membranes with
such low IEC and even higher than those of
Nafion under the same conditions, 1.7 mS/cm
(at 10% RH) and 4.0 mS/cm (at 30% RH),

respectively. The membrane absorbed ca. double
amount of water compared to the Nafion mem-
brane, which is thought to be responsible for the
high proton conductivity.

Ueda and his coworkers of Tokyo Institute of
Technology confirmed this strategy with their
sulfonated poly(arylene ether sulfone)s (Fig. 22)
[59–61]. Their polymers contain highly
sulfonated moieties (up to ten sulfonic acid groups
per repeating unit) randomly distributed in the
main chains. Large difference in the polarity
between highly sulfonated units and hydrophobic
units caused the formation of defined phase-
separated structures and well-connected proton
pathways. The proton conductivity of the ionomer
membrane with IEC = 2.38 meq/g was compara-
ble to that of Nafion 117 at >30% RH, 80 �C.
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Miyatake et al. have combined two strategies
in a single polymer architecture (multiblock
copolymers containing sulfonic acid clusters in
their hydrophilic blocks) [62]. They have suc-
cessfully synthesized a series of multiblock
poly(arylene ether sulfone ketone)s (SPESKs)
containing fully sulfonated fluorenylidene

biphenylene units (Fig. 23) [63, 64]. The well-
controlled post-sulfonation reaction of the pre-
cursor polymers enabled preferential sulfonation
on each aromatic ring of the fluorenylidene
biphenylene groups with 100% degree of sulfo-
nation. The ionomer membranes showed unique
morphology with well-developed hydrophilic/

Membrane Electrolytes, from Perfluorosulfonic Acid
(PFSA) to Hydrocarbon Ionomers, Fig. 20 Atomic
force microscopy (AFM) (top) and transmission electron
microscopy (TEM) (bottom) images of BPSH-6FK multi-
block copolymer membranes: (a) BPSH5-6FK5, (b)

BPSH10-6FK10, and (c) BPSH10 for AFM or BPSH15
for TEM-6FK15. Numbers represent molecular weight of
each block component in kDa (Reprinted from Lee et al.
[47] with permission from Wiley Interscience)

Membrane Electrolytes, from Perfluorosulfonic Acid (PFSA) to Hydrocarbon Ionomers, Table 4 States of water
molecules in the BPSH (random), BPSH-BPS (block), and Nafion membranes

Membrane
IEC
(meq/g)

Total water
(la)

Tightly bound water
(la)

Loosely bound water
(la)

Free water
(la)

BPSH30 1.34 12 4 8 0

BPSH3-BPS3 1.33 12 7 5 0

BPSH5-BPS5 1.39 13 8 5 0

BPSH10-
BPS10

1.28 26 10 8 8

Nafion 112 0.90 17 3 9 5
aNumber of water molecules absorbed per sulfonic acid group
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hydrophobic phase separation, depending on the
block length of each segment. It was concluded
that longer block length and/or higher IEC
resulted in larger and better-connected hydro-
philic clusters under dry conditions, while the
morphology was less dependent on these factors
under fully hydrated conditions. The multiblock
copolymer membrane with IEC = 1.62 meq/g
showed much higher proton conductivity than
that of the random copolymer membrane with
similar chemical structure and IEC (Fig. 24).
The proton conductivity was similar or even
higher compared to that of Nafion over a wide
humidity range. The membrane retained high
proton conductivity at 110 �C. The high conduc-
tivity resulted from the high proton diffusion
coefficient. Longer block length seemed effec-
tive in increasing proton diffusion coefficient,
which coincided with the morphological obser-
vations. The multiblock copolymer membranes
were stable to hydrolysis in water at 140 �C for
24 h or at 100 �C for 1,000 h. The membranes
degraded to some extent under harsh oxidative
conditions (in Fenton’s reagent), which is the fate
of hydrocarbon ionomer compounds. Oxidative
degradation is likely to occur at phenylene

carbon atoms ortho to the ether bonds by the
attack of highly oxidative hydroxyl radicals.
The multiblock copolymer membrane showed
much lower gas permeability than Nafion, while
humidity dependence of the permeability was
different between hydrogen and oxygen. Hydro-
gen permeability showed reverse volcano-type
dependence on the humidity, decreased slightly
with humidification, and then increased with fur-
ther humidification. Oxygen permeability simply
increased with humidity. Such humidity depen-
dency of oxygen permeability was similar to that
of Nafion, however, not observed in the random
copolymer membranes. The low gas permeabil-
ity could mitigate their oxidative instability since
hydrogen peroxide as a by-product is potentially
less produced when the gas permeation through
the membranes is low. A fuel cell was success-
fully operated with the multiblock copolymer
membranes at 30% and 53% RH and 100 �C
(Fig. 25). The current density was 250 mA/cm2

at 30% RH and 410 mA/cm2 at 53% RH at a cell
voltage of 0.6 V. The high proton conductivity of
the membrane at low RH and high temperature
was well confirmed in practical fuel cell
operation.
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Fig. 24 (a) Water uptake
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Zhang et al. of Changchun Institute of Applied
Chemistry have also confirmed the similar strat-
egy with their unique multiblock copolyimide
ionomers, in which hydrophilic blocks were com-
posed of disulfonated dianhydride and
disulfonated diamine (each aromatic ring was
sulfonated) (Fig. 26) [65]. While they have not
done morphological investigations, the high con-
centration of the sulfonic acid groups in the hydro-
philic block was effective in enhancing water
absorbability and proton conductivity of the poly-
imide ionomer membranes (Fig. 27). For exam-
ple, their high-IEC (2.69 meq/g) block copolymer
membranes were much more proton conductive
than the random equivalent, and the highest con-
ductivity at 50% RH and 70 �C was 3.2 � 10�2

S/cm for the multiblock copolyimide with the
50 repeating units in the hydrophilic blocks. The
multiblock copolyimides showed lower proton
concentration as a consequence of the higher

water uptake; however, higher proton mobility
compensated the proton concentration. Hydroly-
sis remains an issue for the polyimides, and the
block copolymer architecture did not help
improve the hydrolytic stability (the fact is that
the block copolymers were more susceptible to
hydrolysis due to the higher water uptake).

Polymers with Pendant Acidic Groups
One of the reason for Nafion to have well-
developed phase separation and interconnected
ionic channels lies on its chemical structure that
contains acid groups at the end of flexible
perfluoroalkyl ether side chains. The introduction
of pendant sulfonic acid groups has been investi-
gated for the aromatic polymers such as poly-
benzimidazoles, polyimides, and poly(arylene
ether)s, to confirm whether a similar effect can
be obtained without perfluorinated chains
(Fig. 28). In most cases, flexible side chains
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between the aromatic main chains and the acid
groups improve morphology and proton conduc-
tivity but not as striking as that in Nafion. For
example, Jiang et al. of Jilin University have
developed a series of poly(arylene ether sulfone)
s containing long pendant acidic
(sulfopropylbenzoyl, sulfopropoxybenzoyl, or
sulfophenoxybenzoyl) groups [66–71] (a), in
which membrane ionic clusters of ca. 10–20 nm
in diameter were confirmed via TEM observation
but rather isolated from one another. When

relatively higher sulfonic acid concentration was
applied, ionic clusters became larger (ca. 40 nm in
diameter) and better interconnected. Poly(arylene
ether sulfone)s containing pendant sulfonaphthyl
groups (b) were synthesized by Manthiram’s
group at the University of Texas at Austin
[72]. Their membranes outperformed Nafion
115 membrane in DMFC operation, while the
effect of pendant naphthyl groups was not well
investigated. Jannasch et al. of Lund University
proposed poly(arylene ether sulfone)s tethered
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with hyper-acidified pendant groups (two or more
sulfonic or phosphonic acid groups per pendant
unit) (c) [73, 74]. By concentrating acidic groups
locally onto the side chains, a distinct phase

separation between hydrophobic polymer main
chains and hydrophilic pendant groups was
achieved. The water uptake of these kinds of
ionomer membranes seemed rather high, and
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thus cross-linking or incorporation of inorganic
additives may be needed to avoid excess swelling.

Recently, more developed ideas on the pendant
acidic groups have been proposed by several
research groups. Such include graft copolymers
or comb-shaped ionomers, in which ionic grafts
were substituted onto aromatic main chains.
Jannasch et al. have further developed their
above ideas by grafting poly(vinylphosphonic
acid) (PVPA) onto poly(phenylene ether sulfone)
s (c) [75]. Such molecular architecture caused
phase separation and dual glass transition temper-
ature due to the inherent miscibility of the stiff and
hydrophobic polymer backbones and strongly
hydrogen-bonded phosphonic acid side chains.
The membrane with 57 wt% of the PVPA content
showed 4.6 mS/cm (dry) and 93 mS/cm (100%
RH) at 120 �C. Still, the water uptake of the
membrane was rather high and should be
improved.

Guiver et al. of the National Research Council,
Canada, developed comb-shaped poly(arylene
ether) electrolytes containing two to four sulfonic
acid groups on aromatic side chains (d) [76]. Their
membranes showed relatively high proton con-
ductivity and well-developed and continuous
ionic domains. However, trade-off relationship
between water uptake and proton conductivity of
their membranes was not better than that of
Nafion. In order to pronounce the hydrophilic/
hydrophobic differences, another series of comb-
shaped aromatic ionomers with highly fluorinated
main chains and flexible poly(a-methyl styrene
sulfonic acid) side chains were developed
[77]. The membranes seemed to have better prop-
erties than their previous version; however, chem-
ical instability of the side chains needed to be
improved.

Hydrocarbon Polymers with Superacid
Groups
One of the significant differences between hydro-
carbon ionomers and perfluorosulfonic acid poly-
mers is acid groups. The pKa value of
benzenesulfonic acid (PhSO3H) is �2.5 and that
of trifluoromethanesulfonic acid (CF3SO3H) is
�13. The pKa value was estimated to be ca. �1
for sulfonated polyether ketone and ca. �6 for

Nafion membranes [78]. Therefore, the effective
proton concentration and proton mobility should
be lower in the hydrocarbon ionomer membranes.
Without appropriate molecular design such as
multiblock copolymer and sulfonic acid clusters
as mentioned above, hydrocarbon ionomer mem-
branes lack well-developed ionic channels due to
less pronounced hydrophilic and hydrophobic
phase separation, which causes the lower proton
conductivity at low humidity.

Yoshimura and Iwasaki of Sumitomo Chemi-
cal Co. have synthesized aromatic ionomers
containing pendant perfluorosulfonic acid groups
(Fig. 29) [79]. Poly(arylene ether sulfone) was
brominated and then perfluorosulfonated via
Ullmann coupling reaction in the presence of cop-
per catalyst. The IEC was controllable up to 1.58
meq/g. The obtained ionomer membranes
behaved very differently from the typical
sulfonated aromatic ionomer membranes. Charac-
teristic hydrophobic/hydrophilic separation
(ca. 3–4 nm) was observed in the small-angle
X-ray scattering (SAXS) analyses of the hydrated
samples. The ionic clusters were slightly smaller
than those of Nafion membrane. The superacid
groups were effective in improving thermal and
mechanical properties of poly(arylene ether sul-
fone) ionomers as confirmed by dynamic mechan-
ical analyses (DMA) and tensile testings. The
superacidified ionomer membranes showed sev-
eral times higher proton conductivity than that of
the typical sulfonated poly(arylene ether sulfone)
ionomers with similar IEC at 80 �C, 50–90% RH.

Miyatake et al. have also confirmed the posi-
tive effect of superacid groups on the properties of
the poly(arylene ether) ionomers [80, 81]. They
have synthesized poly(arylene ether)s containing
pendant superacid groups on fluorenyl groups
(FSPEa-c) (Fig. 30) via similar method as that of
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Sumitomo Chemical Co. The superacid-
containing ionomer membranes showed similar
thermal and gas permeation properties to those
of the conventional sulfonated aromatic ionomers.
Instead, their morphology was more similar to that
of Nafion.Well-developed hydrophilic/hydropho-
bic phase separation was observed, while the
hydrophilic clusters were somewhat smaller than
those of Nafion. More significant difference was
observed in water uptake and proton conductivity
(Fig. 31). For example, proton conductivity of
superacid-containing ionomer membrane
(IEC = 1.40 meq/g) was ca. 2 mS/cm at 80 �C
and 20% RH, which was considerably higher than
that (0.02 mS/cm) of conventional sulfonated
poly(arylene ether)s (SPE, IEC = 1.59 meq/g)
under the same conditions. The two membranes
showed very similar water uptake behavior at a
wide range of humidity. The results imply that the
superacid groups utilize water molecules more
efficiently for proton conduction than arylsulfonic
acid groups. Their study revealed that the main
chain structure seemed to affect the properties and
could be optimized for further improvement of the
properties. The membrane showed good fuel cell
performance at 80 �C and 78 or 100% RH; how-
ever, the performance became lower under lower-
humidity conditions.

Hirakimoto et al. of Sony Co. have developed a
unique ionomer containing superacid-substituted
fullerene groups in the main chain (Fig. 32)
[82]. Fullerene was substituted by averaging
7.1–8.4 superacid groups and was polymerized
and cross-linked with 1,8-diiodoperfluorooctane
to give the polymer with IEC = 1.88

meq/g. The ionomer was thermally stable up
to 240 �C as confirmed by TG analyses in
dry nitrogen and showed high proton conductivity
(2 � 10�2 S/cm) at 25 �C and 50%RH as a pellet.

n
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Since the material did not seem to have good film-
forming capability by itself, composite mem-
branes with poly(vinylidene difluoride) (PVDF)
were investigated. The composite membrane
containing 20 wt% of PVDF outperformed
Nafion membrane in DMFC operation. The max-
imum power density of ca. 110 mW/cm2 was
achieved.

Composite Membranes
It has been proposed that modification of ionomer
materials with hygroscopic oxides such silica,
titania, tungsten oxide, zirconia, and zirconia
phosphate could improve membrane properties.
Introduction of nanoparticles of such oxides has
been claimed to increase water affinity and reduce
evaporation of water at high temperature and/or
low humidity. The original research stems from
Nafion composites [83–85], and recently, consid-
erable effort has been devoted to apply the meth-
odology to hydrocarbon ionomers. Some of the
composite membranes showed better mechanical
properties and lower gas or methanol permeabil-
ity; however, the composite effect on the proton
conductivity was not very obvious or even nega-
tive in some cases. In addition to the chemical and
physical state of the inorganic additives, mem-
brane fabrication procedure also seems a crucial
factor since it affects membrane morphology and
miscibility of inorganic additives with the matrix.
Therefore, detailed and careful analyses are
required to discuss the effect of additives. It is
beyond the scope of this entry to review the com-
posite membranes. A few of the recent examples
are introduced.

The group of GKSS Research Centre, Ger-
many, extensively researched the effect of a vari-
ety of inorganic nanoparticles on the properties of
aromatic ionomermembranes [86–93]. Composite
membranes were prepared from silicates and
sulfonated poly(ether ketone)s or sulfonated poly
(ether ether ketone)s. For DMFC applications, the
composite membranes showed promising proper-
ties with lower methanol and water permeability
and comparable (or higher) proton conductivity
compared to the parent polymer membranes. The
flux of water and methanol decreased with the
increase in content of silicates.

In the case of sulfonated poly(phthalazinone
ether ketone)s being used as a matrix, composite
membranes showed less swelling in water and
methanol and better mechanical and thermal sta-
bility, but lower proton conductivity [94, 95]. The
results suggest that the amount of inorganic addi-
tives has to be optimized for each ionomer mate-
rial and fuel cell operation conditions. Addition of
5 wt% of silica was optimum for poly
(phthalazinone ether ketone)s to obtain high
OCV and high power density of DMFC with 3M
methanol at 70 �C.

It has been proposed that hybrid membranes
are more proton conductive at low humidity than
the parent polymer membranes. For example, zir-
conia phosphate (ZrP) was formed in the
sulfonated poly(arylene ether sulfone). Nano-
particles of zirconia phosphate were homoge-
neously distributed in the membranes as
crystalline a-zirconium hydrogen phosphate
hydrate [96]. The composite membrane (with
ZrP up to 50 wt%) showed 3.7 � 10�3 S/cm of
the proton conductivity at 90 �C, 30% RH, which
was ca. 5 times higher than that of the parent
polymer membrane under the same conditions. It
is claimed that the composite effect depends upon
interfacial contact between the polymer matrix
and additives and inappropriate preparation pro-
cedure could result in opposite effects.

In order to take more advantage of the effect of
incorporated inorganic additives and to produce
highly proton-conductive composite membranes,
Miyatake et al. have utilized 3-trihydroxysilyl-1-
propanesulfonic acid (THOPS) as a precursor of
the inorganic component (Fig. 33) [97]. THOPS

(CF2)8

[(CF2)2O(CF2)2SO3H]7.1–8.4

n

Membrane Electrolytes, from Perfluorosulfonic Acid
(PFSA) to Hydrocarbon Ionomers, Fig. 32 Superacid-
modified polyfullerene
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has a sulfonic acid group covalently bonded to
a silicon atom through aliphatic chain. The
in situ sol-gel process in the polymer electrolyte
matrices gave composite membranes containing
sulfopropylated polysilsesquioxane ({SiO3/2

(CH2)3SO3H}n; SiOPS). Two different ionomers,
sulfonated polyimides and sulfonated poly
(arylene ether)s, were used as matrices. In the
STEM images of the Ag-stained membrane sam-
ples, the ionic domains of approximately 5 nm in
diameter were observed which were well
connected to each other. The connectivity of the
ionic domains was significantly improved com-
pared to that of the parent matrix membrane, while
the size of the spherical ionic clusters did not alter.
It is thought that the ionic domains result from the
aggregation of sulfonic acid groups both from the
matrix polymer and SiOPS. Energy Dispersive
X-ray (EDX) analyses of the composite samples
support highly dispersed SiOPS. These results
suggest that well-dispersed nanocomposite mem-
branes were formed. Nanocomposite membranes
thus obtained showed much higher proton con-
ductivity (up to 30 times) than that of the original
membranes and accordingly less dependence of
the conductivity upon the humidity. The ionomer
properties such as thermal, hydrolytic, and oxida-
tive stability and gas permeability were rather

unaffected by the SiOPS. The methodology
seems to be versatile as confirmed by the two
different series of polymer electrolytes, although
the miscibility with SiOPS depended on the
matrix polymer.

Future Directions

The success of fuel cell industry depends greatly on
the membrane technology. Since the biggest mar-
ket of fuel cells will lie in the electric vehicles, most
of the effort on the development of proton
exchangemembranes has been and will be devoted
to high-temperature and low-humidity
(or nominally dry) operable membranes. In the
last decade, PFSAs have achieved a significant
progress and probably meet most of the require-
ments for the commercialization of fuel cell vehi-
cles. At least, reasonable performance and
durability can be obtained under well-controlled
operating conditions using relatively large balance
of plant (BoP). On a long-term basis, the current
situation is not acceptable, and more effort has to
be made in developing better (possibly, non-
fluorinated) ionomer membranes that fulfill all the
abovementioned requirements. This indicates that
investment in such research is essential.
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There is no doubt that the PFSA membranes
take initiative in this field and contribute a great
deal in the commercialization and wide diffusion
of fuel cells in the early stage. In terms of envi-
ronmental compatibility (recyclability or dispos-
ability) and production cost, the PFSA
membranes would better be replaced with non-
fluorinated alternative materials within the next
decade. Challenge is how to achieve comparable
conductivity and durability with the non-
fluorinated membranes. Unfortunately, no alterna-
tive materials have overcome the trade-off rela-
tionship between these two incompatible
properties. Aromatic hydrocarbon ionomers are
one of the possible candidates and run next to
PFSAs in the race of membrane development.
While a number of effective approaches have
been proposed, there still remains a significant
gap between them. Alternative membranes can
show comparable conductivity to PFSAs by
absorbing more water; however, such excessive
hydrophilicity results in chemical and mechanical
instability. All hydrocarbon membranes tend to
show severer decrease of proton conductivity
with decreasing RH compared to the conductivity
of PFSA membranes. A technological break-
through is certainly required.

Due to the limited space, the other important
role of proton-conducting materials as a binder in
the gas diffusion electrode has not been men-
tioned in this entry. In order to maximize poten-
tial activity of catalysts (both for the oxygen
reduction and hydrogen oxidation catalysts), the
ionomer materials are expected to function dif-
ferently from the membranes. In addition to the
basic properties such as proton conductivity and
durability, the binder materials are required to
permeate reactant gases and discharge product
water. Excess swelling under hydrated condi-
tions often disturbs oxygen from diffusing onto
the catalyst surface. The membranes are gener-
ally flat and rather thick (>10 mm), while the
binders cover uneven nanostructured catalysts
on carbon black in several nm thickness. The
ionomers may behave differently in such thin
layers; however, there have been few research
works on this topic, particularly for non-
fluorinated ionomers. Although some non-
fluorinated ionomers are claimed to perform

comparably to Nafion as membranes, they show
considerably lower performance as a binder in
the gas diffusion electrode in most cases. These
issues need to be addressed more carefully and
extensively in order to realize high-performance
fluorine-free fuel cells.
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Glossary

Ionomer membranes ionomers that are cast,
fabricated, and used as a bulk material with a
thickness on the order of micrometers. Most
PEMs in fuel cells are 10 to 200 mm thick but
are expected to be thinner and robust for sus-
tainable cell performance.

Ionomer thin films ionomers that are cast on,
and interact with, a support material
(substrate) thereby forming a thin film with
a thickness on the order of nanometers. In
fuel cell catalyst layers (CLs), ionomers
exist as nanometer-thick electrolyte film
responsible for transporting ions and reac-
tants to catalyst sites, where electrochemical
reactions occur.

Ionomer an ion-containing polymer chemically
composed of charged (ionic) groups tethered to
an electrically neutral polymer backbone. The
fixed ionic groups are neutralized by the
mobile counterions of opposite charge, which

act as charge carriers, thereby giving the
ionomer its inherent ion-conductive function-
ality. Ionomers are commonly used as the PEM
in fuel cells.

PFSA (perfluorosulfonic acid) a fluorocarbon-
based sulfonated ionomer, which is a random
copolymer of a polytetrafluoroethylene
(PTFE) backbone and a randomly tethered
polysulfonyl fluoride vinyl ether side chain
terminated by the polar sulfonic acid ionic
group, SO3

�, that is associated with a specific
counterion, most commonly a proton (e.g.,
SO3

� + H+ ! SO3H). Nafion
® is a commer-

cially available PFSA developed by DuPont in
the 1960s, which has since been adopted as a
benchmark PEM in fuel cells.

Proton exchange membrane (PEM) a poly-
meric membrane that separates the electrodes
in an electrochemical device, such as a fuel
cell, and conducts protons between the elec-
trodes while separating their reactant gases.

Definition of the Subject

In polymer-electrolyte fuel cells (PEFCs),
ionomers play a key role not only as a proton
exchange membrane (PEM) but also as
nanometer-thick electrolyte “thin films” within
porous catalyst layer (CL) structures, where they
bind and cover the catalytic particles and provide
transport pathways for the ions and reactant spe-
cies. An ionomer’s properties and functionality
are governed by its hydration-dependent nano-
structure, which separates into hydrophilic trans-
port pathways and hydrophobic polymer matrix.
As the ionomer is confined to nanometer thick-
nesses in the CLs, its intrinsic nano-morphology
and resulting transport properties deviate from
bulk membrane behavior. These deviations in
properties manifest themselves as additional resis-
tance to transport of active species that are key for
driving the desired electrochemical reactions.
Thus, some of the performance losses observed
in the cell are rooted in the catalyst ionomer and its
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local environment and interactions therein. In
thin-film form, the ionomer forms dynamic inter-
faces with the air and substrate, which impose
stronger impact on ionomer’s structure/function-
ality. This interplay between the confinement and
dynamic interactions controls the catalyst
ionomer’s properties, which affects the local
transport resistances in CLs, and ultimately
PEFC performance.

Introduction: Ionomers in Fuel Cells

Perfluorosulfonic acid (PFSA) ionomers are ion-
conducting polymers commonly used as the solid
electrolyte/separator in electrochemical energy
conversion and storage devices where they pro-
vide multiple functionalities such as ion conduc-
tivity, gas separation, and solvent transport.
Similarly, in polymer electrolyte fuel cells
(PEFCs), PFSA ionomers have been widely stud-
ied and used as the PEM with a thickness on the
order of micrometers (10 to 200 mm); yet, increas-
ingly important, but less explored, is the role of
ionomers as thin films and the interfaces they form
within the heterogeneous catalyst layer structures,
where electrochemical reactions occur (see
Fig. 1). In particular, the latter phenomenon of
confinement could have important implications
for the mass-transport limitations in catalyst
layers and PEFC performance, which are strongly
related to the transport resistances occurring
within the ionomer thin film and at its interfaces.

In a catalyst layer (CL), the ionomer functions
as nanometer-thick electrolyte film binding the
catalyst particles together and facilitating proton
transport through the layer and gas and water
transport to and from the catalytic sites. A CL is
a heterogeneous porous structure to increase
electrocatalytically active surface area, where the
ionomer thin film provides proton transport path-
ways to platinum particles, the carbon particles
provide electron conduction, and the pores enable
gas/liquid transport (see Fig. 1). Thus, while the
ionomer’s proton transport functionality persists
throughout the membrane-electrode assembly,
i.e., from PEM to CLs, and is critical to the cell
performance, the ionomer’s gas transport

functionality differs significantly within the cell.
Ionomer as a PEM functions not only as a solid
electrolyte but also as a (gas) separator requiring
low O2 permeability, whereas the ionomer in the
cathode CL must allow ingress of O2 molecules
from pores to the catalytic Pt sites, where they
meet electrons (transferred through carbon) and
reduce O2 to water (Fig. 1). Hence, an ionomer’s
gas transport functionality exhibits a striking con-
trast between PEM (gas impermeable) and CL
(gas permeable), understanding and optimization
of which is critical for cell design and perfor-
mance [1–15].

The current state of CL diagnostics data sug-
gests that the local resistance arising from the
ionomer/Pt interfaces in CL decreases with
increasing Pt loading, [1, 2, 6–15] exemplifying
how the performance and cost could be
intertwined [1, 7] (also see the chapter ▶ “Proton-
Exchange Membrane Fuel Cells with Low-Pt
Content” by A. Kongkanand). The overall reaction
rate in the cathode CL is slow due to the formation
of water, the four-electron process of O2 reduction,
and the use of air as the O2 carrier, thereby resulting
in dramatic performance losses. Because the oxy-
gen reduction reactions (ORR) take place at the
ionomer/Pt interface, ionomer interactions are
believed to play a key role in controlling the trans-
port resistance in CLs. The contributions to the O2

transport resistance in CLs illustrated in Fig. 1:
(i) O2 transport at the ionomer/air interface, (ii) O2

permeation and diffusion through the ionomer film,
and (iii) O2 permeation at the ionomer/Pt interface.
Despite distinct physicochemical natures of each
mechanism, they are all related to the behavior of
ionomer moieties and their interaction with the
water and gas molecules, as well as the substrate
composition. Given the unequivocal goal of reduc-
ing the Pt loading (and cost), these transport phe-
nomena create an intriguing performance-cost
trade-off, which is considered one of themost critical
challenges that must be addressed in PEM fuel cells
to make them a competitive technology [1, 2, 7].

Ionomers exist in CLs with a distribution of
thicknesses ranging from 7 to 15 nm [2, 4, 16],
which could be influenced by several design
parameters, such as the ratio of carbon to ionomer
(C/I), porosity, Pt loading, as well as CL
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fabrication method. Thus, the ionomer thickness
(distribution) is likely to change with the ionomer
fraction in the CL, which affects the surface area
and mass activity of CL therein [10–12, 17]. Sim-
ilarly, water uptake behavior of catalyst ionomer
changes with C/I ratio [3, 9, 10, 17, 18], type of
carbon support [6], Pt loading [18], as well as
pretreatment [18]. The nature of Pt surface also
impacts the water uptake; catalyst ionomer under
reducing environment absorbs less water due to
the removal of oxide layer, the presence of which
creates a oxide-rich PtO layer that is more polar
and hydrophilic [19]. The complex structure of
CL, wherein the ionomer film formation and prop-
erties are controlled by a multitude of parameters
listed in Table 1, has driven the need for develop-
ing model systems for ionomers. Thin-film
ionomers serve this purpose with an idealized
representation of CL ionomers (Table 1). Thin
films are prepared by casting a diluted ionomer
dispersion onto a uniform, homogenous support
substrate followed by thermal treatments and

other post-processing treatments. The most com-
monly used technique is spin casting, where the
ionomer dispersion with a dilute concentration of
solid is cast on a substrate spinning at a controlled
rate, followed by other methods such as self-
assembly or drop casting on a substrate. Due to
the distinct nature of these processes, casting
methods and conditions influence the structure/
property relationship of the ionomer film, as do
the substrate and the dispersion solvents, because
of their interaction with the ionomer moieties
[20]. As the casting and dispersion solvent also
affects both the CL structure and PEM [2, 21–23],
fundamental investigation of such processing
effects in ionomer thin films could be beneficial
for developing material solutions for improved
cell performance. The key aspects and parameter
space of thin films and their diagnostics are shown
in Table 1 and Fig. 2, respectively. Even though
thin films underestimate the heterogeneity and
binary interactions in CL ionomers, they nonethe-
less provide a mean to isolate and study some of

Ionomer Thin Films in PEM Fuel Cells, Fig. 1 Role of ionomers in PEM fuel cells as an ion-conducting polymer
electrolyte membrane (PEM) and catalyst ionomer in the electrodes
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these effects in an effort to identify the governing
factors and phenomena. Thus, ionomer thin films
allow characterizing an ionomer’s morphology,
measuring its swelling and transport properties,
and probing its interactions with the substrate,
under controlled environments. Such investiga-
tions, in most cases, require techniques specifi-
cally suited for thin films that are distinct from
those used to characterize bulk membranes (see
Fig. 2).

The challenges common to these techniques
include significantly less volume occupied by
the thin films and the influence of the substrate
composition on the ionomer, which requires a
careful examination and analysis of the measured
properties. Nevertheless, most surface character-
ization techniques are applicable to both bulk
and thin-film form of the ionomer, and any
observed difference between the two could also
be used to study the interfacial effects and their
domain of influence through the thickness of
the ionomer.

Ionomer Thin Films

A PFSA ionomer is comprised of hydrophilic
domains of 3 to 6 nm that are interconnected

and form a phase-separated network at longer
length scales (100s of nm), which ultimately
controls its macroscopic properties. When the
thickness of ionomer is reduced to 100 nm or
below, its constituent chains and moieties are
confined to volumes comparable to its character-
istic domain size, thereby losing their ability to
form a bulk-like morphology. Such nano-
confinement of an ionomer also amplifies the
overall impact of the substrate interactions on
the thin film, which, in turn, could further restrict
the ionomer moieties’ mobility and cause addi-
tional nanostructural changes, as highlighted in
Fig. 3.

Even though confinement effects in polymer
thin films have long been of interest [47–52], their
application to charge-containing ionomer thin
films used in PEM fuel cells has garnered interest
only recently [6, 9, 20, 25, 27, 30, 32, 33, 36, 37,
53–57], due primarily to the need for understand-
ing the ionomer behavior in PEFC electrodes
[1, 2, 7–9, 13, 14].

Confinement effects are strongly intertwined
with the surface morphology and properties of
bulk ionomers (i.e., PEM), where the ionomer
forms a thin layer of interfacial “skin” that
behaves differently from the ionomer in the

Ionomer Thin Films in PEM Fuel Cells, Table 1 Comparison of ionomers in fuel cell catalyst layers and ionomer
thin films as model systems

Catalyst layer ionomer Ionomer thin film

Use/function PEM fuel cell electrode Thin-film model system

Film formation Through casting and processing of catalyst inks containing
ionomer dispersion

Casting from a dispersion onto a
support substrate (e.g., spin casting)

Design and
structure

Heterogeneous porous structure where ionomer covers
particles on nonplanar surfaces

Homogeneous, macroscopically
uniform structure on a planar
substrate surface

Design and
material
parameters

Carbon and Pt type and fraction, ionomer content, CL
thickness and porosity, coating method and conditions,
ionomer chemistry, casting solvent

Substrate, ionomer chemistry,
casting solvent (dispersion), casting
method and conditions

Thickness Varies with spatial distribution, C:I ratio, and Pt loading Constant film thickness controlled
during casting

Interactions Dynamic interactions with catalytic particles including
carbon and platinum

Interactions with the substrate

Operational
parameters

RH, T, potential and time RH, T, potential and time

Conditioning Cell conditioning and break-in protocols affecting ionomer Thermal and solvent annealing of
films after casting

420 Ionomer Thin Films in PEM Fuel Cells



internal regions (see Fig. 3). This surface layer in
bulk ionomer could influence the membrane’s
transport properties by controlling the mass trans-
port of species through its interface [58–61],
although the membrane’s overall behavior is still
controlled by its internal regions, which constitute
the majority of the material’s volume (Fig. 3). As
the thickness of the ionomer is reduced to sub-
micrometer values, however, the interfacial
effects are more pronounced. In the thin-film
motif, in contrast with the ionomer’s open surface

that creates an interfacial layer, its other surface
interacts with the solid substrate. Therefore, an
ionomer thin film’s behavior is influenced by
these two key interactions, both of which propa-
gate through the ionomer thin film, but in the
opposite directions, and perhaps with different
strengths (Fig. 3). Once the film thickness reaches
below 100 nm, a strong interplay between the
confinement and substrate interactions controls
the ionomer’s nanostructure and properties. As
the film thickness approaches 10s of nanometers,

Ionomer Thin Films in PEM Fuel Cells,
Fig. 2 Comparison of characterization and diagnostic
techniques commonly used for bulk ionomers and thin-
film ionomers, which are conceptualized with simplified
schematics for selected techniques. Additional information

on technique can be obtained in the references [20, 24] and
[25–29] for morphology [20, 27, 30–33], for swelling and
uptake [34–37], for conductivity [26, 38], for mechanical
properties [8, 13, 15, 39], for microelectrode [40–46], and
for spectroscopy techniques
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i.e., comparable to CL ionomers, the impact of
substrate interactions becomes dominant. Thus, in
the thin-film regime, ionomer properties deviate
significantly compared to its bulk form (i.e.,
PEM), and the magnitude of these deviations
depends on the substrate and the environment
(Fig. 4).

Recent years have witnessed a significant
effort dedicated toward understanding PFSA thin
films, which exhibit reduced transport properties
compared to those of bulk films due to
abovementioned confinement effects [1, 20, 27,
32, 33, 36, 37, 53–57, 62–65]. Compared to bulk
membrane, Nafion® films of ~100 nm or thinner
have been shown to exhibit reduced swelling
[20, 27, 33, 66, 67], water uptake amounts and
rates [20, 24, 27, 32, 33, 36, 54, 56, 57, 64, 65,
68], reduced ionic conductivity and increased
activation energy [5, 34, 36, 37, 53, 56, 64, 69,
70], lower rate of water diffusion [27, 54, 65, 68,
71, 72], lower intrinsic permeation [73], lower
contact angle [45, 67, 70], higher fraction of
hydrophilic surface area [70], higher modulus

[26, 38], and lower oxygen permeability [8, 13,
39]. Figure 4 highlights the relative changes in
selected properties of Nafion thin films compared
to their values for thicker Nafion. Upon confine-
ment to nanometer thicknesses, transport proper-
ties for proton and oxygen in Nafion decrease up
to more than 50%, while their activation barrier
increases indicating an overall significant increase
in the transport resistance. The fact that the mag-
nitude of these changes depends on the measured
property and the environmental conditions
reflects the complex nature of ionomer film’s
structure and interactions with the substrate
(on which the properties are measured).

These studies demonstrate trends reflecting the
confinement effects below 100 nm, and signifi-
cant shifts in the values along with stronger effect
of substrates as the film thickness reduces below
50 nm and approaches 10 nm [20, 24, 27, 31–33,
36, 37, 40, 45, 53–56, 63–67, 70]. Confinement,
along with the substrate-/surface-specific interac-
tions, affects the molecular ordering of the back-
bone chains as evidenced from FTIR [40], NR

Ionomer Thin Films in PEM Fuel Cells, Fig. 3 Impact
of thickness on properties of PFSA ionomers from bulk
membrane to the confined thin films highlighting the

interplay between the surface/substrate interactions and
confinement controlling the morphology of the ionomer
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[25, 28, 65], and GISAXS [20, 24] data, where
orientation of the backbone chains and ionic
domains resulted in reduced water uptake
[27, 33, 57, 62] and transport processes [27, 33,
57, 62]. The increase in ionomer’s transport resis-
tance under confinement can be explained by the
changes in swelling and morphology of the thin
film, as described in the following sections.

Swelling and Sorption Behavior
A key driving force behind an ionomer’s struc-
ture/property relationship is hydration. Owing to
their hydrophilic nature, the ionic moieties absorb
water molecules from the surrounding humid
environment. The amount of water in the hydrated
ionomer is usually quantified by the local water
content, l (= mol H2O/mol SO3

�) [74], which is
described as

l � n H2Oð Þ
n SO3ð Þ ¼

Mw

Mp

� �
Mp

Mw

, and

Mp ¼ EW ¼ 1

IEC

(1)

where Mi(=w,p) and Mi ¼w, pð Þ are the mass and

molar mass of phase i, respectively, and the sub-
scripts w and p stand for water and dry polymer,
respectively. The degree of sulfonation in PFSA

ionomers is commonly represented by the equiva-
lent weight (EW), which is inversely proportional
to the ion exchange capacity (IEC). The ionomer
accommodates the absorbed water molecules in its
hydrophilic nano-domains, which grow with
hydration and separate from the hydrophobic poly-
mer backbone. Thus, hydration drives the
ionomer’s phase-separated nanostructure, which
results in a volumetric swelling at macroscopic
level. The volume change at a given RH with
respect to dry state can be related to dimensional
change in each direction (i), Li/Ldry, as follows:

Vdry þ Vw

Vdry

¼ Vdry þ DlVw

Vdry

� �
¼

Y
i

Li lð Þ
Ldry

� 1þ Liso lð Þ
Ldry

� �m

, (2)

where V represents the molar volume. If one
assumes isotropic swelling, Li(l) = Liso(l), then
a simplified expression could be obtained for
swelling as a function of l. In the expression
above, the swelling dimension, m, takes the
value of 3 for three-dimensional (3-D) swelling.

The water uptake and swelling of PFSA mem-
branes are well established based onmeasurements
at a controlled water vapor activity, aw (or relative

Ionomer Thin Films in PEM Fuel Cells,
Fig. 4 Relative change in properties of a Nafion thin film
with respect to its value for thicker Nafion membrane under
the same conditions. Values are determined based on the
reported values for proton conductivity and activation energy
for conductivity (using interdigitated substrates) [34, 35, 37,
64, 67], oxygen permeability (from microelectrode studies)

[8, 13, 39], and hydrophilic-domain spacing (from GISAXS)
[24]. Thickness values of films are matched and grouped
together, but the substrates could differ among the studies
due to the distinct nature of setups and techniques used to
probe each property. (Values from different reports are shown
as individual bars plotted together for similar thicknesses.)
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humidity, RH), at a given temperature [75]. Hydra-
tion behavior of PFSA thin films is usually charac-
terized using quartz crystal microbalance (QCM)
and ellipsometry (Fig. 2). While QCM determines
the mass change of a thin film on a quartz crystal
substrate based on the change in sample frequency
during hydration, ellipsometry measures the thick-
ness swelling, DL/L0, of a film by measuring the
change in its optical response. PFSA thin films’
mass uptake can be characterized by QCM
using the Sauerbrey analysis, which determines
the mass change in the film during hydration,
DM, from the resonance frequency change, Df, of
the quartz crystal [20, 25, 30, 32, 33, 55, 69]. Such
analysis holds for ionomer films of less than
600 nm where they do not exhibit dissipation or
viscoelastic losses [33, 55]. Ellipsometry also pro-
vides properties such as the refractive index of the
ionomer, which must be modeled to determine the
film thickness. The wavelength dependence of the
refractive index n(lwave) is analyzed using the
Cauchy model [31, 76]:

n lwaveð Þ ¼ Aþ B

lwave
2
þ C

lwave
4

(3)

where A, B, and C are coefficients determined
through the data modeling. With the above

expression, a thin film is modeled as a Cauchy
layer that describes the dispersion of light in trans-
parent media with minimal light absorption and is
used to determine the film’s thickness.

Figure 5 summarizes hydration behavior
of PFSA ionomers as a membrane (PEM), catalyst
ionomer film, and thin film. Compared to a bulk
membrane, ionomers in the CLs have much lower
water content at a given RH. Moreover, as the
ionomer IEC increases, the catalyst ionomer’s
water uptake capacity increases. A similar effect
of IEC on ionomer is observed from the thickness
swelling data of PFSA thin films on a silicon
substrate. In fact, the calculated water content
values are comparable for the ionomer films in
CL and on a flat substrate, which demonstrates
the potential of ionomer thin films as model sys-
tems (Fig. 5b).

Comparison of swelling (ellipsometry) and
uptake, l (QCM), values could provide insight
into ionomer’s hydration behavior [20]:

1þ lð Þ|{z}QCM
Vw

Vp

� Vmix

Vp

¼ 1þ DL
Ldry

� �
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Ellipsometry

m

(4)

where the (partial) volume of mixing Vmix

accounts for the contribution due to nonideal

Ionomer Thin Films in PEM Fuel Cells, Fig. 5 Com-
parison of (a) water uptake behavior of catalyst layer
(CL) ionomer (measured without the membrane) and (b)
ionomer thin films of 50 nm spin cast on silicon substrate,
measured at 25 �C. The ionomers are 1100 EWNafion and

825 and 725 EW 3M PFSAs. Water uptake profile for bulk
Nafion 212® membrane was included in (a) for compari-
son. The inset in (b) shows the water content at 95% RH
converted from the uptake and swelling data for CL
ionomer and for thin films, respectively
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mixing [77]. A fair approximation for thin films is
m= 1 as they are confined on the substrate, which
allows them to swell only in the thickness direc-
tion [27, 32, 33, 36]. Swelling dimension
increases toward 2 as the thickness increases
over 200 nm, for the fact that in-plane swelling
starts as the film’s top surface is less restricted by
the constraints imposed by the substrate. A value
of m = 3 should be reached as the ionomer
approaches the “bulk” regime. As for Vmix , it is
known for bulk membranes that the partial molar
volumes change as a function of hydration due to
the mechanisms of solvation, although with rela-
tively minor effects at higher hydration levels
[75]. In the case of 1-D swelling assumed
(m = 1), the contribution from nonideal mixing
could be negligible (Vmix � 0 ) [27]. Physically,
the low volume of mixing effect indicates that
confinement alters the solvation process in the
ionomer, which is also evident from the shape of
the hydration isotherms of thin films (Fig. 5b),
which lack the primary solvation regime at low
RH (i.e., Langmuir regime for bulk PFSAs). The
thin-film uptake curve exhibits lower l for a given
RH than for a bulk membrane. This is especially
apparent at higher RHs, where hydration is
expected to be driven by entropic effects and not
primary solvation [78–80]. Thus, confinement
effects not only reduce the swelling of ionomer
thin films but also change the nature of the asso-
ciated water (i.e., whether it is strongly bound to
an ionic group or freely moving). Overall, the
qualitative trends between QCM and ellipsometry
are consistent, with the latter being more com-
monly employed as it works on most substrates,
albeit with the caveat of using the correct model
for the data analysis and difficulties with
converting swelling to water content [53].

Even though limitations in swelling could occur
due to confinement, the reality is more complex due
to the interplays among confinement and substrate
composition, casting, and ionomer chemistry. The
current state of understanding of hydration behavior
of PFSA thin films can be summarized as follows
[20, 24, 69]:

(i) Ionomer’s swelling could be correlated to its
water (mass) uptake where a 1-D swelling
represents a fair approximation, the accuracy

of which, however, decreases with increas-
ing film thickness (from 100s of nm to 1 mm)
[20, 24].

(ii) As the film thickness decreases to 50 nm, its
swelling continuously reduces relative to its
value for thick (bulk) membrane. Once the
film is confined to below 15 to 20 nm, how-
ever, it enters a different regime with much
higher swelling and a stronger dependence
on the substrate composition. As an exam-
ple, swelling of Nafion on Au is comparable
on C for 35 to 50 nm thickness, but increases
significantly for 16 nm-thick film (Fig. 6).

(iii) Ionomer’s swelling increases with increasing
IEC (or lower EW) [24], although differ-
ences arising from such effects are less pro-
nounced in terms of water content, l, which,
by definition, accounts for the number of
SO3

� groups (see Fig. 5b).
(iv) Swelling of self-assembled thin films is

higher than spin-cast films on gold, but the
opposite is true on carbon, caused probably
by the substrate-specific interactions chang-
ing the adsorption of the PFSA moieties
from the solution to the substrate during
film formation [20].

(v) Thermal annealing reduces water uptake and
swelling of thin films [20, 24, 66, 70] and
increases crystallinity [24], similar to its effect

Ionomer Thin Films in PEM Fuel Cells,
Fig. 6 Thickness swelling (ellipsometry) data of Nafion
thin-film spin casts on carbon and gold substrates (from
Ref. [20]). Open and closed symbols correspond to
unannealed and annealed films, respectively
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on bulk membranes. The impact of annealing
is substrate dependent where it decreases with
decreasingfilm thickness on gold but increases
on carbon (see Fig. 6), owing to the stronger
sulfur interactions with gold than carbon.
Thinner films on substrates like Au and Pt are
strongly interacting with the substrate surface,
which pins the ionic moieties onto the sub-
strate, thereby restricting the motion and con-
formation changes of ionomer chains under
thermal conditions, which is also supported
by themorphological evidence (fromGISAXS
studies[20]).

Hence, when it comes to the effects of pro-
cessing and substrate, the latter could dominate
the ionomer’s hydration, especially when it
strongly interacts with an ionomer confined to
less than 50 nm. Such interactions also drive the
changes in Ta [70] and modulus [38], which alter
the effect of the thermal treatment process. How-
ever, such surface alteration is more restricted in
ultrathin films (~10 nm), which require more ther-
mal energy for annealing and therefore a higher
annealing temperature. This also explains why the
influence of annealing on thin film’s hydration
changes both with film thickness and substrate.

Morphology
As with their swelling behavior, the phase-
separated morphology of PFSAs also changes
under confinement and in the presence of substrate
and wetting interactions, as evidenced by various
techniques including grazing-incidence small-
angle X-ray scattering (GISAXS) [20, 24, 27,
53, 57, 62], neutron or X-ray reflectivity (NR or
XR) [25, 27–29], TEM [53], spectroscopic tech-
niques (e.g., XPS or FTIR/ATR) [40–46, 81, 82],
cryo-TEM tomography [83], fluorescence [33],
AFM [53, 56, 67, 69, 70, 84–87], contact angle
[45, 64, 67, 70], PM-IRRAS [68], and positron
annihilation lifetime (PAL) spectroscopy [45].

GISAXS and NR in particular are powerful
tools to investigate the orientation and spatial dis-
tribution of the nano-domains, at and below the
thin-film interfaces [20, 25, 28, 29, 57, 88, 89].
As opposed to random, isotropic distribution of

domains in bulk PFSA, in thin films, a hydration-
dependent lamellar-like nanostructure forms at the
film/substrate interface, with alternating layers of
water-rich and polymer-rich domains (Fig. 3)
[25, 28]. In addition, on hydrophilic substrates
(such as SiO2), a water-enriched surface with a
water layer thickness of 1 to 3 nm is observed due
to the excess water at the substrate/film interface
[25, 69, 89]. Such ordering at the interface could
propagate a significant distance (10s of nm) through
subsequent layers in a thin film, inducing a locally
ordered morphology with alternating layers of
SO3

-rich hydrophilic domains and fluorocarbon
hydrophobic domains (Fig. 3) [24, 25, 55, 69,
88, 89]. A recent FTIR study on a PFSA thin film
[40] documented different polarizations in and out
of the plane of the film, with stronger z-polarized
electric field in thinner films indicative of chain
alignment parallel to the surface. Such molecular
ordering exhibits a transition around 50 nm and
depends on processing such as spin casting. The
preferential domain alignment is strongest closer to
the interface, depending on the substrate interac-
tions, and diminishes along the successive layers
toward the film surface [25, 28, 55, 89] (Figs. 3
and 7). Such changes in film morphology with the
substrate, along with the impact of thickness and
humidity, were also witnessed in GISAXS studies
[20, 24]. Typical GISAXS patterns for Nafion films
(of 90 � 10 nm thickness) on various substrates are
compared and analyzed in Fig. 7.

Compared to scattering based on transmission
(through membranes), techniques for thin films
rely on reflection geometry, where the incident
beam applied at a shallow incident angle (ai � 1�)
enters the film and then reflects from the substrate/
film interface [90]. To accomplish this, the incidence
angle must be lower than that critical angle, acr, of
the film yet lower than that of the substrate, acr,
film< ai< acr,substrate. Under such grazing-incidence
conditions, sufficient beam path could be achieved
to collect scattering patterns that probe the local
structure of a thin film as well as its interface with
the substrate. While the reflection geometry
increases the complexity of the scattering, it none-
theless provides a powerful method to characterize
polymer thin films [90].
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Ionomer Thin Films in
PEM Fuel Cells, Fig. 7
(a) 2-D GISAXS spectra of
100 nm Nafion thin film on
SiO2 substrate at different
humidities and the
evolution of the ionomer
peak obtained from the
intensity profile during
humidification. (b)
Comparison of GISAXS
patterns for vapor-saturated
(100% RH) Nafion films of
two thicknesses on carbon
and gold substrates. (c)
Impact of thickness and
substrate on the orientation
parameter of Nafion film,
which was calculated from
the distribution of intensity
along the azimuthal angle at
the ionomer peak position
(shown schematically
below) (Data are compiled
from Kusoglu et al. [20,
24]) (For ease of
comparison, only one
quadrant of the 2-D images
is shown due to their
symmetry along the vertical
axis, qz)
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Characteristic features of GISAXS patterns for
Nafion thin films shown in Fig. 7 are summarized
as follows:

There exists a scattering half-ring that inten-
sifies with humidification indicating hydration-
driven phase separation with a correlation length
between q = 1.5 and 2.5 nm�1, which corre-
sponds to domain spacing of d = 2p/q � 2.5 to
4.5 nm [20, 57]. The degree of phase separation,
quantified by the full-width half-max (FWHM) of
the ionomer peak, decreases with film thickness
and almost disappears for ultrathin films [20, 24,
27, 57]. Nevertheless, this trend is strongly
influenced by the IEC (or EW) of the ionomer,
increase in which it tends to enhance phase sepa-
ration at a given thickness due to a higher fraction
of ionic moieties [24]. As the film thickness is
reduced below 50 nm, the ionomer begins to
exhibit weaker phase separation, which is evident
from the broader ionomer peak in GISAXS
[20, 53, 57], more mixing of smaller-size domains
in TEM images [53] and AFM [56], as well as the
change from hydrophobic to hydrophilic film sur-
face [45, 67, 70].

A rather more important consequence of con-
finement is the (nano)structural anisotropy. Scat-
tering patterns begin to exhibit slight deviations
from isotropy as the film gets thinner since the
ionomer chains are topologically confined. A com-
parison between the intensity profiles taken parallel
(I-qp) and perpendicular (I-qz) to the substrate indi-
cates stronger phase separation in thickness direc-
tion, accompanied by smaller domain spacing.
Compared to the isotropic d-spacing of a bulk-
like ionomer, confinement reduces the ionomer’s
d-spacing more in the thickness direction (dz< dp)
(Fig. 4). Nevertheless, in the thickness direction,
ionomer preserves its phase-separated nanostruc-
ture aided by the confinement effects, which
induce preferential orientation of domains parallel
to the substrate. In such a configuration, domain
orientation is influenced also by the strength of the
substrate/film interactions.

Figure 7b reveals a sharp contrast in
PFSA structure between carbon and metallic sub-
strates. PFSA film’s nanostructure exhibits closer
to a semicircular (isotropic) ionomer peak on sil-
icon and carbon substrates, whereas it becomes

more anisotropic on gold and platinum. Also, the
substrate appears to have a stronger impact on
domain orientation than on domain spacing. To
characterize this nanostructural anisotropy, an ori-
entation parameter, O.P., is calculated from the
distribution of ionomer peak intensity as a func-
tion of azimuthal angle, w (Fig. 7):

O:P: ¼ cos 2w
� �

¼
Ð p=2
0

I wð Þ sin wð Þcos 2wdwÐ p=2
0

I wð Þ sin wð Þdw
(5)

An O.P. of 0 and 1 corresponds to perpendicu-
lar and parallel orientations, respectively, while an
isotropic distribution of intensity (I(w)= constant)
yields O.P. = 0.33. As shown in Fig. 7c, the
orientation parameter for Nafion thin film depends
both on thickness (confinement) and substrate
(interactions), with the latter imposing a stronger
effect. On silicon and carbon, the O.P. is closer to
the isotropic distribution, regardless of thickness.
On gold substrates, however, PFSA films exhibit a
stronger orientation accompanied by a secondary
impact of thickness. As the ionomer is confined on
gold to a thickness below 50 nm, its
O.P. approaches 1, which is the theoretical value
for parallel alignment. Hence, the strong interac-
tions of PFSA moieties with metallic substrates
lead to substrate-induced ordering, which is
enhanced under confinement. Thus, for ultrathin
films, the substrate-ionomer interaction is strong
enough to propagate the entire film leading to
preferential alignment of all the domains therein
(Fig. 8a).

An increasing number of studies agree on for-
mation of a partially ordered ionomer domain
structure closer to the film/substrate interface
[20, 28, 33, 38, 45, 55, 67], albeit with a strong
substrate dependence [20, 28, 45, 56, 57]. Such
alignment in confined geometries is possible in
light of recent evidence on the locally flat, ribbon-
like morphology of PFSA (see Ref. [75] for addi-
tional reading). It was shown that during
humidification of PFSA thin films, hydrophilic
d-spacing (d(l)/ddry) increases with thickness
swelling (L(l)/Ldry) in an affine manner,
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indicative of locally flat domains [24]. Hence, a
bulk PFSA ionomer can also be interpreted as a
mesoscale assembly of ionomer structures with
local order, like thin films, which could also
serve as a model constituent for studying multi-
scale transport phenomena.

From these studies, a morphological picture for
PFSA thin film emerges where the ionomer
domains have stronger packing and preferential
orientation nearby the substrate. In the plane of
film, however, they maintain their interconnected
network with more random orientation. It is
instructive to consider that close packing of
domains also results in a strong densification of
ionomer, thereby giving rise to additional resis-
tance to the transport species perpendicular to the
substrate. In such a confined geometry, the poly-
mer chains do not have sufficient energy to orient
themselves randomly as they do in a bulk volume,
and therefore exhibit preferential alignment,

thereby impacting transport of ions [5, 35–37,
53, 91], water [20, 32, 65, 68, 73], and gases [6,
8, 15, 39]. It should be noted that ionomer chains
still have relatively more conformational freedom
in the plane, where their mobility is less likely to
be restricted compared to that perpendicular to
substrate.

In accord with these morphological changes,
the surface of a PFSA thin film also changes under
confinement, which is probed by methods such as
contact angle measurements and electrochemical
AFM. The contact angle of a Nafion film exhibits
a strong dependence on not only the thickness but
also the thermal history. Below a critical thick-
ness, Lcr, the film surface is hydrophilic and
becomes more hydrophobic as the thickness
increases toward bulk-like values (L > Lcr) [31,
64, 67]. The contact angle of a Nafion film
decreases from 100� to almost 0� around a critical
thickness of Lcr = 50 to 60 nm and then increases

Ionomer Thin Films in PEM Fuel Cells, Fig. 8 (a)
Impact of substrate interactions on the local orientation of
PFSA domains on weakly and strongly interaction

substrates. (b) Changes in the nature of Pt/ionomer inter-
face under oxidizing and reducing environment
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slightly up to 20� for a film of a few nanometer
[31, 64, 67]. The hydrophilicity of thin-film sur-
face was also confirmed by PALS, showing an
SO3-rich surface [45] and NMR [87], which dem-
onstrated that the local hydrogen-bonding struc-
ture of a 10 nm film is water rich with a high
dissociation of protons and exhibits no further
change in 1H chemical shifts and mobility with
temperature [87]. This is in contrast with a
160-nm-thick film, which exhibit a bulk-like
behavior with a temperature-dependent proton
mobility, and thus does not suffer from the kineti-
cally trapped state with limited mobility that ultra-
thin films experience [87]. In addition, a Nafion film
annealed at C exhibits hydrophobic surface, regard-
less of the thickness [70]. However, once an
annealed film is exposed to liquid water, it becomes
hydrophilic again, signifying a surface reorganiza-
tion that can be switched by means of surface treat-
ments, accompanied by changes in surface
roughness [64, 70]. The fact that switching of the
surface wettability requires a higher annealing tem-
perature for thin(ner) films indicates the highly
restrictive mobility of Nafion as its confinement
increases.

Structure/Property Relationship and
Transport
It is clear that a thin film’s internal and surface
morphology poses significant limitations to trans-
port and overall device performance [7, 27, 33, 56,
57, 62, 65, 91]. Due to similar transport limitations
between the Nafion electrolyte films formed in
PEFC electrodes [6, 7, 9, 11, 14, 18, 92] andNafion
thin films [20, 27, 32, 33, 36, 57, 91], thin films are
used as model systems to investigate and model
electrode ionomers [1, 2, 7]. Key for electrode
performance is good oxygen permeability with
proton conductivity across/through an ionomer
thin film on and between carbon/Pt agglomerates.
Since both transport properties tend to deteriorate
for nm-thick films, understanding the structure/
transport properties therein is of great importance.
As discussed above, such transport resistance,
while being driven by the confinement, is also
impacted by the ionomer/Pt interaction, with struc-
tural ordering through chemical affinity of SO3

�

groups onto Pt. With the formation of water-

enriched surfaces near the substrate, which was
evidenced by the availability of non-H-bonded
water [43] it becomes easier to solvate SO3 groups
with lower energy cost on backbone chain's
deformation. In a DPD model of a 10-nm-thick
Nafion on carbon, diffusion was found to be aniso-
tropic, higher along the film and lower in thickness
direction [93]. Similarly, the conductivity of
ionomer films along the ionomer-substrate inter-
face is strongly influenced by the molecular orien-
tation and ordering of the ionomer moieties therein
[91]. Thus, the impact of morphological changes
on transport is largely dependent on the direction
on which the mechanism is probed.

Confinement-driven structural changes and
ordering reduce not only the transport properties
but also their kinetics. For example, swelling
kinetics of thin films have been shown to yield
time constants [18, 20, 32, 57, 65] similar to those
found for the interfacial transport of bulk mem-
branes, thus revealing the thin-film nature of bulk-
membrane interfaces. It must be noted, however,
that correlating kinetic effects with confinement is
not trivial, especially when probing transport par-
allel or perpendicular to the substrate. This is
because swelling kinetics is strongly intertwined
to dynamic of morphological changes, such as
formation of interfacial layering [25, 65]. It is
worth noting that similar phenomena occur at the
open surface of an ionomer, where the humidity-
dependent film interface changes the mass trans-
port and its kinetics [59, 61, 94, 95]. An intriguing
consequence of this phenomenon is observedwhen
gas transport at the film’s interface is probed elec-
trochemically using a Pt electrode, where the elec-
trochemically generated water changes the
interface, thereby affecting the measured property
and its kinetics [59].

Hence, there exists a strong interplay between
the film’s morphology and transport phenomena,
as dictated by confinement and interactions,
whether it is in contact with air or a substrate
[8, 14, 20, 34, 53, 55, 67, 68]. When confined to
thin films, PFSA exhibits not only lower diffusion
[27, 54, 65, 68, 71, 72] but also a few orders of
magnitude slower relaxation, indicating more
restricted chain dynamics [68]. An important
implication of confinement effect for fuel cell
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ionomers is the reduced conductivity with
decrease in film thickness [5, 34, 36, 37, 53, 64,
70, 91] and substrate dependence [34] (Fig. 4),
which can be associated with decreased water
uptake [34, 36, 64, 70, 91] and the number of
conducting sites (from conductive AFM) [56], as
the conductivity-l relationship was shown to
extend to the thin-film regime, albeit with differ-
ences from that in the bulk regime [69]. Concur-
rent with the confinement-driven increase in
resistance to transport of water and ions, activa-
tion energy for conductivity also increases as the
film thickness is reduced [34, 35, 37, 64, 67, 91]
(Fig. 4). Conductivity of PFSA film decreases also
after thermal annealing, the impact of which,
however, diminishes for ultrathin (10 nm) films,
which exhibit minimal rearrangement in response
to heat-treatment processes [35]. A noteworthy
observation is that the reduction in conductivity
upon heat treatments is more pronounced than that
in swelling, which not only reveals the key roles
of morphological changes and film interactions on
transport resistances [20, 64, 70] but also under-
scores the enthalpic and entropic contributions to
chain dynamics in thin films which are controlled
by both kinetic and thermodynamic phenomena.

Similar to conductivity, oxygen permeability
also decreases in thinfilms [6, 8, 13, 15, 39].Oxygen
transport in thin films is measured electrochemically
using a microelectrode setup, where one of the
dimensions of the Pt electrode is small enough to
probe local resistances at the ionomer/Pt interface
during oxygen reduction reaction (ORR), thereby
mimicking themechanisms occurring in PEFC cath-
odes [8, 39, 59, 96–98]. By sweeping potential
under various concentrations of O2, diffusion-
limited current densities are achieved and used to
relate for various film thicknesses to theO2 transport
through the film to the interface. With such charac-
terization, one can identify the contributions to the
O2 transport resistance in CLs (shown in Fig. 1) and
study the role of ionomer film. However, such anal-
ysis is nontrivial due to the nanometer thicknesses
probed. Kudo et al. [8, 39] showed that the reduced
O2 permeation in thinner films exhibits a thickness
dependence, which is governed by the surface inter-
actions of the film, especially at the Pt/ionomer
interface. While an overall interfacial resistance to

gas transport is inferred, separating the oxygen per-
meation through ionomer’s inner regions and at the
ionomer/Pt layer is difficult as below 20 nm thick-
nesses, the entire ionomerfilm exhibits densification
and acts as an “interface.”

Furthermore, any preferential alignment is
expected to result in local stiffening, which was
evidenced by fluorescence showing anti-
plasticization [33] and correlates to the observed
increase in the modulus of thin films [26, 38].
These changes are consistent with the reduced
water uptake due to a stronger mechanical force
in the mechanical/chemical energy balance that
controls swelling equilibrium. One potential strat-
egy for altering this balance and overcoming trans-
port limitations is using PFSAs with higher IECs
and different side chain chemistries. Lowering the
EWof a PFSA ionomer film increases its swelling,
which could be favorable for enhancing some of
the transport mechanisms, but it could also increase
the local order near the Pt substrate (Fig. 8b),
thereby affecting the transport of species to that
interface. For example, MD simulations showed
that increasing the side chain density by lowering
the EWenhances the H-bonding and charge-dipole
interactions, which impedes water mobility and its
self-diffusion [99]. Such an effect is explored in
CLs, where low-EW ionomers could increase O2

transport resistance despite absorbing more water
[15]. Thus, changes in ionomer’s side chain chem-
istry and density in the presence of an interacting
substrate could significantly alter the transport
mechanisms, which result in multiple distinct fac-
tors influencing the film’s swelling and transport
properties and making it challenging to establish
their underlying origin.

Substrate/Film Interactions and Related
Phenomena
The nature and composition of the substrate sur-
face, including its oxide layers (e.g., SiO2, PtO), is
critical to the understanding of their interactions
and response to various stimuli, such as humidity
and electrochemical potential [8, 19, 20, 29, 30,
34, 41, 56, 69, 91, 100, 101]. Thus, compared to a
hydrophilic Si native-oxide surface, films on
hydrophobized Si substrates exhibited less water
uptake and strong structural anisotropy with
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domains parallel to the substrate [57]. On carbon,
the nature of the substrate becomes critical as well
[10, 20, 29, 30, 45, 56]. In addition, aging of
carbon was shown to cause surface oxidation
and rearrangement, accompanied by reduced
film thickness and irreversible swelling
[29]. Also, when the carbon surface is hydropho-
bic, the ionomer’s interactions occurs via its
apolar fluorocarbon chains [10], whereas hydro-
philic carbon preferentially interacts with the
polar SO3Η groups (Fig. 8a) [102]. Similarly,
aggregates of PFSA are randomly adsorbed onto
a highly oriented pyrolytic graphite (HOPG) sur-
face, thereby forming an ordered morphology
[103]. The favorable interactions between SO3

�

groups and a hydrophilic substrate’s polar groups
[29, 45, 56, 57, 103] become strongest on a Pt
substrate [41, 45, 56, 101] (Fig. 8). While the NR
studies report higher affinity of SO3

� groups on
hydrophilic SiO2 compared to metallic substrates
[25, 28], GISAXS data show stronger substrate-
induced morphological changes on Au and Pt
[20], which is likely the cause of stronger domain
orientation (Fig. 8c). Nevertheless, due to
dynamic and chemically heterogeneous nature of
the substrate-ionomer interface, local structure
probed therein could also be influenced by the
type of excitation, which could explain some of
these discrepancies between various techniques.
The substrate-specific changes are in accord with
simulation results [43, 93, 104–106], confirming
the key role of affinity of water to the substrate in
an ionomer’s molecular rearrangement that affects
the morphology [104] and surface hydrophilicity
[70, 93, 104, 105].

PFSA(�SO3H)/Pt interactions are well-
explored electrochemical cell studies to elucidate
the effects of electrochemically formed water and
the oxide layer formation on ionomer film behav-
ior [6, 8, 14, 29, 30, 44, 101, 107] with spectro-
scopic evidence [41–44] and supported by
molecular simulations [43, 104, 106] (Fig. 8b).
These studies confirmed the high chemical affin-
ity of sulfonate SO3

� groups to the Pt, which was
also supported by FTIR [41, 43, 44], XPS [45],
PALS [45], andMD studies [10, 43, 99, 104, 108].
PFSA/Pt interactions were shown to be reversible
during Pt-oxide formation and reduction such that

adsorption of PFSA moieties onto the Pt surface
weakens and disrupts surface oxide formation
(e.g., due to applied electrochemical potential)
[14, 30, 41, 44, 101, 107]. Thus, in reducing
environment as well as at low hydration levels,
PFSA’s acid groups are embedded on the Pt sur-
face, whereas formation of an oxide layer (PtO)
creates a polar, hydrophilic interface between the
ionic groups and the Pt particles [41, 44]. Such
changes affect the long-range restructuring of the
ionomer chains, which was accompanied by the
changes in the mobility of SO3

� H3O
+ and H2O

[41, 44], ionomer structure [14, 30, 41, 43, 45,
101], and transport resistances [6, 8, 14, 29]. Spec-
troscopic evidence suggests that with increasing
potential, SO3

� preferably adsorbs onto the Pt,
which restricts the vibrational mobility of ionic
groups (ns- (SO3

�)) and expels the water mole-
cules from the interface [41]. Cyclic voltammetry
(CV) studies showed that the SO3

� adsorption/
desorption peaks are shifted to lower potentials
with ionomer dehydration indicating enhanced
adsorption of SO3

� onto Pt under drier conditions,
which is attributed to higher local concentration of
SO3

� and/or reduced hydration stabilization
energy of ionomer [14, 109]. Hence, strong order-
ing of ionomer chains at the interface aided by the
Pt-SO3

� interactions restrict the mobility of the
pendant chains and reduce the fraction of avail-
able (active) ionic groups participating in trans-
port, which could effectively block the gas
transport pathways and thereby increase the local
O2 resistance [7, 8, 11, 14, 15]. This phenomenon
is also interpreted as the poisoning effect of the
ionomer on the catalyst. The adsorption/desorp-
tion of the SO3

� onto/from the Pt could be
explained by the balance between an electrode
metal spring (Pt-SO3

�) and ionomer spring
(backbone-SO3-cation) [101]. With increasing
potential, SO3

� approaches Pt, as the Pt-SO3
�

interaction dominates the cation/anion interaction
within Nafion. For the same reason, for other
cations that interact more strongly with SO3

�, a
higher activation potential is needed to adsorb the
cations onto the electrode surface [101]. Thus, in
essence, SO3

� responds to electric potential like
single counterions (i.e., forming an electric double
layer) [44] and affects the backbone (orientation)
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through the flexible side chain [43, 44,
108]. These interactions also change the nature
of interfacial water, some molecules of which are
relocated to Pt, thereby reducing the hydration of
the sulfonate layers (i.e. less H3O

+) and hydrogen
bonding [43, 107, 108]. Therefore, the potential-
and hydration-dependent changes of the Pt sur-
face, including its oxide coverage, influence,
chemically, the interaction and mobility of the
ionomer’s acid groups and, physically, the densi-
fication of the ionomer at the interface, which
together controls the diffusion pathways. This
phenomenon was simulated in a MD study,
which showed that closer to the Nafion/substrate
interface, the ionomer density increases, but its O2

concentration decreases [106].

Summary and Remarks

In summary, from the current state of understand-
ing of PFSA thin films, the following thickness
regimes can be identified (see Fig. 3):

(i) Bulk-like regime: (from mm down to a few
100 nm) where the majority of ionomer vol-
ume behaves like the inner regions of the
bulk membrane, albeit still with interfacial
effects arising from the presence of a surface
layer which may differ from the inner
structure.

(ii) Thin-film regime: (between O (10) nm to a
few 100 nm) where confinement-induced
changes begin to influence the structure/
transport properties resulting in reduced
swelling, slower diffusion, limited transport
properties, and anisotropic nanostructure
with preferential orientation of ionomer
domains parallel to the substrate. Such
confinement-driven orientation also
enhances the role of substrate/film interac-
tions, which could induce additional changes
in morphology including local ordering of
the domains at the substrate/film interface,
accompanied by higher transport resistances
therein.

(iii) Ultrathin-film regime: (less than 20 nm)
where the ionomer interactions with the

substrate and open surface cause an intrigu-
ing interplay that propagate throughout the
film thickness. As the film thickness
approaches the characteristic length scale of
the ionomer (e.g., domain spacing), the
ionomer begins to exhibit reduced phase
separation accompanied by increased swell-
ing, resulting in dispersion-like behavior. In
the presence of a metallic substrate, strong
alignment and densification of ionomer
chains at the substrate interface occurs. In
such a morphology, the ionomer might
begin to lose characteristic features of its
mesoscale domain network, with weaker
connectivity between its constituent domains
and reduced hydrophobic-domain elastic
forces, which tend to prevent dissolution of
the ionomer [53].

Although the transitions between these
regimes are neither well defined nor understood,
there still appears to be a critical thickness of 50 to
60 nm, around which confinement effects mani-
fest themselves even stronger as discussed above.
It must be noted that this critical thickness
(or transitions between regimes) could change in
the presence of other effects, such as annealing
and substrate interactions, and additional devia-
tions might occur for properties that may be dom-
inated by larger-scale morphological
reorganization, such as diffusivity, permeability,
and mechanical properties. Similarly, for the bulk-
like regime (i), QCM and ellipsometry data devi-
ate the most, suggesting that the swelling and
water uptake processes are more complicated
due to the presence of additional mixing effects,
multidimensional swelling, and disruption of
locally ordered structure or its diminishing influ-
ence over larger thicknesses.

Due to their similarity to the locally hydrated
nano-domains of bulk ionomers and their interfa-
cial layers, thin films show premise for modeling
ionomer systems and studying their structure/
property relationship at multiple length scales.
Hence, a bulk PFSA ionomer can also be
interpreted as a mesoscale assembly of ionomer
structures with local order, like thin films. Thin
films possess a higher level of complexity due to
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the presence of electrostatic interactions arising
from ionic groups responsive to environments,
surface and wetting interactions, and confine-
ment. Thus, additional studies are needed to
understand how electrochemical potential impact
thin-film morphology and properties in these
regimes.

Lastly, for a given substrate composition, the
impact of EW and chemistry on ionomer’s struc-
ture/property relationship is stronger in regime
(ii), where shorter backbone chain (lower EW)
and side chain collectively enhance the structural
order and the degree of phase separation in thin
films. The effects of EW in PFSAs are more
pronounced in the thin-film regime (ii), which
underlies the important role of ionic interactions
on the morphology. Since the ionomer interacts
via its pendant chains and SO3

� acid groups,
higher IEC could amplify the overall impact of
the interactions near the substrate interface
thereby enhancing ordering and densification.

Future Directions

The role of ionomers in state-of-the-art PEFCs has
expanded beyond the conventional solid electro-
lyte separator PEM into catalyst layers, where
they maintain their electrolyte functionality as a
thin film but also require permeation of reactant
gases critical for the electrochemical reactions. In
particular, the local resistance to oxygen flux at
the CL ionomer/Pt interface leads to significant
losses in cell performance, especially at reduced
Pt loadings. To overcome the performance limita-
tions without sacrificing cost, one must under-
stand the genesis of the transport resistances in
the cell, from membrane to CLs. Thus, ionomer
thin films serve as model systems to study, char-
acterize, and understand ionomer behavior in
PEFC CLs, where transport resistances imposed
by confinement and substrate interactions lead to
increased mass-transport limitations. Despite the
simplified nature of the thin films on model sub-
strates, they help elucidate properties of CL
ionomers and pave the way to mimic their behav-
ior under conditions relevant to cell environment
with operando characterization techniques. The

fact that both CL ionomers and ionomer thin
films exhibit similar water uptake behavior and
trends in terms of restrictions to ion and gas trans-
port suggests that thin films can be used as proxies
for the films occurring with the CLs. Neverthe-
less, there exist significant knowledge gaps in
terms of (i) improving model systems with more
realistic substrate compositions that enable a bet-
ter representation of the catalyst ionomer films;
(ii) investigation under conditions relevant to
PEFC operating environment, including humid-
ity, temperature, time, and potential effects; (iii)
characterization of the dynamic nature of the sub-
strate/film interfaces, in particular with ionomer/
Pt interactions; and (iv) establishing the structure-
property correlations by accounting for ionomer
chemistry to model and predict the transport
limitations.

In ionomer thin films, the interplay between the
interactions and confinement results in preferen-
tial orientation and densification of domains,
which could pose significant limitations to trans-
port of species occurring through these domains.
Most of these transport limitations manifest them-
selves in terms of reduction in water uptake and
diffusion, ion conductivity, and gas permeability,
accompanied by higher activation energy barriers.
The magnitude of these transport-property reduc-
tions changes with many factors, including sol-
vent type, casting and processing conditions (e.g.,
posttreatment), ionomer chemistry, film thickness,
substrate type, composition, and interface, as well
as environmental conditions relevant to cell oper-
ation (e.g., humidity, temperature, potential),
resulting in a wide material parameter space that
still remains to be explored fully in order to elu-
cidate the governing phenomena and develop
material solutions.

There is a growing body of evidence on
changes in PFSA thin films’ swelling, water
uptake, and morphological features under con-
finement, which help understand the role of thick-
ness and, to a certain extent, the substrate.
Hitherto, most studies on PFSA thin films have
focused on silicon substrates, followed by gold.
Nevertheless, to better understand the PEFC CL
ionomers, there is a need to explore their behavior
on carbon- and platinum-mixed substrates and in
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thinner regimes. A large fraction of the ionomer
films in CLs are below 15 nm thick, yet their
structure/function relationship has not been
established in model systems, due in part to the
challenges associated with probing their morphol-
ogy and properties at such thicknesses. Further-
more, since thin films exhibit anisotropy in
morphology and transport properties, there is a
need to explore and model the anisotropy of prop-
erties. The thin films highlight the importance of
substrate interactions, especially their dynamic
nature during operation, such as the formation
and reduction of oxide layer on Pt, which expands
the required data, needs, and science, most of
which are still in early stages. Even though
substrate-specific interactions control the ionic
moieties’ distribution at the interface, a complete
picture as to how these interactions control the
orientation of ionomer’s side and main chain,
and their conformation in the morphology propa-
gates through the thickness, has yet to emerge. In
particular, there is a need to explore PFSA
ionomers beyond Nafion to identify the role of
EW and side chain chemistry in controlling thin
film’s interactions with various substrates and
structure/functionality. The fact that permeability
of a gas depends on its solubility and diffusion,
which respond differently to the environmental
and nanostructural changes, makes it difficult to
identify the role of chemistry on gas transport near
the ionomer/Pt interface.

PFSA ionomers’ remarkable transport proper-
ties could be associated with its nanoscale environ-
ment, where high mobility of bulk-like water aids
rapid water and ion transport, and the
interconnected mesoscale domain network that
governs the macroscopic transport. It is important
to understand how this multiscale three-
dimensional morphology is disrupted when the
ionomer is confined to nanometer thicknesses
including anisotropy formation and altered trans-
port properties of various species, which are highly
coupled.Moreover, elucidation of the anisotropy in
relation to the film’s confined domain network
requires models and techniques that enable charac-
terization of transport properties beyond scalar
values to direction-dependent vectors Thus, there
is a need to build a new knowledge base for PEFC

ionomers, to understand their structure/functional-
ity across the length scales, and in the presence of
various dynamic interactions. This is a significant
challenge and opportunity to design and implement
advanced characterization techniques to probe
ionomer-substrate interface and to develop more
predictive multiscale models to elucidate transport
phenomena.
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Glossary

AEM Alkaline (anion) exchange membrane
AFC Alkaline fuel cell
AMFC Alkaline membrane fuel cell (also

known as AEMFC)
DMFC Direct methanol fuel cell
MEA Membrane electrode assembly
OCV Open circuit voltage
PEM Proton-exchange membrane
PEMFC Proton-exchange membrane fuel cell
QA Quaternary ammonium
RG-AEM Radiation-grafted alkaline (anion)

exchange membrane

Definition

The disruptive approach of applying alkaline anion-
exchange membranes (AEMs) in alkaline mem-
brane fuel cells (AMFCs) potentially meets several
of the challenges facing other approaches to low
temperature fuel cells, including the otherwise high
catalyst and fuel costs. Thus, the move to alkaline
conditions at the electrodes opens the potential use
of a range of low cost non-precious-metal catalysts,
as opposed to the otherwise necessary use of
platinum-group-metal (PGM) based catalysts. Fur-
ther, it becomes possible to consider hydrogen fuels
containing substantial amounts of impurities,
whereas an acidic membrane approach (that in pro-
ton exchange membrane fuel cells, PEMFCs)
requires high-purity gases and PGM catalysts.

Introduction

The first entry in the AMFC area was published
in 2005 [1], since then activity and interest
have continued to increase steeply. Zeng and
Varcoe have recently reviewed the developing
patent literature [2]. Some researchers have
recently termed these systems HEMFCs, hydrox-
ide exchange membrane fuel cells; that terminol-
ogy is not fully appropriate in view of the complex
hydroxide/hydrogen carbonate/carbonate equilib-
ria that are present (even after handling mem-
branes in air), inevitable in the use of air
(containing CO2(g)) as source of oxidant and
also produced in the oxidation of methanol
in direct methanol fuel cells (DMFCs). Another
acronym applied to these systems, APEMFCs, is
also potentially confusing, the first three words
of the full form then seemingly being “alkaline
proton exchange” (following the very similar
PEMFC acronym) but being readable alternatively
as alkaline polymer electrolyte membrane fuel
cells (possibly AEMFC would be clearer).

# Springer Science+Business Media, LLC, part of Springer Nature 2019
T. E. Lipman, A. Z. Weber (eds.), Fuel Cells and Hydrogen Production,
https://doi.org/10.1007/978-1-4939-7789-5_154

Originally published in
R. A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,# Springer Science+Business Media LLC 2017
https://doi.org/10.1007/978-1-4939-2493-6_154-3

439

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_154&domain=pdf
https://doi.org/10.1007/978-1-4939-2493-6_154-3


Alkaline fuel cells (AFCs, hydrogen-fuelled
cells with an alkaline liquid electrolyte such as
KOH(aq)) are the best performing of all known
conventional hydrogen-oxygen fuel cells opera-
ble at temperatures below 200 �C. This is due to
the facile kinetics at the cathode and at the anode;
cheaper non-noble metal catalysts can be used
(such as nickel and silver [3, 4]), reducing cost.
McLean et al. gave comprehensive review of
alkaline fuel cell technology [5]. The associated
fuel cell reactions both for a traditional AFC and
also for an AMFC are:

Anode :
2H2 þ 4OH� ! 4H2Oþ 4e�

Ea ¼ 0:83 V vs:SHE at 1 bar, 298:15 Kð Þ

Cathode :
O2 þ 2H2Oþ 4e� ! 4OH�

Ec ¼ 0:40V vs:SHE at 1 bar, 298:15 Kð Þ

Overall :
2H2 þ O2 ! 2H2O

Ecell ¼ 1:23 V at 1 bar, 298:15 Kð Þ

A major issue with traditional AFCs is that
of electrolyte and electrode degradation caused by
the formation of carbonate/bicarbonate
CO2�

3 =HCO�
3

� �
on reaction of OH� ions with

CO2 contamination in the oxidant gas stream [5–7]:

Carbonate formation :
CO2 þ 2OH� ! CO2�

3 þ H2O

Bicarbonate formation :
CO2 þ OH� ! HCO�

3

The major cause of the degrading perfor-
mance of AFCs is the consequent precipitation
of metal carbonate crystals (most commonly
Na2CO3 or K2CO3, depending on the alkaline
electrolyte used) in the electrolyte-filled pores of
the electrodes, blocking pores and mechanically
disrupting and destroying active layers.

The cost of fuel cells still retards commercializa-
tion in most markets. AFCs are promising on a cost
basis mainly because cheap and relatively abundant
non-platinum-group metals (non-PGM) are viable

catalysts, but are hindered by degradation due to
formation of precipitates as above. Catalyst electro-
kinetics (for fuel oxidation and oxygen reduction)
are improved in alkaline, as opposed to acidic, con-
ditions (the acid-stability criterion precludes the use
of most non-PGM catalysts in PEMFCs). The
replacement of the KOH(aq) electrolyte with an
alkaline electrolyte membrane (AEM), to give
AMFCs, retains the electrocatalytic advantages but
introduces CO2 tolerance (there being no mobile
cations that could give carbonate/bicarbonate pre-
cipitates) with the additional advantage of being an
all-solid-state fuel cell (as with PEMFCs – i.e., no
seeping out of KOH(aq)). Additionally, thin (low
electronic resistance) and easily stamped (cheap)
metal mono/bipolar plates can be used, with reduced
corrosion-derived problems at high pH (the cost of
bipolar plates for PEMFCs can be as much as one
third of the cost of the stacks themselves). A key and
yet to be convincingly met requirement is, however,
the development of a dispersible alkaline ionomer
(sometimes termed an anionomer) to maximize
ionic contact between the catalyst reaction sites
and the ion-conductive membranes. As in the case
of AFCs, water is produced at anode and consumed
at cathode in AMFCs (when fuelled with hydrogen
and with four electron reduction of oxygen at the
cathode), which is fundamentally different to what
occurs in PEMFCs containing acidic electrolytes;
this can cause high overpotentials at AMFC anodes,
due to suspected flooding [8].

The use of an AEM as a solid electrolyte includ-
ing no metal cations prevents precipitation of car-
bonate/bicarbonate salts. (The electrolyte containing
the cationic groups is already a solid.) The carbon-
ation process is quick even if the AEM has been
exposed to the air for only a short time [9, 10]. The
conductivities of the AEMs in OH� form may have
been underestimated because most studies to date
have not disclosed vigorous CO2 exclusion proce-
dures during conductivity measurements. It has
been hypothesized that OH� ion conductivities in
AEMs can be estimated by measuring the ionic
conductivities of HCO�

3 from AEMs and multiply-
ing by 3.8 [11]. This carbonation process may not to
be a serious problem due to an in situ “self-purging
mechanism” because OH� anions are continuously
generated at the cathode in AMFCs [12].
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AEMs are solid polymer electrolyte membranes
that contain positive ionic groups (typically quater-
nary ammonium (QA) functional groups such as
poly-N Meþ3 ) and mobile negatively charged
anions. A widely quoted concern with AEMs is
membrane stability, especially at elevated temper-
atures [13, 14]. The general issues are:

1. The diffusion coefficients and mobilities of
OH� anions are less than that of H+ in most
media, and QA ionic groups are less dissoci-
ated than the typical sulfonic acid groups (pK a
for sulfonic acid groups are typically �1 but
for QA groups the related pK b values are
around +4); there were concerns that AEMs
would not possess adequate intrinsic ionic con-
ductivities for application in fuel cells.

2. TheOH� anions are effective nucleophiles which
potentially cause degradation via (a) a direct
nucleophilic displacement and/or (b) a Hofmann
elimination reaction when a b-hydrogen is pre-
sent; methyl (�CH3) groups may also be
displaced by OH� ions forming tertiary amines
and methanol [13, 14]. If the AEMs contain good
leaving groups (e.g., QA -NMeþ3 groups) then the
chemical stability of the AEMs might have been
inadequate for use in fuel cells, particularly at
elevated temperatures.

3. Precursor anion-exchange membranes are
generally submerged in aqueous NaOH/KOH
solutions to exchange them to the OH� form
AEM; the AEM must have the chemical sta-
bility to withstand this process. Despite this,
over a decade ago, the stabilities of various
benzyltrimethylammonium-based AEMs were
found to be stable at up 75 �C in NaOH(aq) at
concentrations up to 6 mol dm�3 for several
days [15].

A major potential application of AMFCs is,
however, as power sources for at or near room
temperature (as for PEMFCs), which means such
degradation can be minimal.

This entry considers the current understanding
and application of AEMs in hydrogen-fuelled
AMFCs and other fuel cell types employing
AEMs. Figure 1 enables comparison between
hydrogen- or methanol-fuelled PEMFCs and

AMFCs; the electrode reactions in a hydrogen-
fuelled AMFC are discussed above. In contrast to
PEMFCs, operation of an AMFC requires the
presence of water as a reagent at the cathode
(oxygen reduction reaction, ORR – to form
OH�) and the product water is formed by the
hydrogen oxidation reaction (HOR) at the anode
(as opposed to being formed at the cathode in
PEMFCs). The entry begins with consideration
of the main classes of AEMs.

An Overview of Alkaline Anion-
Exchange Membranes (AEMs)

AEMs and alkaline ionomers (anionomers) are
key to the successful implementation of AMFCs.
Anion-exchange membranes have, for a long
time, been used as separation membranes for
seawater desalination, the recovery of metal ions
fromwastewaters, electrodialysis and bio-separation
processes, for example [16–26]. These mem-
branes may, however, not be stable or conductive
enough to be applied in AMFCs. AEMs used in
early AMFC studies were reviewed in 2005 [1]
and included polybenzimidazole (PBI) doped
with KOH, epichlorohydrin polymer quaternized
with 1,4-diazabicyclo [2] octane (DABCO) or
quaternized with a 1:1 ratio of DABCO and tri-
ethylamine, and commercial membranes such as
AHA (Tokuyama Co, Japan), Morgane ADP
(Solvey S.A.), Tosflex® SF-17 (Tosoh) and
2259-60 (Pall RAI). Most of these fuel cells
containing AEMs were, however, being operated
in the presence of aqueous alkaline solutions
(containing NaOH or KOH).

In the UK (at the University of Surrey), several
kinds of QA-containing radiation-grafted AEMs
(RG-AEMs) based on poly(vinylidene fluoride)
PVDF [27–31], poly(tetrafluoroethylene-co-
hexafluoropropylene) FEP [27, 28, 32] and poly
(ethylene-co-tetrafluoroethylene) ETFE [32, 33],
with good ion-exchange capacities (IEC) and
ionic conductivities and with sufficient stabilities
to test the proof of concept of using AEMs in
fuel cells, have been developed. ETFE base
films produce the best AEMs for testing in
AMFCs. The radiation-grafted methodology
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(using gamma rays or electron beams for irradia-
tion) allowed for the production of AEMs of
different thicknesses, ion-exchange capacity,
physical/mechanical properties, and chemistries
that facilitated fundamental investigations.
A water-insoluble alkaline ionomer that used N,
N,N0,N0-tetramethylhexane-1,6-diamine as the
joint amination and cross-linking agent first
enabled studies of the performance of metal-
cation-free all-solid-state alkaline fuel cells with
stable performance into the medium term at 50 �C
[33, 34]. Many other groups have now developed
new conductive and chemically and thermally
stable AEMs (and candidate alkaline ionomers),
as discussed below. AEMs in the hydroxide form
typically become brittle if allowed to dry; hydrox-
ide forms are typically prepared just before use,
from the chloride form analogue.

Properties of AEMs

The most common class of NaOH�/KOH-free
AEMs being investigated for use in fuel cells is
based on QA chemistry and has reasonable stability
in alkaline environments (especially those AEMs

containing benzyltrimethyl ammonium exchange
sites). There are three main classes of chemical deg-
radation reaction mechanisms by which nucleo-
philic OH� anions can remove QA groups. The
presence of b-hydrogens allows the Hofmann elim-
ination reaction to occur (Scheme 1), often in paral-
lel to the reactions discussed below, yielding alkene
(vinyl) groups; this can give rise to QA-AEMs that
have low thermal and chemical (to alkali) stabilities.
If, as in RG-AEMs, no b-hydrogen atoms are pre-
sent, direct nucleophilic substitution reactions were
traditionally thought to take place yielding alcohol
and tertiary amine groups. However, recent density
functional theory (DFT) calculations and deuterium
exchange experiments at Los Alamos National Lab-
oratory (USA) on model small QA-containing com-
pounds indicate that a mechanism involving an
ylide intermediate(trimethyl ammonium methylide,
also known as a 1,2-dipolar ylide compound) may
predominate and be more severe when the AEMs
are dehydrated [35].

AEMs from Tokuyama Co have good thermo-
chemical stability. The thin (10 mm) Tokuyama
“fuel cell grade” AEMs (A010, A201 – formerly
A006 and A901) [9, 36–39] and their develop-
mental dispersible alkaline ionomers (A3ver.2

Alkaline Membrane Fuel Cells, Fig. 1 A schematic
presentation of (a) a proton-exchange membrane
(PEMFC) and (b) an alkaline membrane fuel cell

(AMFC), both fuelled either with H2 gas or directly with
methanol (DMFC mode). The stoichiometric ratios of
reactants and products are shown in each case
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and AS-4) have also been tested at up to 50 �C by
several research groups in direct alcohol fuel cells
[40–42].

Quaternized pyridinium- or phosphonium-
based AEMs were thought to have thermochemi-
cal stabilities that are not suitable for use in AEM
fuel cells but there are reports of recent work
on polysulfone-phosphonium-based AEMs and
anionomers (see later).

Surrey’s benzyltrimethylammonium-containing
S80, S50, and S20 RG-AEMs (the number desig-
nating the fully hydrated thicknesses in microme-
ters) are chemically stable up to 80 �C in aqueous
KOH [32–34](aq, 1 moldm�3) and can exhibit
ionic conductivities >0.03 S cm�1 at room tem-
perature when fully hydrated; the ex situ and in
situ ionic conductivity of fully hydrated S80 is
0.06 S cm�1 at 60 �C (cf. Nafion® acidic PEMs
are typically >0.1 S cm�1 at these temperatures).
AEM conductivities are, however, considerably

reduced at humidities RH/% < 100 and drop to
values between 0.01 and 0.02 S cm�1 after only
an hour when exposed to air (especially with very
thin membranes) due to the reaction of OH�

anions with CO2 formingCO2�
3 andHCO�

3 within
the membrane. The lower dissociation constant
for -NMe3OH groups (requiring a higher number
of water molecules for complete dissociation),
compared to -SO3H groups in PEMs, and a very
low number of water molecules directly associ-
ated with the ionic groups lead to the poor perfor-
mance at low RHs (at high humidities much of the
water present in AEMs is located in aggregates
not directly associated with the ionic groups) [32].

The developing published and patent literature in
this area has recently been reviewed by Zeng and
Varcoe [2]. Further classes of AEM for fuel cells
have included membranes based on quaternized
poly(epichlorohydrin), polysulfone, poly
(phthalalazinone ether ketone), poly(2,6-

Alkaline Membrane Fuel Cells, Scheme 1 Alternative mechanisms for degradation of AEMs by displacement of the
trimethylammonium groups by hydroxide anions at elevated temperatures
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dimethyl-1,4-phenylene oxide), and poly(vinyl
alcohol) grafted with (2,3-epoxypropyl)
trimethylammonium chloride. Common quaterni-
zing agents include alkyliodides, trialkylamines,
N,N,N0,N0-tetramethylalkyl-1,n-diamines, poly-
ethyleneimine, 1,4-diazabicyclo-[2.2.2]-octane
(DABCO), and 1-azabicyclo-[2.2.2]-octane. The
final two of these have been used extensively;
they contain b-hydrogen but their structures do
not permit molecular conformations favored in the
Hofmann elimination mechanism. Metal-cation-
containing AEMs based on doping polymer films
(e.g., polybenzimidazole (PBI), poly(vinyl alco-
hol) and its composites, and biocompatible
chitosan) with NaOH/KOH(aq) are also being
investigated, but the presence of mobile cations
may introduce problems associated with precipi-
tation of carbonate salts.

Ionic conductivities of AEMs are generally
lower than those of comparable PEMs. This is
not surprising as the solution mobility of OH� is
one third to one half of that of a H+ (depending on
the environment and if there – m o � 104/
cm2 V�1 s�1 = 20.64 for OH�(aq) anions and
36.23 for H+(aq) cations at 298 K) [1, 43]. One
strategy for enhanced ionic conductivities is
to increase the ion-exchange capacity (IEC) via
synthetic methodology, but this often leads
to a decrease in the mechanical strength due to
excessive water uptakes. Another strategy is to
synthesize tailored membranes that will exhibit
hydrophilic(ionic)-hydrophobic(nonionic) phase
segregation and continuous ionic domains,
which is hypothesized to increase ionic conduc-
tivities [44, 45].

Recent intensive studies have, however, been
reported to lead to AEMs with high ionic conductiv-
ities, reportedly comparable to Nafion®. These
promisingAEMs [11, 45–51] are still to be evaluated
in AMFCs. Most hydrocarbon AEMs are soluble in
various solvents, which is potentially useful for the
formulation of alkaline ionomers required for the
preparation of high-performance membrane elec-
trode assemblies (MEAs). If the conductive proper-
ties reported can be translated into high power
outputs, then AMFC performances comparable to
those of PEMFCs can be expected in the near future.

Synthetic Routes to AEMs

The preparation of applicable AEMs involves a
compromise between the properties of the mem-
brane, such as the chemical and thermal stability,
ion-exchange capacity (IEC), ion conductivity,
mechanical properties, water uptake, and dimen-
sional stability. In general, alkaline anion-
exchange polymer electrolytes can be polymer-
ized directly from functionalized monomers,
polymerized from monomers with subsequent
functionalization or by functionalizing a commer-
cially available polymer. The backbone of the
polymer is usually selected for its good chemical
and thermal stability and, therefore, typically
includes aromatic rings and/or a degree of
fluorination: typical polymer classes include
polysulfones and polyetherketones, polyimides,
poly(phenylene), poly(phthalazinone ether sul-
fone ketone), polyepichlorohydrin homopolymer,
polybenzimidazole (PBI), poly(phenylene oxide),
radiation-grafted copolymers, inorganic-organic
hybrids, and even perfluoronated membranes
such as Nafion. The active functional groups are
commonly quaternary ammonium type �NRþ

3

� �

with a clear preference for trimethylammonium
�N CH3ð Þþ3
� �

groups (pKa (H2O) = 9.8).
A suitable AEM will have a high ion-

exchange capacity, high ionic conductivity, and
thermochemical stability, but will exhibit a low
degree of swelling on hydration. There are several
general synthetic methodologies for the prepara-
tion of AEMs [52, 53]. Fluorine-containing poly-
mers generally show higher thermal stabilities
than hydrocarbon polymers. AEMs based on a
poly(arylene ether sulfone) containing fluorine
atoms show high ionic conductivities (63 mS
cm�1 in CO2�

3 form at 70 �C) [53]; this is a
key result as CO2�

3 anions have dilute solution
mobilities that are less than 33% of that of OH�

anions. (It is rare to seeCO2�
3 conductivities above

30 mS cm�1.)
Irradiation of polymer films (and powders,

etc.) using X-rays, g-rays, or electron beams
(as at Surrey, see previous section) is a flexible
way to introduce various functional groups on the
polymer backbones (Scheme 2). A wide range of
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chemically and thermal stable polymers, such as
ETFE and FEP, can be chosen as the base films for
the production of AEMs. Additionally, there is a
wide choice of functional monomers available
that can be used to introduce ion-exchange groups
into the grafted polymeric chains.

A common strategy in the synthesis of
AEMs is to introduce halogen alkyl groups onto
the backbone or side chains of the polymer
via chloroalkylation, fluorination, bromination,
or chlorination, followed by amination/
quaternization and finally ion exchange. Highly
carcinogenic chloromethylethers have tradition-
ally been used as the chloroalkylation agent but
safer strategies have been introduced, for exam-
ple, the chloro methylation agent is generated in
situ (e.g., [44, 54–56]). An alternative strategy is
the prior introduction of tertiary amine groups into
the polymer, followed by quaternization.

The easiest synthetic route is to use inert
polymers (as above) doped with concentrated
KOH(aq) (as above): polybenzimidazole (PBI)

[57–61], poly(vinyl alcohol) (PVA) [44], composite
polymers such as PVA/hydroxyapatite (PVA/HAP)
[62], quaternized-PVA/alumina (QPVA/Al2O3)
[63], PVA/titanium oxide (PVA/TiO2) [64, 65],
chitosan and cross-linked chitosan [66–68],
copolymers of epichlorohydrin and ethylene
oxide [69], and cross-linked PVA/sulfosuccinic
acid (10 wt.% SSA) [70] have all been doped
with KOH and used as AEMs. Patent
US5569559 [71] describes the use of polar poly-
mers (most preferred being polyethylene oxide)
doped with alkaline metal hydroxides (such as
KOH), alkaline earth metal hydroxides or ammo-
nium hydroxides such as tetrabutylammonium
hydroxide; PBI doped with KOH showed the
highest ionic conductivity, comparable to Nafion®

(a standard acidic proton-exchange membrane,
PEM). All of these materials could, however,
lead to carbonate precipitates.

Anion-exchange polymers that contain meth-
acrylate, ester, amide, or other carbonyl (C = O
double bond) functional groups show low stabil-
ities in alkali as these functional groups are highly
reactive to nucleophiles such as OH�.

Development of Alkaline Ionomers

Alkaline analogues to the oligomeric perfluoro-
sulfonic acid dispersion s used to produce opti-
mized ionic contact between the catalyst reaction
sites and the PEM in PEMFCs have yet to be
convincingly developed and this has resulted in
the use of nonideal strategies for the fabrication of
alkaline MEAs: the use of Nafion dispersions
(acidic, cation exchanging); concepts involving
adsorbed potassium hydroxide, and quaternized
copolymers made from 4-vinylpyridine monomer
at the electrode-AEM interface. Polysulfone-
based alkaline ionomers that are compatible with
polysulfone AEMs have been developed by vari-
ous teams. On the commercial front, it has been
reported that Fumatech has developed a ionomer
concept for use with their commercial
Fumasep®FAA AEMs, that uses two precursors
that react to form a cross-linked polymer when
mixed together, and Tokuyama’s alkaline

Alkaline Membrane Fuel Cells, Scheme 2 The
radiation-grafting of vinylbenzyl chloride onto ETFE and
subsequent amination and alkali-exchange, yielding alka-
line anion-exchange membranes (RG-AEMs)
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ionomers can be deposited from solution
(designated A3 or AS-4) and are chemically com-
patible with Tokuyama’s fuel cell AEMs.

Surrey developed an alkaline ionomer (SION1,
Scheme 3) for MEA fabrication, with the objec-
tive of developing a system that would allow the
testing of different AEMs and electrodes in
AMFCs [72]; without this alkaline ionomer, the
performances were too low for satisfactory test-
ing. That alkaline ionomer also allowed for the
operation of fuel cells in metal-cation-free mode,
in contrast to the possible use of doped polymers
containing alkali metal hydroxides. An alkaline
MEA that was deliberately converted to theCO2�

3

form operated as well as an OH� formMEA; even
more interestingly, the CO2�

3 content of the car-
bonated MEA decreased during fuel cell opera-
tion with air (containing CO2) at the cathode. The
SION1 ionomer contains b-hydrogen atoms and,
therefore, allows the Hofmann elimination degra-
dation mechanism to operate, limiting the thermal
stability to below ca. 60 �C. Surrey is currently
developing a next-generation b-hydrogen-free
alkaline ionomers deposited from aqueous solu-
tions (Patent GB 0814652.4).

Many researchers have reported that alkaline
polymers with hydrocarbon backbones can be
dissolved in solvents such as DMF, DMAc, and
DMSO [47–49, 54, 73, 74], and this allows their
use as the ionomer for the preparation of MEAs.
Zhuang et al. [73, 75] used a quaternary ammo-
nium polysulfone (QAPS) which can be dissolved
in DMF and used as the ionomer; the QAPS
polymer (in OH� form: IEC = 1.08 mmol g�1)
was used to fabricate the membrane, while a
QAPS film (OH� form: IEC = 1.18 meq g�1)
was used as the ionomer.

The development of alkaline ionomers is one
of the major challenges for the development of
high-performance alkaline membrane containing
fuel cells. In state-of-the-art AMFC technology,
the role of the ionomer has not been fully investi-
gated or understood; alkaline ionomer solutions/
dispersions, comparable to the Nafion dispersions
used in PEMFCS, remain highly sought after.

AMFCs with H2 as Fuel

Fundamental studies at Surrey revealed the
following [31–34]:

A major source of performance loss is the
mass transport of H2O to the ORR reaction
sites. S80/S50/S20 radiation-grafted RG-AEMs,
Solvay’s Morgane®-ADP, and Tokuyama’s A201
were evaluated in H2/O2 fuel cells at Surrey using
both commercial (prefabricated) and in-house
produced electrodes containing SION1 ionomer
[72]. As discussed earlier, water is required as a
stoichiometric reactant for the ORR at the cathode
when using AEMs (unlike in PEMFCs).

Alkaline Membrane Fuel Cells, Scheme 3 The forma-
tion of SION1 alkaline ionomer (anionomer) by cross-
linkage of poly(vinylbenzyl chloride) with tetra-
methylhexanediamine (TMHDA)
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The primary source of H2O to the cathode
appears to be the back transport of the H2O
electro-generated at the anode. Even with the use
of fully hydrated gas supplies, evidence for this
was that enhanced back transport of H2O from
the anode, and therefore superior performances,
was observed with thinner AEMs: beginning-of-
life peak geometric power densities, Ppeak, of
54 ! 94 ! 130 mW cm�2 were recorded using
154 ! 78 ! 51 mm thick AEMs, respectively,
under identical test conditions (less than 20 mW
cm�2 was obtained with the 230 mm thick
Tokuyama AHA AEM – not developed for use in
fuel cells) (Fig. 2). The commercial Pt/C (20%
mass – 0.5 mgPt cm

�2 loading)-containing Type
A carbon cloth prefabricated cathodes (E-Tek divi-
sion of BASF) that were used contained PTFE
binder (current commercially available fuel cell
electrodes are optimized for use with PEMs and
not for AEMs) and it was suspected that this
restricted the transport of the H2O supplied in the
humidified oxygen supply to the reaction sites.

Achieving an optimal MEA is still hindered by
the available anionomers. Switching to the use of
Toray carbon paper commercial electrodes
(435 mm thick containing Pt/C (20% mass) cata-
lyst at 0.5 mgPt cm

�2 loading and containing

PTFE binder – supplied by E-Tek division of
BASF) at both the anode and cathode led to an
increase in obtainable power densities (Fig. 2).
Ppeak = 230 mW cm�2 and a maximum i at full
discharge of 1.3 A cm�2 was obtained in a H2/O2

fuel cell at 50 �C with S20 (20 mm).
A Ppeak = 260 mW cm�2 was obtained at 50 �C
with Tokuyma A201 using SION1-treated elec-
trodes. Fully satisfactory MEA lamination cannot,
however, be achieved with SION1 alkaline
ionomer and there are still considerable, variable,
contact resistances.

Pt-free electrodes are viable in AMFCs (more
evidence is given below). Ag/C (60% mass,
4 mgAg cm�2) performed well when used as a
cathode catalyst (Ag/C catalyst performed poorly
in the cathode of a PEMFC). Open circuit voltages
(VOC) were normally in the range 1.0–1.1 V with
Solvay ADP and Pt/C electrodes (ca. 100 mV
higher than obtained with Nafion-115 PEMFCs);
a drop of 100 mV in VOC was observed when Pt
was replaced with Ag at the cathode.

The activity of the carbon supports needs to be
evaluated for each catalyst material to be tested.
An important finding was that metal-free Vulcan
XC-72R (i.e., carbon black only) cathodes pro-
duced significant currents (Ppeak = 22 mW cm�2

and VOC = 0.88 V with Solvay ADP at 50 �C).
Carbons reduce O2 primarily through a 2e�mech-
anism at high pH producing hydroperoxide anions
HO�

2

� �
, which may form highly reactive hydroxyl

radical species.
Other groups have been investigating

nonradiation-grafted AEMs. A fully non-PGM-
catalyst-containing metal-cation-free alkaline
membrane fuel cell was first reported by the team
at Wuhan University [73], for an AMFC
containing a QA-polysulfone AEM and an MEA
that did not contain any PGM catalysts; a
Ppeak= 52mWcm�2at 60 �C (open circuit voltage,
OCV, VOC= 0.94 V) was obtained using Ni-based
anode catalyst and a Ag cathode catalyst.

Polysulfone-based AEMs (see earlier) have
been tested in H2/air fuel cells at 60 �C using a
polysulfone alkaline ionomer (dew point of the
gases was 55 �C). A Ppeak = 28 mW cm�2 at
Vcell = 0.47 V was obtained with Pt/C (40%
mass, Johnson Matthey) with loadings of 0.5

Alkaline Membrane Fuel Cells, Fig. 2 Variation in
power density for H2/O2 AMFCs as a function of fully
hydrated RG-AEM thickness. The cells contained ETFE-
derived RG-AEMs. All electrodes were treated with
SION1 ionomer and utilized E-TekPt/C (20% mass)
catalyst-loaded carbon cloth (squares) or carbon paper
(diamonds) supports
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mgPt cm
�2. Ppeak= 30mWcm�2 at Vcell= 0.42 V

was obtained when the cathode contained a Ag/C
catalyst (40% mass, E-Tek) at a loading of 2 mgAg
cm�2. OCVs were 100 mV lower with Ag com-
pared to Pt, which correlates with the results
above. A Ppeak = 365 mW cm�2 at 0.4 V
(VOC = 1.04 V, r = 0.152 O cm2) was reported
at the 214th Meeting of the Electrochemical Soci-
ety in 2008 by Wang’s team at Penn State Univer-
sity, using Tokuyama’s A901 (10 mm) AEM and
AS-4 alkaline ionomer (IEC = 1.3 meq g�1) at
50 �C in a H2/O2 AMFC with 0.4 mg cm�2Pt/C
catalysts; these values dropped to 212 mW cm�2

(VOC = 1.02 V, r = 0.19 O cm2) when the O2 at
the cathode was replaced with purified air
(<1 ppm CO2) and the Ppeak dropped to 113 mW
cm�2 (r = 0.22 O cm2). The higher value repre-
sents the highest H2/O2 AMFC performance pub-
licly reported to date.

KOH-doped membranes (see earlier) represent
metal-cation-containing AEMs. A H2/O2 fuel cell
has been tested with a KOH-doped PBI membrane
(t= 40 mm) at 50 �C yielding an i= 620 mA cm�2

at Vcell = 0.60 V (P = 370 mW cm�2) [60]. This
performance was similar to that of the same appara-
tus with a Nafion-117 PEM and also, remarkably,
with a PBIAEMdopedwith bothKOHandK2CO3.
The question of the long-term stability and leaching
out of the KOH (if any) remains to be fully
addressed for this class of AEM, as does the issue
of potential for carbonate/bicarbonate precipitation.

Gu and Yan et al. [76] developed an ionomer,
tris(2,4,6-trimethoxyphenyl) polysulfone-methylene
quaternary phosphonium hydroxide (TPQPOH),
which is soluble in low boiling point and water-
soluble solvents such as methanol, ethanol, and
n-propanol. The solubility of this kind of ionomer
could be ideal for use in AMFC MEAs; 196 mW
cm�2 was achieved at 80 �C (H2/O2 gases sup-
plied at 250 kPa back-pressure) using this phos-
phonium ionomer with a 70 mm thick FAA
commercial membrane (Fumatech GmbH) as the
AEM. A maximum power of more than 250 mW
cm�2 was obtained in a H2/O2 fuel cell at 50 �C
with a 50 mm AEM and gas back-pressures of
250 kPa. The presence of methoxy (�OCH3)
groups on the aromatic rings that are connected
to the phosphonium ion centers seems essential to
adequate chemical stability.

The Application of AEMs in Other Fuel
Cell Types

The utility of AEMs as potential electrolytes in
fuel cells arises not only from the prospects for the
use of non-Pt-group metal (non-PGM) catalysts
and cheaper fuel cell components (less corrosive
environment) but also from potential for use of
alternative fuels.

Alcohols and diols, sodium borohydride
(NaBH4), and hydrazine (H2NNH2) have all been
used directly as fuels in AMFCs. Patents [77, 78]
introduced more fuels including
hydrated hydrazine (NH2NH2�H2O), hydrazine
carbonate ((NH2NH2)2CO2), hydrazine sulfate
(NH2NH2�H2SO4), monomethyl hydrazine
(CH3NHNH2), ammonia (NH3), heterocycles
such as imidazole and 1,3,5-truazine and
3-amino-1,2,4-triazole, and hydroxylamines such
as hydroxylamine (NH2OH) and hydroxylamine
sulfate (NH2OH�H2SO4); the catalysts were
co-based for the fuel side (anode) and Ag/C, Pt/C
and Ni/C for the oxygen reduction side (cathode).
EP2133946 [79] disclosed the use of transition
metals as catalysts in AMFCs. There are numerous
reports on the use of non-Pt catalyst, such asMnO2

[58], Ag/C [74, 75, 79], Au/C [80], FeTPP/BPC
(Black Pearl Carbon) [81], CoPPyC [82], FeCo-
CNF (Carbon Nanofiber) [83], CoFeN/C-HLH
[84] in AMFC cathodes and Cr-decorated Ni/C
[73], Fe-Co-Ni/C [85, 86] at anodes.

Zhuang et al. conducted a feasibility analysis
of the use of AEMs in DMFCs [87]; this important
study concentrated on the thermodynamic disad-
vantages versus kinetic advantages of such cells
by considering the reactions taking place in aque-
ous solutions and the authors concluded that the
thermodynamic voltage losses due to the pH dif-
ference across the AEM would be approximately
canceled out by the kinetic voltage gains. Ogumi
et al. studied direct alcohol fuel cells (methanol
and ethylene glycol) with a commercial AEM
(Tokoyama AHA, thickness � 240 mm) [39].
Solutions of ethylene glycol and methanol were
made to a concentration of 1 mol dm�3 dissolved
in KOH (aq, 1 mol dm�3), and so the system was
not metal-cation-free (common with other
AMFCs obtaining reasonable power levels with
alcohols as fuels). Cell voltages were around
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100 mV higher for ethylene glycol compared
to methanol. This fuel cell is not quite an alkaline
analogue of an acid membrane DMFC, as the
authors used alkaline fuel solution. No indication
was given concerning completeness of oxidation
of the ethylene glycol to CO2 and H2O. Yu
and Scott also reported the operation of a direct
methanol alkaline fuel cell, with platinized tita-
nium mesh anodes (1.5 mg cm�2Pt/Ti) and a
commercial alkaline anion-exchange membrane
(Morgane ADP membrane from Solvay SA) [88].

It has been proposed that ammonia would
make a good energy vector/carrier [6] and an
indirect fuel for a hydrogen fuel cell; ammonia is
environmentally benign (it is already used as a
fertilizer and neutralizes acid rain), already avail-
able cheaply, contains 50% more H per dm3 than
liquid hydrogen, and is a liquid at much lower
pressures (8–9 bar); it also has the advantage of a
strong smell, allowing the easier location of leaks.
Cracking ammonia to form hydrogen free of
traces of ammonia for use in traditional PEMFCs
requires temperatures of above 900 �C; PEMFCs
cannot tolerate any NH3 contamination. An
advantage of AFCs is that they will tolerate low
levels of NH3, and so cracking can be undertaken
at lower temperatures; this has yet to be explored
using AMFC approaches.

A Brief Overview of the Patent Literature

Zeng and Varcoe have recently reviewed in depth
the patent literature concerning AEMs [89]. A small
number of patents of direct interest to application of
AEMs in AMFCs are considered in this section.

In the area of novel AEMs:

• Patents relating to the application of radiation-
grafted ion-exchange membranes in fuel cells
have been granted to Scherer et al. [89] and
to Stone and Steck [90, 91]. These patents
mention the functionalization of base polymers
with quaternary ammonium groups to yield
alkaline polymers. The use of fluorine-
substituted styrenic monomers is also claimed
to improve membrane chemical stability when
utilized in fuel cells (removal of undesired and
reactive C-H bonds).

• Fauvarque was granted a patent on aqueous
alkaline solid electrolyte based around poly-
ether polymer matrices [92].

• Yao et al. were granted related patents on alka-
line polymers containing alkyl quaternary
ammonium salts, nitrogen containing hetero-
cyclic quaternary ammonium salts, and metal
hydroxide salts for potential applications in
alkaline batteries and fuel cells [93–95].

In the area of device architecture:

• Jaouen patented a novel cathode structure for a
solid polymer fuel cell [96]; that cathode struc-
ture consisted of a solid polymer anion-
exchange membrane surrounding the catalysts
particles (entirely within the cathode struc-
ture), which was in contact (surrounded) with
a cation-conducting polymer membrane.

• Lu and Zhuang were granted a patent on
alkaline-resin-containing fuel cells with direct
fuelling with liquid organic fuels [97].

• Related patents from Divisek describe the
invention of a methanol fuel cell utilizing an
anion-exchange membrane [98, 99].

Future Directions and Research
Challenges

There are a number of research challenges that
must be overcome before AEMs can be success-
fully applied in pre-commercial AMFCs:

1. As a priority and to complement ex situ stabil-
ity measurements, AEMs must be evaluated in
H2/O2, H2/air, and methanol/air fuel cells for
several thousand hours to ensure adequate
in situ membrane stability and assess the effect

of and level of CO2�
2 =HCO�

3 formation. The
effect of adding alkali to the methanol solution
must also be thoroughly investigated over long
timescales.

2. AEMs must be created with higher conductiv-
ities, to ensure good fuel cell performances at
high current densities. It should be noted, how-
ever, that with application of an alkaline
DMFC as a power source for portable devices,
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an overriding priority is maximizing the energy
density of the fuel and fuel efficiency (cell
voltage). These DMFCs will be operated at
low-to-medium current densities (higher effi-
ciencies), where electrode overpotentials are
the dominant cause of voltage losses.

3. It is essential that a solubilized form of an
alkaline anion-exchange polymer be devel-
oped to improve the interface between the
electrodes and the AEM electrolyte. Success
in this effort will decrease MEA resistances.
A water-based soluble form which can be
rendered water insoluble when cast would be
preferred, as there are safety concerns
(primarily with industrial scale production)
about using organic solvents near finely dis-
persed (pyrophoric) metal catalysts (unsup-
ported or supported on carbon).

4. If AEMs are to be applied to fuel cells for other
applications (such as automotive power etc.),
more temperature stable AEMs must be devel-
oped. Operation of alkaline-membrane-based
fuel cells at elevated temperature would reduce
thermodynamic voltage losses due to pH differ-
ences across the AEM and would also improve
the electrokinetics. Successful, stable over the
long term, and being operational at elevated
temperatures, all would allow application in
fuel cells for the automotive mass market.

5. If AEMs are shown to be stable in fuel cells
over thousands of hours, an in-depth investi-
gation into effective and cheaper non-noble
metal catalysts (e.g., Ni, Ag etc.) is indicated.
There would also be a greater chance of finding
methanol-tolerant catalysts for use in the cath-
odes than in related PEM-based DMFCs.

6. Finally, removal of fluorine from the polymer
systems would be of interest to enhance the
environmental credentials of the technology
(facilitating easier disposal) and reduce costs.
The substitution of fully fluorinated FEP with
non-fluorinated LDPE is feasible. While oxida-
tive radical degradation is a problem at the cath-
ode and anode (via oxygen diffusion through the
membrane) with non-fluorinated PEMs, it has
been shown using electron paramagnetic reso-
nance (EPR) studies that such degradation is
prevented in highly alkaline (pH> 11.7) condi-
tions pertinent to AEMs [100–102].
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Glossary

Three-phase boundary Region in the electrode
where protons from the ionomer, electrons
from the electrically conducting Pt and/or car-
bon, and reactant gases meet.

Electrolyte membrane A solid polymer ion-
conducting membrane used in the center of the
fuel cell membrane electrode assembly. Fuel cell
electrocatalyst A catalyst that catalyzes either the
oxidation of the fuel or the reduction of oxygen
in a fuel cell.

Equivalent weight A measure of the acid con-
tent of an ionomer in the units of grams of
polymer per mole of acid. Gas diffusion layer
A carbon paper or cloth used as a current
collector in fuel cells that can allow the passage
of reactant gases and product water to and from
the electrodes.

Hydrogen oxidation reaction (HOR) Electro-
chemical oxidation of H2 at the anode.

Ionomer A copolymer of an ion-containing
monomer and a nonionic monomer, typically
not soluble in water. Membrane electrode
assembly (MEA) An ion-conducting membrane
sandwiched between two electrodes, an anode
at which fuel oxidation occurs, and a cathode at
which oxygen reduction occurs.

Oxygen reduction reaction (ORR) Electro-
chemical reduction of O2 at the cathode.
Flooding Liquid water collecting within the
electrodes or current collectors, impeding the
flow of gases to the catalyst surface.

Perfluorinated sulfonic acid-containing poly-
mer (PFSA) A fluorinated sulfonic acid-
containing ionomer. The most commonly
used polymer in proton-exchange fuel cell
membranes today.

Definition of the Subject

Proton-exchange membrane fuel cells (PEMFCs)
together with hydrogen represent an important stor-
age and utilization technology for energy generated
from renewable sources such as wind, solar, geo-
thermal, or hydroelectric. This is due in part to their
high energy density, low operating temperature,
rapid start-up, modular design, flexibility of scale
(a few watts to hundreds of kilowatts), and the
absence of any point-of-use emissions. One barrier
to commercialization and widespread acceptance of
this technology is cost, a situation fairly common
with the introduction of a new technology. Over the
past decade, much work has been done, and very
significant progress has beenmade, in bringing down
the manufacturing cost of fuel cell systems [1].
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Manufacturing processes have been optimized,
volumes manufactured have increased, less
expensive materials have been demonstrated, sys-
tem efficiencies and power outputs have been
increased, and the amount of precious metal cata-
lyst required to generate a kilowatt of power has
been reduced dramatically. All of these features
have contributed to significant cost reductions. In
the case of the precious metal catalysts, one of the
major costs, a fuel cell stack that can generate
enough power for an automobile can now be
built using less than 30 g of platinum catalyst
(about three to four times as much precious
metal as is used in vehicles today), and the auto
industry target of 10 g per vehicle appears within
reach, and fuel cell vehicles are beginning to
appear on our roads [2–4].

There is still work to be done. One area where
important improvements are currently being made
is in developing materials and constructions that
address the need of today’s PEMFC systems for
high levels of humidification during operation.
Materials currently used in PEMFCs require
water for optimum performance. The electrolyte
membranes require a relatively high level of
hydration to provide sufficient conductivity for
high performance. The electrodes in use also
require water, both to provide ionic conductivity
within the electrode and between the electrode
and the electrolyte, as well as to maintain high
electrocatalytic activity for high efficiency.

This thirst for water within the fuel cell
requires strict water management, imposing limi-
tations on the system design and adversely affect-
ing manufacturing cost. Reactant gases entering
the cell often must be humidified, adding the
expense of humidification equipment and the par-
asitic power loss from its operation. Toyota has
overcome these issues in the Mirai fuel cell car
where the humidification equipment is eliminated
[5]. This is achieved by the use of reinforced
membranes that are 1/3 of the thickness of previ-
ous PEMs allowing back diffusion of product
water from the cathode to the anode. These thin-
ner membranes, when the inlet gases are intro-
duced in counter flow, allow humidification of
the inlet air from the water exhaust from the H2

fuel side across the membrane. In addition, cell

temperature must be carefully controlled, as over-
heating can cause the cells to dry out, and so larger
capacity cooling systems or radiators are required.
This must be balanced with the fact that excess
cooling or over humidification can cause water
vapor formed in the electrochemical reaction to
liquefy and collect within the electrodes or current
collectors, impeding the flow of gases to the elec-
trodes, a phenomenon called flooding. These
requirements of careful control of humidification
and temperature in fuel cells are not consistent
with the need for a robust, inexpensive power
source. New materials, including new membrane
materials and catalysts that are less dependent on
water, are needed to address this limitation.

Introduction

For the last few years, there has been a growing,
worldwide public focus on the increasing use of
energy. One cannot pick up a newspaper or watch
a television news program without being exposed
to stories about the growth in the need for energy
and the economic and environmental cost of that
growth. Concerns about energy cost, energy secu-
rity, and environmental factors (notably climate
change) are driving many toward a shift to
cleaner, cheaper, and more sustainable methods
of generating and using energy. Much of this
discussion has centered on the generation of
energy, through the more efficient use of fossil
fuels, nuclear energy generation, or renewables
such as solar and wind energy. There is also grow-
ing recognition that if a movement to more sus-
tainable methods of generating energy is to be
made, a change in the way of transporting and
storing energy will also be required.

An important area of energy technology that
has received attention is the area of energy stor-
age. Advanced batteries, capacitors, pumped
hydroelectric, compressed air, flywheels, and
other methods of energy storage are being consid-
ered [6]. As stated above, many believe that
proton-exchange membrane fuel cells (PEMFCs)
together with hydrogen represent an important
energy storage and utilization technology for a
number of application areas to allow the transition
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away from fossil fuels. For this reason, significant
research and investment in this technology have
taken place over the last two decades. PEMFCs
are beginning to find use in certain emerging
applications, such as backup and primary power
supplies for telecommunications, powering mate-
rial handling fork trucks and providing electricity
in remote, off-grid locations. While these repre-
sent relatively low volumes of systems in the
greater energy market, they are an enabling first
step, which is important for the introduction of
fuel cells into a marketplace where they must
compete with established technologies.

Another application of PEMFCs that has
received much media attention and many research
dollars over the past few years is transportation.
Fuel cell-powered vehicles are now commercially
available but still limited to 3000 commercial vehi-
cles sold as of the summer of 2017; they are seen
by many as the “end game” for renewable energy-
powered vehicles [4]. Hydrogen fuel cells for
powering automobiles are attractive for several
reasons. Their high energy density can provide
driving ranges of 250 miles or more, and com-
pressed hydrogen tanks can be refilled easily in
less than 5 min. This allows automakers to provide
vehicles with essentially the same functionality as
drivers enjoy today. However, the strict limitation
on weight and volume in automotive applications,
as well as the variation in power requirements
during use, mean that these systems must run effi-
ciently and reliably under a wide range of temper-
atures and humidification levels. The current
limitations on temperature and humidification
require excessively large cooling systems, or radi-
ators, and humidifiers, which make meeting cost
and efficiency targets more difficult.

In addition to the utility of hydrogen for storing
energy from renewables such as wind or solar, the
conversion of hydrocarbon feedstocks such as
renewably derived methane or biomass into
hydrogen can be an energy-efficient way of utiliz-
ing these resources. Currently, the least expensive
route to hydrogen is from the reforming of natural
gas, a process that initially produces a mixture of
hydrogen gas, water, and carbon dioxide with a
high carbon monoxide (CO) content. At the cur-
rent relatively low temperature of operation of the

PEM fuel cell, 80 �C, CO is a severe poison to the
Pt catalyst on the fuel cell anode. It is, therefore,
necessary to reduce the CO content of the hydro-
gen fuel to a few parts per million by use of water
gas shift reactors and a final gas cleanup stage that
may be a hydrogen-selective membrane, pressure
swing adsorption, or a preferential oxidation reac-
tor. Each of these additional unit operations adds
expense to the hydrogen production process. If
hydrogen from the reforming of biomass is to be
cost competitive, then the tolerance for CO on the
catalyst must be improved so that less expensive
less pure hydrogen can be utilized. One method of
doing this is to operate the fuel cell at elevated
temperature, e.g., a phosphoric acid fuel cell oper-
ating at >180 �C can tolerate a reformed hydro-
gen fuel containing 2% of CO. The operation of
PEM fuel cells at elevated temperatures would,
therefore, enable the utilization of biomass-
derived hydrogen at a price competitive fuel cost.

For the rate of commercialization of PEMFCs to
continue to increase, system costs must continue to
decrease. One way to do this is to eliminate the fuel
cell temperature and humidification requirements
described above, allowing operation over a wide
range of temperatures without the need for humid-
ification of the incoming gases. To do this, new
materials are needed. These include new ion-
conducting materials for membranes and elec-
trodes and new catalysts that can function with
less water. This entry will review how these mate-
rials function in a PEMFC and some of the
approaches to new materials that may overcome
the humidification and temperature barriers.

Proton-Exchange Membrane Fuel Cells

A fuel cell is an electrochemical cell that oxidizes a
fuel and reduces oxygen to provide electrical energy.
It is similar to an engine in that you provide fuel and
air to generate energy, but rather than producing heat
to produce mechanical energy, it is similar to a
battery in that it is an electrochemical cell that pro-
duces electricity. The efficiency of electric motors
approaches 99%, so this loss is often neglected.
A variety of fuels can be used depending on the
type of fuel cell. High-temperature fuel cells, such
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as solid oxide fuel cells, can use a wider assortment
of fuels because the electrocatalysts are more effi-
cient and less prone to poisoning at these higher
temperatures, up to 1000 �C. These fuels include
hydrogen, alcohols, and hydrocarbons such asmeth-
ane. Fuel cells that operate at lower temperatures are
typically restricted to using fuels that are more easily
oxidized, such as hydrogen or methanol. PEMFCs
fall into this class. PEMFCs use a polymeric ion
exchange membrane as an electrolyte and operate at
lower temperatures, typically up to about 80 �C.

A schematic of the cross section of a single
cell, often called a membrane electrode assembly
(MEA), is shown in Fig. 1. The electrolyte mem-
brane is at the center of two porous, catalyst-
containing electrodes. The electrodes are typically
formed from carbon-supported platinum particles.
These carbon particles are held together by a small
amount of an ion-conducting polymer, which act
as both a binder and an ion conductor, allowing
protons to move through the electrode. Newer
types of electrode structures that allow for
improved catalyst efficiency and durability are
being introduced [7]. This three-layer construc-
tion is then positioned between two porous gas
diffusion layers that also act as current collectors.
Hydrogen is supplied to the negative electrode, or
anode, and oxygen, usually in the form of air, is
supplied to the positive electrode, or cathode. The
product water is formed at the cathode.

A PEMFC system typically comprises a fuel
cell stack where MEAs are stacked between elec-
trically conductive bipolar plates that have flow
fields embedded in them, allowing the reactive
gases to be supplied to the catalyst surface and
allowing the reactant water to be carried away.
The area of the MEA determines the amount of
current that can be passed through a cell, and the
number of cells in the stack determines the volt-
age. Together, these define the power the stack is
capable of providing.

To allow PEM fuel cells to operate under the
hotter, drier conditions required for widespread use
in applications such as automobiles, new materials
are needed. These include new electrolytes with
higher proton conductivity and improved durabil-
ity at low relative humidity (RH) and at higher
temperatures. New electrodes that can provide ade-
quate performance with less water are needed.

Electrolyte Membranes

The electrolyte in a PEMFC, as the name implies,
is a proton-exchange membrane, or PEM. It func-
tions by allowing transport of protons from the
negative to positive electrode and as a physical
barrier to prevent shorting of the electrodes and
crossover of the reactant gases. The requirements

MembraneCatalyst
Electrode

Catalyst
Electrode

Gas Diffusion
Layer

Gas Diffusion
Layer

Ionomer Carbon ParticlePt Particle Carbon FiberProton Exchange
Membrane Fuel Cells:
High-Temperature,
Low-Humidity
Operation, Fig. 1 A
schematic representation of
the cross section of an MEA
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for an electrolyte membrane in a PEMFC typi-
cally include the following:

• High proton conductivity
• Low permeability to reactant gases
• Good mechanical properties both dry and

equilibrated with water
• Stability toward leaching of components by

liquid water
• Excellent chemical stability (hydrolytic and

oxidative)
• Reasonable cost
• The ability to form stable intimate interfaces

with the electrodes

A variety of types of materials have been used
in electrolyte membranes for PEM fuel cells. Most
of these fall into two classes: basic polymers that
have been imbibed with an acid and polymers
with acidic groups attached.

In the first category, the most commonly used
polymers for this are polybenzamidazole (PBI) or
analogs imbibed with phosphoric acid [8]. This
type of membrane was developed at CaseWestern
Reserve University in the mid-1990s [9]. These
membranes are known to have good conductivity
at very high temperatures, up to 200 �C, and
membranes with high phosphoric acid contents
and increased conductivity combined with good
mechanical properties have been prepared
[10]. MEAs comprising such membranes are
commercially available from Advent Technolo-
gies and Danish Power Systems.

There are drawbacks to using PBI/Phosphoric
acid-based membranes in many fuel cell applica-
tions. The highly water-soluble phosphoric acid
leads to it being easily leached out of themembrane
by liquid water, preventing use in applications
where the cell could experience higher humidifica-
tion or lower temperatures. The phosphoric acid
also absorbs to the platinum catalyst surface,
inhibiting the electrode kinetics, particularly on
the oxygen electrode. To overcome this, high levels
of expensive platinum catalysts are required for
adequate fuel cell performance. It should be
stressed that while PBI/Phosphoric acid-based
membranes have drawbacks that prevent their
widespread use, they are the only commercially

available membranes that can be used in the tem-
perature range between about 120 �C and 200 �C.

The majority of PEMs used today are from the
second class of polymers, those with pendent
acidic groups. Specifically, most polymers cur-
rently used in PEMs are typically members of a
class of polymers called ionomers. An ionomer is
a copolymer of a strong acid-containing monomer
and a nonionic, neutral monomer [11]. When the
neutral monomer is relatively nonpolar, ionomers
will adapt a phase-separated morphology, where
the ionic groups can bind tightly together into
ionic aggregates or clusters. These clusters have
a significant impact on the physical properties of
the ionomer, often behaving as physical cross-
links and stiffening the polymer [12]. A few
examples of ionomers of this type are commer-
cially available, such as DuPont’s Surlyn™, a
copolymer of ethylene and a salt of methacrylic
acid, which is used in several applications, includ-
ing the coating on the outside of golf balls.

In order for the protonated form of an ionomer to
be suitable for use in a fuel cell, it must be chemi-
cally and mechanically stable enough to survive the
chemically aggressive, oxidizing environment of a
fuel cell. Oxidizing species such as peroxides can be
formed during operation, which attack and chemi-
cally degrade the membrane [13]. Simultaneously,
the membrane is mechanically stressed from the
fluxuations in water content resulting from varia-
tions in current density and temperature. These com-
bined can cause the membrane to fail, leading to
gases crossing over and catastrophic cell failure. For
this reason, ionomers used in fuel cells today fall
into two categories of polymers that have sufficient
chemical stability and mechanical properties. These
are perfluorinated sulfonic acid-containing poly-
mers (PFSAs) and aromatic backbone polymers
with pendent sulfonic acid groups.

PFSAs

Perfluorinated sulfonic acid-containing polymers
(PFSAs) are the most commonly used membrane
materials in fuel cells today. Membranes made
from these ionomers provide the benefits of highly
acidic pendant acid groups for high proton con-
ductivity, good mechanical properties, excellent
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chemical stability, and fairly low cost. The first
PFSA used in PEMFCs was DuPont’s Nafion™,
originally developed in the 1960s for brine elec-
trolysis to produce chlorine [14]. Since then, sev-
eral other PFSA membranes have been developed
and introduced for use in fuel cells [15]. All of
these are copolymers of tetrafluoroethylene (TFE)
and a sulfonic acid-containing monomer. The
chemical structures of some of these polymers
are shown in Fig. 2.

When enough acid groups are present in the
ionomer, the very hydrophilic sulfonic acid aggre-
gates will absorb water. These hydrated acid
groups can provide a continuous, acid-rich,
hydrated pathway through the polymer. For
PFSAs, in addition to the ionic regions, the TFE
segments in the backbone provide another struc-
tural feature of the polymer. If the ratio of TFE
units to acid-containing monomers is high enough
to provide TFE runs of sufficient length (about
four or more TFE monomer units), these can
crystallize, much like the highly crystalline

polymer, polytetrafluoroethylene. These crystal-
lites in the hydrophobic region of the polymer
provide significant mechanical stabilization to
the membrane. The amount of acid contained in
the membrane is typically expressed as equivalent
weight (EW), the number of grams of polymer
required to provide one mole of acidic protons.
For traditional PFSAs such as Nafion™, this
value is in the range of 1000–1100. This gives a
ratio of TFE to acidic monomers of about 5.5–6.5,
enough to provide some stabilizing backbone
crystallinity. Such polymers have a good combi-
nation of proton conductivity and mechanical
properties when fully hydrated. Much work has
been done over the years to provide a detailed
understanding of the structure of PFSAs, and
this is still an active area of research.
A comprehensive review on the subject has been
written by Mauritz and Moore [16] and recently
updated by Kusoglu and Weber [17]. A general-
ized representation of a hydrated PFSA structure
is shown in Fig. 3.
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The amount of water present in the hydrated
channels of the membrane is a function of the
number of sulfonic acid groups present in the
membrane and the humidity of the reactant gases
[18]. In a typical PFSA membrane, at a given
relative humidity, the ratio of water molecules to
sulfonic acid groups (referred to as lambda, l) is
fixed. At low %RH, there are a few tightly bound
water molecules. As the %RH is increased, more
water is absorbed, and these additional water mol-
ecules are less tightly bound andmore mobile. It is
thought that the less tightly bound, more mobile
water molecules that are farther from the sulfonic

acid groups are more able to contribute to proton
transport [19]. When the temperature is increased,
or humidity levels in the reactant gases are
decreased, the membrane will dry out and the
conductivity drops. This represents an increase
in the resistance of the cell and causes a loss in
efficiency and performance.

One method of maintaining high conductivity
with less water is to lower the EW, increasing the
concentration of sulfonic acid groups in the
membrane.

Figure 4 shows the conductivity as a function
of relative humidity for several different EW

Proton Exchange
Membrane Fuel Cells:
High-Temperature,
Low-Humidity
Operation, Fig. 3 A
general representation of
the morphology of a
hydrated PFSA. The +
represents the hydrated
protons, and the –
represents the sulfonate
groups at the edges of the
hydrated region. The
parallel lines represent the
crystallites formed from the
TFE groups of the backbone
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membranes. Lower EW membranes do provide a
significant increase although conductivity still
drops off at lower relative humidity.

Another way to consider the impact of mem-
brane conductivity on fuel cell performance is
shown in Fig. 5. Figure 5a shows the conductivity
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of a few different EW membranes as a function of
temperature with the atmosphere inside the con-
ductivity cell held at a fixed dew point of 80 �C
[20]. When the conductivity cell is at 80 �C, the %
RH is 100%. As the temperature of the cell
increases, the %RH at a fixed dew point decreases,
causing a decrease in the membrane conductivity.
This is similar to the situation in some PEMFC
applications where the cell temperature may rise,
while the humidity level of the incoming gases
remains constant. The graph in Fig. 5b uses the
same data. Here the conductivity is used to calcu-
late the resistance of a 25 mm membrane, and
using Ohms law, that resistance is used to calcu-
late the voltage loss (ohmic loss) one would see in
a fuel cell at a 0.6 A/cm2 current density [20]. This
represents the fuel cell performance loss due to the
loss of membrane conductivity (certainly not the
only performance loss under these conditions!).

At 80 �C, 100% RH, the performance loss is
low, about 10 mV. Further, the performance dif-
ference between the different EW membranes is
also quite low, less than 4 mV. As the temperature
increases, the performance losses also increase,
and the effect of the different EW ionomers
becomes apparent. At 120 �C, the 1000 EWmem-
brane has a large ohmic loss of about 180 mV.
This represents a � 20% loss in the operating
voltage of a typical PEMFC at this current density
or about �15% of the energy contained in the
hydrogen fuel being converted to heat. The
lower EW membranes do provide a significant
improvement, but even at the lowest EW shown
here, 650, the ohmic loss is still six times that of
the fully humidified cell.

Lowering the EWof the ionomer does seem to
provide at least a partial solution to this problem.
This suggests the possibility that even lower EW
ionomers could allow performance equivalent to
the fully hydrated membranes even under these
dry conditions. In the case of typical PFSAs, this
is not a practical approach. This is due in part to
the lack of the backbone crystallites mentioned
above. At an EWof below about 700, these poly-
mers do not have enough TFE to provide suffi-
cient backbone crystallinity. This renders the
membrane effectively water soluble and thus not
useful in most PEMFC applications [21]. The

solubility of the 3 M ionomer as a function of
EW is shown in Fig. 6.

PFSA ionomers with lower MW side chains
should allow additional crystallinity at a given
EW. The Polymer 2, shown in Fig. 2, has a side
chain that is 100 MW units lower than the 3 M
ionomer, so it may allow a more stable membrane
at somewhat lower EW. Otherwise PFSA
ionomers need to be supported in a matrix such
as e-PTFE to act as very thin membranes with
low ASRs.

Non-fluorinated or Hydrocarbon PEMs

A variety of non-fluorinated or partially fluori-
nated ionomers have been evaluated as alterna-
tives to PFSAs for PEM fuel cells. These are
typically sulfonated aromatic hydrocarbon poly-
mers. Examples include sulfonated engineering
thermoplastics such as polyimides [22], poly-
etherketones [23], and polysulfones [24] as well
as polyphosphazenes [25] or sulfonated polysty-
rene grafted to fluoroplastics such as poly-
vinylidene fluoride [26]. Some of the observed
or proposed advantages of these membrane mate-
rials include lower cost, increased toughness or
improved mechanical properties, and lower per-
meability to oxygen and fuels [27]. Permeation of
oxygen through the membrane is thought to lead
to formation of hydrogen peroxide on the hydro-
gen electrode, contributing to chemical degrada-
tion of the membrane [28]. One significant
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advantage of hydrocarbon-based ionomers that
PFSAs do not have is their inherent synthetic
versatility, allowing one to more easily design
the polymer structure needed for optimum con-
ductivity, physical and mechanical properties, and
chemical stability (of course, this assumes one
knows what structure one needs).

Many examples of hydrocarbon ionomers have
been prepared by exposing aromatic backbone
polymers to sulfonating agents, producing
ionomers with sulfonic acid moieties attached to
the most electron-rich positions on the aromatic
rings. By controlling the degree of sulfonation,
ionomers can be prepared by this method with
suitable swelling characteristics and high proton
conductivity at high relative humidity. It should
be pointed out that due to the lower density of
hydrocarbon-based polymers compared to
fluoropolymers, a lower EW is needed in a hydro-
carbon ionomer to provide an equivalent volumet-
ric density of acid groups of a PFSA. Differences
in the volumetric density of acid groups are more
useful when comparing the conductivity of
ionomers based on different classes of polymers
[29]. Unfortunately, many studies have shown
that randomly sulfonated hydrocarbon ionomers
often suffer from lower conductivity at low rela-
tive humidity compared to PFSAs [23]. This is
likely a consequence of a less favorable micro-
structure for proton transport as well as the lower
acidity of the sulfonic acid groups bound to the
aromatic ring (pKa = ca. �2 to �4) compared to
the sulfonic acid groups of the PFSA (pKa = ca.
�5.5) [23, 30].

Synthetic methods that allow attachment of
sulfonic acid groups to more electron-deficient
sites on aromatic rings can produce polymers
where these groups are not only more acidic but
also more stable toward thermal desulfonation
[31]. Kreuer and coworkers have prepared such
polymers in sulfonated polysulfones with a vari-
ety of EWs [32]. The structure is shown as Poly-
mer 4 in Fig. 7. These ionomers have high thermal
stability, high conductivity at low levels of hydra-
tion, and surprisingly low water solubility. These
sulfonated polysulfones are not water soluble at
100 �C at EW values of down to 430. The
improved conductivity at low hydration is likely
due in part to the low electron density of the
aromatic rings of the polysulfone and also possi-
bly due in part to a favorable microstructure for
proton transport. To further increase conductivity
under very dry conditions, some highly sulfonated
hydrocarbon polymers have been shown to have
very high proton conductivity, even at low relative
humidity. The Kreuer group has also prepared a
completely sulphonated polysulfone that is poly-
sulfone with a sulfonic acid group on every aro-
matic ring (EW = 220). While this ionomer is
water soluble, it has conductivity substantially
higher than 1100 EW Nafion™, even under dry
conditions [34]. Litt and coworkers have prepared
highly sulfonated polyphenylenes with one and
two sulfonic acid groups per aromatic ring,
shown as polymers 5 and 6 in Fig. 7 [33]. The
latter has an EW of 118! Both of these ionomers
are also water soluble and have very high proton
conductivity at low %RH. These ionomers have
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hydrocarbon ionomers.
Polymer 4 is from Ref. [31]
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from Ref. [33]
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been shown to hold more water at lower %RH
than other sulfonic acid-based ionomers. This
observation was explained by an increase in the
“frozen-in free volume” in these ionomers, that is,
that the rod-like morphology of the polymer hin-
dered close packing. Removal of the last few
waters of hydration in the voids between these
rods would force them closer together into a
higher energy state, effectively increasing the
heat of vaporization of the bound water
molecules.

The studies mentioned above show that
through control of the electronic and structural
features of hydrocarbon ionomers, increased con-
ductivity can be achieved. However, this is often
at the expense of the mechanical stability of the
polymer to the point where these materials cannot
be used in fuel cells. One potential method of
stabilizing these materials is to incorporate them
into a stable multiphase or segmented system.
A variety of synthetic methods exist that allow
generation of different branched or block copoly-
mers, and these have been applied to the synthesis
of PEMs [35]. This allows control over the mor-
phology of the phase-separated structures to cre-
ate interconnected proton-conducting channels
that may allow increased proton conductivity.
McGrath and coworkers have prepared and eval-
uated sulfonated multiblock poly arylene ether
sulfones with conductivity at low relative humid-
ity equivalent to a Nafion™ membrane [36,
37]. The conductivity has been shown to be a
function of the length and the chemistry of both
the hydrophilic and the hydrophobic blocks.

Mechanical Stabilization of Low EW
Membranes

One way of mechanically stabilizing low EW
ionomer membranes is to generate a composite
membrane using a porous film as an internal
reinforcing structure [38, 39]. A PFSA membrane
reinforced with a thin expanded poly-
tetrafluoroethylene layer is available from W.L
Gore. Reinforced membranes of this type have
been shown to have increased strength and lower
in-plane swelling upon hydration, lowering the

potential of damage due to stresses generated dur-
ing fuel cell operation. This should result in
increased fuel cell durability [40]. Composite
membranes have also been formed by using the
porous phase as the conducting phase and filling
the pores with a reinforcing phase. Pintauro and
coworkers have made membranes using micro-
fibers of sulfonated polyether sulfone filled with
an inert filler to provide a membrane with good
mechanical properties and proton conductivity
when fully hydrated [41]. This group then used
low EW PFSA fibers in this process, which gave a
membrane with low swelling and very good con-
ductivity at relatively low %RH (0.10 S/cm con-
ductivity at 80 �C and 50%RH, about two to three
times higher than a 1100 EW Nafion™
membrane) [42].

Mechanical stabilizing membranes in this way
can allow significant stabilization of low EW
ionomers. However, since many applications of
PEM fuel cells require not only hotter and/or drier
operation conditions but also require that the
membrane to be insoluble in liquid water (often
hot!) at times during operation, there is a limit to
how low this method will allow one to go. In order
to allow very low EW ionomers to be feasible, a
change in the polymer chemistry will also proba-
bly be required.

Stabilizing Low EWMembranes Through
Chemical Modification of the Ionomer

One possible method of chemically stabilizing low
EW ionomers’s toward excessive swelling and dis-
solution inwater is to cross-link the ionomer.Many
attempts are being made to cross-link low EW
ionomers [43–45]. Generally, there are two
“regions” in which ionomers can be cross-linked,
in the hydrophilic, conducting region, near the acid
groups and in the hydrophobic region, near the
backbone. In the case of the former, one method
that has been studied is forming a bis-sulfonyl
imide from two of the pendent sulfonyl halide
groups on the ionomer precursor [46]. Bis-sulfonyl
imides are known to have highly acidic protogenic
hydrogens and excellent chemical stability
[47]. This method has the advantage that the
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cross-links formed have similar acidity to the acid
groups consumed. A generalized representation of
this method is shown in Fig. 8.

Methods in which the backbone of the polymer
can be cross-linked include radiation grafting [48]
and through the preparation of a cross-linkable
terpolymer by including a reactive third monomer
in the polymerization of the ionomer, followed by
curing in film form [49–51].

Another approach to providing ionomers with
lower EW and suitable mechanical and solubility
properties is to have more than one acidic proton
per side chain. If the side chain has additional
protogenic groups, a low EW ionomer can be
prepared having a higher degree of backbone
crystallinity and hopefully increased stability
toward liquid water. One way to prepare such
ionomers is to include a highly acidic bis-sulfonyl

imide acid in the side chain. Such materials were
prepared by Desmarteau (Polymers 7a,b) and
more recently at 3 M (Polymers 8 and 9)
[52–55]. The structures of some of these materials
are shown in Fig. 9.

The relationship between the number of TFE
units that form the backbone crystallites and EW is
shown in Fig. 10. The slope of each line gives the
EWof the ionomer/the ratio of TFE units to protons
in the polymer, and the intercept is the MWof the
acid functional monomer/the number of protons.
This shows the utility of having multiple pro-
togenic groups on each side chain in providing
polymers having high crystallinity and low EW.

In the case of Polymers 8 and 9, it has been
demonstrated that low EW ionomers with higher
conductivity, low swelling in boiling water, and
good mechanical properties can be prepared [56].
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Conductivity Enhancing/Stabilizing
Inorganic Additives

Another approach to overcome the inherent defi-
ciencies of ionomers under hot, dry operating
conditions has been to investigate the use of inor-
ganic additives to form composites membranes
[55]. Three basic functionalities are invoked:

1. Additives that are hygroscopic and designed to
retain additional water in the membrane so that
no loss of performance is observed when the
fuel cell is operated under conditions of
reduced RH. If the fuel cell spends significant
time under dry operations, these approaches
inevitably fail.

2. Additives that have enhanced acidity and can
facilitate proton transport and so enhance per-
formance under drier conditions.

3. Additives that are designed to decompose per-
oxide in situ in the membrane to increase the
membrane chemical durability.

A number of additives also have combined
functionality.

Probably every common hygroscopic inor-
ganic oxide has at some time been used to prepare
a composite membrane for fuel cell use [55]. The
perceived benefit of an insoluble inorganic addi-
tive is from a surface interaction between the
additive particle and the ionomer, and so nano-
sized individual particles or mesoporous materials
into which the ionomer can penetrate have the
larger benefit. Larger particles give no additional

benefit and simply reduce the EWof the ionomer.
The inorganic materials are either preformed
before being mixed with the ionomer or are
formed in situ, typically by a solgel process. Of
the oxides that can be formed in situ, the most
commonly used additive has been silica, but it is
unstable to acid, and so its suitability for fuel cell
operation is questionable [57]. Titania and zirco-
nia composites would appear to have more prom-
ise from a stability viewpoint [58], although they
have mostly been found to enhance membrane
mechanical properties, as ultimately the water in
these additives will also be lost on sustained dry
operation. Recently improved performance has
been observed under drier operation by combin-
ing tin oxide with titania [59]. Clays both natural
and synthetic have also been used, but again their
benefit to fuel cell under RH cycling is also
questionable.

More promising are approaches using either
acid-functionalized particles [60] or super acidic
inorganic materials that are designed to increase
proton mobility. Of these, the two most promising
are zirconium phophonates and the heteropoly
acids (HPAs) [61–63]. The effect of these may
simply that they are more hygroscopic, or that
the phenomena are simply a proton concentration
effect, essentially lowering the equivalent weight.
However, as they also lower the activation energy
for proton transport, it seems that they also act as
an effective proton transport promoter, perhaps
more effective than the sulfonic acids.

Figure 11 shows proton conductivity data at
100 �C for the 3 M ionomer doped with various
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HPAs. Two observations are immediately appar-
ent: (1) that the structure and amount of the addi-
tive have a strong influence and (2) that the effect
becomes dramatically less as the RH is lowered.
Similar results are shown for zirconium
phosphonate composites with PFSA ionomer [64].

Hydrogen peroxide decomposition catalysts
can be added to ionomer membranes in small
amounts to slow down the decomposition of the
ionomer during fuel cell operation. Additions of
cerium and manganese, in both oxide and ionic
forms, have been shown to increase the oxidative
stability of membranes by orders of magnitude,
and fuel cells prepared with such membranes have
shown substantial increases in lifetime under
aggressive hot and dry operation [65–67]. Unfor-
tunately, these metal ions and oxides can consume
ion exchange capacity and negatively impact fuel
cell performance.

The ideal additive would enhance proton con-
ductivity and stability. One demonstration of this
was in a composite PFSA membrane using Pt
nanoparticles supported on titania or silica
[68]. The composite membranes when employed
in MEAs demonstrated unhumidified fuel cell
performance comparable to that of a similar
humidified fuel cell. Whether adding Pt to the
membrane will help durability or hurt, it is still a
matter of some debate [69, 70]. Unfortunately, it is
not commercially feasible at this time to add addi-
tional Pt to the MEA, and so this approach while
novel is not practical. The HPAs are known

peroxide decomposition catalysts, and so these
inorganic oxides have been demonstrated to
improve performance and decompose peroxide
in fuel cells, and if they could be immobilized
would present a practical solution to this
problem [71].

Electrodes

As stated above, the membrane acts as the proton
transporting medium, is an electrical insulator,
and separates the reactant gases from direct chem-
ical reaction. On either side of this membrane are
placed two electrodes. The anode at which hydro-
gen is consumed in the hydrogen oxidation reac-
tion (HOR) and the cathode in which oxygen from
air is consumed in the oxygen reduction reaction
(ORR). The two half-cell reactions and the overall
reaction are shown below.

2H2 ! 4H+ + 4 e� HOR
O2 + 4H+ + 4 e� ! 2 H2O ORR
2H2 + O2 ! 2 H2O Overall reaction

The electrons flow around an external circuit
and do work, while the protons pass through the
fuel cell membrane. This overall reaction repre-
sents the combustion of hydrogen that produces
heat, one reason why the membranes function to
separate the two reactant gases is critical. Not only
would a leak lead to fuel cell inefficiency, but also
a hot spot would develop at the site of the leak,
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which would result in potential damage to the
MEA. Unfortunately, the ORR is not 100% effi-
cient and a 2e�, 2H+ reaction results in the forma-
tion of hydrogen peroxide as shown below:

O2 + 2H+ + 2 e� ! H2O2

This reaction is currently unavoidable and
appears to be favored at hot and dry operating
conditions of the fuel cell. The peroxide decompo-
sition forms reactive radials such as hydroxyl, •OH,
and peroxyl, •OOH, that cause oxidative degrada-
tion of both the fuel cell membrane and catalyst
support [72]. Both electrodes currently use Pt or Pt
alloys to catalyze both the HOR and ORR reac-
tions. The catalyst particles are typically supported
on a high surface area, heat-treated carbon to both
increase the effectiveness of the catalyst and to
provide a path for the electrons to pass through to
the external circuit via the gas diffusion media
(which is typically also made of carbon) and the
current collecting bipolar plates. In addition, the
catalyst particles are coated in ionomer to facilitate
proton transport; however, the electrode structure
must also be porous to facilitate reactant gas trans-
port. A schematic of a typical PEMMEA is shown
in Fig. 1. A boundary condition exists at the cata-
lyst particle where protons from the ionomer, elec-
trons from the electrically conducting Pt and
carbon, and reactant gases meet. This is usually
referred to as the three-phase boundary. The trans-
port of reactants, electrons, and protons must be
carefully balanced in terms of the properties, vol-
ume, and distribution of each media in order to
optimize operation of the fuel cell.

Typically, a good proton conductor is thought
to be one where the proton conductivity is
�0.1 S cm�1; however, from the point of view
of fuel cell operation, it is the area-specific resis-
tance (ASR) of the MEA that is more important. If
one was to consider the MEA as a series of resis-
tances, an anode resistance would be observed, an
interfacial resistance between the membrane and
the anode, a membrane resistance, an interfacial
resistance between the membrane and the cath-
ode, and a cathode resistance. It is assumed here
that the resistance of electrical connection
between the anode and the current collectors is
negligible compared to those described above;

however, this too can be compromised if there is
insufficient pressure between the bipolar plates
and the gas diffusion media. All of these resis-
tances must be optimized in order to lower the
area-specific resistance of the fuel cell. The effect
of the resistances or ohmic losses on the overall
performance and efficiency of the fuel cell is
illustrated in Fig. 5. While a large amount of
current work is concerned with optimizing mem-
brane ionomers for hotter and drier operation,
little thought has to date been put into optimizing
the electrode ionomer, the ionomer catalyst inter-
face, or the catalytic reactions at the anode or
cathode for higher temperature, lower RH opera-
tion. If the ionomer in the membrane is not well
matched and linked to that in the fuel cell elec-
trodes, a large ASR can result. Of course part of
the reason for this, until recently, has been the lack
of suitable hot, dry ionomers for practical fuel cell
testing.

As stated above, in a conventional, fully
humidified fuel cell, part of the reactant gas stream
is diluted by water vapor, and the cathode suffers
from formation of liquid water blocking the pores,
or flooding, as the water is being produced in a
water-saturated environment. To overcome this
problem, hydrophobic fillers such as Teflon ™
may be added to the electrode to facilitate water
rejection [73]. These systems have been to a large
extent already optimized, and great deal of art
pertains to electrode fabrication [74]. One advan-
tage of running a fuel cell hot and dry is that the
electrode flooding issue is eliminated. In these
fuel cells, there is still water produced on the
cathode but possibly not enough to saturate the
PFSA polymer in the electrode layer and poten-
tially leaving the anode side of the fuel cell under
humidified. However, as it is likely that polymers
with low EW will be used for high-temperature
operation, back diffusion of water should be
increased improving the chance that the anode
will not be dried out. With less water in the fuel
cell system, freeze issues on start-up in cold cli-
mates may also be partially mitigated.

Each of the electrode components is now con-
sidered in terms of hot and dry operation, what is
known, and what needs to be accomplished to
realize these systems.
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It is generally thought that as temperature
increases so do reaction kinetics. However, the
situation in a fuel cell, an electrochemical device,
is far more complicated. The reaction mechanism
will depend on the surface environment of the
catalyst particle and the potential at which the
reaction is taking place. The electrode over-
potential associated with the ORR represents the
largest voltage loss in fully humidified fuel cells,
and so it is important that the situation not be
exacerbated in running fuel cell under hot and
dry conditions. In the kinetically controlled region
of the fuel cell operation, the performance can be
described by the Tafel equation:

E ¼ Erev þ b log i0 � b log i

b ¼ �2:3
RT

anF

where E, Erev, b, i, i0, n, and a are the electrode
potential, reversible potential, Tafel slope, current
density, exchange current density, the number of
electrons transferred in the rate determining step,
and the transfer coefficient, respectively [75,
76]. The first observation is that increasing the
fuel cell temperature from 60 to 120 �C while
maintaining a constant relative humidity
(RH) causes the theoretical opened circuit voltage
(OCV) to decrease from 1.22 to 1.14 V due to the
increase in water partial pressure [77], and so
again it is desirable to operate the fuel cell at
reduced RH. The Tafel slope, a measure of the
potential loss of the electrode due to reaction
kinetics, is the logarithmic decrease in current
density with applied voltage. It is therefore desir-
able to have as small a Tafel slope as possible. The
Tafel slope varies with current density as the sur-
face of the platinum varies with voltage. At high-
voltage or low current density, the Pt is oxide
coated (Temkin adsorption conditions), and the
Tafel slope is 60 mV/decade; at lower voltage,
higher current density the Pt is oxide-free
(Langmuir adsorption conditions), and the Tafel
slope is 120 mV/decade. So above 100 �C, the
reaction mechanism may change if the surface
coverage is compromised by the lack of water.
Experimentally it has been shown for a water-

saturated electrode that the Tafel slope increases
with temperature at high voltage but is invariant at
low voltage [78].

There are very few studies of the ORR under
hot and dry fuel cell operating conditions.
Recently, methods have been devised to separate
the mass transport effects from the kinetic effects
[79, 80], but none of these have been applied to
hot and dry fuel cell operation. These studies
showed that, under fully humidified conditions
up to 70 �C, oxygen reduction had a tenfold higher
specific performance for platinum black at 0.90 V
compared to Pt on carbon as has been previously
reported in the literature [81]. However, this sig-
nificant benefit of platinum black is shown to
rapidly decrease when the potential is shifted to
lower, more fuel cell relevant potentials. This is
manifested in the Tafel slope, which decreased
from �360 to �47 mV/decade in the region
where the overpotential was <0.35 V. The effect
of hot and dry conditions has been studied in a
5 cm2 MEAwhere mass transport and kinetics are
difficult to separate [78]. At 120 �C, the Tafel
slope is found to increase inversely with RH. It
is speculated that this is due to the decrease in
ionic conductivity in the electrode. RH can also
influence water oxidation to form Pt-OH and Pt-O
and thereby change the surface condition of the
platinum crystals.

It has been shown that the current exchange
density increases up to 70 �C, but there is no data
for this above 100 �C; again there is a critical need
to measure this under real fuel cell conditions.
Much work is being undertaken in precious
metal alloy catalysts where Pt is combined with
one or more other metals and in non-precious
metal catalysts [82]. These new catalytic materials
are being studied in aqueous acid or in MEAs at
100% RH; very little data exists on how these
materials will behave under hot and dry condi-
tions. In fact the development of new catalyst for
fuel cells run under hot and dry conditions may
require there optimization outside of aqueous or
water-saturated systems.

H2 can be produced from fossil hydrocarbons
such as natural gas or renewable biomass via
reforming to produce syn gas (H2 + carbon mon-
oxide, CO), which can be converted to a H2-rich
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gas via the water gas shift reaction. These pro-
cesses, while commonplace in chemical engineer-
ing practice, do not produce pure H2; the last
1000 ppm or so of CO must be removed by
expensive and/or inefficient unit operations such
as partial oxidation, pressure swing adsorption, or
membrane technology. The great advantage for
the fuel cell electrodes in terms of high-
temperature operation is on the anode where the
effected of adsorbed contaminants that slow the
HOR are mitigated. This allows the anode to
operate with H2 contaminated with increasing
levels of CO, a by-product of hydrocarbon
reforming. At 80 �C, CO levels as low as
10 ppm can cause significant degradations in per-
formance, but at 130 �C, the fuel cell anode can
tolerate 1000 ppm of CO allowing the cost of H2

produced from hydrocarbons to be dramatically
reduced.

The optimum particle size for Pt in the catalyst
layer is 3–5 nm [83]. Another issue is that the Pt
both agglomerates and suffers from dissolution
and re-precipitation. Both processes are expected
to increase at higher temperature and result in
higher particle sizes, lowering the rate of the
ORR [84]. As described above, in a typical elec-
trode, the precious metal catalyst is supported on a
carbon support that is susceptible to corrosion. It
has been shown that the carbon corrodes rapidly if
the electrode is held at relatively high potentials
and that the reaction is first order with respect to
water vapor. Carbon corrosion obviously
increases with temperature and Pt loading,
Fig. 12 [85]. Doping carbon with N is expected
to increase the durability of the carbon.

Another solution to both the carbon support
and the ionomer contact issue is to use a Pt cata-
lyst that has no support and is embedded in the
membrane such as the nano-structured thin film
(NSTF) catalyst being developed by 3 M [7,
86]. A SEM of the NSTF-Pt catalyst is shown in
Fig. 13. In addition to not having a carbon support
to corrode, this catalyst system is much less sus-
ceptible to Pt dissolution because the small whis-
kers are coated with a continuous layer of Pt, not
Pt nanoparticles, and so behaves more like bulk
Pt. MEAs made with these electrodes also pro-
duce less F� in the effluent water coming from the

fuel cell under hot and dry operating conditions,
as shown in Fig. 14. The fluoride content in the
effluent water coming from the cell is a common
diagnostic for the rate of membrane degradation.
Materials known to decompose peroxide have
also been added to PEM fuel cell catalyst layer
such as MnO2 [87], CeO2 [66], and HPA [88], and
all have shown a decrease in fluoride emission
rates of the fuel cell under hot and dry conditions.

Nafion™ and other PFSA ionomers work very
well in conventional PEMFC electrodes because
they form a thin layer that allows both gas diffu-
sion and proton transport. For this reason, they are
still the ionomer of choice in fuel cell electrodes
for hot and dry operation, although under these
conditions, the PFSA used usually has a much
lower EW to increase proton conductivity at the
drier conditions. While the approach of adding a
lower EW PFSA ionomer works well for hot and
dry operating conditions, the increased swelling
and hydrophilicity at lower EW leads to serve
flooding if the same fuel cell is operated under
high RH. As new ionomers for hot and dry oper-
ation are developed, they must be capable of
extending their proton connectivity into the elec-
trode without a large interfacial loss due to mate-
rial incompatibility at the boundary of the
electrode and membrane. The consequence of a
change in ion-conducting material is that proton
transport to and from the catalyst layer may be
compromised if conventional ionomers are
employed. It is true that at the current time, little
work has been done to develop new, stable
ionomers suitable for high-temperature applica-
tions that will also allow high proton conductivity
and high gas permeability in the fuel cell elec-
trodes. One may consider using stable, lower EW
version of the new ionomers, functionalizing the
carbon support with suitable functional groups or
developing new ionomers with higher gas perme-
ability for use as binders in the electrode. It may
be necessary to completely redesign fuel cell elec-
trodes for high-temperature, low relative humidity
operation using materials that are stable to oxida-
tion, enhance the ORR, proton conductivity, and
gas permeability, while maintaining suitable elec-
trical conductivity to maintain the three-phase
boundary condition during operation.
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Future Directions

This entry is by no means comprehensive. It is
intended to show important examples of the
approaches being taken to address the need for new
materials to allow the robust operation of fuel cells
under hotter and drier conditions than possible today.

At this point, there are no membranes or
ionomers commercially available that will meet
both the performance and durability requirements

outlined above, although much progress has been
made in the development of polymer membranes,
which have improved conductivity and durability
under these conditions. More radical approaches to
the development of new fuel cell electrolytes includ-
ing the development of ionomers with a variety of
different protogenic groups are being explored [89,
90]. Using imidazole, ionic liquids, and other
replacements for water to allow completely dry
operation is also being studied [91–93]. The next
few years should see significant technical advances
and the introduction of improved electrolyte mem-
branes into the marketplace.

Optimization of the electrodes for these fuel
cell systems has just started. Work has been done
on the optimization of electrode structure for oper-
ation under hot, dry conditions but less has been
done to study catalysis under these conditions.
Part of the reason for this is that as stated above,
there are no commercially available polymeric
materials available for the development of new
electrodes studies. It is hoped that until commer-
cially available materials for this application
become available that researchers offer to share
their materials. This will, however, be insufficient
as the ionomers developed for catalyst layers need
different properties than ionomers developed to
act as fuel cell membranes. The other major issue
is that catalysts for fuel cells run under conditions
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function of temperature for
samples with 30–80 wt.%
Pt (From Ref. [83])

Proton Exchange Membrane Fuel Cells: High-
Temperature, Low-Humidity Operation,
Fig. 13 NSTF catalyst as fabricated and before transfer
to a PEM. Plan view at 50,000 X original. The scale bar
indicates 600 nm (From Ref. [7])
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of water saturation have been developed using
liquid phase electrochemical methods. It will be
extremely important that new catalyst for fuel
cells to be operated under hot, dry conditions be
developed by solid-state electrochemistry. New
methods must also be developed so that electrodes
containing compatible ionomers can be tested.
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Glossary

Combined Heat and Power (CHP): Stationary
fuel cell devices that are used to produce both
heat and electricity. High temperature PBI fuel
cell membranes are well suited for this
application.

Conventional Imbibing: The original process of
impregnating polymer membranes with dop-
ants. The precast, fully dense membranes are
placed in baths of dopants and allowed to absorb
the dopant which assists in proton conductivity.

Membrane Electrode Assembly (MEA): A
device that is comprised of a PEM that is
sandwiched between two electrodes.

Polybenzimidazoles (PBIs): A class of poly-
mers recognized for their excellent thermal

and chemical stability, PBIs have historically
been spun into fibers and woven into thermal
protective clothing. In the past decade, PBIs
have been cast into membranes and incorpo-
rated into fuel cells.

Polymer Electrolyte Membrane (PEM): Also
referred to as Proton Exchange Membranes,
PEMs are semi-permeable membranes that con-
duct and transport protons while preventing the
transmission of gases and electrons.

PPA Process: A recently developed imbibing
process, PBIs are polymerized and cast in a
polyphosphoric acid solvent. Under controlled
hydrolysis conditions, Polyphosphoric acid, a
good solvent for PBI, is converted into phos-
phoric acid, a poor solvent for PBI.
A mechanically stable PBI gel membrane that
is highly doped with phosphoric acid is pro-
duced by means of a sol-to-gel transition.

Proton Conductivity: A measure of how well a
material can transfer protons. In fuel cell tech-
nology, it is used to gauge the viability of
proton exchange membranes.

Definition of the Subject

After approximately 15 years of development,
polybenzimidazole (PBI) chemistries and the con-
comitant manufacturing processes have evolved
into commercially produced membrane electrode
assemblies (MEAs). PBI MEAs can operate reli-
ably without complex water humidification hard-
ware and are able to run at elevated temperatures
of 120–180

�
C due to the physical and chemical

robustness of PBI membranes. These higher tem-
peratures improve the electrode kinetics and con-
ductivity of the MEAs, simplify the water and
thermal management of the systems, and signifi-
cantly increase their tolerance to fuel impurities.
Membranes cast by a newly developed poly-
phosphoric acid (PPA) process possessed excel-
lent mechanical properties, higher phosphoric
acid (PA)/PBI ratios, and enhanced proton con-
ductivities as compared to previous methods of
membrane preparation. The p-PBI and m-PBI are
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the most common polymers in PBI-based fuel cell
systems, although AB-PBI and other derivatives
have been investigated. This chapter reports on
the chemistries and sustainable usages of PBI-
based high temperature proton exchange mem-
brane fuel cells (PEMFCs).

Introduction to Polybenzimidazole Fuel
Cell Sustainability

Alternative energy is often defined as any energy
derived from sources other than fossil fuels or
nuclear fission. These alternative energy sources,
which include solar, wind, hydro, and geothermal
energy, are considered renewable because they are
naturally replenished and their supply is seem-
ingly limitless. In contrast, the Earth’s supply of
fossil fuels is constantly being diminished. Fossil
fuels, which include crude oil, coal, and natural
gas, continue to be the dominating sources of
energy in the world (Fig. 1). Fossil fuels provide
more than 86% of the total energy consumed
globally [1, 2]. In 2009, the electrical power sector
was the largest source of carbon dioxide emis-
sions (40% of all energy-related CO2 emissions)
and was followed closely by the transportation
sector which was (34% of the total) [3]. It is
predicted that the global demand for fossil fuels
will continue to increase over the next
10–20 years due to economic growth. One may
conclude that the importance of renewable energy
will steadily increase as the Earth’s supply of
fossil fuels continues to be depleted.

Polymer electrolyte membrane (PEM) fuel
cells, also known as proton exchange membrane
fuel cells (PEMFCs), are energy conversion
devices that could provide the world with clean
and efficient energy. Due to their excellent energy
production, inexpensive starting materials, and
lack of pollutant byproducts, these cells have
exponentially gained in popularity over the past
decade. Electricity is produced at the heart of the
fuel cell by the membrane electrode assembly
(MEA), a component that is comprised of a proton
exchange membrane sandwiched between two
electrodes. Fueled by a hydrogen-based source, a
metal catalyst at the anode splits the hydrogen into

protons and electrons. As the protons are trans-
ported through the proton electrolyte membrane
to the cathode, the electrons provide electrical
work by traveling around the membrane through
an external circuit from the anode to the cathode.
The protons and electrons react with an oxidant
(typically air or pure oxygen) at the cathode to
form water, thereby completing the electrochem-
ical cycle. Hydrogen gas is commonly used as a
fuel source for the cells, but other fuels such as
methane, methanol, and ethanol have been
explored.

PEM fuel cells provide multiple advantages
over conventional fossil fuel energy production.
Because water is the only byproduct of the elec-
trochemical process, these fuel cells are clean
and environmentally friendly. If one considers
the tremendous amount of carbon dioxide cre-
ated by energy production on the global scale
(Fig. 2), PEM fuel cells offer a method to signif-
icantly reduce hazardous gas emissions. Minimal
moving parts reduces the amount of maintenance
of each cell, and the lack of combustion signifi-
cantly decreases the amount of harmful pollut-
ants such as sulfur oxides and nitrogen oxides. In
addition, PEM fuel cells are much more efficient
at producing energy (this is discussed in detail in
section “PBI/PA Fuel Cell Systems and Their
Applications”), and much like a combustion
engine, the cell can run continuously as long as
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Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 1 World net elec-
tricity production by source, 2012–2040 (trillion kilowatt
hours) [1]
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fuel and oxidant are provided. Although fuel
cells are an environmentally friendly energy con-
version device, one must consider the way
hydrogen is gathered. Both hydrogen production
and conversion from chemical to electrical
energy need to be sustainable to make the overall
process sustainable. Hydrogen production, how-
ever, will only briefly be discussed in this
chapter.

The efficiency of a PEM fuel cell is largely
dependent on the materials used and their
arrangement in the cell. Fuel cells use an array
of different catalysts, electrodes, membranes,
and dopants, each of which function under spe-
cific operating conditions. Cells that use low-
boiling dopants, such as water, operate at approx-
imately 60–80

�
C to avoid vaporization of the

proton-transfer agent. Large heat exchangers are
required to ensure the heat generated by the cell
does not vaporize the electrolyte. Consequently,
system complexity is increased as extra compo-
nents and controls are required to ensure that the
membrane remains hydrated during operation.
Moreover, cell operation at such low

temperatures allows trace amounts of reformate
byproducts, especially carbon monoxide, to bind
to the catalyst. These highly-competitive, non-
reversible reactions “poison” the catalyst,
thereby decreasing and possibly terminating the
functionality of the fuel cell. Therefore, low tem-
perature fuel cells require an extremely pure fuel
source.

In contrast to low-temperature cells, high-
temperature PEMs use high-boiling dopants,
such as phosphoric acid and sulfuric acid, and
function at temperatures of 120–200

�
C.Operating

at elevated temperatures alleviates the need for
excessive heat exchangers and at these tempera-
tures fuel pollutants bind reversibly to the catalyst,
which helps to prevent catalyst poisoning. Conse-
quently, high-temperature PEMs can use
reformed gases with much higher levels of impu-
rities and lower reformation costs. Furthermore,
high temperatures typically improve both the elec-
trode kinetics and operating abilities of the cell.
This chapter reports on the chemistries and sus-
tainable usages of PBI-based high temperature
PEMFCs.

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications, Fig. 2 Global production of
carbon dioxide annually from 1990 to 2015 [4]

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications 479



History and Technical Information of
Polybenzimidazole Membranes

Polybenzimidazoles (PBIs) are a class of polymers
recognized for their excellent thermal and chemical
stability. PBI is used in multiple applications
including matrix resins, high strength adhesives,
thermal and electrical insulating foams, and ther-
mally resistant fibers. PBI fibers were originally
synthesized in the early 1960s by a cooperative
effort of the United States Air Force Materials
Laboratory with DuPont and the Celanese
Research Company. One of the first PBIs to
bewidely investigatedwas poly(2,20-m-phenylene-
5,50-bibenzimidazole), which is commonly
referred to as m-PBI (Fig. 3). Because m-PBI is
non-flammable, resistant to chemicals, physically
stable at high temperatures, and can be spun into
fibers, this polymer has been used in astronaut
space suits, firefighter’s turnout coats and suits,
and high temperature protective gloves.

Polybenzimidazole membranes are excellent
candidates for high-temperature fuel cells because
of their thermal and chemical stability and proton
conducting ability. The stability of PBIs is attrib-
uted to its aromatic structure (alternating single
and double bonds) and the rigid nature of its bonds
[5]. While the membrane structure allows protons
to flow from one side to the other, it acts as a
barrier to the crossover of gases and electrons.
The chemical stability of PBIs allows the mem-
branes to withstand the chemically reactive envi-
ronments of the anode and cathode. Furthermore,
the basic nature of the polymer allows it to be
highly doped with phosphoric or sulfuric acid.
The dopants interact with the polymer matrix
and provide a network through which protons
can be transported. These acids are used as elec-
trolytes because of their high conductivity, ther-
mal stability, and enhanced proton-transport
capabilities. It is important to note that the proton
conductivity of PBI membranes without a dopant
is negligible. For liquid phosphoric acid, the pro-
ton jump rate is orders of magnitude larger than
the diffusion of the phosphoric acid molecule as a
whole [6]. Additionally, it has been reported that
both protons and phosphate moieties have a sub-
stantially decreased diffusion coefficient when

blended with basic polymers as opposed to liquid
phosphoric acid [7]. Therefore, a heterogeneous,
two-phase system in which the PBI membrane is
phase-separated and imbibed with phosphoric
acid has a higher conductivity than its homoge-
neous counterpart [8]. More recently, Kreuer et al.
demonstrated that the interaction of phosphoric
acid and PBI reduces the hydrogen bond network
frustration, which in turn reduces phosphoric
acid’s very high acidity and hygroscopicity;
reducing electroosmotic drag as well. They sug-
gest this to be a reason why, in fuel cells, PBI-
phosphoric acid membranes perform better than
other phosphoric acid containing electrolytes with
higher protonic conductivity [9]. As evidence of
the growing attention in this area, a book on high
temperature PEM fuel cells has recently been
released [10].

Synthesis of Polybenzimidazoles
One of the first PBI membranes investigated
for fuel cell use was poly(2,20-m-phenylene-5,50-
bibenzimidazole) (m-PBI). At the time, there was
a vast amount of research previously reported on
m-PBI and it was renowned for its
excellent thermal and mechanical properties
[6]. The polymer is synthesized by the reaction
of 3,30,4,40-tetraaminobiphenyl (TAB) with
diphenylisophthalate (DPIP) during a melt/solid
polymerization (Scheme 1). The resulting poly-
mer is extracted and has an inherent viscosity
(IVs) between 0.5 and 0.8 dL g�1, which
corresponds to a polymer with low to moderate
molecular weight. The m-PBI is further
purified by dissolving it in a solution of N,
N-dimethylacetamide and lithium chloride
(DMAc/LiCl) under 60–100 psi and 250

�
C and

then filtering; this step removes any crosslinked

H
N

N N
H

N

n

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 3 Chemical
structure of poly(2,20-m-phenylene-5,50-bibenzimidazole)
(m-PBI)
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m-PBI. The polymer is then cast as a film and
dried at 140

�
C under vacuum to evaporate the

solvent. The m-PBI membrane is washed in boil-
ing water to remove any residual DMAc/LiCl
solution trapped in the polymer matrix. After the
polymer has been dried, an acid bath is used to
dope the membrane; the doping level of the mem-
brane can be partially controlled by varying the
concentration of acid in the bath. Originally, this
conventionally imbibed process created mem-
branes with molar ratios of phosphoric acid/poly-
mer repeat unit (PA/PRU) approximately 6–10
[11]. A “direct acid casting” (DAC) technique
was later developed to allow the PBI membrane
to retain more PA [12]. Both the conventional
imbibing process and DAC were developed fol-
lowing the research performed by Jean-Claude
Lasegues, who was one of the first scientists that
investigated basic polymeric acid systems
(a summary of his work is reviewed in reference
[13]). The DAC technique consists of extracting
low molecular weight PBI components from PBI
powder, and then dissolving the high molecular
weight PBI components in trifluoroacetic acid
(TFA). Phosphoric acid is added to the TFA/PBI
mixture, which is then cast onto glass plates with a
casting blade. One may tune the doping level of
the polymer by adjusting the amount of phospho-
ric acid that is added to the TFA/PBI mixture.
However, as one increases the PA doping level
of a DAC PBI membrane, its mechanical strength
decreases to the point where it can no longer be
used in a fuel cell. Modern imbibing processes can
increase the PA/PBI ratio to 12–16, and these fuel
cell membranes are reported to have proton con-
ductivities as high as 0.08 S cm�1 at 150

�
C at

various humidities.
A novel synthetic process for producing high

molecular weight PBIs, the “PPA Process” was
developed at Rensselaer Polytechnic Institute
with cooperation from BASF Fuel Cell GmbH.
This process has previously been discussed by
Xiao et al. [14] The general synthesis of PBI by
this method requires the combination of a tetra-
amine with a dicarboxylic acid in polyphosphoric
acid (PPA) in a dry environment. The step-growth
polycondensation reaction typically occurs
ca. 200

�
C for 16–24 h in a nitrogen atmosphere,

producing high molecular weight polymer. This
solution is cast directly from PPA as a thin film on
a substrate, and upon absorption of water, the PPA
hydrolyzes in situ to form phosphoric acid. Note
that PPA is a good solvent for PBI while PA is a
poor solvent. Under controlled hydrolysis condi-
tions, a mechanically stable PBI gel membrane
that is highly doped with phosphoric acid is pro-
duced. The multiple physical and chemical trans-
formations that explain the solution-to-gel phase
transition are summarized in Fig. 4.

The PA doped m-PBI fuel cell membrane
maintains thermal and physical stability while
operating at high temperature. To illuminate the
fundamental differences in polymer film architec-
ture, polymers with similar physical characteris-
tics were prepared by the conventional and PPA
Process (Table 1). Even though the ratio of phos-
phoric acid-to-polymer repeat unit (PA/PRU)
achieved by both processes were nearly identical,
the PPA Process produces membranes with much
higher proton diffusion coefficients and conduc-
tivities. One can conclude that the PPA Process
creates a membrane with a proton transport archi-
tecture superior to that of the conventionally
imbibed PBI membrane. The higher proton diffu-
sion coefficients of the membranes produced by
the PPA process versus conventionally imbibed
membranes were confirmed by NMR [15]. In
addition, inherent viscosity data indicates that
the PPA Process produces polymers of much
higher molecular weight [14]. It was subsequently
shown that improved membrane morphology and
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Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Scheme 1 Polymeri-
zation of 3,30,4,40-tetraaminobiphenyl (a) and
diphenylisophthalate (b) to form m-PBI

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications 481



increased molecular weight allow the polymer to
retain much more phosphoric acid than tradition-
ally cast PBI membranes. An increased PA doping
level typically improves the conductivity of the
membrane and may even increase the perfor-
mance of the cell.

Properties and Performance of Synthetically
Modified PBI
In this chapter the synthesis of significant PBI
membranes (Fig. 5) and their use in fuel cells are
described. Synthetically modified PBIs are inves-
tigated for enhanced thermo-oxidative stability,
solubility, and flexibility; these attributes allow
for improved process ability and production of
membranes with good chemical and mechanical
properties. All PBI membranes are produced by
means of step-growth polycondensation reactions
and are generally imbibed by either the conven-
tional technique or made by the PPA Process. To
synthesize modified polymers, one may either

polymerize modified monomers or use post-
polymerization crosslinking or substitution reac-
tions. The following sections briefly detail the
syntheses of PBI derivatives and their perfor-
mances as fuel cell membranes.

m-PBI
One of the first PBI membranes investigated for
fuel cell use was m-PBI (Fig. 5a). As previously
discussed, the film can be processed by using
either the conventional imbibing method or the
PPA Process. Using the conventional imbibing
method, the inherent viscosity of the membrane
is usually between 0.50 and 1.00 dL g�1 at 30

�
C,

which indicates polymers of moderate molecular
weight. In contrast, m-PBI membranes synthe-
sized and doped via the PPA Process have inher-
ent viscosities of approximately 1.00–2.35 dL g�1

at 30
�
C, which corresponds to higher molecular

weight polymers [11]. Using the PPA process,
higher molecular weight polymers have contrib-
uted to higher doping levels. Phosphoric acid
doping levels for conventionally prepared m-PBI
ranged from 6 to 10 moles PA/PRU, whereas the
doping levels for polymer films prepared via the
PPA Process range from 14 to 26 moles PA/PRU
[5]. Trends show that the mechanical stability of
conventionally prepared membranes decrease as
the doping level increases and/or as the molecular
weight of the polymer decreases. The doping
level, casting technique, temperature, and humid-
ity all influence the conductivity of am-PBI mem-
brane. Under various humidities, conventionally
prepared m-PBI membranes have been reported
having conductivities in the range of 0.04–0.08 S

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 4 State diagram
of the PPA sol-gel process [14]

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications, Table 1 Comparison of
conventionally imbibed m-PBI vs. m-PBI synthesized from the PPA process [16]

IVa

(dl g�1) Film process
Polymer
(wt%)

PA
(wt
%)

Water
(wt%)

PA/PBI
(molar
ratio)

Proton diffusion
coefficientb (cm2 s�1)

Conductivityc

(S cm�1)

0.89 Conventionally
imbibed

15.6 60.7 23.7 12.2 10�7 0.048

1.49 PPA process 14.4 63.3 22.3 13.8 3 � 10�6 0.13
a Inherent viscosity (IV) was measured at a polymer concentration of 0.2 g dl�1 in concentrated sulfuric acid (96%) at
30 �C, using a Canon Ubbelohde viscometer
b Estimation of upper bound for conventionally imbibed m-PBI at 180 �C; PPA-prepared m-PBI measured at 180 �C
c Measured at 160 �C after an initial heating to 160 �C to remove water
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cm�1 [17]. Using the PPA Process, the conductiv-
ity values of m-PBI membranes are typically
higher than that of the conventionally imbibed
process. One study reported [18] m-PBI mem-
branes formed by the PPA process as having a
conductivity of 0.13 S cm�1 at 160

�
C under

nonhumidified conditions.
Phosphoric acid doped m-PBI membranes that

have been formed by the conventional imbibing
method have been extensively studied for use in
fuel cells. Li et al. [19] demonstrated that a mem-
brane with 6.2 PA/PRU doping level obtains a
current density of approximately 0.7 A cm�2 at
0.6 V using hydrogen and oxygen gases; these
results were promising because the gases were
not humidified. Zhai et al. [20] studied the degra-
dation mechanisms of the PA/m-PBI system by
continuously operating it at 0.640 A cm�2 at
150

�
C with unhumidified hydrogen and oxygen

for 550 h; the fuel cell was operated intermittently
the last 50 h with shutoffs every 12 h. The voltage
increased from 0.57 to 0.66 V during the begin-
ning 90-h activation period, and the following
450 h period showed a steady decrease to

0.58 V. The performance of the system rapidly
decreased in the following 10 h due to agglomer-
ation of the platinum from the catalyst, leaching of
the phosphoric acid, and hydrogen crossover.
Kongstein et al. [21] employed use of a dual
layer electrode to prevent the oxidation of carbon
in the polymer membrane, which can occur in
acidic environments at high voltages. This elec-
trode would improve the structural integrity of the
polymer and help prevent hydrogen crossover
from occurring. The PA/m-PBI membrane had a
maximum of 0.6 Vat 0.6 A cm�2 with a maximum
power density of 0.83 W cm�2 at 0.4 V. These
performances were lower than that of other PEM
systems, such as Nafion, but were still impressive
because they could be run at much higher
temperatures.

Poly(2,5-polybenzimidazole): AB-PBI

Commonly referred to as AB-PBI, poly(2,5-poly-
benzimidazole) has a much simpler structure than
that of m-PBI and other polybenzimidizoles
(Fig. 5b). Whereas m-PBI is synthesized from

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 5 Various syn-
thetically modified polybenzimidazoles for use in fuel
cells. (a) m-PBI, (b) AB-PBI, (c) p-PBI, (d) py-PBI, (e)

s-PBI, (f) s-PBI/p-PBI segmented block copolymer, (g)
6F-PBI, (h) 2OH-PBI, (i) m-SPBI / p-PBI segmented
block copolymer

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications 483



3,30,4,40-tetraaminobiphenyl and DPIP, AB-PBI
is polymerized from a single monomer,
3,4-diaminobenzoic acid (DABA). This monomer
is commercially available and is less expensive
than the starting materials of m-PBI. The polymer
membrane can be cast and imbibed with phospho-
ric acid by the conventional imbibing method in a
mixture of methanesulfonic acid (MSA) and
phosphorous pentoxide (P2O5) [22] or DMAc. It
can also be cast by direct acid casting using tri-
fluoroacetic acid (TFA) [12, 17] or by the PPA
Process [12, 23–25] . AB-PBI membranes pre-
pared by the conventional imbibing method had
IV values around 2.0–2.5 dL g�1 as reported by
Asensio et al. [25] and 6–8 dL g�1 by Litt et al.
[17] Polymers produced from recrystallized
DABA by the PPA Process have IV values greater
than 10 dL g�1 [26]; however, membranes of
AB-PBI could not be easily formed via the PPA
Process because of the polymer’s high solubility
in acids.

Because AB-PBI has a high concentration of
basic sites (amine and imine groups), it has a high
solubility and affinity to acids. Due to this affinity,
it can be doped with phosphoric acid and
sulfonated with sulfuric acid. Sulfonation of
AB-PBI (sAB-PBI) is performed by soaking the
precast polymer in sulfuric acid followed by
treating the mixture with heat. Asensio et al. [25]
reported sAB-PBI/PA membranes having an
enhanced conductivity over that of AB-PBI/PA
and to be both mechanically strong and thermally
stable. Using the direct casting method from
MSA-P2O5, Kim et al. [22] produced AB-PBI/
PA membranes with conductivities similar that
of Asensio, having values ranging from
0.02–0.06 S cm�1 at 110

�
C with no humidifica-

tion. The conductivity values and physical-
chemical properties resemble that of m-PBI, mak-
ing it a good candidate for fuel cell use.

Yu [27] synthesized p-PBI-block-AB-PBI
membranes to lower the membrane’s solubility
in acids while maintaining a high acid doping
level. Different molar ratios of each polymer
block were synthesized, and their conductivities
and acid doping levels were investigated. As
detailed in Table 2, the proton conductivities of
the segmented block copolymers were enhanced

by an order of magnitude over that of native
AB-PBI. Stress-strain studies showed that these
block copolymers were strong enough to be used
in fuel cell tests. Polarization curves (Fig. 6) of
these membranes illustrate that copolymers II, III,
and IV have excellent fuel cell properties
(approximately 0.6 Vat 0.2 A cm�2); polarization
curves for copolymer V and VI could not be
measured due to poor thermal stability of the
membrane (re-dissolution) at 160

�
C.

Poly(2,20-(1,4-phenylene)5,50-bibenzimidazole):
p-PBI
Poly(2,20-(1,4-phenylene)5,50-bibenzimidazole)
(p-PBI, Fig. 5c) is one of the highest performing
PBI membranes for high-temperature fuel cell
use. Due to the rigid nature of p-PBI, high molec-
ular weight polymers have typically been difficult
to fabricate or process. The first reported high
molecular weight p-PBI with an IV value of
4.2 dL g�1 was synthesized in 1974 by the United
States Air Force Materials Laboratory
[28]. Because it could not be spun into fibers as
easily as m-PBI, p-PBI was not investigated fur-
ther until after the turn of the century. Using the
PPA Process, Xiao et al. [16] and Yu et al. [29]
synthesized high molecular weight p-PBI with IV
values as high as 3.8 dL g�1. The PA doping level
of the corresponding polymer membranes was
>30 mol PA/PRU, allowing the membrane to
achieve a conductivity of 0.24 S cm�1 at
160

�
C. Xiao and Yu showed that p-PBI mem-

brane achieves a much higher acid doping level
and conductivity than that of m-PBI, which only
achieves a doping level of 13–16 mol PA/PRU
with a conductivity of 0.1–0.13 S cm�1. Because
p-PBI had excellent mechanical properties at this
high doping level, it was a prime candidate for
fuel cell performance tests.

The polarization curves of an MEA using
p-PBI produced by the PPA Process at various
temperatures are shown in Fig. 7. Hydrogen was
used as the fuel and air was used as the oxidant.
The p-PBI outperformed the m-PBI at all temper-
atures, and the performance of the MEA increased
as the temperature increased. Using a load of
0.2 A cm�2, the cell was able to produce a voltage
of 0.606 Vat 120

�
C; upon raising the temperature
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to 180
�
C, the voltage increased to 0.663 V. This

was especially promising because the gases were
unhumidified.

Pyridine-PBI
Pyridine polybenzimidazoles (py-PBIs, Fig. 5d)
have been investigated for their use in fuel cells
because of their high concentration of basic sites
(amine and imine groups). Similar to AB-PBI, the
high concentration of basic sites allow these poly-
mers to have a high affinity to acids. The pyridine
moiety is commonly combined with the tradi-
tional PBI structure by including it as part of the
backbone structure.

Xiao et al. synthesized an array of py-PBIs
that have the pyridine moiety as part of the
polymer backbone [14, 30, 31]. These polymers
were synthesized by a reaction of 2,4-, 2,5-, 2,6-,
or 3,5-pyridine dicarboxylic acid with

3,30,4,40-tetraaminobiphenyl (TAB) using the
PPA Process. Exceedingly pure monomers were
required to polymerize the py-PBIs, and IV
values of 1.0–2.5 dL g�1 were obtained. The
2,4- and 2,5-py-PBI membranes formed
mechanically strong films, whereas the 2,6-py-
PBI membrane was mechanically weak and the
3,5-py-PBI was unable to form films due to high
solubility in PPA. All of the py-PBI structures
were thermally stable in both nitrogen and air in
temperatures up to 420

�
C. The 2,5- and 2,6-py-

PBI were reported as having conductivities of
0.2 S cm�1 and 0.1 S cm�1 at 160–200

�
C,

respectively. The 2,5-py-PBI was found to have
the most mechanically robust structure. It was
hypothesized that the enhancement of mechani-
cal properties was due to its para-orientation as
opposed to the other py-PBIs having a meta-
orientation. In addition, the doping level of

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications, Table 2 Percent composi-
tion, acid doping level, and proton conductivity data for various p-PBI-block-AB-PBI membranes [27]

Para-PBI/AB-PBI
(mole ratio, x/y)

Acid doping level (PA/2
benzimidazole)

Proton conductivity
(S/cm @ 160 �C)

Membrane composition (%)

Polymer H3PO4 Water

I 100/0 42.9 0.25 4.13 60.38 35.11

II 75/25 19.1 0.25 8.68 58.09 33.22

III 50/50 24.1 0.27 6.59 54.53 38.88

IV 25/75 21.8 0.23 7.79 63.31 28.90

V 10/90 17.3 0.15 8.84 63.23 27.94

VI 0/100 N/A N/A

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 6 Polarization curves
(filled symbols) and power
density curves (unfilled
symbols) of p-PBI
(Polymer I, ■ □) and
p-PBI-block-AB-PBI
membranes (75/25,
Polymer II, ●○, 50/50
Polymer III, ~D, 25/75,
Polymer IV, ♦◊) at 160

�
C

with H2 (1.2 stoic)/Air (2.0
stoic) under atmospheric
pressure [27]
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2,5-py-PBI averaged 20 mol of phosphoric acid
per polymer repeat unit. Because PPA processed
2,5-py-PBI was an extremely good candidate for
fuel cell testing, polarization tests of the MEA
were performed (Fig. 8). The platinum loading
on the anode and cathode was 1.0 mg cm�2 with
30% Pt in Vulcan XC-72 carbon black. The
active area for the MEA was 10 cm2. The mem-
branes used nonhumidified H2/O2 and higher
temperatures improved the performances of
2,5-py-PBI MEA.

There have been studies indicating that blends
of PBI polymers with pyridine-containing poly-
mers could prove useful in a high-temperature
PEM fuel cell. Kallitsis et al. [33] combined
commercially supplied m-PBI with an aromatic
polyether that contained a pyridine moiety in the
main chain (PPyPO); these polymer blends were
then soaked in 85% wt PA. Dynamic mechanical
analysis of a 75/25 PBI/PPyPO block copolymer
showed reasonable mechanical strength and
flexibility. The conductivity of this copolymer
was not reported, but the conductivity of 85/15
PBI/PPyPO block copolymer was 0.013 S cm�1

at a relatively low PA doping level. Further
investigation of these systems is required to
prove its utility as a fuel cell membrane.

Sulfonated PBI
Sulfonated aromatic polymers have been widely
investigated [34–44] for fuel cell use due to their
enhanced physical and chemical robustness, acid
and water retention, and conductivity over that of
Nafion and other perfluorosulfonic acid-type
polymers. Thus, due to the enhanced properties
of PBI, it was logical to investigate the physical
and chemical properties of sulfonated PBI (s-PBI)
membranes. Sulfonation of PBI typically occurs
by either direct sulfonation of the polymer back-
bone [25, 45, 46], grafting sulfonated moieties
onto the backbone [25, 47], or by a polyconden-
sation reaction that bonds aromatic tetra-amines to
sulfonated aromatic diacids [48–51]. Compared to
other sulfonation methods, polycondensation
reactions provide more control over the degree
of sulfonation.

Mader investigated the physical and chemical
properties of s-PBI with PA as the dopant (Fig. 5e)
[50]. The polymer was synthesized by two differ-
ent synthetic pathways; the first was a direct poly-
condensation reaction of 2-sulfoterephthalic acid
(s-TPA) and TAB using the PPA Process, and the
second was a postsulfonation reaction of p-PBI
using concentrated sulfuric acid. The IV values
for the polymer membranes derived from the
polycondensation reaction ranged from 1 to 2 dL
g�1; these polymers had sufficiently high molec-
ular weights to allow strong films to be cast. In
addition, these polymer membranes could achieve
doping levels between 28 and 53 mol PA/PRU,
which resulted in significantly high conductivity
values (all above 0.1 S cm�1 at all temperatures
between 100

�
C and 200

�
C).

Based on the preliminary data, s-PBI
polymer membranes were excellent candidates
for fuel cell tests. Polarization tests were run
using an s-PBI membrane with an IV value
of 1.71 dL g�1, a PA doping level of 52.33 mol
PA/PRU, and a conductivity of 0.248 S cm�1;
the results are depicted in Fig. 9. The s-PBI
membrane exhibited its highest performance at
160

�
C, producing 0.6788 V at a current

density of 0.2 A cm�2. This performance com-
pares well to that of other PBIs produced by the
PPA Process, which is typically around
0.6–0.7 V at 0.2 A cm�2.

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 7 Polarization
curves of PPA-processed p-PBI MEA using hydrogen/air
at 120

�
C (squares), 140

�
C (circles), 160

�
C (triangles),

and 180
�
C (stars). Open squares represent DMAc cast

m-PBI MEA at 150
�
C [29]
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The s-PBI homopolymer was shown to have
both excellent resistance to gas impurities and
excellent longevity. A reformate gas composed
of 70% hydrogen, 28% carbon dioxide, and 2%
carbon monoxide was used as the fuel while air
was used as the oxidant. As depicted in Fig. 10,
the fuel cell performance increased with increas-
ing temperature; this is explained by the retarda-
tion of carbon monoxide poisoning that occurs at
high temperatures. The performance loss of s-PBI
MEAwas measured by holding the MEA at 0.2 A
cm�2 at 160

�
C for 1200 h using H2/O2. After

reaching stabilization at the 343rd h, the MEA had
a voltage loss of 0.024 mV hr�1 for the remainder
of the test.

Mader also investigated s-PBI/p-PBI random
copolymers (Fig. 5f) for use in fuel cells [51]. The
random copolymer was synthesized by reacting
TAB, TPA, and s-TPA in a reaction flask and the
membrane was cast via the PPA Process. High
molecular weight polymers were achieved with
IV values exceeding 1.8 dL g�1; this allowed for
mechanically strong films to be cast. As the ratio
of s-PBI/p-PBI decreased, the molecular weight
of the polymer proportionally increased. Higher
PA loading was seen at lower s-PBI/p-PBI ratios,
which almost directly corresponded to the

conductivity of the membranes. The 75/25
s-PBI/p-PBI membrane had a PA loading value
of 20.32 mol PA/PBI and a conductivity of
0.157 S cm�1, whereas the 25/75 s-PBI/p-PBI
membrane had a PA loading value of 40.69 mol
PA/PBI and a conductivity of 0.291 S cm�1.

Fuel cell performance tests were conducted on
the random copolymers. Even though the 25/75
s-PBI/p-PBI random copolymer had a higher con-
ductivity than that of p-PBI homopolymer, it was
found that all of the random copolymers showed
lower performance than p-PBI. The 50/50 and
75/25 s-PBI/p-PBI random copolymers had lower
performance than the s-PBI homopolymer at all PA
doping levels. However, the 25/75 s-PBI/p-PBI
random copolymer performed comparably to the
s-PBI homopolymer at equivalent PA doping
levels.

PBI-Inorganic Composites
For conventionally prepared PBI membranes, as
the acid doping levels of PBIs increase, the con-
ductivity and overall performance of the PBI
membranes also tend to increase. However, as
high acid doping levels are reached for PBI mem-
branes, the mechanical strength of the membrane
significantly decreases. Inorganic fillers for PBI

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 8 Polarization curves
under hydrogen and oxygen
gases at various
temperatures of PA-doped
2,5-py-PBI membranes [32]
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membranes have been investigated to improve
membrane film strength, thermal stability, water
and acid uptake, and conductivity. These compos-
ite membranes have only been examined using
m-PBI and the conventional casting method.

He et al. investigated the use of zirconium phos-
phate (ZrP) in a PA/PBI system [52]. The conduc-
tivity of m-PBI with a doping level of 5.6 PA/PRU
increased from 0.068 S cm�1 to 0.096 S cm�1 with
the addition of 15 wt % ZrP at 200

�
C and at 5%

relative humidity. As seen in Fig. 11, the conduc-
tivity of the membrane increased as the relative
humidity and temperature of its environment
increased. Conductivities of other inorganic fillers,
such as phosphotungstic acid, silicotungstic acid,
and tricarboxylbutylphosphonate, are comparable
or lower than that of ZrP. Unfortunately, there have
been no fuel cell performance tests published on
these systems. Overall, these inorganic fillers
improved the conductivity of m-PBI membranes.

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 9 Polarization curves
(filled symbols) and power
density curves (unfilled
symbols) of s-PBI using (a)
hydrogen and oxygen and
(b) hydrogen and air [50]
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Other Modified PBIs
Multitudes of other organically modified PBI
membranes exist that include, but are not limited
to, fluorinated PBI, ionically and covalently
crosslinked PBI, PBI blends, and a wide variety
of PBI copolymers. Because there are far too
many to describe, this subsection will highlight
select PBI membranes that have not been included
in the prior subsections.

Qian et al. investigated the use of
hexafluoroisopropylidene-containing poly-
benzimidazole (6F-PBI, Fig. 5g) in fuel cell
[53]. The polymer was synthesized via the PPA

Process through the reaction of TAB with 2,2-Bis
(4-carboxyphenyl) hexafluoropropane in PPA.
High molecular weight polymer with an IV
value of 0.98 dL g�1 was achieved. Although
the PA doping level of 6F-PBI was considerably
high (30–40 mol PA/PRU), the membrane only
achieved a peak conductivity value of 0.09 S
cm�1 at 180 �C. This is lower than that of PPA-
processed p-PBI that achieved approximately
0.25 S cm�1 at 160 �C.

The mechanical strength of 6F-PBI at high PA
doping levels was strong enough to fabricate a
membrane for fuel cell testing. Polarization and
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Cell Technology: Theory,
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Fig. 10 Polarization
curves (filled symbols) and
power density curves
(unfilled symbols) of s-PBI
using reformate and air [50]

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 11 Conductivity
study of ZrP/m-PBI system
for (a) m-PBI at 140

�
C, (a0)

m-PBI at 200
�
C, (b) 15wt%

ZrP in m-PBI at 140
�
C, (b0)

15wt% ZrP in m-PBI at
200

�
C, (c) 20wt% ZrP in

m-PBI at 140
�
C, and (c0)

20wt% ZrP in m-PBI at
200

�
C [52]
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power density curves of 6F-PBI using hydrogen
and reformate gases as fuel are illustrated in
Fig. 12. Using hydrogen as fuel and air as the
oxidant, the 6F-PBI MEA achieved a steady-
state voltage of 0.58 V at a current density of
0.2 A cm�2. When oxygen was used as the oxi-
dant at the same current density, the steady state
voltage increased to 0.67 V. Additionally, the
MEA showed excellent resistance to carbon mon-
oxide poisoning.When a reformate gas comprised
of 40% hydrogen, 40.8% nitrogen, 19% CO2, and
0.2% CO was used as fuel and air was used as the
oxidant, the CO poisoning effects produced an
approximate 3 mV reduction in voltage. This
study illustrates that low levels of CO poisoning
have little effect on the 6F-PBI MEA operating at
this temperature.

Commonly known as 2OH-PBI (Fig. 5h), poly
(2,20-(dihydroxy-1,4-phenylene)5,50-bibenzimidazo-
le) is another PBI membrane with extremely promis-
ing properties. Yu and Benicewicz [54] synthesized
2OH-PBI homopolymer by combining TAB with
2,5-dihydroxyterephthalic acid (2OH-TPA) in PPA
and cast it via the PPA Process. Yu also synthesized
the 2OH-PBI/p-PBI random copolymer by reacting
both 2OH-TPA and TPA simultaneously with TAB;
the copolymer membrane was also cast using the
PPA Process. It was proposed that the 2OH-PBI
homopolymer was significantly crosslinked through
phosphoric acid ester bridges. Because of this

crosslinking, the polymer was unable to be dissolved
and an IV value could not be determined. Upon
hydrolysis of the ester bridges by sodium hydroxide,
the IV value of the homopolymer was measured as
0.74 dL g�1. The acid doping level of 2OH-PBI
homopolymer was approximately 25 PA/PRU, and
its conductivity at 160

�
C was 0.35 S cm�1. It is

important to note that at all temperatures between
room temperature and 180

�
C, the conductivity of

2OH-PBI homopolymer was greater than that of
p-PBI. As the ratio of 2OH-PBI/p-PBI decreased in
the random copolymer, the doping level and conduc-
tivity decreased. It was found that the conductivity of
the material was highly dependent on the chemical
structure of the PBI membrane and not just the dop-
ing level.

Using a Pt anode electrode and a Pt alloy
cathode electrode, polarization tests were
performed on the homopolymer 2OH-PBI MEA
(Fig. 13). The homopolymer produced a voltage
of 0.69 Vusing a load of 0.2 A cm�2 at 180

�
C and

H2/air; this is greater than the 0.663 V produced
by p-PBI under the same conditions. The high
acid doping level and the membrane chemistry
significantly contribute to the excellent perfor-
mance of the 2OH-PBI membrane. Overall, the
fuel cell performance of 2OH-PBI is comparable
to that of p-PBI.

Segmented PBI block copolymers have also
been explored for fuel cell use [55]. Scanlon
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Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 12 Graph (a)
Polarization curves (filled symbols) and power density
curves (unfilled symbols) of 6F-PBI using H2/Air

(squares) and H2/O2 (circles). Graph (b) Polarization
curves of 6F-PBI using H2/air (circles) and reformate/air
(triangles) [53]
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synthesized a 52/48 p-PBI/m-SPBI (Fig. 5i) seg-
mented block copolymer by polymerizing the
oligomer of p-PBI with that of m-SPBI. The olig-
omers were polymerized in PPA and cast by the
PPA Method. Even with an extremely high PA
doping level of 91.5 mol PA/PRU, the polymer
film had very strong mechanical properties. Under
low humidity at 160

�
C, the segmented copolymer

achieved a conductivity of 0.46 S cm�1. Because
of the great results, a p-PBI/m-SPBI MEA was
constructed for use in fuel cell performance tests.
The polarization curves of the segmented copoly-
mer MEA displayed a voltage of 0.62 V at 0.2 A
cm�2 at 160

�
C and 0.65 Vat 0.2 A cm�2 at 200

�
C.

As implied by the data, thesemembranes are excel-
lent candidates for high temperature fuel cells.

Membrane Electrode Assembly Durability
As explained in a previous section, a membrane
electrode assembly (MEA) consists of the polymer
membrane that is sandwiched between an anode
and a cathode electrode, respectively. The elec-
trodes are composed of a conductive carbon net-
work that supports a catalyst on a gas diffusion
layer. An additive, such as polytetrafluoroethylene
(PTFE), helps bind the Pt/C catalyst to the gas
diffusion layer. At the anode, the catalyst facilitates
the oxidation of hydrogen into its constituent

electrons and protons. As the protons are passed
through the acid-doped membrane to the cathode,
the electrons are passed through an external circuit,
thereby creating electricity. Finally, the electrons
and protons react with oxygen at the cathode elec-
trode to form water as the final reaction product.

Although PBI membranes are highly resistant
to degradation, it is possible for the membranes to
fail. Common degradation modes for PBI mem-
branes at operating temperatures of 120–200

�
C

include membrane thinning and pin-hole forma-
tion. If there is too much pressure on the mem-
brane, phosphoric acid could be pushed out of the
polymer matrix and “thin out” the membrane. An
extreme occurrence of membrane thinning results
in pin-hole formations. Both of these occurrences
result in increased fuel crossover and reduced fuel
cell efficiency. Firm gasket materials help to
evenly distribute pressure and prevent over-
compression of the membrane [56]. Compressive
stress of the membrane overtime can also lead to
creep, or viscoelastic material flow. Creep and
stress relaxation can result in PEM thinning and
loss of contact with the electrodes causing degra-
dation in performance.

Chen et al. [57–59] used the compression creep
and creep recovery method to study the time-
dependent creep behavior of PBI gel membranes.
Creep compliance under uniaxial compression
offers a direct method to measure viscoelastic
deformation under a constant compressive stress.
The data was used to directly compare different
gel membranes’ creep deformation and can then
be rationalized in terms of the polymer solids
content and polymer composition. Twenty-three
different PBI chemistries and 60 different 24 h
creep tests were employed to investigate PBI
creep behavior. As intuition would suggest, the
membranes creep compliance decreased as the
polymer solid content increase, when studying
the same membrane composition. However, dis-
tinct bands of creep compliances were seen across
different membrane compositions, see Fig. 14.
For example, let us compare p-PBI to m-PBI.
The p-PBI is unable to achieve as high a polymer
solids content compared to m-PBI but has a lower
creep compliance. However, in both compositions
creep compliance decreases with increasing

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 13 Polarization
curves of 2OH–PBI using hydrogen as the fuel and air as
the oxidant at 120 �C (squares), 140

�
C (circles), 160 �C

(triangles), and 180
�
C (down-triangles) [54]
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polymer solids content. This work uncovered the
challenge of finding an optimal compromise
between factors that increase polymer solubility
in PPA and those that increase sol-gel network
strength in PA. This becomes somewhat of a
trade-off as the characteristics in which make
PBI more soluble in PPA (i.e., increased chain
flexibility which promote polymer-solvent inter-
actions) typically decrease the gel network
strength.

A potential solution to this problem is design-
ing copolymers containing both a more soluble
(flexible) polymer with a more rigid type. This

could allow for a higher polymer content while
maintaining gel network strength. This was
attempted with good results by Benicewicz et al.,
who looked at multiple different copolymer chem-
istries. Most notably was the polybenzimidazole
3,5-pyridine-para copolymer made in a 1–5 ratio
(83% para and 17% 3,5-pyridine repeat units),
Scheme 2.

This copolymer structure allows for the syn-
thesis of a 15% polymer content gel membrane,
before preconditioning of the sample, about a 6%
increase from the para homopolymer counterpart,
with a final post-creep solids content of 31.4%.
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Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 14 Steady-state
recoverable compliance J0s
(a) and extensional
viscosity �0 (b) as functions
of final solids wt % for para-
PBI, meta-PBI, 2,5-pyr-
PBI, and 2OH-PBI
homopolymers. The solid
curves are trend lines fit to
the para-PBI and meta-PBI
data. The shaded regions are
extrapolations of the trend
lines, broadened to visually
encompass the data points.
Each data point is a single
compression creep
experiment [57]
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The increase in polymer solids due to the copoly-
mer structure demonstrates a creep compliance
that falls on the extrapolated para-PBI creep com-
pliance curve, boasting a recoverable compliance
(Jos ) of ~0.6 MPa�1, Fig. 15.

There are other possible avenues to consider
when trying to strengthen the polymer network,
and those would lie in postmodification tech-
niques. These routes can be employed on both
gel and conventionally imbibed PBI membranes.
Sondergaard et al. [60] recently published work
on enhancing the long-term durability of high
temperature PEM fuel cells by thermally cross-
linking the PBI membranes. Membranes were
fabricated from m-PBI by solution casting from
N,N-dimethylacetamide (DMAc) (a solids content
of 10%) on to glass substrates. DMAc was mostly
evaporated off by heating the plates to 60 �C for
24 h. The membranes were then thoroughly
washed with demineralized water and dried
again at 120 �C for an additional 24 h. Following
these steps, the membrane underwent a thermal
treatment at 350 �C under an argon atmosphere.
The now thermally cross-linked membranes were
then imbibed with 85% phosphoric acid by
soaking in an 85% phosphoric acid bath for
24 h. Long-term fuel cell testing was conducted
at 160 �C and a constant current bias of 0.2 A/cm2

with hydrogen and air flows on the anode and
cathode of stoichiometries of 2 and 4, respec-
tively. Long-term data of these fuel cells suggest
that the thermal cross-linking increased stability
over the nonthermally treated membrane with
respect to the voltage degradation. The thermally
cured PBI membrane had an average voltage
decay rate relative to peak performance of

1.4 mV h�1 in contrast to the 4.6 mV h�1 of an
equivalent cell without a membrane thermal treat-
ment, over a 13,000 h period. It is important to
note that shortly after start-up, the fuel cells with-
out the thermally treated membranes showed bet-
ter performance than the thermally cross-linked,
Fig. 16.

The catalyst-coated electrodes of the MEA
must be extremely durable in the presence of
harsh physical and chemical environments. The
oxidation and reduction processes create immense
stress on the electrodes and trigger physical and
chemical reactions to occur. A summary of the
main MEA and component degradation modes
have been previously reported [56, 61]. By
means of electrochemical Ostwald ripening,
Pt-metal agglomeration causes the loss of electro-
chemical surface area and decrease of reaction
kinetics mainly through a dissolution-
recrystallization process [62–64]. Oxidation reac-
tions can also cause corrosion of the gas diffusion
layer and carbon components in the electrodes,
which would result in acid flooding, an increase
in mass transport overpotentials, a decrease of
reaction kinetics and also, most severely, the loss
of the mechanical integrity of the electrodes.
Phosphoric acid can dissolve the Pt-metal catalyst
and phosphoric acid anions (H2PO4

‑) could
adsorb onto the catalyst surface; both of these
events would decrease the electrochemical sur-
face area and reaction kinetics. In addition, phos-
phoric acid evaporation from the catalyst layer
would result in similar consequences.

Typical commercial gas diffusion electrodes
contain high-surface area carbon supported cata-
lysts, e.g., Pt/Vulcan XC 72. Platinum is
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typically used as the catalyst at both the anode
and cathode electrodes because it facilitates
the reduction and oxidation reactions at high
efficiency. However, due to the degradation
modes previously mentioned, performance of
the catalyst is lost over time. Novel platinum-
based catalysts have been developed to increase
the stability of the electrode catalysts. Com-
pared to a commercial Pt/C (46.6 wt.% TKK),

Pt4ZrO2/C catalysts have been shown to
decrease the overall performance loss of the
MEA [65]. The Pt4ZrO2/C catalyst showed a
higher resistance to Pt-sintering than Pt/C fol-
lowing 3000 cycles of a potential sweep test
between 0.6 and 1.2 V versus reversible hydro-
gen electrode (20 mV s�1). The ZrO2 is thought
to act as an anchor to slow the agglomeration of
platinum particles.
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Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 15 Steady-state
recoverable compliance as a function of final solids wt %
for para-PBI and 2OH-PBI homopolymers and related
copolymers. For the para-based copolymers, each data
point is an average of 2–4 replicate measurements for

copolymers with the same copolymer ratio (as indicated
in the plot). The data points for the homopolymers and the
2OH-based copolymers are single measurements. The
shaded region is the extrapolated trend curve for para-
PBI homopolymer [57]

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 16 Steady state
lifetime curves for MEAS
operated at 160 �C, 200 mA
cm�2, stoichiometries of
4 and 2 for air and hydrogen
respectively. The insert
presents an overview of the
twoMEA samples that were
tested the longest [60]
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In order to improve especially the cathode cat-
alyst kinetics and the catalyst stability, alloying of
Pt with a base metal such as nickel or cobalt is
widely practiced. Origins of these alloys date back
to early phosphoric acid fuel cell development
[66]. These alloys have been reported to typically
improve the cathode kinetics for oxygen reduction
by roughly 25–40 mV [66] or a factor of 1.5 to
4 when considering reaction rates. Commercial
MEAs using PBI-based membranes also use
Pt-base metal alloy catalyst on the cathode [67,
68]. The origin of the kinetic improvements for
the Pt-base metal alloys is discussed manifold in
the literature [69 –77]: (i) modification of the
electronic structure of Pt (5-d) orbital vacancies);
(ii) change in the physical structure of Pt (Pt-Pt
bond distance and coordination number); (iii)
adsorption of oxygen-containing species from
the electrolyte onto the Pt or alloying element;
and/or (iv) redox-type processes involving the
first-row transition alloying elements. However,
as discussed in detail in the recent work by
Stamenkovic et al. [76], the main effect is a shift
of the Pt d-band center to lower energy values
which induces a surface which adsorbs oxygen-
ated and spectator species to a lower extent and
therefore makes more active sites available for the
oxygen reduction to proceed.

Other additives to platinum-based electrodes,
such as tin-oxide (SnOx) [78], have also been
shown to significantly improve the catalytic activ-
ity of the oxygen reduction reaction. Using a PPA
processedm-PBI membrane with a 7 wt.% SnO in
Pt/SnO2/C catalyst under unhumidified H2/O2 at
180

�
C, a voltage of 0.58 V under a load of 0.2 A

cm�2 was produced. Under the same conditions, a
m-PBI MEA using a Pt/C catalyst produced only
0.4 V at 0.2 A cm�2.

PBI has also been investigated as an additive to
platinum-based electrodes. It is thought that incor-
poration of PBI in the catalyst layer would provide
a better interface for proton conduction between
the electrode and membrane. Qian [79] incorpo-
rated 6F-PBI into the electrodes by four different
methods: formation of a PBI bilayer inserting a
thin 6F-PBI membrane between an E-TEK cath-
ode and p-PBI membrane, casting 6F-PBI/PPA
directly onto the E-TEK electrodes and

hydrolyzing to form the gel, spraying a 6F-PBI/
DMAc solution onto the electrodes, and coating
the electrodes with a mixture of 6F-PBI and cata-
lyst (the PBI replaced PTFE). The bilayer method
decreased fuel cell performance, and it is pro-
posed that this occurred by creating a large inter-
face resistance between the two PBI layers. Both
the casting method and the spraying method
improved electrode kinetics, and it is postulated
that this occurred due to a lower interface resis-
tance. In addition, a significant decrease in fuel
cell performance showed that 6F-PBI could not be
used to replace PTFE.

As an outlook to further improvements of cat-
alyst kinetics and durability in low and high tem-
perature polymer electrolyte fuel cells, several
possibilities are currently under investigation
[80]: (1) extended large scale Pt and Pt-alloy
surfaces [76]; (2) extended nanostructured Pt and
Pt-alloy films [81]; (3) de-alloyed Pt-alloy nano-
particles [82]; (4) precious metal free catalyst as
described by Lefèvre et al. [83], e.g., Fe/N/C
catalysts; (5) additives to the electrolyte which
modify both adsorption properties of anions and
spectator species and also the solubility of oxygen
[84]. The latter approach is specific to fuel cells
using phosphoric acid as electrolyte.

More recently, catalyst work has been
conducted on trying to eliminate the need for
expensive platinum. Li et al. [85] have begun
work on a platinum-free Fe3C based oxygen
reduction catalyst. They synthesized hollow
microsphere morphologies consisting of a graph-
ite layer encapsulated Fe3C nanoparticles by
means of high temperature autoclave pyrolysis.
The prepared catalysts demonstrated poor perfor-
mance compared to traditional platinum based
oxygen reduction catalysts; high current densities
could not be achieved coupled with low initial
voltage output and large voltage decay. Nonethe-
less, creating a working platinum-free catalyst is
notable. More work is still needed in this area if
platinum-free catalysts are to become a viable
option. An often overlooked area of fuel cell con-
struction is of the flow plates themselves. In 2017
Singdeo et al. [86] modified the conventional
serpentine flow field by developing a 5 channel,
6 turn configuration. The conventional flow field,
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for some time, has been at the forefront of fuel cell
research; however, it displays problematic current
density gradients across the cell. At the inlet of the
serpentine flow plate the current density has been
recorded to be 143% above the mean and 50%
below the mean at the outlet; when using 1.3 and
1.4 stoichiometries at the anode and cathode,
respectively [84]. This corresponds to a unifor-
mity factor of 0.96. However, with the modified
serpentine flow pattern the uniformity factor was
increased to 0.998, showing the improved current
density distribution. Simulated fuel cell perfor-
mance testing showed that the new gas flow path
improved power output by ~22% at 0.57 V. This
work demonstrates that the flow field construction
can play a pivotal role in fuel cell performance and
further research and experimentation should be
considered.

PBI/PA Fuel Cell Systems and Their
Applications

Para-PBI is one of the most common polymers
used in commercial PBI-based fuel cell systems.
A mechanically strong and chemically stable
polymer, p-PBI has proved to be one of the most
reliable PBI polymers for MEA use. Load, ther-
mal, and shutdown-startup cycling tests
performed on the p-PBI MEA indicated that high
temperatures (180 and 190

�
C) and high load

conditions resulted in slightly increased PA loss
from the MEA system. However, steady-state fuel
cell operation at 80–160

�
C studies showed that

PA loss would not be a significant factor in fuel
cell degradation [61, 87]. Long-term studies
showed minimal performance degradation over a
two-year span and indicated excellent commercial
fuel cell potential [56]. Compared to state-of-the-
art phosphoric acid PEMFCs [88], evaporation of
phosphoric acid from commercial PBI-based
Celtec P1000 MEAs is reduced by a factor of
roughly 2–3. This is a key factor of long-term
stable operation for PBI-based fuel cells.

For the transition of PBI-based fuel cell science
into commercial products, the appropriate
manufacturing processes need to be developed.
Most companies rely on manual operations [89]

for PBI-based MEA fabrication. Only recently
have significant efforts been devoted to develop-
ing automated production lines because simple
changes in MEA materials and architecture
could necessitate the use of different manufactur-
ing equipment. To accommodate the evolution of
fuel cell science, a flexible modular manufactur-
ing line has been developed. In 2002, BASF Fuel
Cell GmbH (previously PEMEAS) began using
the line to accommodate three generations of
MEAs. The details of their manufacturing process
will be further discussed in section “Advances in
PBI MEAManufacturing.” It is important to men-
tion that BASF Fuel Cell GmbH is no longer in
existence; however, they are continuing to supply
PBI-based MEAs into the commercial market.

Commercial PBI-based high temperature
PEMFCs provide energy to a wide array of elec-
tronic devices. Hydrogen fuel cell vehicles, both
for the private consumer and public transporta-
tion, are growing in popularity as pollution and
fossil fuel prices continue to increase. Hydrogen
offers 2–3 times the overall efficiency in a fuel cell
as gasoline does in a typical combustion engine
[90]. High temperature fuel cells are also popular
as backup generators and combined heat and
power devices for stationary use. These types of
systems typically produce 1–10 kW, which is
enough energy to power a house or a multifamily
dwelling. In addition to providing energy, com-
bined heat and power devices use waste heat to
heat water and preheat the fuel cell system com-
ponents, thereby increasing the overall efficiency
of the fuel cell system. Fuel cells also offer appli-
cations in mobile electronic devices such as lap-
tops and cell phones. Commonly coupled with a
methanol reformer, these fuel cell systems are
remarkably portable and can power electronics
for many hours of continuous use.

In addition to producing electricity, these
PEMs have been used as a purification device
for hydrogen gas. Consider the purification device
to have the same basic architecture as a fuel cell.
A platinum catalyst splits contaminated hydrogen
gas into protons and electrons at the anode. Using
an external power source, the electrons are driven
through an external circuit to the cathode while
the protons are allowed to transport across the
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membrane from the anode to the cathode. The
electrons and protons recombine, thereby creating
a higher purity hydrogen gas at the cathode while
leaving behind the undesired constituents at the
anode. These hydrogen pump devices will be
further discussed in section “H2 Pump.”

In-Depth Analysis of PPA Processed p-PBI MEA
PBI-based high temperature MEAs offer many
benefits over more well-known perfluorosulfonic
acid PFSA PEMs. Unlike low temperature PFSA
MEAs, high temperature PA-doped PBI mem-
branes do not need to be hydrated, and therefore,
do not require an external humidification of the
gases. Additionally, running at high temperatures
generally improves electrode kinetics and proton
conductivities while requiring smaller heat
exchangers. For PBI fuel cell science to transition
into commercially available products, the reliabil-
ity of PBI fuel cell stacks needs to meet specific
requirements. The Department of Energy (DOE)
specified durability targets of >5,000 h
(>150,000 miles) of automotive fuel cell opera-
tion and >40,000 h for stationary applications for
2010. Primarily, the durability of the fuel cell
stack dictates the durability of the entire system
[91]. In depth durability studies of PBI MEAs
have been performed [56, 61, 68, 87, 92–94] to
evaluate the viability of commercial PBI fuel
cells. In addition to fuel impurity and PA retention
tests, load, thermal, and shutdown-startup cycling
tests are commonly performed to evaluate
the MEAs.

p-PBI MEAs have displayed a relatively high
resistance to carbon monoxide and sulfur contam-
inants [87, 92, 95, 96]. While Nafion and other
traditional low-temperature PEM fuel cells are
often poisoned by small amounts of carbon mon-
oxide (5–50 ppm) in the fuel or oxidant, p-PBI
and other PBI membranes have been shown to
perform with minimal voltage loss in 104 ppm of
carbon monoxide. Operating the fuel cell at
180

�
Cwith a load of 0.2 A cm�2 with a reformate

gas (70% H2, 1.0% CO, and 29% CO2), the volt-
age loss was only 24 mV as compared to pure
hydrogen [29]. This decrease in voltage occurred
as a result of fuel dilution and carbon monoxide
poisoning. As explained in section “Introduction

to Polybenzimidazole Fuel Cell Sustainability,”
the cell is able to resist poisoning because the
high operating temperatures allow for reversible
binding of carbon monoxide from the catalyst.
Details on the CO adsorption isotherms in the
presence of hydrogen under fuel cell operation
conditions between 150

�
C and 190

�
C can be

found in literature [96]. Similarly, Garseny et al.
[95] reported that a PBI MEA from BASF Fuel
Cell GmbH (Celtec-P Series 1000) is 70 times
more resistant to sulfur contaminants than Nafion
MEAs. Using air contaminated with 1 ppmH2S or
SO2 as the oxidant, the performance of Nafion
decreased by 82.9% while the performance of
the Celtec-P MEA decreased by <2%. Garseny
et al. proposed that H2S is converted to SO2, and
that SO2 adsorbs onto the Pt catalyst surface. At
temperatures above 140

�
C, this SO2 is desorbed

and flushed out of the system. Schmidt and
Baurmeister showed that the H2S tolerance of
PBI-based Celtec P1000 MEAs is in the range of
10 ppm [92], a value significant larger than typical
fuel processing catalyst can tolerate. More than
3000 h operation in reformate with 5 ppmH2S and
2% CO was demonstrated. Overall, p-PBI-based
fuel cells can resist contaminant poisoning far
better than traditional low-temperature PEM fuel
cells, an effect which canmainly be ascribed to the
operation temperature between 150 �C and
190 �C.

Under continuous operation and appropriate
stack design and components, the PBI membranes
retain phosphoric acid extremely well. Long-term
performance tests show that p-PBI fuel cells can
operate for over two years with minimal perfor-
mance degradation (Fig. 17). This durability is
attributed to the unique nature of PBI membrane
formed by the PPA process, which allows it to
retain PA under continuous operating conditions.
The amount of PA lost from the p-PBI MEA per h
was approximately 10 ng h�1 cm�2, which is
equivalent to a 50 cm2 cell losing 8.74 mg PA
after two years of operation. Such a small loss
strongly suggests that the life span of a p-PBI
PEM fuel cell would not be significantly
influenced by PA depletion.

Phosphoric acid loss was also monitored dur-
ing a selection of dynamic durability tests,
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including load and thermal cycling tests [87]. A
single load cycle test involved measuring the volt-
age at 160

�
C under at three different loads: open

circuit voltage (OCV), 0.2 A cm�2, and 0.6 A
cm�2. Air and pure hydrogen were supplied to
the MEA as oxidant and fuel, respectively. The
voltage of the MEA was measured at OCV for
2 min, followed by 0.2 A cm�2 for 30 min and
then 0.6 A cm�2 for 30 min. A total of 500 load
cycles were performed on a p-PBI MEA, and the
results indicated that larger loads corresponded to
an increased PA loss rate (approximately 20 ng
h�1 cm�2). Thermal cycling tests were performed
by measuring the voltage of the MEA with a
constant applied current density of 0.2 A cm�2

while either cycling the temperature between
120

�
C and 180

�
C (for a high temperature cycle)

or between 80
�
C and 120

�
C (for a low tempera-

ture cycle). Both the high and low temperature
cycles were performed 100 times each. The results
showed that higher temperatures were associated
with an increased PA loss rate (almost 70 ng h�1

cm�2 for the high temperature cycle and 20 ng h�1

cm�2 for the low temperature cycle). It was pro-
posed that at the higher load and temperature
conditions, more water is generated at the cath-
ode. By means of a steam distillation mechanism,
an increased amount of PA is lost from the MEA.
As indicated by both cycling tests, phosphoric
acid loss becomes a significant factor of cell deg-
radation only under extreme conditions.

Shutdown-startup cycling tests have been
extensively studied by Schmidt and Baurmeister

of BASF Fuel Cell GmbH [61, 68]. Two PBI-
based PEFC Celtec-P 1000 MEAs were tested
under different operation modes; one was run
under shutdown-startup cycling parameters (12 h
shutdown followed by operation for 12 h at 160

�
C

under a load of 0.2 A cm�2) while the other was
continuously operated at 160

�
C under a load of

0.2 A cm�2. Both MEAs were operated for more
than 6000 h, during which the shutdown-startup
cycling MEA underwent more than 270 cycles.
While the continuously operating MEA had an
average voltage degradation rate of roughly
5 mV h�1, the cycling MEA averaged a voltage
degradation of 11 mV h�1 or 0.2 mV cycle�1. This
increase in voltage degradation was attributed to
an increased corrosion of the cathode catalyst
support, thereby significantly increasing the
cathodic mass transport overpotential. The
observed corrosion was a result of a reverse-
current mechanism that occurs under shutdown-
startup cycling conditions [97].

Illustrated by the previously discussed durabil-
ity tests, p-PBI MEAs have been shown to be
physically and chemically robust. Highly resistant
to fuel contaminants, PBI MEAs are resistant to
poisoning effects that would typically expunge a
low temperature PFSA fuel cell system. Long
term steady-state and dynamic durability tests
showed that PA loss typically is not a cause of
cell degradation. Additionally, Schmidt and
Baurmeister showed that PBI MEAs are suscepti-
ble to cell degradation under extreme shutdown-
startup conditions. Overall, p-PBI MEAs have

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications,
Fig. 17 Long-term
durability test of p-PBI
MEA at 160

�
C using

hydrogen/air without
humidification
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exhibited much potential for use in fuel cell
systems.

Advances in PBI MEA Manufacturing

As previously discussed, the manufacturing pro-
cesses of PBI-based fuel cells need to be improved
to make fuel cells a viable commercial product. To
put this requirement into perspective, the United
States Department of Energy has set a goal of
producing 500,000 fuel cell cars each year. If
these vehicles are powered using current p-PBI
membranes, this goal requires the production of
seven MEAs per second and approximately
250,000 m2 of electrode per day. Additionally,
the performance of each of these MEAs would
need to be tested; this is a process called “burn-in
testing.” A typical test stand is 25 ft2, costs
roughly $50,000, and can only test one stack of
MEAs at a time. If each stack requires a 24 h burn-
in test, the test facility size would exceed
34,000 ft2 and house equipment costing over
$68.5 million. Existing manufacturing processes
need to be improved in order to reach this goal.

The Center for Automation Technologies and
Systems (CATS) at Rensselaer Polytechnic Insti-
tute has developed a flexible manufacturing pro-
cess for BASF Fuel Cell GmbH to accommodate
the evolving science of fuel cells [98–100]. If one
changes the fuel cell type, size, materials, MEA
architecture, design, or application, the
manufacturing line could be significantly
affected. Therefore, a modular manufacturing
line was developed by CATS in 2002 that could
produce a large range of MEA sizes
(1–1000 cm2), could handle a wide variety of
materials (membranes, gaskets, electrodes, etc.),
could assemble these materials in different archi-
tectures, and could be expanded to integrate addi-
tional systems. Each module could be singularly
operated or could operate as a subset of the entire
process; this modular construction is shown in
Fig. 15. Over the past eight years, this manufactur-
ing line has evolved over three generations of
MEA devices (Fig. 18).

Members of CATS continue to make great
strides in order to reduce costs and improve the
overall efficiency of MEA fabrication. Laser

cutting and joining of the PBI membranes both
uses less power and delivers tighter tolerances
than that of conventional cutting and joining.
Ultrasonic technology has also been explored to
replace the thermal joining of the three compo-
nents of an MEA. Preliminary results exhibited a
significant reduction in pressing time by approx-
imately 90% in addition to using less energy.
Additionally, an automated visual inspection of
the MEA has been developed using a high preci-
sionmotion system, multiple cameras and lighting
equipment, and software MAT-LAB 7.0 with
Image Processing Toolbox [99]. As fuel cell sci-
ence continues to evolve, so will the manufactur-
ing processes.

Combined Heat and Power
Stationary combined heat and power (CHP)
devices are often considered the primary applica-
tion of high temperature PBI-based fuel cells.
These devices are used to provide both electricity
and heat (in the form of hot air or water) to small
scale residential homes or large scale industrial
plants using hydrogen derived from the widely
distributed natural gas network. PBI MEAs are
ideally situated for combined heat and power
devices because they efficiently provide electric-
ity while generating heat as a byproduct. Further-
more, these devices could be used to provide
reliable backup power to residential homes, hos-
pitals, servers, etc.

J.-Fr. Hake et al. [101] compared the conven-
tional generation of heat and electricity to that of
small scale combined heat and power generation
by high temperature fuel cells, and the results of
which are shown in Fig. 19. The small scale CHP
devices studied were used to provide electricity,
space heat, and warm water to both residential and
commercial buildings. The conventional genera-
tion of electricity is much less efficient than that of
small scale CHP devices due to the issues of
transportation and storage. In addition to effi-
ciently converting chemical energy into electrical
energy, CHP fuel cell systems further act as a
sustainable energy conversion device by reducing
the total amount of greenhouse gas emissions.
Hake et al. considered the penetration of small
scale CHP fuel cell technology into the US
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residential sector market starting in 2014 until a
saturation point as a logarithmic function. To
improve the accuracy of the study, Hake consid-
ered the trends of the Japanese small scale CHP
market [101, 102]. A typical CHP device in Japan
costs roughly $30,000, but analysts expect the
price to drop to $5000 within five years. Analysts
also claim that by the year 2050, one in four
homes in Japan will run on fuel cells. Also con-
sidering current CO2 emissions, Hake et al. con-
cluded that adoption of this technology in the US

could reduce CO2 emissions by up to approxi-
mately 50 million tons by 2050; this corresponds
to a 4% reduction in the residential sector.

As the largest producer of PBI MEAs, BASF
Fuel Cell (previously PEMEAS) produces p-PBI
PEM MEAs for a wide variety of fuel cell appli-
cations. The Celtec®-P 1000 PEM MEA is typi-
cally integrated into either back-up or auxiliary
power units and can produce from 0.25 to 10 kW.
The MEA is also advertised as maintaining per-
formance for over 20,000 h with only a 6 mV h�1

Polybenzimidazole Fuel
Cell Technology: Theory,
Performance, and
Applications, Fig. 18 A
portion of the 2002 pilot
line depicting its modular
construction [98]

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications, Fig. 19 Side-by-side com-
parison of conventional generation of heat and electricity to fuel cell combined heat and electricity generation [101]
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voltage drop at 160
�
C [98]. The Celtec®-P 2100

PEMMEA is used in stationary CHP systems and
is capable of producing 0.74–10 kW. The MEA
has a long term stability of over 20,000 h under
both steady state and cycling conditions
(300 shutdown-startup cycles with 13 m h�1 volt-
age drop). Polarization curves of a Celtec®-P
MEA at 160

�
C using an active area of 45 cm2

are shown in Fig. 20. PBI-based CHP devices
have been commercially test marketed by a vari-
ety of companies, including Serenergy, Plug
Power, and ClearEdge Power, although large
scale adoption has not yet been achieved.

Furthermore, Celtec®-P 1100W is an improved
version to Celtec®-P 1000. It provides more uni-
formity and a greater degree of manufacturing
readiness (Fig. 21) [104].

Plug Power of Latham, New York produced a
line of PBI-based small scale CHP devices includ-
ing the GenSys Blue (Fig. 22) [105]. The GenSys
Blue was capable of producing 0.5–5 kW of con-
tinuous output and capable of reducing home
energy costs by 20–40%. An autothermal (ATR)
reformer reacts to natural gas (methane) with oxy-
gen and carbon dioxide to produce hydrogen gas

that fuels the PEM stack. An inverter was used to
improve the efficiency of the CHP device by
specifically supplying enough energy to power
the home, thereby minimizing energy losses and
reducing CO2 emissions by 25–35%. Addition-
ally, an integrated peak heater ensures proper
heating of the entire home. More recently, Plug
Power has focused on integrating low temperature
PEMFC’s into forklift trucks.

Serenergy, which is based in Hobro, Denmark,
also produced a PBI-based fuel cell CHP devices
[106]. Serenergy’s Serenus 166 Air C v2.5 and
390 Air C v2.5 micro-CHP modules nominally
produce 1 and 3.5 kW, respectively. While the
166 model was comprised of one MEA stack of
65 cells, the 390 model uses three MEA stacks
each with 89 cells. Both of these systems were
able to tolerate fuel impurities up to 5% CO con-
centrations and 10 ppm H2S at 160

�
C. Because

the excess energy can be used to heat up air or
water, Serenergy claims that over 80% of the total
heat and power generated can be used and that the
system efficiency is as high as 57% (the efficiency
data was not available). These systems can also be
used as auxiliary energy conversion devices.

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 20 Polarization
curves of a Celtec®-P MEA [103]. The blue line represents

using hydrogen/air as fuel/oxidant. The gray line repre-
sents a steam reformate of 70% H2, 29% CO2, and 1%
CO/Air
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ClearEdge Power produced a line of small
scale CHP devices, one of which is the
ClearEdge5 [107]. Capable of producing 5 kW
h�1 and up to 20,000 BTU h�1 while running at
150

�
C, the ClearEdge5 couples a methane

reformer to a PBI fuel cell stack using MEAs
provided by BASF Fuel Cell GmbH. ClearEdge
advertised that the CHP device could reduce util-
ity bills by up to 50% and cut CO2 emissions by
over 33%. Annually, the device was capable of
producing 43,000 kWh in electricity and
50,000 kWh (equivalent) in heat. Similar to
other CHP devices, the ClearEdge5 offered
at-home production of energy, thereby eliminat-
ing the losses associated with transferring the
energy. However, ClearEdge Power closed oper-
ations in 2014.

In 2016 the fuel-cell industry had an estimated
total worth of $3.6 billion and is expected to grow
into a $25.5 billion market by 2024, according to
research from Global Markets Insight [108]. With
that said, many of the major players listed above
are no longer in existence or have very little
impact on the industry. For example, BASF-Fuel
Cell has reduced its market share considerably
and now only supplies Celtec®-P 1100W, leaving
only Plug Power Inc. and FuelCell Energy Inc. as
the major market contributers. However, despite
the bullish predictions neither of these two have
turned a significant profit. Currently there is
uncertainty for the fuel cell technology market,
as part of the alternative-energy sector. Hydrogen

and fuel companies do not boast the same govern-
ment incentives as solar and wind firms, however,
if this is levied in the future there might be a
possible surge in growth of the technology. With
emerging needs of sustainable, clean energy in
other countries, like China who has invested
$100 billion into fuel-cell energy to date, there
are other possible avenues for the technology to
grow. Fuel cells still remain a viable option for
clean energy and to reduce dependence on fossil
fuels, leaving hope that they might be an integral
part of the growing alternative energy sector
[108]. With that said, the research and develop-
ment on fuel cell technologies has laid the foun-
dation for other possible devices that could
alleviate the use of fossil fuels. These include
both hydrogen pumping, which can be used to
purify hydrogen from a mixed gas stream, as
well as the hybrid sulfur cycle, which is an entic-
ing thermal-electrochemical process used for the
production of pure hydrogen. These will be
discussed more in depth in sections “H2 Pump”
and “The HyS Cycle.”

Automotive Transportation
Producing 1.9253 billion metric tons of carbon
dioxide, which is roughly 33% of the United
States’ total carbon dioxide emissions, the trans-
portation sector was the largest contributor to
pollution in 2008 [109]. According to another
2009 study by the U.S. Department of Energy
[3], all transportation in the US produced

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 22 Plug Power’s
GenSys Blue (a), Serenergy’s Serenus 166 Air C v2.5 (b),

and Serenergy’s Serenus 390 Air C v2.5 (c) CHP fuel cell
devices [105, 106]
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approximately 1850 million metric tons of carbon
dioxide emissions. Considering both of these
facts, one can conclude that a more sustainable
energy source could significantly reduce the car-
bon footprint of the transportation sector. For the
transition of fuel cell science into a viable com-
mercial product to occur, the U.S. Department of
Energy has set numerous targets for automotive
fuel cell systems. Because a typical internal com-
bustion engine costs roughly $25–35/kW, a fuel
cell system will need to cost roughly $30/kW to
become competitive enough to penetrate the US
market. Furthermore, the system must be durable
enough to operate for at least 5000 h (or roughly
150,000 miles). Additional issues of system size
and management of air, heat, and water will also
play a role in automotive fuel cell viability.

Over the past decade, fuel cell technology has
been adapted by the major automotive industries as
a cleaner, more efficient method of providing
energy to vehicles. In addition to the issue of fuel
cell automotive viability, issues of hydrogen
sources, hydrogen storage, and fueling stations
continue to be addressed and solved. The Califor-
nia Fuel Cell Partnership (CaFCP) is a collabora-
tion of auto manufacturers, energy providers,
government agencies, and fuel cell technology
companies to promote the commercialization of
fuel cell vehicles. In 2009, California had only six
public hydrogen fueling stations that were used to
fuel roughly 200 vehicles [90]. To date, there are
28 fueling stations open for retail business through-
out California and 17 more are under construction.
The State of California committed funding to
design, build, and provide operation and mainte-
nance support for 100 hydrogen stations [110]. The
hydrogen used to fuel these stations can be domes-
tically produced as either a low carbon fuel or
potentially as a zero-carbon fuel when produced
from renewable sources (such as splitting water
into oxygen and hydrogen with solar energy).
According to California regulations, at least 33%
of the hydrogen must come from such renewable
sources [111].

SunHydro, one of the world’s first hydrogen
fueling station chains, has set a goal of providing
fueling stations along the entire east coast of the

US. Using solar cell technology, every SunHydro
station will harvest solar energy to electrolytically
split water into hydrogen and oxygen gases. This
process is extremely sustainable and will create
much less greenhouse gas emissions. This hydro-
gen highway will stretch from Scarborough, ME
to Miami, FL and consist of eleven stations. Each
station will cost an estimated $2–3 million to
construct and will be paid for by private funders.
Currently there is one hydrogen refueling station
open for retail use in Wallingford, Connecticut
with plans for a second station to be opened in
Braintree, Massachusetts [112].

Over the past decade, many automotive and
fuel cell industries have used PBI technology in
the development of fuel cell vehicles. In
November of 2008, Volkswagen unveiled the
VW Passat Lingyu at a Los Angeles Auto Show
[113]. The VWLingyu uses an AB-PBI based fuel
cell stack that utilizes a trade-secret coating that
helps prevent PA from leeching out of the mem-
brane. Metha Energy Solutions, in cooperation
with Serenergy, revealed a hybrid electric/fuel
cell vehicle in December of 2009 [114]. In this
system, a methanol reformer is used to provide
hydrogen to the PBI-based fuel cell. It was
advertized that this vehicle could travel up to
310 miles on one tank of gas and takes only
2 min to refuel. EnerFuel, a subsidiary of Ener1,
has also recently produced a hybrid electric/fuel
cell vehicle. The EnerFuel EV uses a reformed
methanol PBI fuel cell that works in conjunction
with a lithium ion battery. The lithium battery is
used to start the vehicle and to power the vehicle
while driving, while the fuel cell system produces
3–5 kW to continuously recharge the battery.
These fuel cell systems would not generate
enough power to drive the vehicle but would act
as a range extender for the battery system. The
target market of the EnerFuel EVs is not for those
who drive 200+ miles daily but instead for those
with short daily commutes.

In July of 2009, the German Aerospace Center
demonstrated that fuel cells have the potential of
powering air-transportation vehicles [115,
116]. Designed in cooperation with Lange Avia-
tion, BASF Fuel Cell, DLR Institute for Technical
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Thermodynamics, and Serenergy, the Antares
DLR-H2 became the world’s first piloted aircraft
with a propulsion system powered only by PBI-
based fuel cells. Besides creating zero CO2 emis-
sions during flight, the aircraft also generates
much less noise than other comparable motor
gliders. Using a fuel cell stack capable of produc-
ing up to 25 kW, the Antares DLR-H2 has a
cruising range of 750 km (or 5 h) and can travel
at speeds up to 170 km h�1. Similar fuel cell
systems could be coupled with current commer-
cial and military aircrafts as auxiliary power units
(APUs) to improve fuel efficiency.

Portable
Microelectricalmechanical (MEM) systems uti-
lizing methanol reformers and PBI fuel cells
have been developed for portable use. These
devices are generally used to generate power in
the range of 5–50 W for laptops, communication
systems, and global positioning systems. Com-
pared to batteries that offer equivalent amounts
of power, these micro-fuel cell systems are ligh-
ter, generate less waste, and are overall more cost
effective. Similar to other reformed methanol/
PBI fuel cell systems, these MEMS are a sustain-
able technology by reducing the amount of
greenhouse gases produced per unit of electricity
generated.

UltraCell of Livermore, CA is a well-known
producer of PBI MEM fuel cell systems. Funded
and field tested by the U.S. Army, the UltraCell
XX25 is capable of providing 25 W of continu-
ous maximum power [117]. Depending on
the size of the fuel cartridge, the device is capa-
ble of delivering 20 Wof continuous power from
9 h to 25 days. The fuel cartridge weighs less
than a pound and the XX25 MEM system has
been shown to power radio gear, mobile com-
puter systems, communication devices, and a
variety of other electrical devices. The XX25
provides roughly 70% in weight savings when
compared to a typical battery on a 72-h mission
(1.24 kg without the cartridge) and is rugged
enough to operate in extremely cold or hot envi-
ronments. In addition, it meets OSHA standards
for safe indoor and in-vehicle use. Similar to the

XX25, the newly developed UltraCell XX55
is capable of generating 55 W of continuous
power for up to two weeks using the largest
fuel cartridge [118]. Only 0.36 kg heavier than
the XX25, the XX55 has an optional battery
module that can provide a peak power output of
85 W. Similar to the XX25, it is a very rugged
device that can be used essentially in any
conditions [118].

Larger than the Ultracell devices, Serenergy
test marketed the Serenus E-350, which was a
reformed methanol/fuel cell hybrid with an
approximate mass of 11 kg. At nominal power
levels, it was capable of producing approximately
350 W [119]. The device was fueled by a 60–40
methanol-deionized water mixture. It took
approximately 45 min to start-up, at which point
it consumed fuel at a rate of 0.45 L h�1. Serenergy
has, since then, stopped producing the smaller
device and replaced it with a midsized model;
the H3 2500 and 5000 (both weighing around
65–75 kg) [120].

H2 Pump
Efficient purification of hydrogen is becoming a
common interest in both the industrial and
energy sectors. In particular, technology which
can efficiently purify, pump, and pressurize
hydrogen at low to moderate flow rates is needed
but is not readily available. Of course, there are
existing methods for hydrogen purification
which include various combinations of mechan-
ical compression with cryogenic cleanup, palla-
dium membranes, pressure swing absorption,
and passive membrane separators to name a
few. However, these technologies are challenged
by certain limitations: (1) cryogenic cleanup pro-
duces high purity hydrogen, but requires costly
refrigeration equipment and is suitable for very
large-scale specialty applications; (2) palladium
membrane purification can be fairly simple in
design and construction but requires pressuriza-
tion to drive the hydrogen separation process and
suffers from poor utilization when purifying
hydrogen from gases containing low fractions
of hydrogen; (3) pressure swing absorption
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(PSA) is widely used in high volume industrial
processes and relies on large, mechanical com-
ponents that are subject to frequent maintenance
and inherent inefficiency. Such devices are not
easily scaled to smaller sizes or localized gener-
ation/purification needs. Furthermore, it is
important to state that all of the above processes
require expensive, high maintenance,
compressors.

Electrochemical pumping is not a new concept
and has in fact been utilized as a diagnostic tech-
nique within the electrochemical industry for
years. General Electric developed this concept in
the early 1970s [121].

The use of polymer electrolyte membranes for
electrochemical hydrogen compression has been
demonstrated in water electrolysis (H2 genera-
tion) devices at United Technologies Corpora-
tion, reaching 3000 psia [122], as well as
studied in academic institutions [123]. The elec-
trochemical hydrogen pump, first developed in
the 1960s and 1970s, was derived from the orig-
inal proton exchange membrane fuel cell efforts.
The concept is simple, requires little power, and
has been shown to pump hydrogen to high pres-
sures. In the original work, the membrane trans-
port medium was a perfluorosulfonic acid
(PFSA) material, similar to the material used in
many fuel cells today. The process is quite ele-
gant in that like a fuel cell, molecular hydrogen
enters the anode compartment, is oxidized to
protons and electrons at the catalyst, and
then the protons are driven through the mem-
brane while the electrons are driven through the
electrically conductive elements of the cell
(Fig. 23).

Themajor difference in this cell as compared to
a fuel cell is that the pump is operated in an
electrolytic mode, not galvanic, meaning that
power is required to “drive” the proton move-
ment. Once the protons emerge from the mem-
brane at the cathode, they recombine to form
molecular hydrogen. Thus, hydrogen can be
pumped and purified in a single step with a non-
mechanical device. The pump concept builds
upon the understanding of proton transport mem-
branes. The overall chemicals are described by
Eq. 1:

Anode : H2 ! 2Hþ þ 2eþ

Cathode : 2Hþ þ 2e� ! H2

Total Reaction : H2 anodeð Þ ! H2 cathodeð Þ
(1)

The cell voltage between the anode and cath-
ode can then be described by the Eq. 2. The Nernst
potential, ENernst, is given by the Nernst Eq. 3,
where E

�
is the standard potential of a hydrogen

reaction, R is the gas constant, T is the tempera-
ture in Kelvin, F is Faraday’s constant, and pcathode
and pandode are the partial pressures of hydrogen at
the anode and cathode respectively.

E ¼ ENernst � Epolarization � Eohmic (2)

ENernst ¼ E
� � RT

2F
ln
pcathode
panode

(3)

Epolarization is the polarization overpotential which
is the sum of the polarization overpotentials at the
anode and cathode. This can be described using
the Butler-Volmer equation. The polarization
overpotential can be approximated at low over-
potentials, Eq. 4, where R is the gas constant, T is
the temperature in Kelvin, F is Faraday’s constant,
i is the current density, and i0 is the exchange
current density.

Epolarization ¼ RTi

2Fi0
(4)

Clearly, the proton conducting membrane
properties are critical. Desirable properties
include: high proton conductivity, mechanical sta-
bility, low solubility and permeability of impurity
gases, and sufficient operating temperature to sup-
port tolerance to impurities (CO and H2S) found
in reformed gases. The application of the PBI
membrane to electrochemical hydrogen pumping
provides high proton conductivity (0.2–0.4 S/cm),
mechanical stability, enhanced gas separation, and
up to 180 �C operation. The high operating tem-
perature eliminates water management difficulties
typically experienced with the low operating tem-
peratures of PSFA membranes while also provid-
ing tolerance to poisonous gas species such as
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CO. This is a crucial quality in electrochemical
hydrogen pumping as many of the common impu-
rities being removed from the feed stream are
known to poison the catalyst. As such, the PBI
membrane and electrode assembly represents a
significant new opportunity and paradigm shift
in electrochemical hydrogen pumps as well as in
advancing the science of hydrogen separation,
purification, and pressurization. This concept has
been evaluated and demonstrated in recent work
using PBI membranes [124]. The hydrogen pump
was shown to operate with fairly low power
requirements and generally needed less than
100 mv when operating at 0.2–0.4 A/cm2. This
was accomplished without the critical water man-
agement commonly encountered in low tempera-
ture, water-based membranes. The cathodic flow
of hydrogen from the device was nearly identical
to the theoretical Faradic flows. This suggests that

the hydrogen pump could have applications as a
hydrogen metering device since the hydrogen
flow could be easily and accurately controlled by
the current of the power source. The initial work
reported devices that could operate for several
thousand hours with little change in the operating
parameters. This would be expected from the
related work on PBI membranes for fuel cells
which show outstanding long-term durability. In
fuel cell applications, the ability to operate at high
temperatures provides benefits for gas cleanup
and durability on reformed fuels. In hydrogen
pump applications, this tolerance to fuel impuri-
ties enables the hydrogen pump to purify hydro-
gen from hydrogen gas feeds containing such
impurities. Figure 24 shows the operation of a
PBI-based hydrogen pump operating on pure
hydrogen, as well as two different synthetic refor-
mates. The flow rates are nearly unaffected by the

Polybenzimidazole Fuel Cell Technology: Theory, Performance, and Applications, Fig. 23 Polymer electrolyte
based hydrogen electrolysis
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composition of the gas feed at the various operat-
ing conditions (the data points are superimposed
for the different gases). The data demonstrates that
the pump was capable of operating at high CO
levels (1% in this work) and extracting hydrogen
from dilute feed streams (<40% hydrogen). Addi-
tionally, the hydrogen pump was capable to pro-
ducing hydrogen with purities greater than 99%,
with the final purity dependent on operating con-
ditions. This device could play a prominent role
for both the current industrial hydrogen users, as
well as in a future economy that is more heavily
reliant on hydrogen as an energy carrier. Commer-
cial development of this device is underway.

The HyS Cycle
More recently, the hybrid sulfur thermochemical
cycle has drawn a great amount of attention due to
its potential to provide clean hydrogen on a large
scale using considerably less energy than water
electrolysis. The hybrid sulfur (HyS) process con-
tains two steps: (1) a high temperature decompo-
sition of sulfuric acid to produce sulfur dioxide,

oxygen, and water and (2) a low temperature
electrochemical oxidation of sulfur dioxide in
the presence of water to form sulfuric acid and
gaseous hydrogen. The entire process recycles
sulfur compounds which leave a net reaction split-
ting water into hydrogen and oxygen. Herein we
describe advancements in the low temperature
sulfur oxidation step that could be coupled with
next generation solar power plants or high tem-
perature nuclear reactors.

Since the HyS process involves the transfer of
protons it is not surprising that proton exchange
membranes (PEMs) are the most investigated
materials. Historically, Nafion has been usually
the most widely studied due to its availability.
Nation’s performance in the HyS electrolyzer
has been thoroughly examined with the prediction
of mass transport through the membrane as a
function of operating potential and other design
variables. Nafion does, however, have many
drawbacks including the inability to operate at
elevated temperatures (above 100 �C) and since
water is needed for its conductivity, there is

Polybenzimidazole Fuel Cell Technology: Theory,
Performance, and Applications, Fig. 24 The cathodic
flow rates of a hydrogen pump operated at 160

�
C and 0%

relative humidity and fueled by pure hydrogen (unfilled
squares), a reformate gas comprised of 35.8% H2, 11.9%
CO2, 1906 ppm CO, and 52.11% N2 (filled circles), and a

reformate gas comprised of 69.17% H2, 29.8% CO2, and
1.03% CO (filled triangles). The values are nearly identi-
cal, and thus, the symbols appear superimposed. The dot-
ted line represents the theoretical flow rate at 100%
efficiency [124]
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decreased performance at high acid concentra-
tions or low water concentrations [125].

Polybenzimidazole (PBI) membranes are high
temperature PEMs that are imbibed with acid as
its electrolyte. We have shown that PBI mem-
branes are a good alternative to Nafion in fuel
cells and offer a solution to the HyS process as
an avenue to higher temperature operation, which
minimizes voltage losses, as well as the ability to
perform under high acid concentration conditions
that allow for reduced energy demands necessary
for water separation. Weidner et al. show the
successful operation of the HyS electrolyzer
using sulfuric acid doped PBI membranes and
have determined that the area-specific resistance
of sulfonated PBI (s-PBI) compares favorably
with Nafion, yet is not adversely affected by con-
centrated sulfuric acid conditions within the
electrolyzer. Importantly, the PBI-based cell
could be operated at low pressures and without
significant water dilution of the sulfuric acid pro-
duced. Additionally, a model for high temperature
and high-pressure operation of the s-PBI mem-
brane in the electrolyzer has been constructed
allowing for further analysis of the system to
determine operating conditions for economically
viable operation [125, 126].

Conclusions and Future Directions

After approximately 15 years of development,
PBI chemistries and the concomitant manufactur-
ing processes have evolved to produce commer-
cially available MEAs. PBI MEAs can operate
reliably without complex water humidification
hardware and are able to run at elevated tempera-
tures of 120–180

�
C due to the physical and

chemical robustness of PBI membranes. These
higher temperatures improve the electrode kinet-
ics and conductivity of the MEAs, simplify the
water and thermal management of the systems,
and significantly increase their tolerance to fuel
impurities. Membranes cast by a newly developed
PPA Process possessed excellent mechanical
properties, higher PA/PBI ratios, and enhanced
proton conductivities as compared to previous
methods of membrane preparation.

The robustness of p-PBI membranes cast by
the PPA Process has been tested and character-
ized by a variety of methods. Under a constant
load, p-PBI has been shown to perform for well
over two years with very little reduction in per-
formance. Using synthetic reformates, p-PBI
MEAs have demonstrated excellent resistances
to impurities such as CO, CO2, and SO2.
p-PBI membranes have also been shown to retain
PA extremely well, and evidence strongly sug-
gests that this small rate of PA loss would not
significantly influence the life span of a MEA.
Load, thermal, and shutdown-startup cycling
tests of p-PBI fuel cells have also indicated com-
parable or improved results over other commer-
cially available fuel cell systems. p-PBI is the
most common polymer in PBI-based fuel cell
systems, although AB-PBI, m-PBI, and other
derivatives have been investigated. Recently
developed 2OH-PBI, which to date has the
highest recorded proton conductivity of all
other PBIs, offers much potential for future fuel
cell use.

Many fuel cell manufacturers are now consid-
ering the benefits of high temperature PBI fuel
cells. BASF Fuel Cell, the largest producer of PBI
MEAs, has been in operation since March of 2007.
BASF offers a wide variety ofMEAs for stationary
systems (combined heat and power, backup gener-
ators, etc.) and portable systems (transportation,
microelectricalmechanical systems, etc.). Other
companies, such as Plug Power, Serenergy,
ClearEdge Power, and UltraCell have incorporated
commercially available MEAs into commercial
fuel cell systems. Additionally, Danish Power Sys-
tems has expanded its offerings and its presence in
offering BI-based MEAs with improved durability.
Companies such as H2 Pump LLC developed elec-
trochemical pumping devices that use PBI mem-
branes for the purification of hydrogen gas. Using
various reformate gases, the devices have been
shown capable of operating at high gas contamina-
tion levels and low hydrogen concentrations.
Depending on operating conditions, the purity of
the extracted hydrogen gas can be greater than
99%. In transportation applications, PBI-based
fuel cells show great promise as APUs or range
extenders for battery powered electric vehicles.
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Glossary

ADG Anaerobic digester gas.
BOP Balance of plant. Involves components

other than fuel cell stacks in a power plant.
Bubble pressure Ability of a component filled

with acid to withstand a given pressure of gas.
Carbonization This process involves heating

resin-impregnated material to ~ 1,000 � C to
carbonize.

CH4 Methane.
CHP Combined heat and power. Equipment that

generates both electrical and thermal energy.
Cloud tower Equipment to deposit catalyst onto

GDL.
ECA Electrochemical area, ideally the Pt surface

area available for oxygen reduction or Hydro-
gen oxidation reaction.

Efficiency Energy output/Energy input.
ETU Electrolyte take-up: Quantity of electrolyte

(H3PO4) taken up by a unit weight of carbon.
FEP Fluorinated ethylene propylene.
Floc Mixture of carbon-coated catalyst andPTFE®.

GDL Gas diffusion layers.
GDL Gas diffusion layers or substrates.
Graphitization This process involves in heating

carbon material to temperatures of
2,500–3,000 �C to improve thermal conductiv-
ity and corrosion resistance.

H2 Hydrogen.
H3PO4 Phosphoric acid.
HT-PEM High-temperature polymer electrolyte

membrane fuel cell.
Ionic resistance Resistance for the flow of H+

through the electrolyte matrix.
kW Kilo watts.
NG Natural gas.
O2 Oxygen.
PAFC Phosphoric acid fuel cell.
PAN Polyacrylonitrile.
Performance decay Loss of fuel cell perfor-

mance due to kinetic, ionic, or mass transport
losses.

PTFE® Polytetrafluoroethylene.
SiC Silicon Carbide.

Definition of the Subject

Fuel cells generate power by electrochemically
combining fuel such as hydrogen and oxidant
such as oxygen in air to produce electrical and
thermal energy. Fuel cells generally consist of an
anode electrode where fuel is oxidized and cath-
ode electrode where oxygen in air is reduced. The
electrolyte which is usually placed between the
two electrodes acts as a medium to transport
charge carriers (e.g., H+, CO�). Fuel cells are
particularly interesting as energy generating
devices because they consume reactants without
combustion, thus providing higher efficiencies
and avoiding the issue of pollution. A fuel cell
reaction typically produces water as a by-product
which is usually removed from the cell by reactant
exhaust.

There are various types of fuel cells that are
under development. The most noticeable ones
are polymer electrolyte membrane (PEM) fuel
cells, phosphoric acid fuel cells (PAFC), molten
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carbonate fuel cells (MCFC), and solid oxide
fuel cells (SOFC). PEM fuel cells are mainly
being targeted toward transportation needs due
to their ability to provide high power densities at
reasonable operating temperatures (~100 �C).
PAFCs and MCFCs are being developed primar-
ily for stationary applications since their power
densities are lower than PEM. SOFCs are cur-
rently being developed for both stationary appli-
cations and transportation applications but high-
temperature material development is needed
before they become commercially viable.

Introduction

Medium-temperature fuel cells can be classified
as those operating between 120 �C and 250 �C.
Two main categories of fuel cells fall in this cate-
gory. One is phosphoric acid fuel cell and the
other is high-temperature polymer electrolyte
membrane fuel cells (HT-PEMFC). While PAFC
is the only fuel cell technology that has demon-
strated over 70,000 h of field operation it has cost
challenges that have to be overcome for commer-
cialization. On the other hand, significant amount
of government and private funding is being
devoted to the development of HT-PEMFC for
automotive and stationary applications [1]. So
far HT-PEM has shown little progress in lab-
scale evaluation and has a long road to full-scale
demonstration.

This temperature range is particularly interest-
ing because it allows the fuel cell to run on
reformed fuel and have tolerance to CO which is
the main fuel cell poison generated in the
reforming reaction. Most importantly, these tem-
peratures allow for combined heat and power
(CHP) capability that can be used in most com-
mercial buildings for either space heating, hot
water generation, cooling applications,
etc. Today, commercial CHP is the best applica-
tion for fuel cells in the stationary space due to
price of electricity, price of gas, the opportunity
for customer energy savings, and the impact of
such savings on world energy consumption. Fuel
cells in CHP applications need to be efficient
(80–90% efficiency), cost effective (less than

$2,000/kW installed), have useable heat
(temperatures in the neighborhood of
150–250 �C), and long life times (10 years) to
provide the required value proposition to cus-
tomers. PAFCs fit very well with the above
requirements except for cost which is being
addressed currently by both industry and
government.

Market Requirements

Stationary fuel cell applications include commer-
cial buildings such as supermarkets, data centers,
schools, hotels, and hospitals, and industrial users
such as chemical plants and refineries and distri-
bution utilities. The primary driver for acceptance
of any energy application is the payback period
associated. For reference purposes, the payback
period in the energy industry is usually on the
3–5 year time scale. In addition to payback period,
strategic factors such as grid congestion and
unreliability, rising energy costs, urbanization,
global warming, ability to use waste heat, and
avoidance of peak load constraints are also factor-
ing more and more into the decision making of
customers evaluating fuel cells for stationary
applications.

Payback period is usually a function of initial
cost of the system and the life cycle costs associ-
ated with the system. Initial cost of a PAFC system
involves the cost of fuel cell stacks and balance of
plant components, cost of integration and assem-
bly of these components and factory acceptance
test. Life cycle costs are primarily a function of the
efficiency of the system, cost of fuel and mainte-
nance costs. Efficiency in the case of CHP appli-
cations involves both electrical and thermal
efficiency.

PAFCs have a payback period of 3–5 years
(with various government incentives) when
the customers use waste heat generated by the
fuel cell. These systems have an initial electrical
efficiency greater than 40% and an average life-
time electrical efficiency of 38%. Utilization of
all of the waste heat generated by the system
allows the customer to achieve 90% overall
utilization.

516 Phosphoric Acid Fuel Cells for Stationary Applications



Phosphoric Acid Fuel Cells

PAFCs are the first fuel cells to be commercially
available. The major manufacturers of these fuel
cells are UTC Power, Toshiba Corporation,
HydroGen Corporation, Fuji Electric Corporation
and Mitsubishi Electric Corporation. UTC Power
introduced for sale a 200 kW PAFC system in
1991, and over 260 units were delivered to various
customers worldwide. The design operational
lifetime for these units was 40,000 h and most of
the fielded units have met or exceeded this
requirement. A number of these units are still
operational today with fleet leader at Mohegun
Sun in Uncasville, Connecticut, USA, accumulat-
ing more than 76,000 h [2]. Fuji’s phosphoric acid
fuel cell power plants, launched in 1998 have also
demonstrated 40,000 h of life in field and some
units after overhaul have exceeded 77,000 h of
operational lifetime [3].

Phosphoric acid fuel cells usually operate on
natural gas but they can operate on other fuels
such as H2 exhaust from chemical plants and
anaerobic digester gas (ADG) from waste treat-
ment plants. UTC Power’s phosphoric acid fuel
cell system is usually designed to operate in water
balance, i.e., it does not consume water from the
site nor produce excess water at the site. These
power plants operate at ambient pressures and
have the capability to transition between grid con-
nect and grid independent model. This capability
allows the customer to draw electricity when
required from grid and export excess electricity
generated by the fuel cell power plant when the
customer loads are lower than the power gener-
ated by fuel cell. Basic description of an ambient
pressure natural gas operating UTC Power’s
PAFC system is shown in Fig. 1.

Natural gas is fed to the fuel processor where
CH4 in natural gas is converted to H2-rich fuel
using steam reforming. H2-rich fuel from reformer
is fed to the cell stack where it is electrochemically
combined with O2 in air to generate DC power
and thermal energy. DC power is sent to power
conditioning system where it is converted to AC
power. Makeup water is used only during the
start-up of power plant to fill the thermal manage-
ment system or in situations where the power

plant is operated outside its design specifications
for extended period of time.

The cell stack assembly is the heart of the
power plant which produces both electrical and
thermal energy by electrochemically combining
H2 in fuel and O2 in air. The basic description of a
phosphoric acid fuel cell is shown in Fig. 2.

PAFCs operate at temperatures between
150 �C and 225 � C. H2 from fuel is split into
protons and electrons at the anode electrode. The
protons travel through the electrolyte (H3PO4) and
reach the cathode catalyst layer where they com-
bine with O2 in air producing DC power, water,
and waste heat. The electrolyte is usually held in a
refractory nonconducting matrix like silicon car-
bide. Water generated in the fuel cell is removed
by cathode exhaust. Cathode exhaust is sent to the
condenser where generated water is condensed.
This condensed water is sent back to the water
treatment system where it is purified to minimize
the conductivity and sent to the thermal manage-
ment system. Coolant exhaust from cell stack is
sent to steam separator where steam required for
fuel processor is separated and the remaining hot
coolant water is sent through multiple heat
exchangers to supply thermal energy to
customers.

Cell Stack Assembly Components

The main components of a PAFC are bipolar
plates, gas diffusion layers, catalyst layers, and
matrix layer [4]. Typical cell designs include a
sandwich of these layers as arranged in Fig. 2
between coolers. Multiple cells per cooler designs
are generally employed to improve power density
and this unit is called a sub stack. A cell stack
assembly consists of multiple sub stacks held
between two pressure plates under compression
to minimize reactant leakage and contact resis-
tance losses.

Gas diffusion layers (GDLs): As the name
suggests, GDL allows for gas to diffuse from the
bulk flow in channels to the catalyst layer; pro-
vides mechanical support to the catalyst layer;
allows for water management, i.e., removal of
product water to the bulk flow in channels and
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heat transfer from the catalyst layer to the coolers.
GDLs are made by turning polyacrylonitrile
(PAN)-based carbon fiber into carbon paper. Car-
bon paper is then impregnated with a phenolic

resin by a prepreg process, hot laminated to cure
the resin in place and to achieve the desired thick-
ness. It is then heat treated at ~1,000 �C to turn the
phenolic resin into carbon and then graphitized at
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~2,500 � C in an inert atmosphere [5, 6]. Graphiti-
zation helps impart better thermal and electrical
conductivity to the GDL. A finished substrate is
approximately 70% porous with a mean pore size
of 25–30 mm. These finished substrates as shown
in Fig. 3 are usually hydrophobic and hence they
are impregnated with a wettability coating (e.g.,
Vulcan or Black Pearl Carbon) to facilitate water
and acid management.

Electrolyte matrix: Matrix in PAFC holds
H3PO4 electrolyte and hence facilitates the move-
ment of protons from anode to cathode. The
matrix layer should be wettable, sufficiently
porous to hold H3PO4 electrolyte, should have
minimal reactivity with H3PO4 during operating
temperatures, have sufficient electrical isolation to
prevent shorting in cells and finally have sufficient
bubble pressure (~35 kPa) to minimize reactant
crossover. Materials such as wettable PTFE,
papers formed using organic polymers and silicon
carbide have been evaluated as matrix layers by
various fuel cell manufacturers. Wettable PTFE
layers failed because they lost their wettable prop-
erties over the course of operation leading to
expulsion of acid from the matrix layer and
hence cell failure due to reactant crossover.
Organic polymers such as polyetherketones
(PEK) and polybenzimidazoles (PBI) have
acceptable beginning-of-life properties but seem
to lose desirable properties over the course of
time. Silicon carbide matrix layer has been used
in UTC Power’s PAFC and it has retained its
material properties over long life operation. This
matrix layer is formed by spraying 5 mm particle
size SiC with 5% PTFE as binder onto the catalyst
layer and then heating the coated electrode to
~300 � C to evaporate the solvent and form the
layer. These layers are typically 25–50 mm to
minimize ionic losses, 50% porous, have a bubble
pressure of ~70 kPa and an effective ionic resis-
tivity of 6–7O cm [7, 8]. They have worked pretty
well in UTC Power’s PureCell® Model 200 for
greater than 70,000 h.

Cathode catalyst layer: Cathode catalyst layers
in PAFCs are made using a mixture of PTFE and
catalyst-coated graphitized carbon. These layers
are around 100–125 mm thick and are approxi-
mately 70% porous. Catalyst is usually Pt or an

alloy of Pt. Graphitized carbon is used on cathode
to ensure minimal carbon corrosion during long
life operation. Oxidizing environment on cathode
can cause significant corrosion issues during
steady state operation and starting/stopping of
the power plant. Thus, to minimize carbon corro-
sion for long life (10–20 years), it is essential to
use corrosion-resistant graphitic carbon [9, 10].
PTFE is used in the mixture to produce an opti-
mum balance between hydrophilic and hydropho-
bic pores in the catalyst layer. Hydrophilic pores
take up acid and allow for proton transport while
hydrophobic pores allow for reactant air or fuel to
reach catalyst sites. It is very critical to achieve
this balance to have an optimum electrolyte fill in
the catalyst layer while providing enough path
ways for gas to reach the catalyst. If the catalyst
layers are underfilled or have low electrolyte take-
up, it results in the cell having high IR losses; if
the catalyst layers are overfilled or have high
electrolyte take-up, it results in low cell perfor-
mance due to flooding or mass transport losses.
Hence it is very critical to achieve optimum fill
level and remain at that fill level during the course
of operation. UTC’s catalyst layers have demon-
strated the ability to retain this pore structure over
the course of field operation. UTC’s cathode cat-
alyst layer is manufactured in batch process
[11–14]. Graphitized carbon coated with Pt alloy
is mixed with PTFE particles to form floc using
various wet mixing techniques. This floc is then
dewatered and dried to form floc pellets. Floc
pellets are then finely ground and deposited onto
the GDL using a cloud tower. These electrodes
then go through a sintering oven where the PTFE
flows over the graphitized carbon to form hydro-
philic and hydrophobic pores. SEM image of a
typical PAFC electrode where catalyst-coated car-
bon particles are further coated with PTFE is
shown in Fig. 4.

Anode catalyst layer: Anode catalyst layers are
manufactured using the same process described
above but these catalyst layers use carbon instead
of graphitized carbon. Since anode electrode is
mostly in H2 environment, there is very little to
no corrosion of the anode electrode and hence the
use of carbon instead of graphitized carbon
[10]. Regular carbon has a higher surface area

Phosphoric Acid Fuel Cells for Stationary Applications 519



than graphitized carbon thus allowing for better Pt
loading characteristics and thus improved H2 oxi-
dation reaction kinetics. Anode catalyst layers are
made slightly more hydrophilic than cathode cat-
alyst layers since H2 kinetics are fast and thus
mass transport losses set in at much higher current
densities than operating current densities.

Bipolar plates: The main function of bipolar
plates is to transport reactants to the catalyst
layers, prevent reactant crossover from one cell
to another, prevent acid migration from one cell to
another, provide good electrical properties to min-
imize IR loss through the plate and provide good
thermal properties to transport heat generated in
the cell to the coolers. UTC Power’s bipolar plates
are usually made of mixture of flaky graphite and
FEP. FEP is limited to less than 20% to minimize
the impact of IR loss and thermal conductivity
loss in the plate. This mixture of FEP and graphite
is placed in mold and compacted at high pressures
(500–1,000 psi) to make molded performs. The
bipolar plates in PAFCs should have very low
porosity to reduce electrolyte take-up. Reducing
the electrolyte take-up prevents the formation of a
continuous electrolyte pathway through the thick-
ness of the plate thereby mitigating electrolyte
pumping as discussed in electrolyte management
section. In order to achieve this low porosity, two
preforms are laminated on either side of a highly
nonporous separator plate to form the integral
separator plate as shown in Fig. 5. After lamina-
tion of molded preforms to the separator plate,
channels are either machined or molded in the

plate. Separator plate is manufactured by impreg-
nating carbon paper with a phenolic resin. After
resin impregnation, multiple layers of paper are
laminated and carbonized in a slow carbonization
process at 1,000 � C. The carbonization process
has to be slow to prevent the formation of pores in
the structure. After carbonization, the plate is
graphitized at ~2,500 �C to improve corrosion
resistance, thermal and electrical properties.
UTC Power’s bipolar plates have <5% porosity
with very high tortuosity and have performed
robustly in the field in mitigating acid transfer
through plane in the plate. Channels in these
plates are coated with wettable carbon to allow
for acid management during fuel cell operation
[15]. The perimeter of the plate also needs to be
hydrophobic to prevent electrolyte being pumped
on the edge of the plate. This hydrophobic break is
achieved by placing PTFE flaps around the perim-
eter [16–23].

Edge seals: UTC Power’s cell stack design
uses external manifolds to transport reactants in
and out of the cell stack. As a result, the edge of
the anode GDL in air manifold and similarly cath-
ode GDL in fuel manifold need to be sealed
against reactant mixing in these locations. The
obvious method of sealing is to fill the perimeter
of the GDL with fuel cell–compatible filler mate-
rial to minimize porosity. UTC Power’s design
fills the perimeter with a wettable carbon. Some
of the previous designs also accomplished edge
sealing using silicon carbide. The particle size of
this filler material is usually around 5 mm and thus

Phosphoric Acid Fuel Cells for Stationary Applica-
tions, Fig. 3 Graphitized carbon fibers in PAFC GDL Phosphoric Acid Fuel Cells for Stationary Applica-

tions, Fig. 4 PAFC catalyst particles coated with PTFE
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when impregnated into the GDL it forms pores
that are much smaller than the pores in the GDL.
Edge seals are made by forming a viscous ink of
these particles and using a screen printing process
to apply the ink to the GDL. Subsequent drying of
the electrode removes the volatiles used in the ink
leaving carbon in the GDL. When these GDLs are
filled with acid during the assembly process, the
edge seals take up acid due to capillary action and
thus form wet seals which prevent gas from
leaking into manifolds [24–27].

Coolers: Coolers in UTC Power’s PAFCs are
made of stainless steel tubes embedded in
molded material (mixture of FEP and Graphite)
as shown in Fig. 6. These coolers use the same
manufacturing process as that of the bipolar
plates. A serpentine cooler tube is placed
between two molded preforms and laminated
together at high pressures and temperatures.
The ends of the tubes coming out of the molded
material are wrapped in PTFE film or coating to
prevent attack of stainless steel tubes by phos-
phoric acid. In UTC Power’s PAFC system,
water is used as coolant. This coolant enters the
cell stack as liquid water and exists as a mixture
of steam and liquid water between 150 �C and
180 �C. As a result, the coolant temperature rises
as the water is heating up in single phase and
once it reaches the saturated pressure, it stays at
the same temperature but starts generating steam
inside the coolers. The steam from coolant exit is
used in the reforming reaction and the remaining
hot water is used to supply thermal energy to

customers. Due to the two-phase cooling, it is
very essential to ensure that the liquid pressure
drop is sufficiently greater than the two-phase
pressure drop. If not, the variability in perfor-
mance between cells can cause the system to
run into thermal imbalance and as a result some
cells would be operating much hotter than other
cells, decreasing their life substantially. Increase
in liquid pressure drop is obtained by inserting
orifices or some other kind of flow restrictors at
the coolant inlet to the cell stack. Orifice design
has to ensure that there is no potential for
clogging of coolant inlet to the cell stack. Thus,
in order to mitigate issues associated with clog-
ging, increase in pressure drop is accomplished
by using a long tube coiled in front of each cooler
[28–31].

Non-repeat components: The components
described in the previous section are usually
referred to as repeat components since every cell
has those components with multiple cells present
in a cell stack. Non-repeat components are those
that are used only once in a cell stack. The main
non-repeat components in a cell stack assembly
are pressure plates, coolant inlet and outlet mani-
folds, reactant inlet and outlet manifolds, and
manifold seals. Multiple cells placed between
coolers are stacked between two stainless steel
pressure plates and loaded axially to around
60 psi with the help of tie rods that run the entire
length of the cell stack. Reactant manifolds are
then assembled onto the cell stack with manifold
seals placed between the cell stack and the

Phosphoric Acid Fuel Cells for Stationary Applica-
tions, Fig. 5 UTC’s phosphoric acid fuel cell bipolar
plate

Phosphoric Acid Fuel Cells for Stationary Applica-
tions, Fig. 6 UTC Power’s PAFC cooler
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manifold. These reactant manifolds are made of
stainless steel and coated with PTFE coating to
prevent phosphoric acid attack of the manifolds. It
is very essential to ensure that there are no pin
holes in the PTFE coating for the same reason
mentioned above. In phosphoric acid fuel cells,
manifold seals made with high fluorine content
fluoroelastomers. Fluoroelastomers are very resis-
tant to hot phosphoric acid environment and
hence they have lifetimes greater than 10 years.
It is very essential that these seals have very low
porosity. Seals with high porosity take up acid and
due to the potential difference between the top and
bottom of the cell stack, acid pumps to the top of
the stack thus causing the bottom of the stack to
fail due to loss of acid and top of the stack to fail
due to flooding by acid. In addition, these seals
need to conform to the variations in the layup of
cells along the height of the stack. UTC Power
uses a seal mechanism where a cured
fluoroelastomer is placed adjacent to the manifold
and uncured fluoroelastomer placed adjacent to
the cell stack. During the heat-up of the cell
stack to operating temperature, the uncured man-
ifold seal melts, flows, and cures in place to seal
the skyline that is formed due to the variations in
the layup of cells.

Cell Stack Assembly Life

Phosphoric acid fuel cells life is primarily a func-
tion of catalyst decay and acid management.

Catalyst decay: Catalyst decay occurs due to
steady state operation and start-stops. Steady state
decay occurs due to agglomeration of Pt particles
in the catalyst layer. Pt deposited onto the carbon
support in PAFC catalyst has a particle size of
approximately 4–5 nm. Due to the high tempera-
ture of operation and high operating lifetimes
(~80,000–100,000 h), these Pt particles tend to
agglomerate and loose surface area. Smaller the
particle size, higher the surface area and more
sites for O2 reduction or H2 oxidation, but these
particles are much more unstable and tend to
agglomerate quickly. Even though these Pt cata-
lysts tend to have high performance at beginning
of life, their performance drops quickly due to Pt

particle agglomeration. UTC Power’s PAFCs use
a Pt alloy, Pt–Cr–Co on cathode and Pt on anode.
The use of alloy on cathode allows for improving
the surface area while reducing the agglomeration
of catalyst. On anode pure Pt is used with approx-
imately one third loading of that of the cathode.
Low loadings are used on anode since H2 kinetics
are fast. These Pt particles are approximately
2–3 nm in size and tend to agglomerate faster
than the cathode. As a result, anode catalyst elec-
trochemical area decreases much faster than
cathode.

UTC Power has deployed more than
260 Purecell® model 200 power plants and their
performance decay was as expected in field. This
model power plant operated at 200 kWand Fig. 7
shows the operational experience of this model.

Teardown analysis has been performed on
some of these units that have returned from field
after their design operational lifetime of 40,000 h.
The catalyst in these power plants has degraded as
mentioned above. The average ECA of a new
catalyst sample is 50 m2/g while catalyst that has
aged in field for 43,000 h has an average ECA of
6.5 m2/g. Field operation increased the particle
size from 4–5 nm to 20–25 nm. Figure 8 shows
how catalyst ages with operational time.

Based on Model 200 experience, UTC Power
has developed model 400 which has a design life
of 85,000 h or 10 years. To meet 10 year perfor-
mance requirements, cell operating conditions
have been changed in addition to modification of
catalyst properties during manufacture.

In addition to improving the catalyst, system
strategies such as using a mixture of H2/N2 as
purge gas during shutdown and use of voltage
clipping are being deployed to mitigate start/stop
losses in model 400. Figure 9 shows performance
data of model 400 catalyst vs. design requirements.

Electrolyte management: Phosphoric acid has
a finite vapor pressure and a low contact angle
with all of the components used in fuel cells
except for catalyst layers. As a result, managing
evaporation and migration of acid is very critical
to maintaining the life of the fuel cell. Evaporation
of acid from a cell is controlled by the reactant
exhaust temperature. If the reactant exhaust tem-
perature is high, the acid lost in vapor phase
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increases. Acid loss due to temperature is expo-
nential in the region of operation of phosphoric
acid fuel cells. In addition, reactant flow has a
linear relationship to acid loss. Hence, if the reac-
tant utilization in a cell is low, the loss of acid is
high due to higher exit flow. PAFC cell designs
need to balance the loss of acid due to exit tem-
perature and flow. UTC’s cell designs operate
such that the cell is hot enough to ensure maxi-
mum performance with high reactant utilization
while the reactant exhaust is cold enough to
ensure long life operation [32–34]. This is accom-
plished by placing coolant inlet to the cell near the
reactant exhaust. The cell adjacent to the cooler is
the coldest cell and the cell equidistant to coolers
on either side is the hottest. Cold cell acid loss is

less than hot cell acid loss, and thus hot cell is the
life limiter due to evaporation.Water management
is not an issue in phosphoric acid fuel cells.
Design features such as incorporating a nonactive
condensation zone near the exit location of the
reactant stream, having an electrolyte reservoir
in the cell, etc., are also used in addition to man-
aging the thermal profile of the cell. UTC Power’s
phosphoric acid fuel cells operate at ambient pres-
sures and between temperatures of 150 �C and
225 �C. As a result, water generated in the fuel
cell is in vapor phase and leaves with the reactant
exhaust. A PAFC cell is generally in water bal-
ance. These cells operate between 95% and 105%
acid concentration depending on cell operating
conditions. If the reactant flow is high, the acid
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in the cell is more concentrated and more water
vapor leaves the cell and vice verse if the flow is
low [4].

The movement of acid within the cell is man-
aged using capillary action between various
layers. The GDLs have the biggest pore size
followed by matrix layer and finally the catalyst
layers. During operation, acid is lost due to evap-
oration from the GDLs as they have the lowest
capillary pressure of all the components. Once
GDLs reach ~2–3% fill level, the pores in the
matrix layer start emptying. Void spots in the
matrix layer cause gas crossover between anode
and cathode resulting in cell failure.

Acid movement within a cell is a complex phe-
nomenon. During the build of a phosphoric acid fuel
cell, acid is deposited onto the porous components
[35, 36]. When load is applied to the cell, protons
start moving from anode to cathode. Since phospho-
ric acid is a weak acid, it dissociates and is in the
form of H+ and H2PO4

� in the cell. Thus, in order to
maintain charge balance, these phosphate ions start
moving from cathode to anode. This flow of acid
from cathode to anode is balanced by the liquid
pressure difference between anode and cathode.
Once acid starts accumulating in the anode, liquid
pressure in the anode GDL increases and starts
balancing the flow of acid due to charge imbalance.
Thus, at steady state, approximately 75% of the acid
deposited into the cathode GDL during build moves
into the anode GDL. Evaporation over the course of
life results in depleting anode and cathode GDL fill

levels, and at end of life, matrix layer starts empty-
ing of acid resulting in reactant crossover.

Acid can also move between cells if appropri-
ate hydrophobic breaks are not inserted between
cells [17, 18]. Bipolar plates have very low poros-
ity but they are easily wetted by acid. As a result,
the edge of the bipolar plate gets wetted by acid
easily and forms a liquid connection between two
adjacent cells (referred to as cell 1 and cell 2)
across the bipolar plate. In a typical cell one side
of the bipolar plate is in reducing environment (H2

flow channels) and the other side of the plate is in
an oxidizing environment (air flow channels). In a
simple explanation, electrolyte in cathode GDL of
cell 1 is near the cathode potential of the cell
1. The electrolyte potential across this bipolar
plate between cell 1 and cell 2 is close to the
hydrogen reference potential. As a result, the
potential difference across the bipolar plate is
equal to that of one cell’s voltage. This potential
difference can drive a very small shunt current
through the acid film that has formed on the
edge of the plate thus moving protons from cell
2 to cell 1. Due to movement of protons from cell
2 to cell 1, phosphate ions start moving from cell
1 to cell 2. Over the course of short time intervals,
this shunt current can drive enough acid such that
cell 1 fails due to dry out and cell 2 fails due to
flooding by acid. UTC’s cell design includes a
hydrophobic break or PTFE flap between cells to
mitigate the formation of a continuous film
between cells thus mitigating movement of acid
due to shunt currents [17, 18].

Teardown of UTC’s Purecell®Model 200 units
from field and measuring the acid content in these
cells indicates that the PTFE flap between cells
has worked very effectively in mitigating shunt
migration of acid between cells. In addition, the
loss of acid due to evaporation is very close to
model predictions [37] as shown in Fig. 10.

PAFC Applications

PAFC fuel cells are a natural fit for combined heat
and power applications. The use of CHP fuel cell
systems in commercial buildings such as super-
markets, office towers, schools, data centers,
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industrial buildings, etc., improves overall effi-
ciency by displacing low efficiency electricity
provided by grid while providing enough thermal
energy to displace fuel required for space heating
and/or domestic hot water.

UTC’s PAFC system has been used in a wide
variety of applications and given below is an
example of how this application can be used in
supermarkets. A typical supermarket’s energy
needs are met 80% by electricity and remaining
by natural gas. For a typical supermarket it has
been estimated that a 10% reduction in energy
costs is equivalent to increasing net profit margins
by 16%. In other words, $1 in energy savings is
equivalent to increasing sales by $59 [38,
39]. Hence energy-efficient methods of operating
stores are a top priority for supermarkets. Super-
market’s energy usage is primarily a function of
the square footage of the store and its operating
hours. Electricity in a supermarket is used mostly
for refrigeration while natural gas is used mostly
for space heating as shown in Fig. 11.

Supermarkets need reliable and low-cost
energy to maintain freshness of produce and to
improve their margins. Using a fuel cell applica-
tion with CHP capabilities can improve their effi-
ciencies significantly thereby reducing energy
costs. UTC Power’s PAFC system is being cur-
rently evaluated by various supermarkets to

achieve high efficiency and hence reduced energy
costs. Shown in Fig. 12 is aModel 400 application
which supplies the store with 324 kW of electric-
ity, 63 kW of high-grade heat which is used for
space heating and refrigeration using absorption
chilling and 92 kWof low-grade heat for domestic
hot water. Absorption chilling is driven by heat
energy rather than mechanical energy [39,
40]. The power plant uses 750 kW (LHV) of
natural gas to generate above the energy required
by the store thus achieving overall efficiency of
65%. As energy costs continue to increase, CHP
applications provide the value proposition
required by customers to improve their margins.

Another example of UTC’s Purecell® model
200 fuel cell system being used for commercial
application is the installation at Mohegun Sun
Casino in Uncasville, Connecticut, USA. This
facility uses both high-grade and low-grade heat
from the fuel cell along with electric power
(Fig. 13). Customer needs heating all year long
and effective integration allowed for achievement
of ~85% efficiency with this unit [39, 40].

Future Directions

Cost must be reduced aggressively to enable com-
mercialization of combined heat and power
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(CHP) fuel cells. A significant portion of the fuel
cell system cost is the cost of cell stack materials
and manufacturing processes including labor.
Cost of fuel cell components is roughly split half
and half between materials and manufacturing

costs. Significant R&D investments to enable
continuous efficiency improvements along with
operational excellence are essential to drive
down manufacturing costs. Development of
high-volume manufacturing techniques along

Water heating
22%

Refrigeration
60%

Lighting
18%

HVAC
15%

Other
4%

Water heating
2%

Bakery
1% Bakery

16%

Other
6%

Space heating
56%

Phosphoric Acid Fuel Cells for Stationary Applications, Fig. 11 Supermarket energy consumption [38, 39]

324 kWPower

Fuel

Power

HG heat

retawtoHtaehGL

Space heating/
refrigeration through
absorption chiller

63 kW

(250°F/121°C)

92 kW
(140°F/60°C)

730 kW

Phosphoric Acid Fuel Cells for Stationary Applications, Fig. 12 Use of a PAFC system for supermarket application

200 kW

88 kW
(250°F/121°C)

132 kW

Maximum
efficiency

200+88+132
494

= = 85%

(140°F/60°C)

Power

HG heat
Electrical and
thermal energy
to Casino

LG heat

Power

Space heating

Hot water

Fuel

494 kW

Phosphoric Acid Fuel Cells for Stationary Applications, Fig. 13 Use of a PAFC system for commercial building
application

526 Phosphoric Acid Fuel Cells for Stationary Applications



with high-speed quality control process will
enable reduction of a significant portion of this
cost [41].

Unique processes used in the manufacture of
PAFC components result in increased part cost.
Current processes for manufacturing GDLs, elec-
trodes, bipolar plates, etc., employ batch pro-
cesses and require continuous manufacturing
processes to reduce cost and also to meet pro-
jected high volumes.

GDL manufacturing for high-temperature
CHP fuel cells currently involves a lot of batch
processes such as turning the fiber into resin-
impregnated felt, carbonization, graphitization
(for tolerance to high-temperature operation),
etc., before electrodes are deposited onto the
part. Continuous manufacturing processes for
making GDLs can be enabled by use of double
belt press, but this requires process development.
Double belt press process integrates all of the
various steps involved in making GDLs wherein
fiber can be fed from one end of the press with
finished substrate emerging from the other end of
the press. Similarly, bipolar plates used in PAFCs
are currently manufactured using unconfined
compression molding followed by machining,
wet treatment of bipolar plate and incorporation
of hydrophobic edges to prevent acid migration
from cell to cell. Continuous manufacturing pro-
cesses such as net-shaped molding can enable
integrating these operations into one operation
thus enabling high-volume manufacturing and
significantly reducing the cost of component.
Finally, fuel cell industry needs to move toward
manufacturing that can help bring the processes to
the part rather than parts moving through the
process to reduce factory footprint costs, handling
costs, and energy costs, and thus reduce cost of
manufacturing. Fuel cell industry currently adopts
processes that have been developed in other
industries. For example, Gravure coating which
is used to coat thin layers at high speeds is being
used to coat thick layers of electrolyte matrix at
low speeds. The fuel cell industry needs the devel-
opment of new manufacturing processes for fuel
cells that are tailored toward optimum manufac-
ture of a part keeping its fundamental require-
ments in consideration.

Since every component used in a cell (GDL,
catalyst layer, bipolar plate, matrix layer, etc.) is
critical for the operation of the cell stack, these
components have to be within a very tight speci-
fication and meet defined key product character-
istics. This requires the implementation of a
robust quality control system. For example, sub-
strates in PAFCs have to be checked for porosity,
IR, thermal conductivity, thickness, density, com-
pressive strength, flex strength, etc. All of these
quality checks impart cost to the substrate. Ability
to integrate these measurements into one tool will
enable help high-volume manufacturing. Simi-
larly high-speed measurement techniques (e.g.,
ultrasonic crack detection methods) that can
detect defects/cracks in electrode layers and bipo-
lar plates in a few seconds are required for high-
volume manufacturing of these components. In
addition, improving manufacturing processes to
achieve high level of robustness will reduce the
number of cell stack rebuilds and/or infant mor-
talities thus reducing cost. Finally, all of the pro-
posed high-volume manufacturing techniques
need to yield product at a very minimal scrap
rate to reduce part cost.

Another approach for reducing cost is to
improve the efficiency of the power plant. Since
cell stack has the lowest efficiency of all the
components, improving its efficiency provides
maximum benefit but at the same time cell effi-
ciency improvements are not easy to achieve.
Improved efficiency can be capitalized by remov-
ing cells out of the cell stack to generate the same
power at baseline efficiency or it can be used to
provide cheaper power to the customer. Phosphate
ions poison cathode catalyst, i.e., they occupy
valuable sites on Pt catalyst thus reducing the
number of sites available for oxygen reduction
reaction. This leads to lower cell performance
(typically <0.25 W/cm2 of electrode) and hence
more number of cells making the stack cost chal-
lenging. The only way to eliminate phosphate
poisoning is to use a new electrolyte instead of
H3PO4. New liquid electrolytes which do not have
phosphate poisoning effect can lead to signifi-
cantly improved electrical efficiency. Truls
Norby’s paper on “Solid state protonic conduc-
tors: Principles, properties, progress and
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prospects” [42] discusses properties of potential
materials that can be used as electrolytes in the
temperature ranges discussed. Another way of
improving efficiency could be by improving the
O2 solubility/diffusion in H3PO4. Literature
shows that additives to H3PO4 can improve O2

solubility in H3PO4 and hence improved efficien-
cies. Additives such as silicon oils, C4 and C6
compounds, Pyrroles, protonated polyamine, etc.,
evaluated by various researchers have shown per-
formance improvements but further research is
needed to determine if these performance
improvements are sustainable [43].

Conditioning and qualification of cell stack
after it is assembled and final qualification of
power plant after integrating cell stacks with bal-
ance of plant (BOP) takes significant time increas-
ing product cost. Conditioning of cell stacks
involves processes that cure seals and set them
in place and enable electrolyte movement into the
catalyst layers making them functional. After con-
ditioning, acceptance testing is performed on cell
stacks where diagnostics are done to ensure that
flow to the cells is appropriate, seals are set in
place, catalyst layers are functional, and that the
product meets design performance requirements.
Ability to assemble hundreds of cells in a power
plant in the same manner every time will enable
the industry to go to a limited sampling technique
rather than testing every power plant thus reduc-
ing costs. Developing methods to perform condi-
tioning and acceptance testing on modules of cells
rather than on fully assembled cell stack will
enable removal of problem parts early in the
build and prevent costly teardowns. Further
understanding of the electrode manufacturing pro-
cess at a fundamental level could enable integrat-
ing conditioning procedures into manufacturing
process thus eliminating post component manu-
facture conditioning and acceptance testing. R&D
aspects that can reduce or eliminate conditioning
and acceptance testing of CHP fuel cells should be
developed.

Balance of plant (BOP) in fuel cell power
plants also adds significant cost to the power
plant. The ability to deliver contaminant-free
fuel to the cell stacks, ability to provide reactants
very quickly as the load changes, etc., add

significant cost to the power plant. The fuel pro-
cessing system (FPS) is one of the most expensive
subsystems in the fuel cell power plant BOP, at
20% of total power plant cost. The catalytic steam
reformer (CSR) is the single most expensive com-
ponent (18%) within the FPS. The CSR is effec-
tively a catalyst-augmented heat exchanger. As
such its cost can be significantly reduced by
manufacturing designs and techniques to improve
heat transfer such as direct application of catalyst
to reformer walls (catalyzed walls improve heat
transfer by eliminate film losses, thus enabling
reduction heat transfer area), improve catalysts
to reduce poisons to the stack (such as and sulfur
and ammonia which accelerate stack decay and
increase stack costs), improve high-volume
manufacturing techniques such as spin casting to
lower tube costs, and advanced casting techniques
to form the reformer burner which is presently
made by welding many smaller sheet metal
pieces. Automated welding processes are also
critical to obtaining repeatable high-quality
welds at high volume and low cost. A significant
but overlooked BOP cost is piping. Cost reduc-
tions can be realized by replacing complex pipe
runs requiring threaded or welded assembly with
pipe or tube bending. Improved pipe bending
capability can reduce manufacturing and assem-
bly time and expense, especially at high volumes.

Heat exchangers are essential in fuel cell power
plants to control temperatures for the major com-
ponents (stack, reformer, shift converter), provide
valuable cogeneration energy to customers, and
reject waste heat. Brazed plate heat exchangers
offer the most cost-effective heat transfer in many
applications, but are often limited by poor thermal
cycle durability which effects transient capability,
especially in CHP power plants where load follow-
ing and variable customer heat usage cause numer-
ous thermal cycles. Manufacturing development to
improve the durability of the brazed plate–type
heat exchangers would significantly reduce overall
BOP costs by enabling their use in more applica-
tions within the CHP fuel cell power plants.

Another critical area of the BOP components
is the power conversion system as this system
is the customer interface to the fuel cell and con-
tains much of the key product performance
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characteristics necessary to achieve the cus-
tomers’ needs. Significant cost reduction could
be achieved by developing a modular high-
frequency power conversion system. A modular
approach would enable use of the same design
across the entire product line offered to various
customers. Using this same design would allow
for improvements in manufacturing volumes as
the manufacturing of all current power conversion
designs could be consolidated instead of the cur-
rent mix of various designs in low volume. This
would also drive down the cost of the power
conversion system by increasing the volume of
similar components that would be sourced for the
power conversion of the various products offered.
Having a modular design would also reduce test
time in manufacturing as this would enable
improved testing techniques in the supply base
(i.e., automated testing) and reduce the mix of
power conversion systems encountered at the
final assembly.

Development of markets at lower volumes of
50–100 units/year needs to be facilitated so that
design-driven cost reduction can be learned out.
Demonstration programs where state or federal
commercial buildings are converted to using
power from fuel cell power plants should be encour-
aged. Finally, cost reduction as a key aspect of
demonstration programs should be emphasized.
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Glossary

Activation overpotential Voltage loss due to
slow charge-transfer rate on the electrode
surface.

Anode A porous electrode where hydrogen is

oxidized with carbonate ions CO2�
3

� �
to

steam and carbon dioxide.
Basicity Log(Kd) of molten carbonates where Kd

is the equilibrium constant of the reaction

CO2�
3 Ðkd O2� þ CO2 similarly to the pH of

aqueous solutions.
Cathode A porous electrode where oxygen is

reduced with carbon dioxide to carbonate

ions CO2�
3

� �
.

Effectiveness factor («) A ratio of overpotential
without pore diffusion resistance to that with
pore diffusion resistance.

Electrolyte Molten carbonates providing ionic
paths for the electrode reactions with combina-
tions of Li2CO3, Na2CO3, and K2CO3.

Exchange current density (io) An actual current
density of an electrode at net zero current indi-
cating catalytic activity of the electrode.

Fuel cell A system of continuous electrochemi-
cal energy conversion from chemical energy to
electricity mostly by oxidation of hydrogen
and reduction of oxygen.

Internal resistance Electrical resistance of cell
components.

Mass transfer Transport of reactants and prod-
ucts to/from the electrode surface.

Matrix Ceramic porous material holding molten
carbonates by capillary forces.

Ohmic loss (hIR) Voltage loss due to electrical
resistance of cell components.

Open-circuit voltage (EOCV) A cell voltage at
net zero current determined by the relation of

EOCV ¼ E0 þ RT

2F
ln

p H2ð Þp O2ð Þ0:5p CO2ð Þca
p H2Oð Þp CO2ð Þan

 ! .

Overpotential (h) Voltage reduction from an
open-circuit voltage due to the resistance of
electrochemical reactions at an electrode.

Polarization A state of deviation from open-
circuit voltage due to current flowing in
the cell.

Pore diffusion resistance Mass-transfer resis-
tance through the pores in the electrodes.

Reaction kinetics Charge-transfer rates of
electrochemical reactions on electrode
surfaces.

Three-phase boundary A site of electrode-
carbonate electrolyte-gaseous reactants where
electrochemical reactions take place.

Definition of the Subject

Two parts are treated: one is the physical and
chemical features of materials of molten carbonate
fuel cells (MCFCs) and the other is performance
analysis with a 100 cm2 class single cell. The
characteristics of the fuel cell are determined by
the electrolyte. The chemical and physical proper-
ties of the electrolyte with respect to gas solubility,
ionic conductivity, dissolution of cathode material,

# Springer Science+Business Media, LLC, part of Springer Nature 2019
T. E. Lipman, A. Z. Weber (eds.), Fuel Cells and Hydrogen Production,
https://doi.org/10.1007/978-1-4939-7789-5_141

Originally published in
R. A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,# Springer Science+Business Media LLC 2018
https://doi.org/10.1007/978-1-4939-2493-6_141-3

531

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_141&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_141&domain=pdf
https://doi.org/10.1007/978-1-4939-2493-6_141-3


corrosion, and electrolyte loss in the real cell are
introduced. The reaction characteristics of hydro-
gen oxidation in molten carbonates and materials
for the anode of the MCFC are reviewed. The
kinetics of the oxygen reduction reaction in the
molten carbonates and state of the art of cathode
materials are also described. Based on the reaction
kinetics of electrodes, a performance analysis of
MCFCs is introduced. The performance analysis
has importance with respect to the increase in
performance through material development and
the extension of cell life by cell development.
Conventional as well as relatively new analysis
methods are introduced.

Introduction

A fuel cell, as an emerging power source, gener-
ates power directly from the chemical energy of
fuel. The fuel cell runs with electrochemical reac-
tions at the electrodes where mostly H2 oxidation
at the anode and O2 reduction at the cathode occur.
The power generation scheme of a fuel cell is very
different from that of conventional grid power,
where the electricity comes from electromagnetic
induction with mechanical rotation. Thus conven-
tional power is produced by several steps of chem-
ical, mechanical, and electrical energy changes. In
contrast, a fuel cell converts chemical energy to
electrical energy directly, which allows high-
energy conversion efficiency and low pollution
emission from the fuel cell.

Among the fuel cells, the PEMFC (proton-
exchange membrane fuel cell), AFC (alkaline fuel

cell), and PAFC (phosphoric acid fuel cell) are
run by H+ and OH� movements in the electrolyte.
On the other hand, the MCFC (molten carbonate
fuel cell) and SOFC (solid oxide fuel cell)
work with carbonate ions CO2�

3

� �
and oxide

ions (O2�), respectively. The acid (H+) and base
(OH�) generally run up to 200 �C, whereas car-
bonate and oxide ions run at over 600 �C. Thus the
PEMFC, AFC, and PAFC have relatively low
operating temperatures compared with the
MCFC and SOFC.

The MCFC, running with molten carbonate
electrolytes, has an operating temperature of
about 650 �C. This high temperature facilitates
electrochemical reactions at the electrodes, allo-
wing inexpensive metal electrodes such as Ni to
be used, while low-temperature fuel cells, that is,
PEMFC, AFC, and PAFC, require Pt electro-
catalysts. The high operating temperature also
gives high efficiency through the bottoming
cycle which utilizes exhaust heat. Thus the
MCFC has some merits of high efficiency and
system economics over the low-temperature
fuel cells.

Figure 1 shows current-voltage behaviors of fuel
cells. The polarization behavior represents the reac-
tion and performance characteristics of the fuel
cells. In principle, the low-temperature fuel cell
has a larger absolute Gibbs free energy of H2O
formation. Thus the PEMFC, AFC, and PAFC
have a higher open-circuit voltage (EOCV) than the
MCFC and SOFC. However, the low-temperature
fuel cells also have a sluggish charge-transfer rate
in the electrode reaction, which leads to high acti-
vation overpotential. In general, the activation

Molten Carbonate Fuel
Cells, Fig. 1 Current-
voltage behaviors of
various hydrogen fuel cells
(From Ref. [1])
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overpotential exponentially decreases voltage due
to the applied currents at the early stage of current
application (Fig. 1). Moreover, the Pt electrode in a
low-temperature fuel cell is oxidized at open-circuit
voltage. Therefore, low-temperature fuel cells
show an exponential decrease in voltage at around
zero current and unclear EOCV values. On the other
hand, the MCFC shows a monotonic decrease in
voltage even at the early stage of current applica-
tion. This indicates that the electrode reactions have
very small activation overpotential, probably due to
the high-temperature molten carbonate electrolytes.
However, the steep current-voltage behavior of the
MCFC shows that it has relatively high internal
resistance and electrochemical reaction resistance
in the cell compared with other fuel cells.

The carbonate ions CO2�
3

� �
are supplied by the

electrolytes: a combination of Li2CO3, K2CO3,
and Na2CO3. Current electrolytes for the MCFC
are the eutectics of Li2CO3-K2CO3 and
Li2CO3-Na2CO3, which have melting tempera-
tures of about 500 �C. Then the electrode reac-
tions with H2 and O2 in the MCFC are as follows:

Anode H2 þ CO2�
3 ! H2Oþ CO2 þ 2e�

(1a)

Cathode
1

2
O2 þ CO2 þ 2e� ! CO2�

3 (1b)

Total H2 þ 1

2
O2 ! H2Oþ Heatþ Power

(1c)

The molten carbonates also allow the use of
CO as a fuel. Then the reactions are as follows:

Anode COþ CO2�
3 ! 2CO2 þ 2e� (2a)

Cathode
1

2
O2 þ CO2 þ 2e� ! CO2�

3 (2b)

Total COþ 1

2
O2 ! CO2 (2c)

This is a very unique characteristic of a high-
temperature fuel cell because CO behaves as a

fuel in the MCFC, while it is a poisonous species
for the low-temperature fuel cells. It gives fuel
diversity to the MCFC. At present, the H2 fuel is
supplied by methane steam reforming as follows:

CH4 þ H2O ! COþ 3H2 (3a)

COþ H2O ! CO2 þ H2 (3b)

Methane is a main component of natural gas
(over 90 vol%), and its infrastructure is relatively
well built across the world. Thus natural gas is a
main source of H2 fuel for fuel cells. However,
natural gas is much more expensive than coal, and
thus fuel cells are economically inferior to coal
power. Coal-based operations have potential to
improve the economics of fuel cells. At present,
coal gasification is utilized as a clean coal tech-
nology, producing H2 and CO gases as its main
components. Organic materials are also generally
decomposed to H2 and CO. Thus MCFCs can run
with coal and organic wastes, which will enlarge
the application of MCFCs.

In the past 40 years, MCFCs have been devel-
oped in the world. The primary developer is FCE
(FuelCell Energy Co.) in the USA, which has
developed an internal reforming type MCFC
unit stack of up to 350 kW and provides up to
2.5 MW MCFC systems by combination of the
unit stacks. It also reported that a combination of
an MCFC and a gas turbine recorded 56% elec-
trical efficiency (based on the lower heating
value (LHV) of natural gas) [2]. MTU, a German
company, has designed a 250 kW class system,
“Hot Module,” by adapting FCE’s stack. Japan
developed MCFC systems of up to 1 MW class
during the past 40 years. The 1 MW system was
the pressurized external reforming type and IHI
(Ishikawajima-Harima Heavy Industry) devel-
oped a 300 kW class external reforming type
system. Ansaldo Co. of Italy has developed a
500 kW class MCFC system. A 125 kW class
external reforming type MCFC system has been
developed in Korea. Currently, POSCO Energy
Co. in Korea employing FCE technology has
commercialized total over 160 MW of MCFC
systems in Korea as distributed heat and power
sources.
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In this work, the characteristics of material for
the MCFC such as the electrolyte, electrodes, and
matrix are introduced. In addition, the diagnostic
tools for MCFC performance are also treated:
conventional methods of steady-state polariza-
tion, current interruption (C/I), and AC imped-
ance, and novel methods of inert gas step
addition (ISA) and reactant gas addition (RA).

Components of MCFC

Electrolytes
The MCFC is an electrochemical reaction system
where the anode oxidizes H2 to H2O and the cath-
ode reduces O2 to CO2�

3

� �
as shown in Eq. 1a and

1b. Thus carbonate materials serve as the electro-
lyte, which is generally a mixture of various alkali
metal carbonates of Li2CO3, Na2CO3, and K2CO3.
Table 1 shows the melting points (m.p.), surface
tension (g), density (r), electric conductivity (k),
and Henry’s law constant of O2 dissolution (hO2)
for various eutectic carbonates.

The table also shows the properties of an aqueous
solution (1M, KCl). It is found that the eutectics are
a kind of electrolyte which have about twice the
density, about three times the surface tension, and
over ten times the electric conductivity of an aque-
ous solution. Eutectics also have much lower melt-
ing points than at single carbonates: Li2CO3

(999 K), Na2CO3 (1,131 K), and K2CO3 (1,172 K).
In general, the molten carbonates have an equi-

librium with oxide ions (O2�) and CO2:

CO2�
3 Ðkd O2� þ CO2 (4)

where kd is the dissociation constant
(=[O2�] � p(CO2)). Molten carbonates also exist
in the form of alkali metal cations (M2+) and car-
bonate anions CO2�

3

� �
. Thus the activity of oxide

ions in themelt determines the characteristics of the
melt as the activity of protons (H+) in the aqueous
solution (pH) represents the acidity of the solution.
By adopting the Lux-Flood acid-base theory, the
basicity of the molten carbonate can be defined.

In aqueous solution: acid (H2O)= base (OH�) + H+

In carbonatemelts: base CO2�
3

� �
= acid (CO2) +O

2�

Therefore, we can know that the activity of
oxide ions indicates the basicity of the melt and
CO2 in the melt behaves as an acid.

Table 2 shows the dissociation constants (kd) of
alkali carbonate melts. The constant rises with Li
content and decreases with K and Na contents.
Thus the melts becomemore basic with increasing
Li content. The behavior is in agreement with the
ionic radius of alkali metals: the smaller ionic
radius of alkali metal becomes more basic melts.
Then the series of basic melts is as follows:

Li2CO3 > Li2CO3 � Na2CO3

> Li2CO3 � K2CO3

> Na2CO3 � K2CO3

The oxygen solubility also becomes higher in
more acidic carbonate melts. The behavior can be

Molten Carbonate Fuel Cells, Table 1 Properties of eutectic alkali metal carbonates [3]

System
Composition
(mol%)

m.p.
(K)

g (mN/m) at
973 K

r (g/cm3) at
973 K

k (S/cm) at
973 K

hO2 (mol/cm3 atm)
at 923 K

Li2CO3:Na2CO3 53:47 239.0 1.937 2.181 1.83 � 10�7

52:48 774

Li2CO3:K2CO3 62:38 761 214.1 1.912 1.053

50:50 777.5 206.0 1.917 3.26 � 10�7

Li2CO3:Na2CO3:
K2CO3

43.5:31.5:25 670 219.6 1.984 1.476 3.91 � 10�7

Na2CO3:K2CO3 56:44 983

1M KCl at 298 K
[4]

~72a 0.108

aValue for water
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interpreted from the ionic radius. The larger ionic
radius of alkali metal enhances O2 solubility. This
is due to the increased stability of superoxide ions
(O2

�) and peroxide ions (O2
2�) in the carbonate

melts, which are produced by the following chem-
ical reaction:

O2 þ 2CO2�
3 Ð 2O2�

2 þ 2CO2 (5a)

3O2 þ 2CO2�
3 Ð 4O�

2 þ 2CO2 (5b)

The dissociation constants also rise with tem-
perature, indicating that the melts become more
basic at a higher temperature.

As another property of molten carbonates, a
contact angle is to be introduced. The molten car-
bonates are transparent liquid and movable. To
maintain the molten carbonates in the fuel cell, a
porous matrix structure is required. The porous
structure holds the carbonate melts by the capillary
forces of the pores. The carbonate melts have a
very low contact angle with oxide (�0�) but very
large contact angles with metals [3]. Thus the cath-
ode of the oxide electrode is very well wetted by
the carbonates, while the anode electrode, with a
metal state under strong reductants of H2, is poorly
wetted. Based on this concept, a dry agglomerate
model for the anode and a well-wetted agglomerate
model for the cathode have been suggested
[6]. According to the different surface tensions of
Li-K and Li-Na carbonate melts as shown in
Table 1, the melts have different wetting behaviors.
The high surface tension of Li-Na carbonate melts
causes poor wetting behavior compared with Li-K
melts. This results in a steeper overpotential
increase in the Li-Na carbonate electrolyte cell
than in the Li-K cell at 600 �C [5, 7].

Gas solubility is also an important parameter
for the electrode reaction because the electrode is
covered by carbonates and gas reactants must
transfer through the carbonate film. So, higher
solubility results in less kinetic and mass-transfer
resistances during the electrode reaction. In gen-
eral, CO2 and H2 solubilities are approximately
10�5 mole cm�3 atm�1, and the O2 solubility is
about one tenth of the H2 solubility in the carbon-
ate melts. The following dependence of gas solu-
bility on the melt compositions at the same gas
condition and temperature was reported [8]:

O2 solubility: Li-K > Li-Na � Li-Na-K
H2 solubility: Li-K > Li-Na-K
CO2 solubility: Li-Na > Li-Na-K > Li-K

Electrolyte Loss in the Cell
The carbonate electrolytes are contained in the
matrices, which are porous ceramic materials
placed between the anode and cathode. Since the
matrix is comprised of submicron-size pores, most
of the pores are filled with carbonate electrolytes.
Thus the electrolyte prevents gas leakage between
the electrodes. The electrodes are covered by metal
separators which provide gas flow paths over the
electrodes; the peripheral area of the separators is
sealed by matrices and is called the wet seal area.
Thus the matrix prevents gas leaks from the inside
to the outside of the cell by wet sealing.

Electrolyte loss weakens the gas sealing and
shortens cell life. The molten carbonates are very
corrosive materials. Since the separator is made of
stainless steel, corrosion takes place on the surface
of the separator. To reduce the corrosion, the anode
side is coated with Ni and the wet seal area with Al.

Molten Carbonate Fuel Cells, Table 2 Dissociation constants (kd) of carbonate melts [5]

Composition

kd
823 K 923 K 1,023 K

Li2CO3 1.01 � 10�6 2.08 � 10�5 2.37 � 10�4

53 mol% Li2CO3 – 47 mol% Na2CO3 2.58 � 10�9 1.14 � 10�7 2.41 � 10�6

43.5 mol% Li2CO3 – 31.5 mol% Na2CO3 – 25.0 mol% K2CO3 2.04 � 10�10 1.23 � 10�8 3.34 � 10�7

50 mol% Li2CO3 – 50 mol% K2CO3 9.77 � 10�11 6.43 � 10�9 1.86 � 10�7

56 mol% Na2CO3 – 44 mol% K2CO3 8.53 � 10�14 1.38 � 10�11 8.26 � 10�10
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According to the report on a 2 MW field test at
Santa Clara, the causes and amounts of electrolyte
losses are as follows: cathode hardware loss, 73%;
fixed losses, 17%; vaporization loss, 7%; and
unaccounted loss, 3% [9]. The report pointed out
that most of the electrolyte loss was due to corro-
sion at the cathode because the Ni and Al coatings
on the anode and wet seal area, respectively, pre-
vented serious corrosion. Mitsubishi Electric
Co. reported that about half of the electrolyte
loss was due to the corrosion at the cathode cur-
rent collector and the loss was proportional to the
area of the current collector [10].

Among the austenitic stainless steels, 316L and
310 are generally used for the MCFC separator
and current collector. The Cr contents of 316L and
310 are about 17% and 25%, respectively, and
thus a denser LiCrO2 layer occurs on the surface
of 310 with more corrosion resistivity. However,
LiCrO2 has very low conductivity, resulting in a
high electrical resistance with 310. Moreover
310 makes water soluble K2CrO4 as a corrosion
product, and thus electrolyte loss is more severe
with 310 than 316L [11].

Li-K and Li-Na carbonate melts had different
corrosion behaviors with 316L. Thesemelts showed
insignificant corrosion at 650 �C, but severe pit
corrosion was observed only in the Li-Na melt
under the present O2 and CO2 condition at around
550 �C [12, 13]. Mitsubishi Electric Co. reported
that an inert gas condition in the temperature range
could prevent severe corrosion [12]. IHI in Japan
also reported that the corrosion is mitigated by pre-
oxidation of the surface by steam [13].

The molten carbonates also react with steam,
which produces hydroxides, LiOH, NaOH, and
KOH. It was reported that KOH has about twice
the vapor pressure of LiOH and the highest vapor
pressure among the above hydroxides [14]. How-
ever, as reported for the Santa Clara test [9], the
electrolyte loss by vaporization was 7% of total
loss, which is still low compared with the total loss.

Anode
In general, H2 oxidation is a quite fast reaction
even in the low-temperature fuel cells. The H2

oxidation in the high-temperature molten

carbonate is fast enough, as expected. Among
the several mechanisms, the following two are
mainly discussed:

Ang and Sammells’ mechanism [15]

H2 þ 2M Ð 2M� H

M� Hþ CO2�
3 ! OH� þ CO2 þMþ e�

M� Hþ OH� Ð H2OþMþ e�

(6)

Suski’s mechanism [16]

H2 þ 2M Ð 2M� H

2 M� Hþ CO2�
3 ! OH� þ CO2 þMþ e�

� �
2OH� þ CO2 Ð H2Oþ CO2�

3

(7)

The mechanism of Ang and Sammells was
suggested on the basis of experimental results
obtained with Ni [15] and Cu [17] electrodes.
Other mechanisms were supported by the role of
OH� [16], one electron number, and double the rate-
determining step [18]. Although the reaction mech-
anisms are not yet in agreement, the kinetic values
are within an acceptable range: Ni has an exchange
current density of about 100 mA cm�2 at 923 K in
Li-K melts. Moreover the following reaction orders
are in agreement with the experimental results:

io ¼ ioop H2ð Þ0:25p CO2ð Þ0:25p H2Oð Þ0:25 (8)

The positive reaction orders of CO2 and H2O
reflect the fact that CO2 and H2O in the anode
enhance the reaction kinetics although they are
product species.

Owing to the high temperature, H2 oxidation is
largely insensitive to the chosen anode materials.
The exchange current densities of Co [15], Cu
[17], Pt [18], Ir [18], Au [18], and Ag [18] were
about 45, 69, 85, 27, 26, and 19 mA cm�2, respec-
tively, at 923 K in Li-K carbonate melts. Consid-
ering the possible experimental error, these values
indicate that the materials have a similar H2 oxi-
dation rate at the anode. In addition, the oxidation
potential of Ni in molten carbonate is about
�0.802 V under a 1 atm O2 condition at 925 K
[3]. Thus Ni is metallic at open-circuit voltage and
is not oxidized up to a certain potential.
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The electrodes in the fuel cell should provide
solid-liquid-gas three-phase boundaries to reduce
overpotential. Porous-type electrodes are designed,
and the carbonate electrolytes are dispersed in the
electrode by capillary forces. The anode has a
higher contact angle and lower wetting with car-
bonates than the cathode, which allows a smaller
pore size at the anode. As mentioned above, the
anode has a very high H2 oxidation rate. So the
active surface area and electrolyte filling in the
anode are not critical parameters for its perfor-
mance. Therefore the anode behaves as an electro-
lyte reservoir in the MCFC.

The most plausible life limiting factor is elec-
trolyte depletion in the MCFC. Since the anode
serves as electrolyte reservoir, its stable pore
structure is very important for the electrolyte man-
agement. The Ni-Cr alloy electrodes, however,
showed creep behavior which deforms the pore
structure due to Ostwald ripening under the sup-
pression in the carbonate melts. Thus the anode
thickness is reduced with time, and electrolyte
amounts in the anode are also decreased. Conse-
quently, the cell life can be shortened. It was
reported that the addition of Al to Ni-Cr resulted
in higher creep resistivity than in Ni-Cr [14].

As alternative anodes, Cu-Al alloy and LiFeO2

were tested, but they had insufficient creep
strengths [2].

Cathode
Oxygen reduction is generally much slower than
H2 oxidation. In particular, low-temperature fuel
cells have much larger overpotential at the cath-
ode, which is limiting the cell performance.
A similar tendency also prevails in MCFCs, and
most researches on kinetics have focused on oxy-
gen reduction. In the past 40 years, a lot of works
on oxygen reduction in molten carbonates have
been done, and several oxygen reduction mecha-
nisms have been suggested. Among them, two
mechanisms, superoxide and peroxide paths,
have been mainly suggested from half-cell exper-
iments with plain gold electrodes [19, 20]:

Superoxide path [19]

3O2 þ 2CO2�
3 Ðk 4O�

2 þ 2CO2 (9a)

O�
2 þ e� ! O2�

2 (9b)

O2�
2 þ 2CO2 þ 2e� ! 2CO2�

3 (9c)

io ¼ ioop O2ð Þ0:625p CO2ð Þ�0:75
(9d)

Peroxide path [20]

O2 þ 2CO2�
3 Ð 2O2�

2 þ 2CO2 (10a)

O2�
2 þ 2CO2 þ 2e� ! 2CO2�

3 (10b)

io ¼ ioop O2ð Þ0:375p CO2ð Þ�1:25
(10c)

where io is the exchange current density, which
represents the reaction rate on the electrode surface,
and ioo is the intrinsic exchange current density. The
superoxide path was observed mostly in the acidic
carbonate melts of Na-K, whereas the peroxide path
was found in themost basicmelt of Li2CO3. In these
melts, general agreements were obtained. However,
the two mechanisms were separately suggested by
the researchers for the widely used Li-K carbonate
melts. This ambiguity probably resulted from exper-
imental difficulties with the very hot corrosive car-
bonate melts. Among the kinetic works on oxygen
reduction, the very high exchange current density in
oxygen reduction (io� 10 mA cm�2) was generally
accepted. The value is about eight orders higher than
that of O2 reduction in an aqueous solution
(io � 10�7 mA cm�2 [21]). This very high value
allows the expectation of very small activation over-
potential at the cathode in the MCFC.

The oxygen reduction characteristics were also
investigated with 100 cm2 class single cells by
Japanese and Korean groups. In particular,
Uchida’s group has suggested that oxygen reduc-
tion in Li-K melts is a process of mixed diffusion
of superoxide and CO2 in the melts [22]. They
analyzed cathodic overpotential with respect to
the O2 and CO2 gas partial pressures and consis-
tently concluded that the superoxide mechanism
prevails under a normal condition of the Li-K
carbonate single cells [23, 24].

Under the oxidizing conditions of the cathode,
oxides are mostly stable. It was suggested that Au,
NiO, and SnO2 have exchange current densities
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(io) of 38.5, 18.3, and 11.2 mA cm�2, respectively,
indicating that material species are insignificant
for the O2 reduction rate [25]. Since NiO shows
comparable catalytic behavior to Au, NiO is the
most popular cathode material so far. In general,
Ni is oxidized to NiO inside the cell during the
pretreatment procedure of MCFC, which is in situ
oxidation. During the oxidation, Li ions in the
carbonate melts are doped into the NiO. Report-
edly about 2% of Li is doped, and the Li-doped
NiO has about 33 S cm�1 electronic conductivity,
which is close to metal conductivity [26].

However, NiO at the cathode dissolves into the
carbonate electrolyte (Eq. 11), and the Ni ions are
reduced to Ni metal in the matrix by H2 from the
anode. Consequently, Ni deposition in the matrix
may cause electrical short circuit between the
anode and cathode:

NiOþ CO2 ¼ Ni2þ þ CO2�
3 (11)

It was reported that NiO dissolution is propor-
tional to CO2 partial pressure and activity
[27]. Thus acidic melts have higher NiO solubility.
Several methods have been employed to reduce the
NiO dissolution: (1) increased basicity of themelts,
(2) finding an alternative cathode material, and
(3) modification of the NiO electrode. For the first
approach, Li-Na melts were considered instead of
widely used Li-K melts. It was reported that Li-Na
melts have lower solubility [27] and higher electric
conductivity than Li-K melts, as shown in Table 1.
A Japanese group also reported that a Li-Na car-
bonate electrolyte cell showed higher performance
than a cell with Li-K carbonates in the temperature
range 575–675 �C up to 5 atm pressure [7]. The
addition of alkali earth metals, MgO, BaO, SrO,
and CaO, to the carbonate melts was attempted
because alkali earth metal ions behave as a strong
base in the melts [28]. They definitely reduced the
NiO solubility. However, alkali earth metal ions
were segregated in the matrix, and the metal ions
were distributed at the anode side. In conclusion,
the addition was not effective [29]. As a second
approach, oxides such as LiCoO2 and LiFeO2 were
developed for the cathode material. Although the
solubility of LiCoO2 is about one third of that of
NiO [30], the low conductivity and high cost of

LiCoO2 are obstructions to its use. LiFeO2 also has
low solubility compared with NiO, but very low
conductivity is also a barrier [31]. As a third
method, modification of NiO with MgO and
Fe2O3 was also attempted. The NiO-MgO-
LiFeO2 is a solid solution, and the material has
lower NiO solubility due to the stable structure
[32]. Industrially, thickening the matrix and reduc-
ing the CO2 partial pressure were attempted, and
FCE Co. reported that it could ensure a cell life of
5 years using these methods [2].

Performance Analysis

The thermodynamic electromotive force of
MCFC, called the open-circuit voltage (EOCV), is
determined by the following equation according
to Eq. 1a and 1b:

EOCV ¼ Eo

þ RT

2F
ln

p H2ð Þp O2ð Þ0:5p CO2ð Þca
p H2Oð Þp CO2ð Þan

 !

(12)

where Eo is the standard potential; the subscripts
“an” and “ca” denote the anode and cathode,
respectively; and p is the partial pressure of the
gases. Other symbols have their usual meanings.
EOCV is a voltage at zero current, so it represents a
theoretically maximum voltage in the cell. When
the current flows in the cell, electrical resistance
among the cell components and electrochemical
resistance at the electrodes reduce the cell voltage.
Thus the performance of fuel cells is determined
by the voltage loss, which is the difference
between the open-circuit voltage (EOCV) and the
voltage (V) at a current load (Eq. 13):

V ¼ EOCV � �IR � �an � �ca (13)

where �IR is the ohmic loss due to the
electrical resistance and �an and �ca are the over-
potential at the anode and cathode electrodes,
respectively.

The ohmic loss is relatively easy to understand
because the electrical resistance of the cell com-
ponents behaves as a cause of voltage loss.
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However, determination of overpotential from the
electrochemical reaction resistance at the elec-
trodes has been an interesting research topic. The
fuel cell electrodes require a large surface area to
increase the reaction rate, and thus porous mate-
rials are employed. In addition, the electrode sur-
face is covered by thin electrolyte film to provide
the three-phase boundary of gas-liquid-solid
where the electrochemical reaction occurs. Thus
the electrochemical resistance in MCFC is com-
prised of charge-transfer resistance on the elec-
trode surface and mass transfer through the liquid
film and gas channel as shown in Fig. 2.

At the anode, the following overpotential relations
have been suggested based on the electrode kinetics
of Eq. 8 bySelman’s group in theUSA (Eq. 14a) [33]
and CRIEPI (Central Research Institute of Electric
Power Industry) in Japan (Eq. 14b) [34]:

�an ¼ a1 � p H2ð Þ�0:42p CO2ð Þ�0:17p H2Oð Þ�1:0 � i
(14a)

�an ¼ a2 � p H2ð Þ�0:5 � i (14b)

where a is the constant and i is the current. Both
relations were obtained by the steady-state polar-
ization method. On the other hand, the over-
potential relations at the cathode have been

reported by Selman’s group (Eq. 15a) [33] and
the CRIEPI group (Eq. 15b) [35]:

�ca ¼ a3 � p O2ð Þ�0:43p CO2ð Þ�0:09 � i (15a)

�ca ¼ a4 � p O2ð Þ�0:75p CO2ð Þ0:5 þ a5 � p CO2ð Þ�1
� �

�
i

(15b)

Equation 15a is an empirical relation based on
the electrode kinetics of a superoxide
path (Eq. 9d). Equation 15b resulted from the
assumptions of mass-transfer resistance of
superoxide ions and CO2 in the carbonate
electrolyte film.

Most of the electrode kinetics in molten carbon-
ates has been investigatedwith half-cell experiments
which used smooth surface electrodes. Various
experimental techniques could be applied such as
the use of rotating disk electrode (RDE) [36], rotat-
ing wire electrode [37], ultramicroelectrode [38],
potential step [39], AC impedance [39], coulostatic
relaxation [39], voltammetry [19], and so
on. However, the MCFC uses a porous electrode
in the cell. Since it is covered by a thin electrolyte
film and has a pore volume of over 50%, the behav-
ior of the porous electrode in the cell would be
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Anode

Liq. Gas

Solid Solid
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Molten Carbonate Fuel
Cells, Fig. 2 Schematic
drawing of reaction
characteristics at the anode
and cathode of MCFC
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significantly different from that of a plain surface
electrode in carbonate melts. A limited number of
experimental methods could be applied for the
investigation of the reaction characteristics of
MCFCs. In general, the voltage loss due to ohmic
loss and reaction overpotential in the MCFC has
been analyzed with steady-state polarization [33],
current interruption [40], and AC impedance
methods [41]. As relatively new investigation
tools, inert gas step addition (ISA) [24] and reactant
gas addition (RA) [42] methods are introduced, and
the relationship between the methods is treated in
this work.

Reaction Characteristics of MCFC
As shown in Fig. 2, MCFC reactions are com-
prised of charge-transfer reactions on the elec-
trode surface and mass-transfer processes
through the gas and liquid phases in series. Resis-
tances in those processes are reciprocal numbers
of reaction rate constant and mass-transfer coeffi-
cients which are represented in the overpotential.
Thus the overpotential at the anode (�an) and
cathode (�ca) is the sum of overpotential at each
electrode due to the charge-transfer resistance
(�ct) and that due to the liquid-phase mass-transfer
resistance (�mt,L) and that due to the gas-phase
mass-transfer resistance (�mt,G) as follows [24]:

� ¼ �ct þ �mt,L þ �mt,G

¼ iRT

n2F2ap0

h

k0
þ h

kL
þ RT

kG

� 	
(16)

where i is the current, a is the geometrical area,
h is Henry’s law constant, p0 is the bulk gas
pressure, k0 is the reaction rate constant, and kL
and kG are the mass-transfer coefficients through
the liquid electrolyte and gas phase, respectively.
Other symbols have their usual meanings.

As mentioned in the chapter of anode elec-
trode, the H2 oxidation rate is sufficiently fast
(io � 100 mA cm�2) for the charge-transfer resis-
tance to be neglected. In addition, the electrolyte
film on the anode electrode can be assumed to be
negligibly thin according to the dry agglomerate
model [6], and then the mass-transfer resistance
through the electrolyte film can be neglected.

Consequently, the anode is assumed to be only a
gas-phase mass-transfer control process. The gas-
phase mass-transfer coefficient (kG) was obtained
from the mass-transfer coefficient of the boundary
layer theory in the case of mass transfer between
laminar flow and plain substrates [24]. Then kG is
expressed as follows:

kG ffi 0:664
uf
L

� �1
2

DGð Þ23 nð Þ�1
6 (17)

where uf is the flow velocity, L is the electrode
length, DG is the gas diffusivity, and v is the
kinematic viscosity. Other symbols have their
usual meanings. Then Eq. 16 can be simplified
to Eq. 18 at the anode:

�an ¼ �an, ct þ �an,mt, L þ �an,mt,G

ffi �an,mt,G ¼ i
R2T2

n2F2ap0

1

kan,G

� 	
(18)

On the other hand, the linear current-voltage
behavior of MCFC (Fig.1) and the very high reac-
tion rate of the cathode (io � 10 mA cm�2) allow
the assumption of negligible charge-transfer resis-
tance at the cathode. In fact, the cathode has a
relatively thick carbonate electrolyte on the surface
as shown in Fig. 2. Thus the following relation has
been suggested as the cathodic overpotential [24]:

�ca ¼ �ca, ct þ �ca,mt, L þ �ca,mt,G

ffi �ca,mt, L þ �ca,mt,G

¼ i
RT

n2F2ap0

h

kca,L
þ RT

kca,G

� 	
(19)

For the kca,G, the same gas-phase mass-transfer
relation to Eq. 17 is employed at the cathode
because the reactants flow through the gas channel
over the electrode and the boundary layer theory is
also plausible.

However, the liquid-phase mass-transfer rate,
kca,L, depends on the gas solubility, diffusivity,
and electrolyte film thickness on the cathode.
Uchida et al. have suggested that the cathode
reaction is mixed diffusion resistance of superox-
ide ion O�

2

� �
and CO2 in the carbonate melts [22],

since the superoxide ion is chemically generated
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in the carbonate melt according to Eq. 9a. Thus
the activity of superoxide ion, O�

2


 �
, is

O�
2


 � ¼ kp O2ð Þ0:75p CO2ð Þ�0:5
(20)

where k is the equilibrium constant of reaction (9a).
When we assume the mixed diffusion ofO�

2 and
CO2 through electrolyte film, the mass-transfer resis-
tance through the liquid electrolyte (Rca,mt,L) is to be

Rca,mt, L ¼ RO�
2
þ RCO2

¼ RTd

32F2DO�
2
akp O2ð Þ0:75p CO2ð Þ�0:5

þ RTdhCO2

1:52F2aDCO2
p CO2ð Þ

(21)

where d is the electrolyte film thickness. Then the
simplified relation of Eq. 22 can be obtained:

Rca,mt, Lp CO2ð Þ ¼ Ap O2ð Þ�0:75p CO2ð Þ1:5 þ B

(22)

where A and B are constants, A ¼ RTd
32F2DO�

2
k
, and B

¼ RTdhCO2
1:52F2DCO2

.

Steady-State Polarization
Steady-state polarization (SSP) is a very simple
method which measures voltage by applying

currents with sufficient time intervals. Figure 3
shows some results according to different utiliza-
tions. An EOCV of 1.07 V is observed. It is very
close to the theoretical value according to Eq. 12
because the inlet composition of anode gas is H2:
CO2:H2O = 0.69:0.17:0.14 atm and that of cath-
ode gas is air:CO2 = 0.7:0.3 atm.

Since the utilization (u) is a ratio of consumed
gas amounts to supplied amounts, it indicates a
gas flow rate at a fixed current density:

u ¼ consumedgasamounts

suppliedgasamounts
(23)

The utilizations in the figures are based on
currents of 15 A. The linear current-voltage
behaviors are observed at the utilizations. This
indicates that the MCFC has very low charge-
transfer resistance as mentioned in the Introduc-
tion. The difference between EOCV and V at a
current load is the total voltage loss according to
Eq. 13. As shown in the figures, SSP cannot
distinguish between the voltage losses accounted
for by �IR, �an, and �ca.

Figure 3 also shows that cell voltage is more
severely dependent on the anode utilization than on
the cathode one. This indicates that anodic over-
potential is more affected by the flow rate. It is a
specific feature of MCFC that flow rate affects cell
voltage.
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Molten Carbonate Fuel Cells, Fig. 3 Steady-state
polarization results at various utilizations (15 A current
bases) with a 100 cm2 class MCFC single cell at 650 �C,

1 atm [43]. (a) Anode utilizations at a fixed cathode utili-
zation of 0.4 (b) Cathode utilizations at a fixed anode
utilization of 0.4
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Current Interruption
Current interruption (C/I) is a voltage relaxation
method. The measurement is quite simple: the
applied currents are rapidly interrupted, and the
following voltage relaxation is recorded. Figure 4
presents some results of C/I measurement. In partic-
ular, Fig. 4a shows voltage relaxation during 200 ms.
At the exact moment of interruption, a voltage jump
due to the relaxation of electrical resistance occurs.
In the MCFC, most of the electrical resistance is
attributed to the ionic resistance in the electrolyte,
and thus the voltage jump shows that the ionic
resistance is relaxed right after the interruption.
Then the flow rate independent time region follows
as shown in Fig. 4b. However, voltage relaxation in
the time region depends on the oxidant gas compo-
sition [40]. This implies that the time region repre-
sents the mass-transfer effect through the liquid
electrolyte at the cathode. Then the longest time
region of 10 s shows that voltage relaxation depends
on the anode utilization; higher utilization requires a
longer relaxation time. CRIEPI reported that the
voltage relaxation for several seconds was ascribed
to the relaxation of concentration distribution in the
anode electrolyte film [44]. Consequently, the C/I
method was found to show ohmic loss and anodic
and cathodic overpotential for different time ranges.

AC Impedance

Measurement with 100 cm2 Class Single Cell
The AC impedance method is a powerful
technique for electrode kinetics and
mass-transfer investigation. The charge-transfer
and mass-transfer resistances are an electrically par-
allel circuit with an electrochemical double layer
which behaves as a capacitor. The parallel circuit
of a resistance and a capacitor at a smooth surface
electrode has the characteristic behavior of an AC
signal: a 90� phase angle between the current and
voltage signal at a high-frequency AC signal and
0� at a low-frequency signal. The phase angle is
generally represented in the complex plane where
the x-axis represents the resistance component and
the y-axis the capacitive one. Thus, the impedance
of the parallel circuit draws a half circle due to the

frequency change, and the diameter of the circle
represents the resistance value of the circuit.

Interpretation of the AC impedance in the
MCFC has not been in agreement, although a lot
of theoretical interpretation has been attempted.
Difficulties in the interpretation of gas flow effect
and porous electrode behaviors are major reasons.
Figure 5a, b shows the results of AC impedance
with different flow rates at the anode and cathode,
respectively. They were measured in an open-
circuit state, and thus electrodes were maintained
in an equilibrium state. The length of the x-axis

Molten Carbonate Fuel Cells, Fig. 4 Voltage relaxa-
tions after current interruption of 10 A current loads at a
100 cm2 class MCFC single cell (From Ref. [40]). (a)
200 ms time range, (b) 200 ms, (c) 10 s
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from 0 to the high-frequency initial point repre-
sents the internal resistance of the cell. The high-
frequency circle (HFC) on the left has a frequency
range of 1 kHz to 5 Hz which does not depend on
the anode and cathode flow rate. But it is clear that
the low-frequency circle (LFC) depends mostly
on the anode gas flow rate. The independence of
LFC on the cathode flow rate is in line with the
behavior of Fig. 3b that the cathode flow rate does
not affect overpotential significantly. On the other
hand, it is observed that the cathode gas compo-
sition, especially O2 gas partial pressure, affects
the HFC (Fig. 6). The lower O2 partial pressure
leads to the larger HFC, indicating that the HFC is
closely related to the cathodic overpotential.

Simulation of AC Impedance
The anode and cathode gases flow over the
electrodes. Since the Reynolds numbers (NRe)
are about 15 at the anode and about 300 at the
cathode [43], the gas flows at the electrodes are
laminar flow. In general, the gas flow over the flat
plate generates thin boundary layer due to the

shear stress on the surface. In the laminar flow,
the boundary layer thickness (dG) is a function of
NRe, electrode length (x) and Schmidt number
(NSc) as in Eq. 24:

dG ¼ x

0:664 NReð Þ1=2 NScð Þ1=3
(24)

Figure 7 shows the schematic drawing of
boundary layer thickness over the electrode and
concentration distribution of active species
through the pore.

Then, the equivalent circuit of an MCFC can be
expressed by Fig. 8. The ionic resistance in the
electrolyte isRO, and the electric double layer capac-
itance at the anode and cathode are Cd,an and Cd,ca,
respectively. Zf,an and Zf,ca are the faradaic imped-
ance at the anode and cathode, respectively.

As shown in Eqs. 18 and 19, the anode reaction
is mostly gas-phase mass-transfer control process,
while the cathode is mixed control process of gas
and liquid phases. Thus faradaic impedances at
the anode (Zf,an) and cathode (Zf,ca) can be
expressed by mass-transfer impedance:
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Molten Carbonate Fuel Cells, Fig. 5 AC impedance
results with various gas flow rates with a 100 cm2 class
MCFC single cell at 650 �C, 1 atm, OCV, 5 mV rms signal,
1 kHz to 0.01 Hz [43]. (a) Various anode flow rates at a

fixed cathode flow rate of 0.883 L min�1. (b) Various
cathode flow rates at a fixed anode flow rate of 0.759 L
min�1
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Molten Carbonate Fuel
Cells, Fig. 6 AC
impedance results with
different O2:CO2:N2 ratios
at a total flow rate of
0.883 L min�1 and a fixed
anode flow rate of 0.759
L min�1 at 923 K, 1 kHz to
0.01 Hz, open-circuit state
[43]
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Molten Carbonate Fuel
Cells, Fig. 7 Schematic
drawing of concentration
distribution in gas and
liquid phases at anode and
cathode under a polarization
state. da and dc are the gas-
phase boundary layer
thickness at the anode and
cathode, respectively [43]
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Cells, Fig. 8 Equivalent
circuit of anMCFC cell [43]
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Zf , an � Zan,mt,G (25a)

Zf , ca � Zca,mt, L þ Zca,mt,G (25b)

Thus, the total impedance (Ztot) of Fig. 8 is to
be Eq. 26:

Ztot ¼ RO þ Zf , an

1þ joCd, anZf , an

þ Zf , ca

1þ joCd, caZf , ca
(26)

A previous work has reported that mass-
transfer impedance through a thin film has follow-
ing relation [45]:

Zmt ¼ 2RTd
n2F2cD

�
tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=D=d2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=D=d2

q (27)

where d is the film thickness,D is the diffusivity in
the fluid, c is the concentration, and others have
their usual meaning. Since the gas-phase mass
transfer takes place through the boundary layer
in the gas channel and the liquid-phase mass
transfer does through the electrolyte film, the rela-
tion of Eq. 27 can be employed to the faradaic
impedance of Eq. 25a and 25b. Then we have
following relation:

Zf , an � 2RTdG
n2F2cGDG

�
tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=DG=dG

2
q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=DG=dG

2
q (28a)

Zf , ca � 2RTdL
n2F2cLDL

�
tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=DL=dL

2
q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=DL=dL

2
q

þ 2RTdG
n2F2cGDG

�
tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=DG=dG

2
q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jo=DG=dG

2
q (28b)

where subscripts L and G denote liquid and gas
phases, respectively. The gas-phase boundary
layer thickness, dG, in Eq. 28a and 28b can be

obtained with a relation of Eq. 24. The concentra-
tion in the liquid phase at the cathode, cL, can be
obtained with the mixed diffusion process of
superoxide ion O�

2

� �
and CO2 as in Eq. 21, and

then we have a relation of cL:

cL ¼ kp O2ð Þ0:75p CO2ð Þ�0:5 þ hp CO2ð Þ (29)

With other parameters in Ref. [43], we can
simulate AC impedance behavior. Figure 9
shows a simulated Bode plot of the total imped-
ance (Ztot), anodic faradaic impedance (Zf,an), and
cathodic faradaic impedance (Zf,ca) with the
equivalent circuit in Fig. 8. The imaginary imped-
ance value of the cell generally reflects capacitive
elements and diffusion through a layer of finite
length in the liquid and gas phases.

The cathodic faradaic impedance (Zf,ca) shows
two of peak values at around 40 Hz and 0.8 Hz.
This can be explained by the diffusion processes
through electrolyte film and boundary layer in the
gas phase. Since the electrolytefilm is assumed to be
very thin compared with the boundary layer, the
diffusion through the electrolyte film would have
much faster response than that of boundary layer.
Thus, the value at 40 Hz represents diffusion in the
electrolyte film, and the value at 0.8 Hz reflects
diffusion through the boundary layer. On the other
hand, the anodic faradaic impedance shows only one
peak at 0.1 Hz. This is due to the diffusion through
the boundary layer in the anode gas channel.

Figure 10 shows the Cole-Cole and Bode plots
at different anode (a) and cathode (b) flow rates.
The anode gas flow affects the LFC significantly,
whereas the cathode gas flow has less influence on
the LFC. This is identical behavior to the experi-
mental results in Fig. 5a, b. The effect of concen-
tration in the cathodic electrolyte (cL) on the
impedance is shown in Fig. 11. Contrary to the
gas flow effect, cL affects the HFC in line with the
experimental results in Fig. 6.

Inert Gas Step Addition (ISA)
The above relations of anodic overpotential (Eq. 14a
and 14b) and cathodic overpotential (Eq. 15a and
15b) only employ the partial pressure effect of
gases. A lot of previous works on the electrode
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kinetics have been done with a coin-type single cell
which had a geometric electrode area of about
3 cm2. They were carried out with a very low gas
utilization that was sufficient to neglect the gas-
phasemass-transfer effect. The low utilization, how-
ever, was far from the actual condition where

the anode utilization is normally over 70%. In addi-
tion, the performance of MCFC depends on the gas
flow rate even in the 100 cm2 class single cell as
shown in Fig. 3. To investigate the flow rate effect in
the MCFC, the inert gas step addition (ISA) method
has been developed [24]. ISA can vary the

Molten Carbonate Fuel Cells, Fig. 10 Simulation
results with different anode flow rates (a) at a fixed cathode
flow rate of 0.883 L min�1 and cathode flow rates (b) at a

fixed anode flow rate of 0.759 L min�1 according to the
equivalent circuit of Fig. 8 [43]
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Cells, Fig. 9 Imaginary
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from the simulation result at
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of 0.883 L min�1 according
to the equivalent circuit in
Fig. 8 [43]
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utilization without changing gas compositions, and
thus the flow rate effect could be analyzed.

Measurements
ISA measurement was mainly carried out with
100 cm2 class single cells because it had sufficient
anode and cathode gas volumes to show the gas
flow effect at the electrodes. In fact, the reactant
gases flow through the gas channel over the elec-
trode, and thus an electrode has a certain gas vol-
ume between the electrode and cell frame.
Figure 12 shows the gas flow path of an electrode.
When the gas line volume, vi, is bigger than the gas
volume of an electrode, vc, the added inert gas
enlarges the reactant gas flow rate in the electrode
during the time range of ti,a of Fig. 13. The flow
rates of reactant gases are enhanced without partial
pressure change during ti,a, which results in a utili-
zation shift. Thus the voltage variation during the
time range represents the utilization effect on the
overpotential. The added inert gas flows inside the

cell until the step-off of inert gas, which varies the
gas partial pressures between ti,a and ti,b. Therefore,
ISA also provides a partial pressure effect on the
overpotential. When the inert gas flow is
interrupted, the remaining inert gas in the volume,
vi, flows in the cell during ti,b. Thus the reactant
flow rate is decreased during the time range. The
flow rate of inert gas was controlled with a mass
flow controller (MFC). During the flow change, the
cell voltage and inert gas flow rate were simulta-
neously recorded with an oscilloscope.

Analysis of Overpotential
As shown in Eq. 18, the anodic overpotential
is mainly due to the gas-phase mass-transfer
resistance. In addition, the gas-phase mass-
transfer rate is a function of gas flow rate as
in Eq. 17. Since the gas velocity corresponds
to gas flow rate, Eq. 18 can be expressed in
terms of utilization (u) of Eq. 23. Then Eq. 18
becomes

Molten Carbonate Fuel
Cells, Fig. 11 Simulation
results with different
concentrations in the liquid
electrolyte (cL) at cathode
and cathode flow rate of
0.883 L min�1 and anode
flow rate of 0.759 L min�1

[43]
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�an ffi �an,mt,G ¼ i
R2T2

n2F2ap0

1

kan,G

� 	

¼ qan � u0:5 (30)

where qan ¼ 1:51 R2T2 iLsð Þ1=2n1=6
n3F3a2p0ð Þ1=2D2=3

G

and s is the cross-

sectional area of the gas channel.
Figure 14 shows voltage behaviors with 0.3 L

min�1 N2 addition to the anode at various current
densities. At the open-circuit state, the voltage
increases due to the addition because EOCV

rises with decreasing partial pressure of
anode gases according to Eq. 13. However,

at polarization states, a positive peak, “a,” and a
negative voltage peak, “b,” are observed. The
peaks are due to the change in the flow rate of
reactant gases as shown in Fig. 13. The flow rate
increase results in the positive “a” peak, while the
flow rate decrease leads to the negative “b” peak.
This indicates that the anode reaction is affected
by the flow rate of anode reactant gases.

Substituting N2 with Ar and He gives identical
voltage behaviors [24]. This shows that
ISA measurements are available regardless of the
inert gas species. However, the voltage between the
“a” and “b” peaks was affected by the inert gas
species; helium showed the highest voltage among

Molten Carbonate Fuel Cells, Fig. 13 Schematic
drawings of flow rate changes caused by the inert gas
addition. The reactant flow rate increases during ti,a
and decreases for ti,b (From Ref. [24]). uf is the reactant
flow rate, ui is the inert gas flow rate, uc is the consumed
gas rate due to the applied currents, uf,a is the flow rate

increase due to the inert gas addition, uf,b is the flow rate
decrease by the interruption of inert gas addition, vi is the
volume between inert gas inlet port and electrode, vc is the
volume of gas channel, tc is the time to fill vc, and ti is the
time of the gas filled in the volume vi to flow over the
electrode

Cell

uc
vi

vc
u i

u f

Molten Carbonate Fuel Cells, Fig. 12 Schematic draw-
ings of gas flow path of an electrode (From Ref. [24]). uf is
the reactant flow rate, ui is the inert gas flow rate, uc is the

consumed gas rate by the applied currents, vi is the volume
between inert gas inlet port and electrode, and vc is the
volume of gas channel
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them [24]. During the time range, inert gas flows
inside the cell and the gas species may affect the
diffusivity of H2. Indeed, helium has the highest
diffusivity among them, and thus helium provided
the lowest mass-transfer resistance in the anode.
This strongly implies that the anode reaction is a
gas-phase mass-transfer control process.

Since the height of the positive peak, DVan,a, is
an overpotential difference at the flow rate change
and the flow rate corresponds to the utilization, the
peak height can be expressed in terms of anode
utilization (uf):

DVan, a ¼ �an1 � �an2 ¼ qanu
0:5
f , 1 � qanu

0:5
f , 2

¼ m� qanu
0:5
f , 2 (31)

where subscripts 1 and 2 denote before and after the
N2 addition, respectively, and m is a constant. Thus
the peak height has a linear relation with utilization.
Figure 15 shows the peak heights with various N2

addition rates at different anode utilizations and
arranges the heights according to the relation of
Eq. 31. The linearity of Eq. 31 at the different

anode gas utilizations verifies the validity of the
equation, which shows that the anode reaction is a
strong gas-phase mass-transfer control process. The
slope of qan is about 140 mV, and the anodic over-
potential can be obtained according to Eq. 30.

On the other hand, the cathode reaction is
controlled by the mass-transfer processes through
the liquid electrolyte film and boundary layer in
the gas channel as in Eq. 19. When the over-
potential due to the gas-phase resistance is con-
sidered, the following relation can be used:

�ca,mt,G ¼ i
R2T2

n2F2ap0

1

kca,G

� 	
¼ qca � u0:5ox (32)

where qca ¼ 1:51
R2T2 iLsð Þ1=2n1=6
n3F3a2p0
� �1=2

D
2=3
G

The N2 addition to the cathode brings
about two positive and negative voltage
peaks in the “B” and “D” time regions as
shown in Fig. 16. The origins of the peaks are
due to the flow rate and utilization change
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Molten Carbonate Fuel Cells, Fig. 14 Voltage-shift patterns with an addition of 0.3 Lmin�1 N2 to the anode at 650 �C,
uf = 0.6(0.253L min�1), and uox = 0.4(0.883L min�1) of i = 150 mA cm�2 (From Ref. [46])
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similar to the anode as shown in Fig. 14. Apply-
ing the relation of Eq. 31 to the cathode, we
obtain Eq. 33:

DVca, a ¼ �ca1 � �ca2

¼ qcau
0:5
ox, 1 � qcau

0:5
ox, 2

¼ m� qcau
0:5
ox, 2 (33)

Then the qca value of the cathode represents
overpotential due to the gas-phase mass-transfer
at the cathode.

Figure 17 shows the results of Eq. 33 at the
cathode. The value, qca, the slope in the figure is
very small compared with that at the anode of
Fig. 15, although the small positive peak height
provides deviations in the DVca,a. This means that
the cathode has much smaller overpotential due to
the gas transport in the cell. In addition, qca values
are different with cathode utilization; they have
larger values at a higher utilization. In general, the
cathode showed higher overpotential of over 50%
of oxidant utilization [24]. The low diffusivity in

the gas phase and low O2 solubility in the carbon-
ate melts could be the reason. The qca value indi-
cates that the cathodic overpotential also depends
on the utilization.

On the other hand, the voltage in the “C” time
region of Fig. 16 is a steady-state value of voltage at
the N2 flowing in the cathode. The N2 in the cell
varies the gas partial pressures, and thus the region
represents some effects of gas partial pressures on
the overpotential. Adding the same amount of N2 to
the various gas partial pressures of O2:CO2:N2

(Table 3) gives overpotential differences
(DW=WP�WO) related to the gas partial pressure.
In this case, WP is the voltage gap at a polarization
state, and WO is that at open-circuit state by N2

addition to the cathode as shown in Fig. 16. Thus
DW has the following relations:

DW ¼ �ca,mt, L, 2 � �ca,mt, L, 1

¼ Rca,mt,L2 � Rca,mt,L1
� � � i=a (34)

where subscripts 1 and 2 represent before and
after N2 addition, respectively, and a is the
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geometrical electrode area. Then DW has a linear
relation with gas partial pressure as in Eq. 35:

DW �a=ið Þp CO2ð Þ ¼ Rca,mt,L2�Rca,mt,L1
� �

p CO2ð Þ
¼A0p O2ð Þ�0:75p CO2ð Þ1:5þB0

(35)

where A0 = A(b�0.25 � 1), B0 = B(b�1 � 1),

b = p(O2)2/p(O2)1, A and B are the constants of
Eq. 22, and the subscripts 1 and 2 represent before
and after N2 addition, respectively.

When we assume that the cathode overpotential
due to the mass transfer through the carbonate elec-
trolyte is combined diffusion control of superoxide
ions and CO2, the overpotential is a function of gas
partial pressure as shown in Eqs. 21 and 22.

Molten Carbonate Fuel
Cells, Fig. 16 Cathodic
ISA results at different
currents with nitrogen
addition rate of 0.3 L min�1

at a cathode flow rate of
0.589 L min�1 and anode
flow rate of 0.756 L min�1,
923 K, 1 atm, I /0; II 50; III
100; IV 150 mA cm�2

(From Ref. [24])
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Equation 35 shows a linear relation between theDW
and gas partial pressures. Figure 18 shows linearity
of Eq. 35, indicating that the mass-transfer resis-
tance through the electrolyte film causes cathodic
overpotential. From Eq. 35 we can obtain A and
B values. Then with Eq. 22 we can have Rca,mt,L
and �ca,mt,L at a normal gas partial pressures of p
(O2) = 0.15 atm and p(CO2) = 0.3 atm. The value
of �ca,mt,L under this condition is about 62 mV,
which is much larger than �ca, G(�18mV at uox =
0.4) from Eq. 32. This means that overpotential at
the electrolyte film ismuch larger than that at the gas
phase and the cathodic reaction is mostly the liquid-
phase mass-transfer control process.

Therefore, total voltage loss can be estimated
by the ISA method as shown in Table 4
[24]. The ohmic loss of the cell was 60 mV

at 150 mA cm�2. Considering some of experi-
mental error, the voltage loss estimated by the
ISA is very close to that by the experimental
value with SSP.

Temperature Effect on the Overpotential
The MCFC runs at very high temperature around
923 K. In general, temperature affects the reaction
kinetics andmass-transfer rate. Since the commer-
cial MCFC has about 8,000 cm2 of electrode area
and it generates heat, temperature gradient should
be along the flow direction. Investigation of the
temperature effect is an important issue for the
MCFC research.

Figure 19 shows the steady-state polarization
at different temperature with a 100 cm2 class
MCFC single cell. The lowest temperature of
873 K has the highest EOCV because the standard
potential, Eo, becomes larger at lower tempera-
ture. However, the slope of 873 K is the steepest,
indicating that internal resistance and reaction
resistance at the electrodes are significantly large
at the temperature. With increasing temperature,
the slope becomes mild because the resistance is
decreased. The open-circuit voltage, EOCV, is also
decreased with temperature rising.

Molten Carbonate Fuel Cells, Table 3 Various compo-
sitions of the cathode gases

Gases Ratio (atm)

O2:CO2:N2 0.9:0.1:0,

0.7:0.3:0, 0.7:0.1:0.2,

0.5:0.5:0, 0.5:0.3:0.2, 0.5:0.1:0.4,

0.3:0.7:0, 0.3:0.5:0.2, 0.3:0.3:0.4,
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Fig. 18 Relationships of
the cathodic overpotentials
with partial pressures of
oxygen and CO2 according
to Eq. 35 at 923 K, 1 atm
(From Ref. [24])
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However, the steady-state polarization in
Fig. 19 cannot show the temperature effect of
each electrode on the overpotential. Figure 20
shows the AC impedance results at different tem-
peratures. As mentioned at the section “AC
Impedance” the HFC represents the cathodic
mass-transfer resistance through the electrolyte
film, whereas the LFC does the mass-transfer
resistance through the boundary layer in the gas
channel. Since the anodic boundary layer is much
thicker than that of cathode due to the smaller gas
flow, the LFC mostly reflects the gas-phase mass-
transfer effect at the anode. Then we can suppose
from Fig. 20, the internal resistance and cathodic
resistance decrease with the temperature rising.
This is acceptable that the ionic conductivity in

the carbonate electrolyte and the gas solubility
and diffusivity rise with temperature. However,
the LFC indicating mostly anodic mass-transfer
resistance is enlarged with temperature rising.
This is a very unique behavior reported recently
[48]. In here, the cathodic and anodic overpotential
by the temperature rising is investigated serially.

Cathodic Overpotential The gas-phase mass-
transfer resistance at the cathode is much smaller
than the liquid-phase one [24], and �ca, mt, G (a tuox
= 0.4) 873, 923, 973 K are reported as 30.4, 30.8,
and 37.6 mV, respectively, in [47]. Although the
values are larger than that in Table 4, it is much
less than that of the anode which is about 100 mV

0.2

0.4

0.6

0.8

1

1.2

0 40 80 120 160

823K
873K
923K
973K

C
el

l V
ol

ta
ge

 / 
V

Current density / mA cm-2

Molten Carbonate Fuel
Cells, Fig. 19 Current-
voltage behaviors up to
150 mA cm�2 with an
anode flow rate of 0.254 L
min�1 and a cathode flow
rate of 0.883 L min�1 at
1 atm in the temperature
range from 823 to 973 K
[47]

Molten Carbonate Fuel Cells, Table 4 Total voltage loss estimated by ISA and measured by SSP method (Fig. 3)

uf
�an,mt,G/
mV uox

�ca,mt,G/
mV

�ca,mt,L/
mV

Total voltage loss by ISA at
uox = 0.4/mV

Measured total voltage loss by SSP
(Fig. 3a)/mV

0.2 61.2 0.4 16.9 66.0 204.1 220.0

0.4 86.5 229.4 246.0

0.6 106.0 248.9 268.0

0.8 122.4 265.3 291.0
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as in the table. In particular, �ca,mt,G does not
clearly show temperature effect as in Ref. [47].

On the other hand, the relation of Eq. 35 clearly
showed the temperature effect. Figure 21 shows
the relation of Eq. 35 at different temperatures.

From the figure, the parameters of A0, B0, A, and
B could be obtained (Table 5). Definitely �ca,mt,L

is decreased by the temperature rising because the
enlarged diffusivity and solubility of reactant spe-
cies. Thus the impedance behavior of HFC in
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Fig. 20 which represents reduced mass-transfer
resistance through the electrolyte film at higher
temperature is acceptable.

Anodic Overpotential Contrary to the HFC-
representing cathodic overpotential in Fig. 20,
the LFC-reflecting anodic overpotential is
enlarged by the temperature rising. Since the
anodic overpotential is mostly due to the mass-
transfer resistance in the gas phase, it means that
the anodic mass-transfer resistance is increased
by the temperature rising. Identical behavior that
anodic overpotential increase by the temperature
rising is obtained with ISA measurement.
Figure 22 shows the ISA results at 823 K and

873 K at the anode. Similar to Fig. 14, two of “a”
and “b” peaks are observed. When we compare
the “a” peaks at 823 K and 973 K, the “a” peak at
973 K is clearly larger than that at 823 K.

Using Eq. 31 the anodic overpotential at 1.0 of
utilization, qan, can be obtained as shown in
Fig. 23 which represents clear dependence of qan
on temperature. Larger qan value at higher temper-
ature is clearly observed (Table 6), which indi-
cates that the anodic overpotential rises with
temperature. It is in line with the results of imped-
ance in Fig. 20 where the LFC is enlarged by the
temperature rising. But this is an unexpected
result because the mass-transfer rate generally
has positive relation with the temperature.

Molten Carbonate Fuel Cells, Table 5 Slopes A0 and intercept B0 from Fig. 21 and calculated A and B values and
obtained �ca, mt, L(=i � Rca, mt, L) at the various temperatures from Eq. 22 [47]

Temp./K A0 B0 A B �ca,mt,L/mV

823 0.0117720 0.0050783 0.084900 0.0007461 217.0

873 0.0086447 0.0007069 0.062374 0.0010385 145.3

923 0.0047780 0.0015128 0.034474 0.0022220 85.8

973 0.0002670 0.0025539 0.019264 0.0037520 56.4
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Molten Carbonate Fuel Cells, Fig. 22 ISA results by the addition of 0.3 L min�1 of N2 to the anode at uf = 0.6(0.254
L min�1), uox = 0.4(0.883 L min�1), current density of 150 mA cm�2, and temperatures of 823 and 973 K [48]
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As mentioned in Ref. [48], there are several
possibilities in the larger anodic overpotential at
higher temperature. One possibility is water-gas-
shift reaction in the anode gas. The temperature
rising may reduce the H2 concentration in the gas
because the equilibrium constant of Eq. 3b
decreases with temperature rising. However, the
H2 flow rate has only 0.005 L min�1 of difference
between 873 and 973 K. They concluded that it is
too small to bring about the change in Fig. 20.
Second possibility is the change of electrolyte
film thickness by the temperature. Since the con-
tact angle of carbonate under H2 environment is

reduced at higher temperature, thicker electrolyte
film is expected at higher temperature. If the film
thickness may affect the overpotential, the partial
pressure should be an important parameter. How-
ever, the effect of film thickness at the anode is
negligible based on the result that the anodic
overpotential depends not on the gas partial pres-
sure but on the gas diffusivity [24]. Thus the
effect of film thickness is excluded. The last
possibility is the pore diffusion resistance
(PDR) which is considered at the catalytic reac-
tion. Since the anode has ca. 3 mm diameter of
porous structure where most of reaction takes
place and generates product gases, it is very
similar to the catalytic reaction. In general, the
PDR becomes severe at higher temperature
because the increased reaction rate inside pores
disturbs gas diffusion through the pore. This can
explain the enlarged mass-transfer resistance at
the anode by the temperature rising. The PDR
effect is expressed by effectiveness factor, e as in
Eq. 36:
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Molten Carbonate Fuel Cells, Fig. 23 Plot of DVI shown in Fig. 22 versus uf,2
0.5 according to Eq. 31 [48]

Molten Carbonate Fuel Cells, Table 6 qan values from
Fig. 23

Temperature (K) qan (mV)

823 132.9

873 149.1

923 176.1

973 179.1
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e ¼ 1

f

¼Overpotential without pore diffusion resistance �Tð Þ
Overpotential without pore diffusion resistance �Pð Þ

(36)

where f is the Thiele modulus, f¼LP

ffiffiffiffiffiffi
k0
Der

q
, and

overpotential without PDR (�T) is substituted by

Eq. 16, �T ¼ iRT
n2F2ap0

h
k0
þ h

kL
þRT

kG

� �
. Therefore, the

overpotential with PDR (�P) is expressed by Eq. 37:

�P ¼ i
RT

n2F2a � p0
h

k0
þ h

kL
þ RT

kG

� 	
LP

ffiffiffiffiffiffiffiffi
k0
Der

r� 	

(37)

Thus the anodic overpotential relations of
Eqs. 18 and 30 are to be Eq. 38:

�an ffi �an,mt,G

¼ iR2T2

n2F2ap0

1

kan,G

� 	
LP

ffiffiffiffiffiffiffiffi
k0
Der

r� 	

¼ iR2T2

n2F2ap0

1

kan,G

� 	
f ¼ qanu

0:5 (38)

where qan ¼ 1:51 R2T2 i�s�Lð Þ1=2n1=6f
a� nFð Þ3=2p1=2

0
D

2=3

G

:

Thus higher temperature has larger k0 although
kan,G and De are also enlarged. But the temperature
dependence of k0 is much larger than those of kan,G
and De; thus �an becomes larger at higher tempera-
ture. More details of this relation are described in a
previous work [48].

Overpotential Relations
The above results show that the anodic overpotential
is mostly attributed to the gas-phase mass-transfer
resistance (�an,mt,G) and additionally to the pore
diffusion resistance. Thus larger anodic over-
potential is obtained at higher temperature. On
the other hand, the cathodic overpotential is a
sum of overpotential due to the gas-phase resistance
(�ca,mt,G) and liquid-phase resistance (�ca,mt,L). In
particular, �ca,mt,L is much larger than �ca,mt,G, thus
the pore diffusion resistance is not dominant at
the cathode. The temperature significantly reduces
�ca,mt,L as in Ref. [24]; less cathodic overpotential is

obtained at higher temperature. Thus the following
relation can be suggested:

�an ffi �an,mt,G ¼ qan � u0:5f (39a)

�ca ffi �ca,mt,G þ �ca,mt,L

¼ qca � u0:5ox þ A00

� p O2ð Þ�0:75p CO2ð Þ0:5 þ B00

� p CO2ð Þ�1
(39b)

where qan and qca are the constants of Eqs. 38 and
32, respectively, A00 = A � i/a and B00 = B � i/a,
and A and B are the constants of Eq. 22. Figures 24
and 25 show the overpotential behaviors with
current density and utilization, respectively.

Reactant Gas Addition (RA) Method
The cathodic overpotential from the ISA method,
the sum of �ca,mt,L and �ca,mt,G, is only 80 mV at
uox = 0.4 [24]. This is smaller than the anodic
overpotential from the method at uf = 0.4, which
is about 90 mVaccording to Eq. 30. This is contra-
dictory to the conventional concept that the cathodic
overpotential is larger than the anodic one because
of the slow oxygen reduction at the cathode.

Meanwhile, the anode and cathode reactions of
Eq. 1a and 1b are multicomponent reaction sys-
tems. As mentioned regarding the ISA method,
the anode and cathode reactions are mass-transfer
control processes. Then the mass-transfer of each
species would provide overpotential due to the spe-
cies. To investigate the overpotential attributed to
each species, the reaction gas addition method was
attempted. This is very similar to the ISA except that
a reactant gas is added to an electrode instead of an
inert gas [44]. Figure 26 shows the voltage behav-
iors due to the addition of a reactant gas. Here, the
subscript A denotes a reactant gas species.

When a certain amount of a reactant gas is
added to an electrode at the open-circuit state,
the addition changes the partial pressures of the
cell and determines EOCV according to Eq. 12.
When the same amounts of reactant gas are
added at a polarization state, the voltage is varied
by overpotential according to Eq. 13. Thus the gap
(DVA) between the voltage shift at the open-circuit
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state (DEA) and at a polarization state (DVP,A) is
overpotential variation due to the addition:

DVA ¼ DVP,A � DEA (40)

where DVP, A = VP, 2 � VP, 1 and DEA = EOCV, 2

� EOCV, 1. When DVA> 0, the addition mitigates
mass-transfer resistance at the electrode. On the
contrary, DVA < 0 indicates that the addition
enlarges the resistance. When DVA = 0, the addi-
tion does not affect the resistance.

Effect of Reactant’s Flow Rate
Figure 27a shows RA results with H2 addition to
the anode. At the open-circuit state (curve I) the
added H2 flows inside the cell in the “C” and “D”
time regions, which results in a partial pressure
and EOCV increase in these regions. At a polariza-
tion state of 150 mA cm�2 (curve II) two positive
voltage steps in the “B” and “C” time regions are
observed. The step in the “B” region is due to the
increase in flow rate of reactant gases due to the
H2 addition, which is the same as the reason for
the positive voltage peak obtained with the ISA
method. For the “C” region, the enlarged H2 flow
rate results in the second voltage step, which
involves a change in overpotential due to the
addition. The voltage shift of curve II (DVP,H2) is
larger than that at the open-circuit state (DEOCV).
In principle, the gas inlet conditions for the two
curves are identical. Thus the difference (DVH2)
represents variation in overpotential due to the H2

addition. It results in a positive DVH2 according to
Eq. 40, which shows that H2 addition reduces the
anodic overpotential. It also implies that the anode
has overpotential due to the mass-transfer resis-
tance of H2 species. However, the behavior can
provide information on overpotential due to H2

species through DVH2. When the H2 addition rate
was varied from 0.1 to 0.6 L min�1,DVH2 showed
consistency in the rates as shown in Fig. 28. This
means that the resistance due to the H2 species is
sufficiently reduced by the addition, and then a
consistent DVH2 is obtained. In addition, when
anodic utilization, uf, is increased, DVH2 is
enlarged [44]. This also implies that anodic over-
potential depends on the H2 flow rate; a lower H2

flow rate has a larger anodic overpotential.
Figure 27b shows the results of CO2 addition to

the anode. Indeed, CO2 is a product species of the
anode reaction as shown in Eq. 1a. Thus the CO2

addition reduces EOCV according to Eq. 12. At
open-circuit state, the reduced EOCV is observed
due to the CO2 addition in the “C” and “D” time
regions. At a current density of 150mA cm�2, two
voltage peaks are observed; like the voltage peaks
obtained using the ISA method, the change in
flow rate of anode gas is responsible. The voltage
shift due to the addition at the current density
(DVP,CO2) is much smaller than that at the open-
circuit state (DECO2). Since those values are neg-
ative, the difference (DVCO2) is a positive value.
This indicates that CO2 addition to the anode
reduces anodic overpotential. This can be
explained by the reaction kinetics of Eq. 8,
where the reaction rate has a positive order for
the CO2 species. Therefore raising the CO2 partial
pressure reduces anodic overpotential [44]. Anal-
ysis of overpotential with various anode gas com-
positions shows identical overpotential behavior,
whereby increasing CO2 partial pressure reduces
anodic overpotential [49].

Dissimilar to the H2 addition, DVCO2 depends
on the amount of CO2 addition (Fig. 29). Further-
more, DVCO2 values are much larger than DVH2,
which implies that CO2 species has higher mass-
transfer resistance than H2 species and anodic
overpotential is more dependent on the CO2 flow
rate. The CO2 addition reduces the resistance, and
thus DVCO2 rises with CO2 addition amounts as

Molten Carbonate Fuel Cells, Fig. 26 Schematic draw-
ings of voltage-shift behaviors by the addition of a reactant
gas at open-circuit (DEA) and polarization states (DVP,A)
(From Ref. [44])
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Molten Carbonate Fuel Cells, Fig. 27 Results of the RA
measurement at the anode with conditions of 923 K, 1 atm at
open-circuit state (I) and polarization state of 150 mA cm�2

(II), anode feed rate = 0.253L min�1(uf = 0.6 at 150mA

cm�2), and cathode feed rate = 0.883L min�1(uox = 0.4
at 150mA cm�2) (From Ref. [44]). (a) 0.3 L min�1 H2

addition, (b) 0.4 L min�1 CO2 addition
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shown in Fig. 29. At certain amounts, from 0.4 to
0.5 L min�1, DVCO2 has a maximum value. This
indicates that the mass-transfer resistance due to
the CO2 species becomes a minimum. Over the
amounts the CO2 species rather signifies the resis-
tance probably due to reducing the mass transfer
of H2 species. Then DVCO2 decreases again.
DVCO2 also depends on the anodic utilization;
higher utilization shows larger overpotential. Sim-
ilarly to the H2 addition, this indicates that the
anode reaction is a mass-transfer control process
of CO2.

The H2O addition also decreased anodic over-
potential [44]. The anode gas was humidified with
a bubbler which contained water at a certain tem-
perature. Then the partial pressure of H2O was
controlled by the water temperature in the bubbler.
The anodic overpotential decreased monoto-
nously with the increase in H2O content [44],
although the H2O addition reduced EOCV

according to Eq. 13. In addition, DVH2O rose
with the anodic utilization, which was given larger
overpotential by the low H2O flow rate. The pos-
itive order of H2O partial pressure in Eq. 8 is also
the reason for the overpotential behavior.

The above results indicate that anode gases of
H2, CO2, and H2O provide overpotential due to
their mass-transfer limitations. Moreover, the
anodic overpotential rises with utilization. These
results indicate that the anode reaction is a mass-
transfer control process of the species and that the
anodic overpotential is a sum of overpotentials
due to the mass-transfer resistance of the species.
Interestingly DVCO2 and DVH2O are much larger
than DVH2 under normal operating conditions.
The low flow rate of CO2 and H2O under the
condition (H2:CO2:H2O = 0.69:0.17:0.14 atm)
can be a reason [44].

Figure 30a shows RA results with O2 addition
to the cathode. At open-circuit state the O2 addi-
tion slightly enhances EOCV. However, at a current
density of 150 mA cm�2, a very high voltage shift
(DVP,O2) is observed. The small step at 0 s origi-
nates from the increase in the flow of reactant
gases due to the addition. As mentioned in the
section on ISA, the cathode has very small mass-
transfer resistance in the gas phase, and thus the
height is rather small. Therefore, we can expect a

large difference (DVO2=DVP,O2 –DEO2) between
voltage shifts at open-circuit state (DEO2) and at
polarization state (DVP,O2). This shows that the
cathode has significant overpotential due to the
O2 species and the cathode reaction is an oxygen
mass-transfer limitation process. From the half-
cell experiments, it was also suggested that the
mass-transfer limitation of O2 species prevails at
the cathode [50].

The CO2 addition to the cathode enhances
EOCV according to Eq. 12 as shown in Fig. 30b.
This is a very similar behavior to the O2 addition.
At a current density of 150 mA cm�2, the CO2

addition gives rise to the two voltage peaks. As
mentioned in the section on the ISAmethod, these
are ascribed to the change in cathode flow rate due
to the addition; the positive one is due to the
increase in flow rate, and the negative one is due
to the decrease in flow rate. A dominant feature is
that the voltage difference at the current density,
DVP,CO2, is almost zero. This means that DVCO2 is
a negative value and the CO2 addition to the
cathode enlarges cathodic overpotential. Consid-
ering that CO2 has about ten times the gas solu-
bility of O2 in the molten carbonate and that the
mass-transfer resistance of O2 species is dominant
at the cathode, it is plausible that the CO2 addition
reduces O2 partial pressure and enhances the resis-
tance of O2 species in the carbonate electrolyte.
Consequently, the CO2 species may not provide
cathodic overpotential under normal operating
conditions due to its high solubility.

Temperature Effect
The temperature effect on the cathodic over-
potential has been investigated with ISA method
as shown in Fig. 21. The overpotential value of
�ca,mt,L has been decreased by the temperature
rising as seen in Table 5. The reduction of �ca,
mt,L by the temperature rising is attributed to the
increase of gas solubility and diffusivity. The
identical behaviors are observed with RAmethod.
Figure 31 shows the relation of Eq. 40 by the
addition of O2 (a) and CO2 (b) to the cathode.
The positive values ofDVO2

mean that the cathode
has significant mass-transfer resistance due to O2

species. In addition, less DVO2
at higher
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temperature is observed. At 823 K, about 150 mV
of DVO2

is obtained, whereas only about 30 mVof
DVO2

does at 973 K. The steep decrease ofDVO2
is

very similar to the decrease pattern of �ca,mt,L in

Table 5. This represents that the temperature ris-
ing enhances O2 solubility and diffusivity in the
carbonate film and reduces overpotential due to
the species. On the contrary,DVCO2

have negative
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values at all flow rate conditions (Fig. 31b). As
shown in Eqs. 9d and 10c, CO2 species have
negative reaction orders in the oxygen reduction

reaction, indicating that raising CO2 flow rate
reduces reaction rate and increases �ca,mt,L. Thus
the value of DVCO2

becomes larger at higher CO2
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Molten Carbonate Fuel Cells, Fig. 30 Results of RA
measurement at the cathode with conditions of 923 K, 1 atm
at open-circuit state (I) and 150 mA cm�2 polarization state
(II), anode feed rate = 0.759L min�1(uf = 0.2 at 150mA

cm�2), and cathode feed rate = 0.883L min�1(uox = 0.4
at 150mA cm�2) (From Ref. [44]). (a) 0.3 L min�1 O2

addition, (b) 0.3 L min�1 CO2 addition
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Molten Carbonate Fuel Cells, Fig. 31 DVO2 (a) and
DVCO2 (b) obtained at the cathode by the difference of DE
and DVp in the temperature range 823–973 K. Anode flow

rate = 0.381 L min�1 and cathode flow rate = 0.588 L
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the cathode, respectively [47]
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rate was 0.883 L min�1, and the H2 and CO2 addition rates
were 0.1–0.6 L min�1, respectively [48]
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flow rates according to Eq. 21. The largest DVCO2

is also observed at 823 K, indicating �ca,mt,L

becomes lager at lower temperature. The reduc-
tion of gas solubility and diffusivity at lower tem-
perature would be the main reason as mentioned
above.

On the other hand, anodic overpotential
becomes larger at higher temperature as shown in
Table 6. The similar behavior is observed by the
addition of H2 to the anode (Fig. 32a). Larger value
at high temperature is observed, although there are
deviations of DVH2 values. Compared with DVH2,
the values of DVCO2 show more dominant temper-
ature dependence. It represents that the anodic
overpotential is due to the severe mass transfer of
CO2 species than that of H2. This is in line with the
results of Figs. 28 and 29. It also supports that
anodic overpotential is sum of overpotential due
to each species of H2, CO2, and H2O.

Future Directions

MCFCs based on natural gas fuel have been com-
mercialized across the world. In general, natural
gas MCFCs are economically inferior to coal
power electricity. More economic fuels such as
decomposition gas of organic waste and coal gas,
and so on, are required for wide-scale use of
MCFC. Thus further investigation of the effect
of impurities in the fuel gas is necessary to use
other fuels. For this more precise performance
analysis tools are necessary. The methods in this
work can be successfully utilized, but more cor-
rect analysis requires sufficient understanding of
the reactions in the cells. Then the improvement of
analyzing methods of AC impedance, current
interruption (C/I), inert gas step addition (ISA),
and reactant gas addition (RA) are also necessary.
In particular, verification of the relationships is
necessary among the measurement tools listed in
this work.

Another point to be mentioned for the dissem-
ination of MCFCs is extending their lifetime.
Electrolyte management is strongly related to the
problem. The molten carbonate electrolyte is
depleted mostly by corrosion with metals and
weakening of electrolyte holding in the matrices.

Cell design and surface treatment of metal should
be considered. It is also necessary to search for
appropriate material for the matrix and high per-
formance electrolyte.

Combinations of fuel cells also provide high
efficiency. SOFC has been developed as a power
system that is comparable to MCFC. SOFC is
comprised entirely of solid materials, and thus
cracking due to thermal shock is a fundamental
problem. The problem confines the SOFC to rel-
atively small power systems so far. In general,
SOFC has higher operation temperatures than
MCFC. Thus series combination of SOFC and
MCFC may enhance power generation efficiency.
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Glossary

Anode The negative terminal of the SOFCwhere
oxygen ions from the electrolyte react with fuel
releasing electrons to the external circuit.

Cathode The positive terminal of the SOFC
where oxygen molecules from the air are
reduced to oxygen ions by absorbing electrons
from the external circuit.

Electrolyte The central component of the SOFC
which conducts electricity by the movement of
oxygen ions. This is the solid analogue of the
liquid electrolyte used in a battery.

Fuel cell stack A fuel cell composed of several
individual fuel cell (anode/electrolyte/cathode)
units electrically interconnected in order to
provide a useful device in terms of power
output.

Heterostructure A structure consisting of two
closely matched materials with properties
superior to those of the individual components
due primarily to interface effects. Can be fur-
ther enhanced through creation of multilayer
heterostructures where many repeats are
generated.

Planar device A fuel cell constructed from
sequential functional layers of anode, electro-
lyte, and cathode in a planar geometry.

Solid oxide fuel cell (SOFC) An electrochemi-
cal device for the conversion of a gaseous fuel
into electrical energy using oxide ion-
conducting ceramic membranes.

Definition of the Subject and Its
Importance

The Solid Oxide Fuel Cell is an electrochemical
device for the conversion of hydrogen or a hydro-
carbon fuel directly into electrical power. They are
clean, modular, and efficient and retain this effi-
ciency across a wide range of sizes. This fuel
flexibility and efficiency makes them very attrac-
tive for a number of powergeneration roles,
including distributed generation and combined
heat and power applications, where they could
make a significant impact on carbon-emission
reductions and provide a pathway towards an
eventual low carbon economy. There are some
significant hurdles to be overcome before there
is a global uptake of SOFC technology, and it is
very likely that the technology will evolve mark-
edly over the next few decades. It is thus impor-
tant to take a forward look at how the technology
may evolve and what kinds of devices, materials,
and diagnostics will be needed to assure this con-
tinued development.
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Introduction

Although Solid Oxide Fuel Cells (SOFCs) have
been investigated since their discovery by Sir
William Grove in the nineteenth century, little
progress was made until almost a century later
when the twin drivers of security of supply and
the reduction of carbon emissions provided the
necessary financial and political imperatives to
accelerate SOFC development. Since that time,
there have been a number of generations of
devices, from the early tubular cells developed
by Westinghouse and Mitsubishi Heavy Indus-
tries, through planar electrolyte supported cells,
to the current generation of supported thin-film
planar devices, which are nearing commercial
exploitation, operating at intermediate tempera-
tures (ITSOFCs). Much has been written on the
materials and device characteristics in journal arti-
cles, conference proceedings, and there are many
reference books [1, 2]. The aim of this article is
not to replicate these many excellent texts, but to
present quite a different view, one which looks
towards the future of SOFC technology and what
new designs, new materials, and new diagnostic
techniques will be required to meet the demands
of future SOFC developments.

From the current perspective, the future of
SOFC technology looks promising. SOFCs will
have many roles to play in the global energy
scenario, from large-scale central power genera-
tion, distributed generation roles in domestic and
district Combined Heat and Power (CHP), to
mobile, remote, and standby power. If this outlook
is correct, then the SOFC will undergo continued
development to achieve improved performance
and durability and will become more commer-
cially viable in the very near future, delivering
substantial increases in the efficient use of hydro-
carbon fuels and a consequent drop in carbon
emissions. In considering the future, it is thus
important to look at how the technology will
develop into new SOFC concepts. These have
lagged behind mainstream SOFC development,
but could quickly benefit from any significant
technological advances made in their develop-
ment. One thing is clear; these developments are
underpinned by the requirements for new

materials and new diagnostic techniques. The
materials must meet stringent requirements for
electrical and mechanical properties coupled
with long-term stability in the appropriate envi-
ronment. The purpose of this contribution is to
describe these possible novel SOFC and SOFC-
related concepts, describe their strengths and their
drawbacks, and in parallel to explore the advances
in materials and materials characterization that
will be necessary to ensure application and com-
mercialization in the future.

Novel Devices and Configurations

SOFCs have largely converged on standard con-
figurations, such as tubular or planar, with the
structural support provided by the electrolyte,
the anode, the metallic interconnector, or an inert
porous support material. Each of these concepts
has its own combination of advantages and disad-
vantages. In this section, some “unconventional”
SOFC configurations and devices are discussed,
and their performance and potential applications
are considered in comparison with the more con-
ventional approaches. This will include microtu-
bular fuel cells, mixed reactant fuel cells, micro-
planar fuel cells, and dual proton-oxygen ion fuel
cells.

Microtubular SOFCs

Tubular SOFCs are not new and have been devel-
oped for large-scale stationary CHP applications
with both circular and flat-cross sections.
A major advantage of tubular SOFCs is better
tolerance of thermal cycling, especially if one
end is closed and therefore unconstrained to
allow thermal expansion-length changes.
A major disadvantage is that the volumetric
power density is smaller than for a planar config-
uration, although this is partially offset with a flat
crosssection tube. However, another way of
improving the volumetric power density is to
make the tubes smaller in diameter. When the
diameter is less than approximately 3 mm, these
are referred to as microtubular cells and their
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development has recently been reviewed by
Lawlor et al. [3] and Kendall [4]. The reduction
in diameter brings additional advantages in that
the small tubes tend to have higher mean strength
because the stressed volumes are smaller and
lower variability in strength as the processing
tends to give a more uniform microstructure.
Consequently, microtubular SOFCs tend to
have excellent thermal cycling durability.

The most usual configuration is a thin film of
electrolyte on an anode support tube and an outer
thick-film cathode. However, a major problem
with the microtubular concept is with current col-
lection from the electrodes and interconnection
into stacks. Since the tubes are so small, large
numbers are required for applications requiring
appreciable power. For example, a typical tube
with diameter 2 mm and length 100 mm operating
at 0.2 W cm�2 only produces 1.25 W. Sammes
et al. [5] have described a serpentine interconnec-
tion system for anode-supported tubes of conven-
tional SOFC materials that are somewhat larger
than the usual microtubular size, being 13 mm
diameter and 110 mm long. However, at 850 �C,
the maximum power density was only
0.1 W cm�2 and was limited by the current col-
lection along the cathode.

Suzuki et al. [6, 7] have attempted to over-
come this problem with a cubic stack design
(Fig. 1) in which microtubular SOFCs are assem-
bled in layers joined by a porous matrix of cath-
ode material. The layers are assembled in stacks
in which individual layers are electrically insu-
lated from each other by a glass and the cathodes
of one layer are connected to the anodes of the
next using silver. Each microtube was 0.8 mm in
diameter and 8 mm in length and made from a
Ni/Ce1�xGdxO2�d (CGO) composite anode
material. The electrolyte was CGO and the cath-
ode an La1�xSrxCo1�yFeyO3�d (LSCF)/CGO
composite. The stack consisted of 20 cells;
4 layers of 5 cells; and its performance is also
shown in Fig. 1. At 500 �C, the power output of a
single tube was 0.32 W cm�2 at 0.7 V, and the
total-bundle power at 490 �C and 0.7 V per cell
was approximately 1.3 W; corresponding to
0.25 W cm�2. These are impressive performance
figures at such low operating temperatures.

However, the fabrication of these stacks could
be difficult to automate and the final structure is
monolithic, so that much of the tolerance of the
tubular configuration to thermal gradient stresses
is compromised.

Mixed Reactant Fuel Cells

A major problem with almost all SOFC designs is
the requirement to seal the structure in order to
prevent the fuel and oxidant gases from coming
into direct contact and causing direct combustion
of the fuel. One possible way around this is to
operate the cell at a temperature below which no
direct combustion will take place and to allow the
fuel and oxidant to mix. The cell then requires
very selective electro-catalytic electrodes in order
to generate electrochemical power. Ideally, the
anode should only catalyze the fuel-
electrochemical oxidation and the cathode the
electrochemical reduction of the oxidant. Neither
electrode should catalyze direct chemical reaction
of fuel and oxidant.

The first attempts at such a configuration were
reported by Hibino and Iwahara, [8] and there
have been many subsequently. The area has
recently been reviewed by Yano et al. [9], and
some typical configurations are illustrated in
Fig. 2. There are many reports of good power
densities when operating on hydrocarbon fuels,
which are more resistant to direct oxidation than
hydrogen. However, there is always some direct
combustion and the cell temperature can be con-
siderably higher than the nominal ambient tem-
perature as a result, which makes the performance
difficult to judge. Some direct combustion might
even be regarded as an advantage since it can help
small SOFCs to be thermally self-sustaining.
Riess [10] has discussed the issues involved in
mixed-reactant mode and pointed out that to date
they can only operate with low fuel utilization and
short gas residence times (high-flow rates). He
proposes a configuration similar to that being
investigated in mixed reactant PEMFCs that is
illustrated in Fig. 3. All the components are
porous, so that the mixed-reactant gas stream
flows through the whole unit. This concept
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enables high fuel utilization to be achieved in
principle, but has not yet been realized in practice
since the selectivity of the electrode catalysis is
not good enough for the materials investigated
thus far.

Micro-planar SOFCs
These devices feature the use of micro-
fabrication techniques adapted from the micro-
electronics industry. These encompass substrate
etching, thin-film deposition, lithography, and
film-etching steps. This field has recently been
reviewed by Evans et al. [11], and all devices
exhibit the beautiful structural quality resulting
from the micro-fabrication techniques. An exam-
ple of a micro-planar SOFC fabricated on a sili-
con substrate is illustrated in Fig. 4
[12]. Figure 4a shows the sequence of fabrication
steps used to make the edge-supported SOFC
membrane which spans an aperture with dimen-
sions 600 � 600 mm. The yttria stabilized zirco-
nia (YSZ) electrolyte, which is only 70-nm thick,
was deposited by atomic-layer deposition and is
corrugated in order to increase the active area and
accommodate thermal and fabrication strains. An
image of the corrugated electrolyte is shown in
Fig. 4b. The electrodes are 120-nm thick porous-
Pt deposited by sputtering. The performance, of
both flat and corrugated cells, on hydrogen is
remarkable (Fig. 4c), with a maximum power
density of 0.86 W cm�2 at 450 �C. The shape of
the V–I characteristic indicates large
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overpotentials at the electrodes and therefore the
possibility of large power density at more useful
terminal voltage with improved electrodes.

At this stage of development, the reported
results indicate that good performance is likely
to be achievable with micro-fabricated SOFCs.
However, more problematic are the engineering
issues related to thermal management and fuel
utilization that are more difficult to deal with as
the device becomes smaller. Even if these prob-
lems are solved, the power levels and total ener-
gies are so small that the impact on sustainable
electrical energy generation will be small and the
development of these devices will be driven by
convenience of operation (e.g., in consumer elec-
tronics) rather than energy efficiency.

Dual Proton-Oxygen Ion-Conducting
Cells

Recently, a new concept (Fig. 5) has been pro-
posed, called the IDEAL-Cell which attempts to
combine the advantages of both proton-
conducting and oxygen ion-conducting SOFCs
[13]. The anode electrode reaction is as in a
proton-conducting SOFC, and the cathode reac-
tion as in an oxygen ion-conducting SOFC. In the

central chamber, which contains a porous mix-
ture of the two electrolytes, the protons and oxy-
gen ions combine to give the product water. In
this way, the water reaction product does not
interfere with either of the electrode reactions.
A “proof-of-concept” small cell was fabricated
with yttrium-doped barium cerate as the proton-
conducting electrolyte and yttrium-doped ceria
as the oxygen ion-conducting electrolyte. The
test cell achieved an encouraging maximum
power output approaching 0.5 W cm�2 at
600 �C on oxygen and humidified hydrogen. It
will be interesting to see whether this concept can
actually deliver the anticipated benefits on a
larger scale.

Novel Materials

In the preceding section, new design concepts for
the SOFC for application in the near future were
discussed. One common feature of most of these
new concepts is the lowering of the operating
temperature into a new regime (400–600 �C),
where high performance materials should make
a significant impact. The active components of
such solid oxide fuel cells must conform to some
very stringent materials requirements. The prime
need is to have very high diffusion coefficients
for the oxide ion at these low temperatures which
will require considerable materials development
for both electrolytes and the mixed conductors
used as electrodes. In this lower temperature
regime, the three active components: anode,
cathode, and electrolyte, each contribute towards
the overall area specific resistance (ASR) of
the cell. Of these three components, the two that
have received the most attention are the electro-
lyte and the cathode, which is known to give rise
to the largest ASR below temperatures of
650 �C [2].

Before moving to the details of these materials,
it is instructive to examine the atomistic quantities
that govern the transport of oxygen in these
oxides. A simple Arrhenius-type expression
describes the diffusion coefficient of oxygen, D,
in oxide materials.
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D ¼ D0exp
�Ea

RT

� �

where D0 is the pre-exponential factor which
contains terms relating to the concentration
of oxygen defects and Ea is the activation
energy for diffusion which can contain terms
relating to the formation, association, and migra-
tion of the defects on the oxygen sublattice
[14]. Both terms are important in achieving
high diffusivities. Materials with highly
defective oxygen sublattices or high concentra-
tions of interstitials are commonly investigated
to give high diffusion coefficients; however,
a low activation energy is essential to retaining
the high-diffusion coefficient to low tempera-
tures. This means minimizing (or removing)
any terms due to the formation or association
of defects and ensuring that the mobile
oxygen ions can migrate with the minimum of
hindrance. These criteria apply to materials
that have very high ionic transport numbers
for use as electrolyte materials as well as to
mixed conducting materials used as electrodes.

An additional criterion for mixed conducting
materials used as cathodes is that they should
have a high surface exchange rate (k) for oxygen.
This quantity also follows Arrhenius-type behav-
ior, although the atomistic parameters that gov-
ern the exchange process are still somewhat
obscure. However, it is well known that materials
that have high oxygen-diffusion coefficients usu-
ally have high oxygen-exchange coefficients
because both are related to the oxygen mobility
in the material [15]. It should be remembered that
the selection criteria described above are only
part of the process of the selection and optimiza-
tion of new materials for the application in solid
oxide fuel cells, and that a significant part of the
application of new materials relies upon the
development of appropriate ceramic processing
to yield a suitable microstructure for the SOFC
cathode [16].

In the following paragraphs some of the cur-
rent materials research that could give rise to
suitable materials for applications in SOFCs is
described.

Electrolyte Materials

The materials requirements described above for
obtaining high oxygen transport can be further
developed [17] and have been used for many
years in the optimization of new oxygen ion con-
ductors. A good example of this are the materials
formed from ceria gadolinia solid solutions that
have some of the highest conductivities at low
temperatures. Fig. 6 shows an Arrhenius plot of
the conductivity of most of the conventional oxide
ion conductors used as electrolytes. New ionic
conductors are emerging as further compositions
are explored, such as the La2Mo2O9 (LAMOX)
family and the apatite-structure materials, how-
ever they usually offer incremental advantages
and do not have either the low-temperature con-
ductivity offered by the cerias or the very high
stability offered by the stabilized zirconia mate-
rials. At 600 �C, some very high ionic conductiv-
ities can be achieved by bismuth-based materials,
on the order of 10�1 S cm�1 which is equivalent to
that of yttria-stabilized zirconia at 1,000 �C; how-
ever, these materials suffer from poor stability in
reducing atmospheres and are thus not suitable to
act as SOFC electrolytes without some form of
protective layer. Other than the bismuth materials,
there is a paucity of materials that can display
conductivities of this order below temperatures
of around 650–700 �C.

Thin-Film Heterostructures
The continued search for materials that show bet-
ter ionic transport, especially at low temperatures,
has been a quest that has been pursued for many
years. In the main, there have been two ways in
which this search has been pursued: by the dis-
covery of new materials, i.e., the optimization of
the lattice mobility for the oxygen ion, as men-
tioned above, and more recently, by the investiga-
tion of nanomaterials and nanostructures, i.e., by
the optimization of the interfacial transport of
oxygen. Early work with thin (down to ~15 nm)
epitaxial yttria-stabilized zirconia (YSZ) films by
Kosacki et al. [27] and Karthikeyan et al. [28]
instigated a number of investigations into the
effect of interfaces on conductivity. Kosacki
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et al.’s findings implied that the oxygen conduc-
tivity of the interfacial layer between the MgO
substrate and the YSZ was strongly enhanced,
by up to 3 or 4 orders of magnitude, and more
significantly, that the activation energy was more
than halved from 1.04 to 0.45 eV, important for
achieving high values of conductivity at low tem-
peratures. These findings prompted a number of
subsequent investigations into the ionic conduc-
tivity of heterostructures, produced by pulsed
laser deposition, involving thin layers of an
oxide ion conductor (mostly YSZ) sandwiched
between layers of insulating materials. The tem-
perature dependence of the ionic conductivity for
these materials is shown in Fig. 7, which shows
that the conductivity can be either enhanced or
suppressed over that for single crystal zirconia. By
far the most significant result is that obtained by
Garcia-Barriocanal et al. [18] (trace 10 in Figs. 6
and 7a in Fig. 7) who investigated very thin layers
of YSZ and strontium titanate (STO) in samples
made by sputtering. They observe that for epitax-
ial trilayers of 10 nm STO/1 nm YSZ/10 nm STO
the conductivity was highly enhanced (trace 7a in
Fig. 7), showing over 8 orders of magnitude of
enhancement at 100 �C. This is clearly much
larger than any of the enhancements seen by
other workers, most of which are grouped around

1–2 orders of enhancement of the conductivity of
zirconia, depending upon the temperature. There
is still much debate over these findings as, at the
date of writing, they have not been repeated and
there is controversy over the nature of the carrier,
an electronic carrier would be much easier to
reconcile with these high conductivities
[31–33]. The interfacial strain at the STO/YSZ
interface should be on the order of 7% which
should not lead to a coherent interface as was
observed by electron microscopy. Despite the
lack of experimental evidence, there have been
some theoretical studies including simulations
by Density Functional Theory (DFT) which
would tend to support the idea that the observed
effects could indeed be ionic [34], although there
is some doubt about the magnitude of the conduc-
tivity enhancement [35].

The most systematic of the subsequent inves-
tigations of heterostructures has been by Korte
and coworkers [30, 36, 37], who have investigated
a number of different interfaces by fabricating
stabilized zirconia-insulator heterostructures
using pulsed laser deposition. Recently, Korte
et al. [38] have reviewed the current status of
their (and other) work on multilayer structures
and have classified them according to the degree
of coherency of the crystal structure across the
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interfaces. They show that the lattice strain in the
zirconia layers is important in determining the
magnitude of the change in both conductivity
and in activation energy. Tensile strain leads to
an enhancement of the conductivity by up to an
order of magnitude; however, the largest enhance-
ment seen is in structures formed with calcia-
stabilized zirconia (CSZ) and Al2O3 as the insu-
lating layer, which have an incoherent interface
and a disordered region and a high density of
mismatch dislocations. The enhancement of con-
ductivity seen is around a factor of 60 at 575 �C
with a lowering of the activation energy of almost
0.5 eV, a significant decrease, leading to increased
low-temperature conductivity.

Korte et al. [38] speculate on the role of any
misfit dislocations in the conductivity enhance-
ment. This seems to be a likely explanation, as
conductivity enhancement has been seen in YSZ
single crystals that have been plastically deformed

at high temperatures. Otsuka and coworkers [39,
40] have shown that the conductivity of material
with high dislocation densities does show an
enhancement of the conductivity and they esti-
mate that the conductivity could be enhanced by
a factor of 102–104. These findings clearly indi-
cate a possible method for the enhancement of
low-temperature conductivity in oxygen-ion con-
ductors by the introduction of structures, such as
heterointerfaces that give rise to either tensile
strain or to large numbers of dislocations.

Electrode Materials

The search for new materials for electrodes has
also been a long-term quest similar to the one
mentioned above for electrolyte materials.
Because of the importance of developing new
cathode materials for low-temperature operation,
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much recent work has focussed on mixed
electronic-ionic conducting materials for this par-
ticular application. Like the electrolyte materials,
there have been indications that heterogeneous
interfaces in mixed conductors can show some
enhanced behavior [41], although there has been
little published on this subject to date. Much of the
conventional bulk materials have been based on
highly substituted perovskite materials, such as
La1�xSrxCoO3�d for which substitution (x) can
be as high as 0.6. There materials have very high
strontium contents and high degrees of non-
stoichiometry which give the materials high per-
formance as cathodes, but bring a set of problems.
The materials that have the highest levels of oxy-
gen diffusivity, such as the cobalt-based materials
mentioned above, also have high values of expan-
sion coefficient (>20 ppm K�1) [42], making
them thermo-mechanically incompatible with the
electrolyte materials. In addition, the high stron-
tium contents lead to vulnerability to long-term
degradation problems [16] and possibly to chro-
mium poisoning. In order to combat some of these
problems, there has been a move towards mate-
rials that do not need high degrees of substitution
and that could show greater stability while
retaining the high electrochemical activity.

Of current interest is the work on layered crys-
tal structures (which are almost a natural analogue
of the heterostructures described above) in either
polycrystalline or single crystal form. An example
of a family of oxides with this layered structure is
the Ln2NiO4 materials such as La2NiO4+d or
Nd2NiO4+d. These materials are the first member
of the Ruddlesden Popper homologous series with
the K2NiF4 structure, and they are unusual in that
they show highly anisotropic conductivity (see for
example Fig. 9 next section). The general struc-
ture of such A2BO4+d oxides is shown in Fig. 8
and consist of alternating layers of perovskite
ABO3 and rocksalt AO layers. These materials
are not substituted, but due to the variable valency
of the B, cation tend to oxygen excess in air, i.e.,
d> 0, which can reach values of around 0.14. The
oxygen interstitials are mobile in the AO layers
and can give rise to substantial values of oxygen
diffusivity. The expansion coefficients of these
materials do not suffer from the very high values

seen for the substituted perovskites, and so these
materials are good candidates for next generation
cathodes; however, their durability in cathode
environments needs to be verified. Their perfor-
mance, as ITSOFC cathode, has recently been
reviewed and their suitability as candidates has
been confirmed [43].

Accelerated Materials Discovery

Accelerated materials discovery is of great interest
for the development of the SOFC and a key goal
for further development is the lowering of the
operational temperature to below 600 �C, the
so-called intermediate-temperature regime. In
this regime, cheap and readily available materials
can be used for the balance of plant. When con-
sidering the need for novel materials, it is perti-
nent to consider the timescales needed for the
introduction of new materials into devices to
meet emissions reductions targets for 2030 and
2050 and beyond. Historically, the timescales for
adoption of new materials/new technologies has
been rather long, especially where the drivers
(at least initially) are not financial. In order to
have significant impact on the reduction of carbon
emissions, wide-scale adoption of fuel cells has to
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Solid Oxide Fuel Cells, Fig. 8 Schematic of the crystal
structure of A2BO4+d
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take place over the timescale of the 20–30 years
from 2010. Moving back down the development
chain, this implies that any new materials must be
adopted within the next decade or so, and the real
scope of the task becomes apparent. How this can
be achieved has been described in a short editorial
by Kilner [44].

• Clearly, conventional trial and error methods of
materials discovery are not going to meet this
aggressive agenda and an accelerated form of
materials discovery is needed. The important
question is what type of accelerated materials
development tools will become available?
A new topic of “Materials Informatics” has
emerged, which employs the use of large data-
bases of materials properties obtained from
conventional, combinatorial, or computational

sources. The databases are then interrogated
using techniques, such as data mining, neural
networks, etc. This new and developing tech-
nique is still in its infancy, and very few data-
bases exist which cover the functional
properties of oxide ceramics.

• Much has been made of combinatorial
approaches to materials discovery; however,
there are many barriers to the introduction of
these methods to SOFC materials, not least
their suitability to synthesize libraries of com-
plex multicomponent oxides, such as the cath-
ode materials La1�xSrxCo1�yFeyO3�d [45]. In
addition to these limitations, there is the
requirement for rapid screening methods to
allow combinatorial libraries to be measured
in an accelerated manner. This is not an easy
problem to solve for applications that rely upon
measuring complex electro-catalytic activity in
very aggressive environments, such as SOFC
electrodes.

• Computer simulation offers an alternative way
of providing guidelines for materials
searching. For example, atomistic simulation
of defects and transport in materials is well
established; however, it is hardly a rapid pro-
cess and much of the effort is expended in the
rationalization of existing experimental data.
A change in scope is needed to exploit the
potential of such techniques to predictive mate-
rials screening.

It is important that these rather more pragmatic
techniques, mentioned above, are developed in
parallel with the more conventional intuitive
methods to give development engineers rapid
access to new materials.

Development of In Situ Diagnostics

Identifying and developing new materials for all
components of a solid oxide fuel-cell system is
only the first stage in producing a device. There
are several key requirements, such as durability
and compatibility, which have to be fully investi-
gated before a material can be incorporated into a
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working fuel cell. As detailed earlier, this type of
cell operates in a relatively harsh environment
with a high temperature of operation and a wide
pO2 range. It is therefore essential to gain a full
understanding of the behavior of each of the cell
components and the stack itself as a function of all
of these parameters in situ. Consequently, there
has been an increasing demand for in situ charac-
terization techniques to give real-time insights
into device performance. Of course, in situ char-
acterization covers a wide variety of techniques
and properties. When discussing in situ character-
ization, it has to be considered that measurements
are obtained as a function of either high tempera-
ture, variable pO2, or electrical load, or indeed a
combination of each of these. Many in situ studies
focus on the structural characterization of individ-
ual materials, while further studies map the tem-
perature distribution over a single fuel cell. In this
section, the current status of in situ characteriza-
tion of fuel cells and fuel cell materials are con-
sidered using a variety of techniques including
diffraction and spectroscopy and some of the chal-
lenges are detailed that remain in fully under-
standing all of the processes; mechanical,
structural, and electrochemical, that govern fuel-
cell performance and durability.

In Situ Materials Characterization

In considering the development of new materials
for fuel cells, many authors have used diffraction
techniques to probe the high-temperature stability
of individual components and to investigate any
potential phase-transformation problems on ther-
mal cycling. Information that can be obtained
readily can be classified as either crystallographic
(phase evolution/reactivity) or mechanical (stress
evolution in ceramics). Initially, users are likely to
consider the use of powder x-ray diffraction to
investigate all of the individual functional compo-
nents, given the relative ease of access to the
equipment. However, the information obtained
from x-ray techniques is limited by a number of
factors, including the limited resolution of instru-
ments and the dependence of the x-ray-scattering
factors on atomic number, meaning access to

information from elements, such as oxygen, is
limited. There are many examples of information
being derived successfully from x-ray diffraction
studies with perhaps the simplest examples being
the study of the reactivity of functional compo-
nents at operating temperatures. Zhu et al. [46],
for instance, have investigated the novel cathode
material PrBaCo2O5+d in contact with
Ce0.8Sm0.2O1.9 as a composite, finding no dis-
cernible reaction at temperatures up to 1,100 �C,
over only a short period of 3 h; while Sayers et al.
[47] investigated nickelate cathodes on both
Ce1�x GdxO2�d (CGO) and La1�x Srx Ga1�y

MgyO3�d (LSGM) electrolytes, finding differing
degrees of reaction depending upon both time and
temperature. Significant reactivity was identified
by these authors with CGO at temperatures
greater than 800 �C. It was however noted that
the in situ characterization of these reactions was
limited by the data collection time and instrument
resolution.

In determining the residual stress of an anode-
supported SOFC, Fischer et al. [48] have used
x-ray diffraction to map the stress distribution as
a function of processing and also have monitored
the change in the stress state at room temperature
and at 800 �C. However, this study is limited by
the operating temperature data having to be
recorded after annealing, once the sample has
returned to room temperature. Evidently, in situ
characterization is of considerable value, but can
be limited by the capabilities of the instrumenta-
tion/technique, and for SOFCs laboratory, x-ray
techniques are certainly restricted.

For either higher resolution or greater phase
discrimination, there are two main alternatives to
laboratory x-ray techniques: synchrotron powder
diffraction or neutron diffraction. Each of these
techniques has its own advantages, with neutron-
powder diffraction enabling access to light ele-
ments while synchrotron-diffraction experiments
offer exceptionally high-peak resolution. The use
of neutron diffraction at elevated temperature has
proven to be invaluable in providing information
on cathode materials in particular [49–54], while
synchrotron sources have been at the forefront of
the development of new techniques, such as
3 dimensional imaging of components.
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Neutron Scattering Studies of Fuel Cell
Oxides

Neutron diffraction has long been viewed as an
essential tool for the structural characterization of
novel materials [55, 56]. It is only relatively
recently, however, that neutron diffraction has
been used to characterize fuel cell oxides. Recent
developments that have attracted researchers to
the technique include the production of instru-
ments that can offer small sample sizes and high-
temperature stages with variable atmosphere
capabilities, extending the in situ capabilities of
this technique. Some of the earliest studies of fuel
cell oxides were by necessity under ambient con-
ditions and focussed on proton-conducting bar-
ium cerates [57–59] in which a structural
distortion of BaCe1�xNdxO3�d was determined
and related to the release of spontaneous strain
with increasing Nd content. Since these initial
works, several authors have turned to neutron
diffraction to gain additional structural informa-
tion. Slater et al. [60] were among the first to
use this technique to characterize an electrolyte
material, La0.9Sr0.1Ga0.8Mg0.2O3�d. Here the
authors identified a significant structural differ-
ence between the substituted material and the
parent LaGaO3, with the Sr-and Mg-substituted
material adopting a more complex monoclinic
structure at room temperature and undergoing
several phase transitions on heating to 1,000 �C.
A tilting of GaO6 octahedra was observed and
related to the change in activation energy of con-
duction on heating identified from previous
studies.

Use of neutron diffraction to study electrode
materials in situ is a relatively recent develop-
ment, with much of the current interest directed
toward the phase evolution in novel cathodes with
complex crystallography. Alonso [49] has pro-
vided an excellent review of the potential of neu-
tron diffraction for characterizing fuel cell
materials and detailed work on the La2MO4 + d

(M = Ni, Cu, Co) series of cathodes stating that
the relationship between M–O distances and elec-
trical properties can be readily determined as a
function of temperature. With the La2MO4+d

materials, electrical changes occur on introduction

of an A-site substituent, such as Sr, and the rela-
tionship between Sr content, apical M–O bond
length, and total conductivity is resolved from
this high resolution structural data. Further work
by Skinner [54] focussed on the location of the
oxygen interstitial, a particular strength of neutron
scattering, identifying the relationship between
oxygen content and phase, varying both tempera-
ture and atmosphere. Additionally, the two phase
nature of the La2Ni1�xCoxO4+d was clearly deter-
mined [61] from in situ studies where previous
x-ray techniques had indicated a single phase.
Information on the nature of the conduction prop-
erties of cathode materials can be inferred from
the structural data obtained from these measure-
ments, with Hou et al. [62] arguing that the nature
of the Ni redox couple in LaNi1�xMoxO3 cathodes
can be determined from the crystallographic data
obtained. They also suggest that oxygen defi-
ciency was observed leading to the potentially
high oxide ion mobility required for a mixed
conductor.

While this information on the crystal chemistry
is of importance in determining the potential for
new materials, it is the latest advances in data
processing and interpretation that enable both
structural and chemical information to be extra-
cted from one data set. The advent of the Maxi-
mum Entropy Method (MEM) [63] for analysis of
neutron-diffraction data has enabled authors to
extract chemical-pathway data from the neutron
density. Yashima et al. [64, 65] used the MEM
technique to visualize the diffusion pathway of the
oxide ions in an anisotropic Pr2NiO4+d-based
interstitial oxide ion conductor. The data obtained,
Fig. 9, at temperatures of up to 812 �C clearly
illustrate 2-D diffusional pathways in the ab plane
of the anisotropic crystal structure. This method
has also been used to verify molecular dynamics
studies of the isostructural La2NiO4+d material
[66], highlighting the benefits of combining both
the experimental studies with simulation
techniques.

Identification of novel conduction mechanisms
is a particular strength of neutron techniques, and
these studies have been extended to include the
novel electrolyte apatite materials, with local
defects identified [67–70]. Further electrolyte
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studies have included determining the total con-
ductivity of the potential electrolyte, La2Mo2O9,
in situ through impedance spectroscopy and cor-
relating these time-resolved data with structural
transformations revealed through neutron-
diffraction measurements [71, 72]. This relies
upon the availability of well-designed experimen-
tal stages optimized for diffraction beamlines
[71]. Engaging with central facilities to design,
build, and commission this equipment is therefore
essential.

Synchrotron X-Ray Studies

Synchrotron radiation is incredibly versatile allo-
wing a wide variety of experimental techniques to
be developed. Of direct interest to solid oxide
fuel-cell science and technology are both diffrac-
tion and spectroscopy. Diffraction beamlines offer
the potential to access complex structural infor-
mation that is not revealed by competing diffrac-
tion techniques, while the spectroscopic
techniques (X-ray Absorption Near Edge Spec-
troscopy [XANES] and Extended X-ray Absorp-
tion Fine Structure [EXAFS]) allow users to
access chemical information, such as redox kinet-
ics. The latest developments include 3D tomogra-
phy of complete cells which give unparalled
information about the microstructure of compos-
ite electrodes [73, 74].

Synchrotron Diffraction In situ synchrotron
x-ray-powder diffraction of fuel cell components
has developed significantly over recent years
as sample stages, and instrument development
has enabled rapid data collection as a function
of atmosphere with unprecedented resolution
[75]. As the MEM technique can be applied
to neutron diffraction data, so it can also
be applied to synchrotron diffraction data,
with Itoh et al. [76, 77] showing the complemen-
tary data obtained from combining both
techniques. Through their investigation of
La1�xSrxMnO3�d (LSM)/Ba1�xSrxCo1�yFeyO3

(BSCF) composites, they have determined both
the ionic and electronic conduction pathways,
with the synchrotron data highlighting isotropic
Mn–O covalent bonds through which the

electrons will pass, leading to good electronic
conductivity.

As well as obtaining data as a function of
temperature and atmosphere, Hagen et al. [78]
have demonstrated that depth-resolved data acqui-
sition from NiO/YSZ cermets is possible. Using
an advanced data collection mode employing a
spiral slit and beamstop, the authors were able to
follow the redox process between Ni and NiO. As
the distance from the free anode surface increased,
a reduction of the reaction rate was observed
which is attributed to the difficulty of gas pene-
tration to the electrode/electrolyte interface. As
these data were obtained as a function of depth
under redox conditions, a logical extension is to
include larger operating cells in this environment
to fully characterize structural/chemical changes
under realistic conditions. These measurements
could therefore have a dramatic impact upon cell
development.

Residual stress within cells and components is
evidently a key concern for developers of SOFCs
[79], and analysis of this can readily be achieved
using synchrotron x-ray studies. Villanova et al.
[80] demonstrated the complementarity of both
laboratory and synchrotron x-ray sources
through their investigation of all components of
the fuel cell. From lab x-ray studies they were
able to determine residual stress in an anode-
supported SOFC. Macroscopic stresses were
determined in each layer through the analysis of
lattice deformation. A significant finding of inho-
mogeneous stress distribution in the electrolyte
led these authors to use the synchrotron tech-
nique to investigate the local stress from analysis
of the stress tensor in the individual electrolyte
grains.

A further study [81] examined the development
of internal stress as a function of temperature for
an anode-supported cell based on a Sc stabilized
zirconia (ScSZ) electrolyte with a NiO-3 mol%-
YSZ anode, finding that there were significant
changes in the internal stress in both NiO and
ScSZ that were not fully reversible, Fig. 10.
Residual stress in the electrolyte was measured
as a function of the reduction cycle and found to
be 400 MPa in air, but decreased to 200 MPa on
reduction of the NiO, and concluded that this

582 Solid Oxide Fuel Cells



redox cycle would be detrimental to SOFC
performance.

While these studies are of importance, there are
no studies of stress evolution in a complete func-
tioning cell under electrical load, or indeed in a fuel
cell stack, and this is evidently the next development
step. The data obtained so far from synchrotron and
laboratory x-ray studies highlight the potential of
these techniques to advance the current understand-
ing of failure mechanisms in operating SOFCs.

Spectroscopy – XANES and EXAFS Spec-
troscopic techniques complement the diffraction
measurements previously discussed as these tar-
get the local structure, giving details of the coor-
dination environment surrounding particular
chemical species. Thus, through control of the
experimental conditions, it is feasible to extract
chemical information from in situ measurements
of fuel cell materials. There have been a number of
initial studies of the room temperature and local
structure of SOFC electrolytes, with Yamazaki
et al. [82–84] considering the effect of dopants
on the defect structure of CeO2–d-based electro-
lytes. Further investigation of the Ce LIII edge
spectra of ceria electrolytes was reported by
Hormes et al. [85], who have also applied the
same techniques to the cathode material
La1–xSrxMnO3–d (LSM). Each of these studies
considered the bulk polycrystalline material,
whereas Zhang et al. [86, 87] have used XANES

to investigate the growth mechanism and crystal-
lization of CeO2 nanoparticles.

In considering LSM samples, significant dif-
ferences in the local structure of thin film samples
when compared with bulk LSM were observed
[88], leading to the conclusion that the coordina-
tion environment of the Mn species is less
distorted in the thin film. With the recent surge
in interest in thin-film technologies for fuel cells,
this may prove to be a significant finding and
highlights the power of x-ray spectroscopy to
detect subtle differences that may have a dramatic
impact on material performance.

The real strength of x-ray-absorption spec-
troscopy, however, is in extending these mea-
surements to both time-resolved and
temperature-dependent measurements. Species
that are commonly found in solid oxide fuel-
cell components are easily accessed as the tech-
niques are element specific. As well as accessing
element-specific information, the XANES tech-
nique is also sensitive to valence state, and hence
redox processes and kinetic information can be
extracted from in situ data. It is also straightfor-
ward to control the atmosphere under which the
measurements are undertaken, so kinetics of both
anode and cathode materials as functions of tem-
perature, time, and pO2 can be obtained. Indeed,
this has recently been demonstrated with redox
kinetics for fast oxide ion-conducting CeNbO4+d

having been determined from Ce LIII edge
XANES data [89].

3D Microtomography Perhaps one of the
most exciting developments involving synchro-
tron radiation has been the advent of three-
dimensional tomography [73, 74]. With this tech-
nique, it has been shown that detailed information
about the internal structure of complex compos-
ites can be obtained, enabling researchers to gain
vital information on the length of triple phase
boundaries (TPB). This also allows the differenti-
ation between active and inactive TPBs and has so
far been demonstrated with anode cermets
(Ni-YSZ). While not currently available as an in
situ measurement, this is an obvious extension
and is no doubt a future development for this
technique. Currently these measurements are
only available at a small number of sites
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worldwide, and hence this is a clear limitation.
But as interest grows in this technique, it is highly
likely that future developments at synchrotron
sources will include this capability.

Wilson et al. [74] pioneered this technique
using a Focussed Ion Beam slice and viewmethod
to allow the electrochemical performance and
microstructure of materials to be quantitatively
connected. In their pioneering work, a direct mea-
surement of the TPB length was achieved through
analysis of the reconstructed 3D anode, Fig. 11.
From the analysis, they differentiate between
interconnected and unconnected pathways, find-
ing 63% of TPBs are interconnected. A high level
of interconnection is required for electrochemical
reactions to occur, and quantifying the microstruc-
ture in this way enables further optimization to
proceed.

Shearing has adapted this process to incorpo-
rate a focussed ion beam lift-out technique, and in
combination with software development, has
shown that detailed phase contrast can
be obtained from the Ni-YSZ couple, Fig. 12,
leading to greater data quality and reduced
uncertainty regarding redeposition of sputtered
material. The use of this FIB tomography tech-
nique is unfortunately destructive [90], and hence
the use of x-ray tomography presents an ideal
opportunity to extract similar TPB information

nondestructively [91]. While these data can be
collected from standard x-ray systems, the use of
a nano-CT system at a synchrotron source will
enable higher resolutions to be achieved.

Raman Spectroscopy

Another promising in situ characterization method
to have been proposed recently relies on the use of
Raman spectroscopy [90, 92–94] to optically
detect changes in the fuel cell under examination.
Using Raman spectroscopy is entirely complemen-
tary to the previously discussed techniques and
delivers data, for instance, on the heat distribution
across a cell. Maher et al. [93] have demonstrated
the effective use of Raman spectroscopy with a
Gd-substituted ceria in which the shift of a charac-
teristic peak at 460 cm�1 can be correlated accu-
rately with temperature and thus provides a method
by which temperature distribution with high spatial
resolution can be measured. Previously, the use of
the Raman technique to determine the chemistry
occurring at electrodes in SOFCs was highlighted
[90], with particular emphasis on the monitoring of
electrochemical processes at the anode. In this
work, the disappearance of graphitic carbon was
monitored as well as the kinetics of the Ni-NiO
redox, and finally it was suggested that phonon
modes of YSZ electrolytes could be correlated
with lattice parameter changes, leading to a diag-
nostic for thermal gradients within cells. Subse-
quent work [95] has highlighted that oxidation
processes can be monitored in situ and the effect
of using carbon based fuels determined. Deposition
of graphitic species (either ordered or disordered)
was found to vary depending on carbon source and
potential.

Summary

In situ characterization of solid oxide fuel cells
can be achieved through the use of a variety of
techniques to produce direct information on the
chemistry, structure, and mechanical properties of
the material/cell of interest. Rapid developments
in test equipment offer ever greater levels of
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detail, with many techniques providing
submicron resolution, and below, of the critical
processes affecting solid oxide fuel-cell operation.
Particularly the non-destructive nature of many of
these techniques allows full cycles of operation to
potentially be analyzed and the causes of perfor-
mance degradation to be determined.

Future Directions

Although the main aim of this article is to look at
the future of the SOFC, this has been in the main a
look at the near-term future and the possible
designs and materials that the SOFC might move

toward. The long-term future of the SOFC
is much more difficult to predict because it will
depend very heavily upon the diversity of renew-
able energy sources, what energy vectors
are employed, and what fuels evolve to form the
future energy mix. Most forecasters agree that the
supply of usable hydrocarbons is limited and may
already have peaked in the early part of the
twenty-first century. The relative roles of newer
fuels, such as bio-derived hydrocarbons and
hydrogen in this future mix remains unclear; how-
ever, because of their high efficiency and fuel
flexibility, it is likely that SOFCs will see wide-
spread adoption and continued development in
both the short-and long-term future.
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Glossary

Anode Electrode for electrochemical oxidation
reactions. In solid oxide fuel cells, hydrogen-
containing fuels are oxidized by oxygen ions
transported through an electrolyte to form
water vapor or CO2 as the reaction products
at this electrode. SOFC anodes may also act as
fuel reforming catalysts when hydrocarbon-
based fuels are supplied to the anodes.

Cathode Electrode for electrochemical reduc-
tion reactions. In solid oxide fuel cells, oxygen

in ambient air is reduced to oxygen ions at this
electrode.

Electrolyte Ionic conductor with negligible elec-
tronic conductivity, used as a membrane
between an oxidation atmosphere and a reduc-
tion atmosphere. The essential material to con-
struct electrochemical devices including fuel
cells.

Fuel flexibility While low-temperature fuel cells
(such as polymer electrolyte membrane fuel
cells) typically use pure hydrogen gas
(or hydrogen gas mixed with CO2) as the
fuel, high-temperature fuel cells can directly
use various kinds of fuels, such as carbon mon-
oxide (CO), which is created by reforming
hydrocarbons at the anode to produce hydro-
gen and carbon monoxide.

Impurity poisoning Even though high-
temperature fuel cells have good fuel flexibility
with various kinds of fuels, some minor con-
stituents (impurities) coming from, for exam-
ple, low-purity fuels, raw materials, and
system components can also react with elec-
trode materials or can be adsorbed on the elec-
trode reaction sites, hindering electrode
reactions. Such poisoning phenomena can
lead to fuel cell performance degradation
with time.

Mixed ionic electronic conductor Materials
with both high ionic conductivity and high
electronic conductivity. Such materials are
often attractive for electrodes because of exten-
sion of electrochemical reaction sites beyond
electrode/electrolyte interface.

Oxygen ionic conductor Materials with high
oxygen ionic conductivity. Oxides with both
high oxygen vacancy (or other charge carrier
such as interstitial oxygen atoms) concentra-
tion and high oxygen mobility exhibit high
ionic conductivities.

Protonic conductor Materials with high pro-
tonic conductivity. In the presence of oxygen
vacancies, water vapor may be dissolved into

# Springer Science+Business Media, LLC, part of Springer Nature 2019
T. E. Lipman, A. Z. Weber (eds.), Fuel Cells and Hydrogen Production,
https://doi.org/10.1007/978-1-4939-7789-5_138

Originally published in
R. A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,# Springer Science+Business Media LLC 2017
https://doi.org/10.1007/978-1-4939-2493-6_138-3

591

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_138&domain=pdf
https://doi.org/10.1007/978-1-4939-2493-6_138-3


oxides forming protons and exhibiting high
protonic conductivity.

Definition of the Subject

While we are realizing commercialization of
SOFC systems for residential, industrial, and dis-
tributed-power applications, continuous chal-
lenges will be needed to develop advanced fuel
cells with higher efficiency, higher durability, bet-
ter flexibility, as well as lower production cost.
For realizing next-generation SOFCs, we may
apply a broad range of knowledge related to
(1) electrolyte and (2) electrode materials for cell
development as well as (3) explore alternative
fuels. This entry gives an overview on possible
alternative approaches for these three important
aspects to realize advanced high-performance
SOFCs in a future generation.

Introduction

Fuel cells, environmentally compatible energy
systems using hydrogen-containing fuels [1–5],
are strongly desired as promising key technolo-
gies to realize a sustainable low-carbon society.
Compared to internal combustion, electrochemi-
cal energy conversion by fuel cells can achieve
much higher efficiency. While the direct electro-
chemical conversion of chemical energy to elec-
tricity using fuel cells has received significant
attention for several decades, mass marketing of
fuel cell systems is often limited by insufficient
performance and/or inadequate durability in
service.

While the commercialization of fuel cell tech-
nologies has just begun in the form of, for exam-
ple, stationary cogeneration power units for
private houses, a broad variety of other applica-
tion is strongly desired. Even though solid oxide
fuel cells (SOFCs) are the most efficient type of
fuel cells, partly due to their higher operational
temperature compatible with internal reforming
of hydrocarbon-based fuels, their application has
often been restricted by the limited operational
range of electrolyte and electrode materials
[1–3]. Although many current research projects

tend to focus on engineering and optimization
issues related to cost reduction, durability, and
reliability [6–8], in order to take SOFCs closer
to full-scale commercialization, breakthroughs in
materials and concepts are needed for developing
viable fuel cells for broader application. It is
therefore essential to consider alternative mate-
rials for electrolytes and electrodes and innova-
tive fuel cell concepts including the use of
alternative fuels for future-generation fuel cells.
For example, alternative electrolyte/electrode
materials for lower-temperature SOFCs are
needed to improve electrical efficiency in low-
power operation, tolerance against thermal
cycling, as well as improve longer-term durabil-
ity. They will help realize alternative fuel cells in
real commercial systems. Additionally, morpho-
logical control on the nanoscale shows promise in
enhancing ionic and electronic transport in nano-
ionic systems [9–14], offering an additional
degree of freedom in material/device design.
A reversing challenge is to harness these effects
to the fabrication of practical SOFCs with
improved performance.

Alternative device concepts can help realize
broader application of SOFCs. SOFCs for auto-
motive applications will enable multi-fuel vehi-
cles capable of being powered by both hydrogen
and hydrocarbon fuels. The use of biogas can
result in carbon-neutral energy conversion. The
use of hydrocarbon fuels and gasified coal gas fuel
for SOFCs will achieve more efficient use of such
fossil fuels. Portable SOFCs operating with
hydrogen, hydrocarbon fuels [15, 16], and solid
carbon [17] are attractive as replacements for bat-
teries. Reversible SOFCs can act as both power
units and electrolyzers, efficiently converting
excess heat and electricity into hydrogen and
vice versa [18–20]. If these technologies with
SOFCs are realized, a considerable reduction in
CO2 emissions is possible in household, indus-
trial, and transportation sectors.

It is therefore interesting and essential to con-
sider such material/device issues in SOFC R&D
to realize future flexible SOFCs with broader
application. In this entry, an overview will be
given on alternative approaches to SOFCs related
to the following three critical material-related
issues: electrolytes, electrodes, and fuels.
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Alternative Electrolyte Materials

Electrolyte Materials: General.
As the ionic conductivity of solid electrolytes

is generally much lower than the electronic con-
ductivity of electrode materials, the ionic conduc-
tivity of the solid electrolytes may determine the
lowest possible operational temperature of
SOFCs. Apart from high ionic conductivity, the
following properties are required:

1. High ionic transference number around unity
2. Thermochemical stability in both oxidation

and reduction atmospheres
3. Near theoretical density for minimum gas

leakage
4. High compatibility with other materials in

composite device
5. Match of thermal expansion coefficient with

other components with minimal defect-
induced chemical expansion

In addition, high mechanical strength and rea-
sonable materials cost are required in the case of
electrolyte-supported cells.

There are limited numbers of materials satisfy-
ing the above-mentioned criteria. Generally,
Y2O3-stabilized ZrO2 (YSZ) is commonly used
at high temperatures, that is, T > 800 �C to main-
tain ionic conductance, while thin-film ZrO2-
based electrolytes may be applied for operational
temperatures around 700 �C. For much lower
operational temperatures, alternative electrolyte
materials are needed. Ionic conductivity depends
strongly on the crystal structure, and oxides with
high ionic conductivity have been found among
open crystal structures, such as fluorite,
pyrochlore, rare-earth, perovskite, and related
structures [21, 22].

Oxygen Ionic Conductors

Fluorite-Type Materials

General
The fluorite structure is relatively open, and it
shows exceptional tolerance for high levels of
atomic disorder, which may be introduced either

by doping, reduction, or oxidation [23]. Among
the binary oxides, CeO2, Pr6O11, ThO2, UO2, and
PuO2 possess this structure in the pure state in
ambient conditions. ZrO2 and HfO2 are stabilized
in the fluorite structure by doping with divalent or
trivalent oxides (Y, Sc, rare-earth oxides)
[23–25]. Beyond stabilization, the addition of
such dopants gives rise to the creation of oxygen
vacancies responsible for the ionic conduction in
these oxides.

Several fluorite-type oxides are known to be
excellent oxygen ionic conductors, including
d-Bi2O3, CeO2, ZrO2, ThO2, and HfO2. The
d-Bi2O3 phase possesses an anion-deficient fluo-
rite structure where one-fourth of the normal fluo-
rite anion sites are vacant. This phase exhibits an
order to disorder transition above�600 �C (which
can be suppressed to some extent through doping)
with a consequent increase in conductivity and
has the highest oxygen ionic conductivity so far
reported for a solid electrolyte [21, 22]. However,
d-Bi2O3 shows poor thermochemical stability,
and it is easily reduced at high temperatures.
ThO2 is a radioactive material. HfO2 has chemical
similarity to ZrO2 but is relatively expensive.
Practically available fluorite-type oxides for
solid electrolyte are thus limited to ZrO2 and
CeO2. Most of the rare-earths, as well as Sc, In,
and Y, are trivalent and form sesquioxides of
various crystal structures with potential for solid
electrolyte membranes. Most of them have the
cubic C-type structure (Sm2O3, Dy2O3, Er2O3,
Sc2O3, Y2O3, and In2O3) which is closely related
to the fluorite structure [23], which can be derived
from the fluorite structure by removing one-fourth
of the oxygen atoms which lie along the four
<111> directions [23]. SrO-doped La2O3

exhibits ionic conductivity close to the Y2O3-
doped ZrO2 electrolyte [21, 22]. However, most
of these sesquioxides are mixed ionic and elec-
tronic conductors with a substantial electronic
conductivity [23, 26–29].

ZrO2-Based Oxide
Pure ZrO2 exhibits phase changes from mono-
clinic to tetragonal and cubic, with increasing
temperature. Due to its volume change of ca. 5%
in the phase transition from monoclinic to tetrag-
onal, pure ZrO2 cannot be used as a practical solid
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electrolyte material. Group 2 elements of the peri-
odic table or rare-earth elements may be added to
stabilize the cubic phase at high temperatures and
keep this phase stable also at lower temperatures.
As for stabilized ZrO2 with dopants from the
group 2 elements, CaO-stabilized ZrO2 is widely
used mainly for Nernst-type oxygen sensors [30],
but it is not used for fuel cells because of its
relatively low conductivity [31]. On the other
hand, stabilized ZrO2 using dopants from rare-
earth elements such as Y2O3, Sc2O3, Yb2O3,
In2O3, and Er2O3 [21, 22, 32, 33] exhibits higher
conductivity suitable for SOFC [34–38]. Ionic
conductivity (intragrain conductivity) of ZrO2

doped with (a) Y2O3, (b) Yb2O3, (c) Er2O3,

(d) In2O3, and (e) Sc2O3 measured by impedance
spectroscopy is shown in Fig. 1 [33]. In addition,
activation energy values for the intragrain ionic
conductivity of these doped ZrO2, s ion(S/m) � T
(K) = s o(S/m) � exp.(�DE s (eV)/kT), are
compiled in Table 1.

Yttria-stabilized ZrO2, discovered by Nernst
[39], is still one of the state-of-the-art SOFC elec-
trolyte materials which was used to demonstrate
the first SOFC (and the first solid “electrolyte”
fuel cell) in 1937 at ETH-Zürich [40]. Electronic
defect concentrations are negligibly low [41]. As
can be observed in Fig. 1, the ionic conductivity of
fluorite-type oxides stabilized with hypovalent
elements exhibits a maximum at a certain dopant

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Table 1 Activation energies
and pre-exponential factors of ionic conductivity of ZrO2

doped with trivalent metal oxides (Y2O3, Yb2O3, Er2O3,

In2O3, Sc2O3) [33], based on the relation s ion(S/m) � T
(K) = s o(S/m) � exp.(�DE s (eV)/kT), where t and c
denote tetragonal and cubic phases

Dopant mol%(phase)

Intragrain conductivity

DEs(eV) s0

YO1.5 5.8 (t)fc 0.91 5.11 � 107

11.2 (t0) 1.04 5.49 � 108

12.0 (t0) 1.06 6.93 � 108

12.7 (t0) 1.10 1.34 � 109

13.5 (c) 1.09 1.20 � 109

14.3 (c) 1.12 1.69 � 109

Yb1.5 14(t0) 1.07 1.43 � 109

16 (c) 1.13 3.66 � 109

20 (c) 1.19 3.74 � 109

ErO1.5 14 (t0) 1.02 3.86 � 108

16 (c) 1.20 7.51 � 109

20 (c) 1.25 7.74 � 109

InO1.5 15 (t) 0.80 6.39 � 106

15 (t0) 1.10 2.99 � 108

17.5 (t0) 1.28 4.29 � 108

25 (c) 1.35 7.51 � 109

25 (c)fc 1.22 5.26 � 109

35 (c) 1.56 3.47 � 1010

35 (c)fc 1.14 1.57 � 108

45 (c) 1.48 8.22 � 109

45 (c)fc 1.26 1.83 � 109

ScO1.5 12 (t0) 1.20 6.94 � 109

14 (t0) 1.24 1.20 � 1010

16 (c) 1.40 2.44 � 1011

fc furnace cooling at a rate of 10 �C/min. Others: air quenching

594 Fuel Cells (SOFC): Alternative Approaches (Electrolytes, Electrodes, Fuels)



500

1.2
10–5

10–4

0.001

0.01

0.1

lo
ni

c 
co

nd
uc

tiv
ity

 (
S

/m
)

10–5

10–4

0.001

0.01

0.1

lo
ni

c 
co

nd
uc

tiv
ity

 (
S

/m
)

1.4 1.6 1.8 2.0 1.2 1.4 1.6 1.8 2.0

400 300

Temperature (°C)

103/T (K–1) 103/T (K–1)

250

ZrO2–YO1.5

3Y–ZrO2(t)
6Y–ZrO2(t’)
6.5Y–ZrO2(t’)
7Y–ZrO2(t’)
7.5Y–ZrO2(c)
8Y–ZrO2(c)

15In–ZrO2(t’)
17.5In–ZrO2(t’)
25In–ZrO2(c)
35In–ZrO2(c)
45In–ZrO2(c)

ZrO2–YbO1.5

14Yb–ZrO2(t’)
16Yb–ZrO2(c)
20Yb–ZrO2(c)

14Er–ZrO2(t)
16Er–ZrO2(c)
20Er–ZrO2(c)

12Sc–ZrO2(t’)
14Sc–ZrO2(t’)
16Sc–ZrO2(c)

ZrO2–ErO1.5 ZrO2–InO1.5

ZrO2–ScO1.5

500 400 300

Temperature (°C)

250

500 400 300

Temperature (°C)

250

500

1.2
10–5

10–4

0.001

0.01

0.1

lo
ni

c 
co

nd
uc

tiv
ity

 (
S

/m
)

10–5

10–4

0.001

0.01

0.1

lo
ni

c 
co

nd
uc

tiv
ity

 (
S

/m
)

10–6

10–5

10–4

0.001

0.01

0.1

1
lo

ni
c 

co
nd

uc
tiv

ity
 (

S
/m

)

1.4 1.6 1.8 2.0 1.0 1.2 1.4 1.6 1.8 2.0

400 300
Temperature (°C)

103/T (K–1)

1.2 1.4 1.6 1.8 2.0
103/T (K–1)

103/T (K–1)

250 500600 400 300

Temperature (°C)

250

a b

c d

e

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 1 Intragrain conductivity
of ZrO2 doped with (a) Y2O3, (b) Yb2O3, (c) Er2O3, (d)

In2O3, and (e) Sc2O3 measured by impedance spectros-
copy, where t and c denote tetragonal and cubic phases [33]
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concentration above which defect interactions
occur [42–45]. As shown in Fig. 2, it is known
that the peak value of the ionic conductivity
becomes higher when the ionic radius of the dop-
ant approaches that of Zr4+ [35], resulting in min-
imal distortion of the fluorite lattice. Ionic
conductivity is the highest in the case of Sc3+,
which is used as a dopant because its ionic radius
is almost identical to that of Zr4+ [46]. However,
Sc2O3 is more expensive than Y2O3, but Sc2O3-
stabilized ZrO2 (ScSZ) has recently become more
widely used. In addition, ScSZ with 8 mol%
Sc2O3 exhibited a high conductivity in the early
stages of operation, but the conductivity
decreased with operational time due to phase
instability [47]. To prevent this decrease in ionic
conductivity, ScSZ with 11 mol% Sc2O3 was
preferably used, but this material had a problem
of phase transition in the vicinity of 700 �C [35,
48]. Currently, ScSZ with the addition of CeO2,
such as (ZrO2)0.89(Sc2O3)0.1(CeO2)0.01, is widely
used to suppress this phase transition [46, 49].

In addition, tetragonal ZrO2 and partially sta-
bilized ZrO2 can also be used as an electrolyte due
to their better mechanical properties and their
lower activation energy for ionic conductivity.
Since the grain size of the tetragonal phase is
generally much smaller than that of the cubic
phase and grain boundaries impede oxide ion
migration, the reduction of grain boundary resis-
tivity is important [50]. Stability of the tetragonal

phase for longer time periods should be consid-
ered to prevent phase transition from the tetrago-
nal phase to the monoclinic phase when applying
this material to SOFC systems.

Thin-film technology can also help to realize
lower operational temperatures in SOFCs by tak-
ing advantage of short transport distance of ions.
It is also possible to produce thin-film electrolytes
using stabilized ZrO2, which enables lower-
temperature operation of SOFCs because of its
stability in both the oxidation and reduction atmo-
spheres, its sinterability, and its high mechanical
strength. Ultrathin YSZ electrolyte layers can
be prepared on Si or glass ceramic substrates
[15, 16, 51], which can realize, for example,
lower-temperature operation of micro-SOFCs for
portable applications. Figure 3 shows an SEM
cross-sectional view of a micro-SOFC prepared
on a glass ceramic substrate with a YSZ electro-
lyte thickness of less than 1 mm, as reported by
Bieberle-Hütter et al. [51].

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 2 Relation between dop-
ant ionic radius, conductivity, and content of dopant,
reported by Arachi et al. [35] (Reproduced by permission
of Elsevier)

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 3 SEM cross-sectional
view of a micro-SOFC prepared on a glass ceramic sub-
strate, as reported by Bieberle-Hütter et al. [51]
(Reproduced by permission of Elsevier)
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Stabilized ZrO2 exhibits good chemical com-
patibility with other materials during SOFC oper-
ation below 1000 �C. It is possible that stabilized
ZrO2 solid electrolyte reacts with other materials
during the cell fabrication processes which often
require high temperatures in excess of 1300 �C.
YSZ does react with La1 � xSrxMnO3 � d (LSM),
the state-of-the-art cathode material, to produce
La2Zr2O7 or SrZrO3 at temperatures above
1100 �C, with a consequential increase in internal
cell resistance [52–54]. In the case of LaCoO3- or
LaFeO3-based oxide cathode materials, reaction
with stabilized ZrO2 becomes worse, so that
CeO2-based oxides such as Gd2O3-doped CeO2

are generally used as a buffer layer between the
ZrO2-based electrolyte and such cathode mate-
rials to prevent interfacial reactions from forming
[3, 55].

CeO2-Based Oxide
CeO2-based oxide, partially substituted by a
hypovalent rare-earth oxide, exhibits high ionic
conductivity in a wider range of compositions in
comparison to stabilized ZrO2. This is because
even pure CeO2 has the fluorite-type cubic struc-
ture rendering stabilization unnecessary. Like
ZrO2, ionic conductivity of CeO2 also varies
with the substitution of elements. It shows high
ionic conductivity when it is partially substituted
with alkaline-earth elements such as Ca and Sr
[56, 57] and when partially substituted with a rare-
earth element, even higher conductivity. As
shown in Fig. 4, there is a systematic trend of the
conductivity with ionic radius of the substituting
element giving the highest conductivity with Sm
[58]. Pure Sm2O3 has a rare-earth C-type struc-
ture, and the similarity of structures between
Sm2O3 and CeO2 may lead to high stability.
High ionic conductivity can be obtained in a
wide range of substitution ratios with Sm2O3.
Sm2O3-doped CeO2, usually abbreviated as
SDC, with 20 mol% partial substitution of
Sm2O3, exhibits the highest ionic conductivity.
In addition, CeO2 partially substituted with
Gd2O3 is also widely used as an electrolyte and,
as previously mentioned, interlayer between the
stabilized ZrO2 electrolyte and the cathode,
although it shows slightly lower conductivity

than SDC [59]. More recently, double doping
with Sm and Nd exhibits one of the highest ionic
conductivities reported for ceria [60].

When doped CeO2 is applied as a solid elec-
trolyte for SOFCs, a change in valence state of
Ce4+ to Ce3+ in a reducing atmosphere at the
anode results in two main drawbacks. First, it
causes n-type electronic conduction in the solid
electrolyte which leads to a cell voltage drop.
Precisely speaking, when CeO2 is reduced, both
oxygen vacancy and electron are introduced
simultaneously. Since the mobility of electrons is
much higher than that of oxygen ions, the trans-
ference number, that is, the fraction of ionic con-
ductivity from the total, decreases from unity.
Second, when lattice oxygen is removed by reduc-
tion, the lattice expands, known as chemical
expansion. A steep oxygen potential gradient
appears in the CeO2 electrolyte from reducing
anode to oxidizing cathode under the operating
conditions of SOFCs, and a large mechanical
stress in the electrolyte can occur resulting in
fracture of the cell [61].

These issues can be overcome partially by
using stabilized ZrO2 as an interlayer between
the anode and the electrolyte [62–65]. However,

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 4 Relationship between
the dopant ion radius and the ionic conductivity of doped
CeO2 at 800 �C, as reported by Eguchi et al. [58]
(Reproduced with permission from Elsevier)
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since there is a thermal expansion mismatch
between the ZrO2-based solid electrolyte and the
CeO2-based interlayer, this often causes micro-
scopic fracture [64, 65]. GDC with an addition
of Pr (Ce0.8Gd0.18Pr0.02O2 � d) showed enhanced
reduction resistance but with the same level of
ionic conductivity as SDC [66]. In addition,
there have been some attempts to realize lower-
temperature operation by fabricating ultrathin
membranes of CeO2 electrolyte materials which
contribute to reduce electrical resistance. Elec-
tronic conductivity, caused by reduction,
decreases with decreasing temperature, but ionic
conductivity also decreases simultaneously.
Although making thinner solid electrolytes is
accompanied with certain difficulties, CeO2-
based electrolytes can be operated at lower tem-
peratures below 600 �C, where the influence of
electronic conduction caused by the reduction
may not be a fatal problem [67]. For example,
Oishi et al. [67, 68] have reported stable operation
of metal-supported CeO2-based SOFCs, com-
posed of a porous ferritic stainless steel support,
a Ni-Ce0.8Y0.2O1.9 anode, a thin Ce0.9Gd0.1O1.95

electrolyte, and a La0.6Sr0.4Co0.2Fe0.8O3 cathode,
over 1200 h at 600 �C. CeO2-based electrolyte
with a thickness of about 10 mm allows operation
of SOFCs at rather low temperatures and selec-
tion of ferritic steel as a support material,
resulting in enhancement of mechanical
strength of cells, improvement of redox stabil-
ity of cell stacks, and minimization of the use of
expensive electrode and electrolyte materials
[67, 68]. Considering transport in thin-film
CeO2-based electrolytes, nano-size effects
[12] and mixed conduction [62] should be
taken into account to tailor transport phenom-
ena in SOFCs.

Pyrochlores and Other Fluorite-Type Oxides (Y, Nb,
Zr)O2 � d

Pyrochlore-type oxides have the general formula
A2

3+ B2
4+ O7 in which A is a rare-earth element,

such as Gd or Y, and B is Ti or Zr. Gd2Zr2O7 is the
typical composition of pyrochlore-type oxides
and can be considered as fluorite-type in which
ionic defects are regularly arranged. The defect

structure and the mixed conductivity can be con-
trolled by the value of x in, for example,
Gd2(ZrxTi1 � x)2O7, which is abbreviated as
GZT [69]. When the ionic radius of rare-earth
elements for the A site is larger than that of Gd,
the structure changes from highly defective fluo-
rite to pyrochlore [70, 71].

In the Gd2Ti2O7 series, relatively high ionic
conductivity is obtained at the 20 mol% substitu-
tion of Gd sites with Ca [72], though its use as an
SOFC solid electrolyte is precluded by its elec-
tronic conductivity in air, with an ionic transfer-
ence number lower than that of YSZ [73]. The
thermal expansion coefficient of Gd2Ti2O7

(10.4–10.8 � 106 K�1) [73, 74] is close to that
of LSGM (10.4 � 106 K�1) [75] and 10ScSZ
(10.9 � 106 K�1) [76].

In addition, the solid solution of Y4NbO8.5 and
(Y, Nb, Zr)O2 � d also has the fluorite-related
structure, and these materials have stimulated
research interest due to their oxide ion conduction
[77, 78]. Electrical conductivity of Y4NbO8.5 is
independent of the oxygen partial pressure, and it
is recognized as an ionic conductor [78]. The ionic
conductivity is low, enhancement of conductivity
by the addition of Zr was reported, and further
improvement of ionic conductivity may be
expected [77].

Perovskite-Related Oxides

General
Perovskite-type oxides have the general formula
ABO3. The total valence of the A metal and the
B metal ions is 6, and various combinations are
possible. However, there is a limit to the ionic
radius (r) of the constituent metal ions (A and B)
and the oxygen ion (O), as the tolerance factor t

t ¼ RAþROffiffi
2

p � RBþROð Þ

� �
.

should satisfy 0.75 � t � 1 [79, 80]. Oxides
related to LaGaO3, LaAlO3, and Ba2In2O5 have
been well examined as solid electrolyte materials
for SOFCs. Takahashi and Iwahara [81] already
showed in 1970s that selected perovskite solid
solutions exhibited high ionic conductivity
around 5 � 10�3 S/m at 800 �C [21, 22].
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LaGaO3-Based Oxides
Oxygen ionic conductivity in perovskite-type
oxide structures has been extensively investigated
by Takahashi and Iwahara in their pioneering and
detailed studies [81]. High ionic conductivity was
observed in the Ti series of perovskite-type
oxides. Despite detailed studies, perovskite-type
titanate showed poor ionic conductivity compared
to that of YSZ. Furthermore, hole conduction was
relatively high, so that the ionic transference num-
ber was less than unity in oxidizing atmospheres.
They also investigated perovskite-type oxides in
which trivalent cations were added to both the
A site and the B site. LaCoO3 and LaFeO3 are
known as such kinds of oxides, but these oxides
are mixed conductors with predominately high
hole conductivity. However, LaAlO3, with triva-
lent metal ions on the B site, showed relatively
high ionic conductivity [81].

Building on these results, Ishihara et al. [82]
attempted to increase lattice cubic volume by
applying Ga to the B site which has a slightly
larger ionic radius than Al in the La-based perov-
skite oxides (Fig. 5). They added various dopants,
and the highest oxygen ionic conductivity was

obtained in the case where 20 mol% of Sr was
added to the A site, which has an approximately
equal ionic radius to La [82]. As for the dopant on
the B site, the highest ionic conductivity was
obtained when 20 mol% of Mg was added to the
B site (La0.8Sr0.2Ga0.8Mg0.2O2.6 [83]), sinceMg is
the only element which satisfies the criteria of
both ionic radius and low valence number.
La0.8Sr0.2Ga0.8Mg0.2O2.6 (LSGM) shows the
same level of ionic conductivity as GDC at tem-
peratures above 650 �C. Electronic conductivity
does not become predominant within a wide range
of atmospheres from pure oxygen to hydrogen-
containing gases [84, 85].

While LSGM exhibits superior properties as an
SOFC solid electrolyte, a phase transition from
pseudo cubic (monoclinic) to tetragonal was
observed at temperatures around 700 �C. In order
to give high ionic conductivity to this material
even below 650 �C, the B site was partially sub-
stituted with Co, which has a similar ionic radius
to Mg (La0.8Sr0.2Ga0.8 Mg0.115Co0.085O3 � d,
denoted as LSGMC) [84]. The crystalline phase
at high temperature was then stabilized, and the
phase transition did not occur at temperatures
around 700 �C, resulting in higher ionic conduc-
tivity than that of GDC within a wide temperature
range from 500 �C to 1000 �C [85]. It was
revealed that oxygen ions tend to be trapped
around Mg in LSGM [86], and the addition of
Co on the B site is effective for preventing such
trapping at lower temperatures.

When an LaGaO3-based oxide is applied as a
solid electrolyte for SOFCs, reactivity or interdiffu-
sion with electrode materials becomes a critical
issue.When LSMwas used as the cathodematerial,
interdiffusion of Mn into LSGM was observed
[87].When LSCFwas used as the cathodematerial,
interdiffusion of Co and Fe into LSGM was also
seen [88–90]. A solid-state reaction also occurs at
the interface between the Ni-based anode and the
LSGM electrolyte due to the similarity of Ni to Co
andMn in the electrolyte materials [91]. There have
been some attempts to prevent such solid-state reac-
tions, for example, by optimizing deposition pro-
cedures and by applying a CeO2 interlayer between
the LSC cathode and the LSGM electrolyte.

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 5 Comparison of the oxy-
gen ionic conductivity of La0.9Sr0.1Ga0.8Mg0.2O3 with
conventional oxide ionic conductors with fluorite struc-
tures, compiled by Ishihara et al. [82] (Reproduced with
permission from American Chemical Society)
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Ba2In2O5-Based Oxides
The brownmillerite-type oxide has the general for-
mula A2B2O5, with the crystal structure presented
in Fig. 6. Alkaline-earth metal ions such as Ba
occupy the A site, and trivalent typical metal ions
such as In occupy the B site [92–99]. At tempera-
tures below 1140 K, it behaves as a mixed conduc-
tor which shows both p-type electronic conductivity
and oxygen ionic conductivity due to its oxygen
excess [92]. When it is heated to 1140–1230 K,
ionic conductivity increases, which is associated
with the phase transition to the disordered perov-
skite structure, as shown in Fig. 7 [93]. The ionic
transference number also rises drastically to unity.

For example, in the case of Ba2In2O5, the typ-
ical brownmillerite-type oxide, the disordered
perovskite structure can be stabilized, and ionic
conductivity in an intermediate-temperature range
can be improved by substituting In with another
highly charged cation such as Zr, Hf, and Sn [94,
95]. A similar effect can be obtained by the sub-
stitution of Ba, as shown in Fig. 8 [93, 96].

Ba2In2O5 is stable in the absence of CO2 but
decomposes in the presence of CO2 in a reducing
atmosphere (p (O2) = 10�9–10�13 atm), accom-
panied by the formation of BaCO3. However, in a
strongly reducing atmosphere of much lower oxy-
gen partial pressure, In3+ is reduced to In+, and the
brownmillerite structure cannot be maintained
anymore [92, 95, 97–99].

Apatite-Type Oxides

General
Apatite is a generic name for minerals with the
composition A10(MO4)6X2 [100–102]. Generally,

the A site can be occupied by alkaline, alkaline-
earth, or rare-earth metal ions. The M site can be
occupied by elements such as P, Si, and Ge which
can have a coordination number of 4. The M site
can be partially substituted with transition metal
ions. The X site can be occupied by O, OH, F, Cl,
and CO3, etc. Moreover, the A-site cations are
divided into two kinds: one occupies the 4f site
where the coordination number is 7, and the other
occupies the 6 h site where the coordination num-
ber is 9. Hydroxide apatite Ca10(PO4)6(OH) is a
typical example. It is the principal ingredient of
human bone and is practically used for artificial
bone [101–103].

La9.33 + xSi6O26 + 3x/2 (x = 0–0.67)
La9.33Si6O26 and La10Si6O27 have often been
studied for their crystallographic interest. It
is already known that lattice volume will contin-
uously decrease with the ionic radius of lantha-
nide ions from La to Lu [102, 104]. In the

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 6 Crystal structure of
Ba2In2O5 (Green: Ba, Blue: In, Red: O)

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 7 Ionic conductivity of
Ba2In2O5, reported by Goodenough [93] (Reproduced with
permission from Elsevier)
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Re9.33 + xSi6O26 system, oxides with Re = La-Dy
belong to the hexagonal system apatite structure
(P63/m) and oxides with Re = Y�Yb to the
monoclinic system apatite structure (I2/a). Specif-
ically, La10Si6O27 is not regarded as the apatite
phase. In the case of silicate and germanate, the
oxides with the amount of La from 8 to 9.33
exhibit the apatite phase [105].

The crystal structure of this system is shown in
Fig. 9. The La 6 h site is fully occupied, while the
La 4f site is not fully filled. La9.33Si6O26 does not
have interstitial oxygen ions, but the conductivity
improves by partially substituting the La 4f site or
by preparing a slightly La-deficient sample
(La = 9.0) to introduce oxygen vacancies into
the 2a site [105, 106]. For x > 0, oxygen ions
are introduced into the interstitial site, and 1 mol
of oxygen is introduced into the unit cell at
La = 10 (x = 0.67). When the number of intersti-
tial oxygen ions increases, the conductivity also
increases [107]. The ionic conductivity in this

system is strongly anisotropic, as its crystallo-
graphic structure is. A single-crystal conductivity
measurement of Nd9.33Si6O26 has revealed that
the conductivity along the c-axis is more than
10 times higher than that in the a�b plane
[108]. The anisotropy of this conductivity disap-
pears at around 800 �C [109].

As solid electrolytes, the La/Si oxides with
La > 9.33 contain interstitial oxygen ions, which
can conduct in the channel (2a site) along the
c-axis. The conduction mechanism is quite differ-
ent from that of other oxide electrolytes in which
oxygen vacancies are the mobile charge carriers.
For example, in La10Si6O27, the activation energy
of ionic conductivity via oxygen interstitials is
lower than that of YSZ, and the ionic conductivity
of this La/Si oxide is higher than that of YSZ at
and below 923 K, as described in Fig. 10
[110]. Moreover, it is known that the transference
number is unity and that this material remains
stable in humidified hydrogen and in CO2-
containing atmospheres at and below 1073 K,
while p-type conduction can appear at and above
1173 K [111, 112]. The ionic conductivity
decreases, and its activation energy increases

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 8 Comparison of the oxy-
gen ionic conductivity of La0.4Ba0.6InO2.7 with
La0.9Sr0.1Ga0.8Mg0.2O2.85 and YSZ, reported by
Goodenough [93] (Reproduced with permission from
Elsevier)

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 9 Crystal structure of
La10Si6O27 [110] (Green: La, Blue: Si, Red: O)
(Reproduced with permission from Elsevier)
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with decreasing ionic radius of the rare-earth
metal ions in the La site [113, 114]. The substitu-
tion sites of dopants should be taken into account
in considering ionic conductivities of such mate-
rials [106, 107, 110, 115, 116].

These materials are based on inexpensive La2O3

and SiO2 and can be synthesized at relatively low
temperatures, but cannot exhibit high conductivity
and density without sintering at and above 1873 K
[117]. The thermal expansion coefficient of
La10Si6O27 is 9.7–10.3 � 10�6 K�1. This value is
very close to that of YSZ (10.5 � 10�6 K�1) and
GDC (11.8� 10�6 K�1) [118, 119], indicating that
similar oxide electrodes may be used. There are a
few reports on fuel cell electrochemical perfor-
mance using a La0.9Sr0.1CoO3 � d cathode with a
Ni-SDC cermet anode [110, 116, 119]. The results
show 50% better performance than that with Pt
electrodes [119]. The interdiffusion of La and Sr
in the electrode and in the electrolyte can be tech-
nological issues, as observed also in the LSGM
electrolyte-based cells.

La9.33 + xGe6O26 + 3x/2 (x = 0–2.67)
It has been already reported that La/Ge oxides
exhibit a phase transition from triclinic to

hexagonal phase at around 1000 K [120]. This
phase transition disappears by substitution of La
by Sr [121]. A similar phase transition is observed
in La2GeO5 [122]. The ionic conductivity of
LaxGe6O12 + 1.5x exhibits the highest value in the
apatite region, while this result is not the same as
in the lanthanum silicates [105, 119, 123]. Due to
the volatility of Ge, La2GeO5 is difficult to syn-
thesize in the stoichiometric ratio of La/Ge [124].

Protonic Conductors

General
In general, most ionic conductors currently used
for solid electrolytes in SOFCs are oxygen
ionic conductors. However, the use of proton-
conducting oxides allowing for lower-
temperature operation is anticipated to have
a beneficial effect on durability at long-term oper-
ation. There are at least two approaches for this
aim from the electrolyte materials selection view-
point. One approach is to increase the oxygen
ionic conductivity of the electrolytes, and another
approach is to use a proton-conducting oxide
which exhibits smaller temperature dependence
(i.e., lower activation energy) of the ionic
conductivity.

There are many kinds of proton-conducting
oxides widely known in the literature, for exam-
ple, by Kreuer [125]. In a very early study,
C. Wagner had already reported the presence of
protons in stabilized ZrO2 [126]. Hydrated oxides
such as WO3�nH2O, phosphates such as Zr
(HPO4)2, b-alumina, b00-alumina, zeolites, and
heteropoly acid are good examples of proton-
conducting oxides [9, 125, 127–130]. Acid salts
such as CsHSO4 are also considered as electrolyte
materials for fuel cells operating at lower temper-
atures [131, 132].

Various perovskite-type oxides [133, 134], as
well as Ba2In2O5 [135–137], and La10Ge6O27

[120, 138, 139] exhibit protonic conductivity.
Among these materials, the perovskite-type
oxides show outstanding protonic conductivity.
To mention a few, SOFCs with BaCe0.8Y0.2O3 � d

solid electrolytes can be operated at low tempera-
tures above 400 �C [140, 141], and a power

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 10 Comparison of the
oxygen ionic conductivity of lanthanum silicate with
La0.9Sr0.1Ga0.9Mg0.1O3 and oxides with the fluorite struc-
ture [110]
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density of 100 mW/cm2 at 500 �C has been
achieved (Fig. 11, [141]).

Perovskite-Type Oxides
Regarding protonic conduction in perovskite-type
oxides (ABO3), Takahashi and Iwahara [81] dis-
covered the interesting phenomenon that protonic
conduction appeared in SrCeO3 at high tempera-
tures, which was associated with the presence of
oxygen vacancies [125]. They revealed that
BaCeO3 has high hydrogen solubility by using
deuterium absorption measurements [142]. This
material exhibited mixed conductivity of oxygen

ions and protons, which was strongly affected by
the Ba/Ce ratio [143, 144]. When the Ba/Ce ratio
was more than 1.05, such oxides exhibited high
protonic conductivity. When the Ba/Ce ratio was
less than 1, it behaved as an oxygen ionic conduc-
tor, although the conductivity was relatively low
[145]. They also investigated the effect of partial
substitution in detail [146–153].

The most important reaction leading to the
formation of protonic defects at moderate temper-
atures is the dissociative absorption of water
which requires the presence of oxide ion vacan-
cies V • •

O . Those defects may be formed intrinsi-
cally by varying the ratio of main constituents

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels), Fig. 11 (a) I-V
characteristics (closed
symbols) and power density
curves (open symbols), (b)
ohmic loss and (c) electrode
overpotentials (anode +
cathode) of a H2-O2 proton
conductor thin film SOFC
operated at 700–500 �C,
reported by Matsumoto
et al. [141] (Reproduced by
permission of Elsevier)

Fuel Cells (SOFC): Alternative Approaches (Electrolytes, Electrodes, Fuels) 603



(e.g., in Ba3Ca1 + xNb2 � xO3 � d [154] or
Ba2YSnO5.5 [155]), or they may be formed extrin-
sically to compensate for an acceptor dopant R. In
the case of perovskite-type oxides, one generally
employs a substitution of up to 25% of the B-site
cation by a lower-valence cation (i.e., A(B1 � xRx)
O3 � d in the following denoted R:ABO3). In order
to form protonic defects, water from the gas phase
dissociates into a hydroxide ion filling an oxide
ion vacancy and a proton forming a covalent bond
with a lattice oxygen. In Kröger-Vink notation,
this reaction is written:

H2Oþ V • •
O þ Ox

O ⇄ 2OH •
O (1)

by which two hydroxide ions substituting for
oxide ions, that is, two positively charged protonic
defects OH •

O

� �
, are formed. The hydroxyl ions

form dynamical hydrogen bonds with neighbor-
ing lattice oxygen, and proton transfer through
these hydrogen bonds combined with the rota-
tional diffusion of this defect allows the protonic
charge to migrate [156].

For perovskite-type oxides, the proton solubil-
ity decreases, but the stability to CO2 increases as
the basicity of B-site ions decreases in the order of
Ce ! Zr ! Sn ! Nb ! Ti [156]. The best
compromise for high proton conductivity and
chemical stability is found for Y-doped BaZrO3,
but unfortunately, this material exhibits large

grain boundary resistance, and it still reacts
slightly with CO2 under certain conditions
[157]. Chemical stability against CO2 has been
demonstrated recentlywithBaCe0.3Zr0.5Y0.2O3� d

by Fabbri et al. [158].
Proton concentration is proportional to the sol-

ubility of water into oxygen vacancies. Such a
protonic conductor tends to lose water at high
temperatures, which results in a decrease in the
carrier density and also a decrease in conductivity.
Figure 12 shows the amount of water dissolution
measured by the gravimetric analysis for protonic
conductors [156]. The perovskite-type proton-
conductive oxides have enough carrier density in
the temperature range from ca. 300 to 500 �C. On
the other hand, mobility changes with temperature
according to the Arrhenius equation with activa-
tion energy approximately from 0.3 to 0.6 eV. As a
result, these protonic conductors exhibit their
maximum conductivity at certain temperatures as
shown in Fig. 13 [156].

It is extremely important that the ionic trans-
ference number is high enough to be used as a
solid electrolyte in fuel cells. The Ce4+ cation has
a tendency to be reduced easily, so that electronic
conduction caused by the reduction of Ce4+ ions
becomes a problem in the case of the CeO2-
containing electrolyte. BaCeO3-based oxides con-
tain Ce ions, exhibiting certain electronic conduc-
tivity by reduction [157]. Transport parameters

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels),
Fig. 12 Normalized
hydrogen isobars
(pH2O = 23 hPa) for
different perovskites,
reported by Kreuer
[156]. For BaZrO3-based
compositions, data for
different hypovalent
dopants (Y, Sc, Gd, In) are
included (Reproduced by
permission of Annual
Reviews)
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including activation enthalpies of hole and proton
conduction have been reported [157, 159].

It is commonly believed that this is because the
band gaps of the perovskite-type protonic conduc-
tors are considerably large, ranging from 4.5 to
5 eVor even larger [160]. On the other hand, hole
conduction appears in an oxidizing atmosphere.
However, the temperature dependence of the hole
conductivity is larger than that of the protonic
conductivity. Oxygen vacancies are filled with
water dissolved in various oxides, as shown in
Fig. 12, at temperatures below 500 �C, leading
to a high protonic conductivity in an oxidizing
atmosphere.

Alternative Electrode Materials

Cathode Materials

Current Cathode Materials
The majority of investigations related to SOFC
cathode materials have been concentrated on
oxides with the perovskite structure [2–4,
161]. The oxides commonly used are SrO-doped

LaMnO3 with an A-site deficiency
((La1 � xSrx)1 � yMnO3 � d; x = 0.1–0.5,
0 � y < 0.1). For example, La0.86Sr0.14MnO3

exhibits an electronic conductivity of
1.4 � 104 S/m at 1000 �C [162]. The electronic
conductivity increases with increasing alkaline-
earth cation (Sr2+) concentration up to x 	 0.5.
The increase in Sr content, however, is accompa-
nied with an increase in thermal expansion coef-
ficient [161–168]. The perovskite structure is very
tolerant with changes in the ionic radius of the A-
and B-site cations, allowing many possibilities to
substitute host cations with various dopants.
Related perovskite oxides have also been investi-
gated. The A site in this perovskite can be
substituted with other rare-earth oxides (e.g.,
Y1 � xCaxMnO3) [169–172] and with other
alkaline-earth oxides (La1 � xCaxMnO3)
[173–175]. This structure can also accommodate
a high concentration of cation vacancies, particu-
larly on the A site as (La1 � xSrx)1 � yMnO3 [22,
176–179]. By substituting the B site, the elec-
tronic conductivity and other properties such as
nonstoichiometry, oxygen vacancy concentration,
and catalytic activity can be changed considerably

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels), Fig. 13 Ionic
conductivity of proton-
conductive perovskite type
oxides, reported by Kreuer
[156] (Reproduced by
permission of Annual
Reviews)
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[163, 180, 181]. The Mn cation has been
substituted with Fe, Co, Ni, and Cu, which
enhances the electronic conductivity [180,
182]. Transition metal cations can be substituted
on the B site like in La1 � xSrxMn1 � yCoyO3 or in
La1 � xSrxFe1 � yCoyO3, exhibiting excellent
ionic conductivity as well as high electronic con-
ductivity [21, 182–190]. The electronic conduc-
tivity of several perovskite oxides is shown in
Fig. 14 [180]. Those compounds may be favored
for their high electronic conductivity, particularly
for planar fuel cell configurations, where in-plane
electric current flow is essential in the relatively
thin cathode layers. In recent SOFC systems
under development, Sr-doped LaMnO3 is still
widely used as the state-of-the-art cathode mate-
rial for ZrO2-based electrolytes [2–4, 161, 191].

In addition, cathode materials with mixed ionic
and electronic conductivities can expand the elec-
trode reaction area, leading to a decrease in
cathodic overvoltage [2, 161, 192]. The perov-
skite oxides exhibit excellent electronic

conductivity, and in specific compounds and con-
ditions, they possess high ionic conductivity. The
ionic conductivity of La0.6Sr0.4MnO3 measured
by Steele et al. [193] was 10�5 S/m at 900 �C in
air, which is six orders of magnitude lower than
the ionic conductivity of 8 mol% Y2O3-doped
ZrO2 electrolyte. Therefore, the SrO-doped
LaMnO3, the state-of-the-art cathode material, is
a poor mixed conductor [193]. However, the
oxide becomes a mixed conductor in reduced
state (at low oxygen partial pressure) [192, 194],
as expected from the defect chemistry [22, 163]
and electrocatalytic properties [195].

On the other hand, SrO- or CaO-doped
LaCoO3 and LaFeO3 are excellent mixed conduc-
tors in ambient atmosphere [22, 180, 186–189,
193], where ionic conduction occurs via the
oxygen vacancy mechanism [196]. Teraoka
et al. [188] have reported that the
La1 � xSrxCo1 � yFeyO3 � d exhibits ionic con-
ductivity ranging from 10 to 103 S/m, while the
ionic conductivity of doped ZrO2 electrolyte is

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels), Fig. 14 Electronic
conductivity of SrO-doped
LaBO3 (B = Mn, Co, Fe)
after Takeda et al. [180]
(Reproduced by permission
of ECS – The
Electrochemical Society)
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around 10 S/m. High ionic conductivity in
La0.6Sr0.4CoO3 has been confirmed by Steele
et al. to be 80 S/m at 900 �C [193]. Ionic conduc-
tivity also increases by substituting the B-site
cations with cations with a larger number of 3d
electrons from Fe to Co and Ni [182], consistent
with the increase in oxygen vacancy concentra-
tion [163]. The thermal expansion mismatch
between the cathode and the electrolyte, as com-
piled in Table 2, leads to insufficient contact and
thus the detachment of cathode layers, which
limits the SOFC applications of such mixed
conducting cathode materials.

Alternative Cathode Materials
Perovskite oxides using smaller lanthanide ele-
ments than La, such as Gd1 � xSrxCoO3 [197],
Sm1 � xSrxCoO3 [198], Pr1 � xSrxMnO3, and
Nd1 � xSrxMnO3 [199] have been investigated as
cathode materials in order to decrease reactivity
with the YSZ electrolyte. Compatibility with YSZ
electrolyte was further improved for
Gd1 � xSrxCo1 � yMnyO3 [200] by substituting
Co with Mn on the B site due to lower reactivity
and matching of thermal expansion coefficients.
Substitution of Co with Fe on the B site
also decreases their thermal expansion coefficient.

Fuel Cells (SOFC): Alternative Approaches (Electrolytes, Electrodes, Fuels), Table 2 Thermal expansion coeffi-
cients of perovskite oxides for SOFC cathode applications [33, 168, 184, 186]

Materials Thermal expansion coefficient (� 10�6/K) Temp. range (�C)
ZrO2 ZrO2–8 mol%Y2O3 10.5 25–900

LSM La0.85Sr0.15MnO3 11.7 25–900

La0.5Sr0.5MnO3 12.6 25–900

La0.99MnO3 11.2a 25–1000

La0.94Sr0.05MnO3 11.7a 25–1000

La0.89Sr0.10MnO3 12.0a 25–1000

La0.79Sr0.20MnO3 12.4a 25–1000

La0.69Sr0.30MnO3 12.8a 25–1000

LSC La0.85Sr0.15CoO3 18.7 25–900

La0.7Sr0.3CoO3 18.3 25–900

La0.5Sr0.5CoO3 22.0 25–900

La0.3Sr0.7CoO3 15.6 25–900

LSCM La0.85Sr0.15Mn0.8Co0.2O3 11.8 25–900

La0.85Sr0.15Mn0.5Co0.5O3 14.6 25–900

La0.5Sr0.5Mn0.5Co0.5O3 14.9 25–900

La0.8Sr0.2Mn0.8Co0.2O3 11.1b 200–800

La0.8Sr0.2Mn0.6Co0.4O3 13.7b 200–800

La0.8Sr0.2Mn0.4Co0.6O3 16.5b 200–800

La0.8Sr0.2Mn0.2Co0.8O3 17.0b 200–800

La0.8Sr0.2CoO3 17.8b 200–800

LSCF La0.8Sr0.2Co0.8Fe0.2O3 18.4 25–900

La0.2Sr0.8Co0.8Fe0.2O3 24.0 25–900

La0.8Sr0.2CoO3 19.7c 100–1000

La0.8Sr0.2Co0.8Fe0.2O3 20.7c 100–1000

La0.8Sr0.2Co0.6Fe0.4O3 20.0c 100–1000

La0.8Sr0.2Co0.4Fe0.6O3 17.7c 100–1000

La0.8Sr0.2Co0.2Fe0.8O3 15.1c 100–1000

La0.8Sr0.2FeO3 12.9c 100–1000
aSee Ref. [168]
bSee Ref. [184]
cSee Ref. [186]
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Perovskite oxides using Co and Fe for the
B site, such as Pr1 � xSrxCo1 � yFeyO3 � d,
Nd1 � xSrxCo1 � yFeyO3 � d, and Gd1 � xSrxCo1 �
yFeyO3, exhibit high electrical conductivity
above 600 �C as shown in Fig. 15 and exhibit
good catalytic activity on GDC electrolytes in
the intermediate operational temperature range
(600–800 �C) [201, 202], as shown in Fig. 16.

Sm0.5Sr0.5CoO3 has been used as a cathode
material for the LSGM electrolyte, and a low
cathodic overpotential of less than 50 mV at 0.5
A/cm2 was obtained at 873 K [203]. BaCoO3 was
also investigated as a novel cathode material for
the LSGM electrolyte. Ba0.6La0.4CoO3 showed a
high surface activity for oxygen dissociation and
exhibited the same level of cathodic overpotential
as Sm0.5Sr0.5CoO3 as shown in Fig. 17 [204].

Perovskite oxides containing Ba in the A site
were proposed as cathode materials for a lower-
temperature operation. Many of them have been
investigated in combination with CeO2-based
electrolytes. High power density of more than
1 W/cm2 was obtained at 600 �C by using
Ba0.5Sr0.5Co0.8Fe0.2O3 � d (BSCF) for the cathode
on a thin SDC electrolyte (12–20 mm in thickness)

as shown in Fig. 18 [205]. Enhancement
of electrical conductivity by an addition of Sm
to BSCF was also reported, which resulted in
further improvement of cathode performance
at low operational temperatures [206].
Ba0.5Sr0.5Co1 � yFeyO3 � d possessed low
vacancy formation energy with low oxygen
migration barrier [207]. However, BSCF cathode
could degradate in the presence of CO2 in ambient
air, owing to the reaction with alkaline-earth ele-
ments, resulting in the formation of Ba and Sr
carbonates [208, 209].

Regarding durability of SOFC cathodes, Cr
poisoning phenomena of cathode materials have
been investigated to better understand long-term
cell performance. Taniguchi et al. clarified that not
only the vapor pressure of Cr species but also the
cathodic overvoltage affects the degradation rate
for a cell using La0.9Sr0.1MnO3 [210]. In addition,
reaction between the Cr vapor and the cathode
material can decrease the vapor pressure and con-
tribute in delaying the beginning of cell perfor-
mance degradation [211]. Matsuzaki et al.
reported that the use of La0.6Sr0.4Co0.2Fe0.8O3

(LSCF) on Ce0.8Sm0.2O1.9 electrolyte drastically
reduced the Cr poisoning in comparison with
La0.85Sr0.15MnO3 [212]. LaNi0.6Fe0.4O3 (LNF)
was also proposed as a novel cathode material,
exhibiting high tolerance to the Cr poisoning.
Chiba et al. have first reported that LNF possesses
suitable properties for operating at low tempera-
tures [213]. LNF has shown high electronic con-
ductivity of 580 S/cm at 800 �C and relatively
closer thermal expansion coefficient of
11.4 � 10�6 K�1 (30–1000 �C) to that of YSZ
than La0.8Sr0.2MnO3(LSM). Furthermore, it is
also revealed that LNF has higher tolerance to
Cr poisoning thanLSMandLSCF [214]. Figure 19
shows the comparison of cathodic overvoltage by
Cr poisoning between LSCF and LNF. Concerning
the Cr poisoning phenomena, Jiang et al. [215]
explained that the deposition of Cr in the LSM
cathode is initiated by the nucleation reaction
involving the gaseous Cr species and Mn2+, which
are generated by the cathode polarization and
regarded as nucleation agents. SrO is identified as
a nucleation agent in the case of LSCF. As a result,
they concluded that LNF exhibits high tolerance to

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 15 Temperature depen-
dence of the electrical conductivity for
Ln0.4Sr0.6Co0.8Fe0.2O3 � d (Ln = La, Pr, Nd, Sm, Gd),
reported by Tu et al. [201] (Reproduced with permission
from Elsevier)
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Cr poisoning because it has no nucleation agent
under any electrochemical condition [215]. In
terms of electrochemical properties at low temper-
atures, an electrode resistance of approximately
0.1 O cm2, corresponding to the cathode polariza-
tion, was achieved at 700 �C in the case of a LNF-
YSZ composite cathode which was made by infil-
trating LNF into porous YSZ [216].

Another type of oxide with the general formu-
lation of A2BO4 + d (e.g., La2 � xSrxNiO4 + d

[217], Nd2NiO4 + d [218, 219], Pr1.4Sr0.6NiO4

[220], and Sm0.5Sr1.5CoO4 � d [221]) has also
been investigated for intermediate-temperature
(900–1000 K) operation. Their K2NiF4-type
structure allows for some slight oxygen over-
stoichiometry. Oxygen excess, accommodated
by oxygen interstitials rather than cation

vacancies, leads to high values of oxygen tracer
diffusion coefficient. Current density of 0.5
A cm�2 at 0.7 V was obtained at 700 �C with an
anode-supported half-cell with a Nd1.95NiO4 + d

cathode and a YSZ electrolyte [219].
In order to enhance the catalytic activity of the

cathode for oxygen reduction and thus to increase
the electrochemical performance, an addition of
noble metals has also been investigated [222]. By
the addition of silver to a LSCF-CeO2 composite
cathode, an improvement of cathode performance
at lower temperatures below 700 �C was mea-
sured [223, 224]. Consequently, Ag improved
the surface exchange step of oxygen from the
gas phase into the oxide [223]. Cell performance
of more than 500 mW/cm2 at 0.7 Vat 700 �C was
obtained using anode-supported cells with LSCF-

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 16 Cathodic polarization
curves for Ln0.8Sr0.2Co1 � yFeyO3 � d ((a) Ln = Pr, (b)

Ln = Nd, (c) Ln = Gd) cathodes on GDC electrolytes at
700 �C, reported by Qiu et al. [202] (Reproduced with
permission from Elsevier)
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coated Ag cathode and YSZ electrolyte
[225]. Generally speaking, Sr-doped LaMnO3

and related materials are suitable for high-
temperature operation of SOFCs, while more
electrochemically/catalytically active alternative

cathode materials may be needed especially for
lower operational temperatures.

Anode Materials

Current Anode Materials
In state-of-the-art SOFCs, Ni-based cermet
anodes are commonly used, which exhibit excel-
lent electrocatalytic activity for anodic electro-
chemical reactions, fuel oxidation, and internal
reforming, as well as sufficient current collection
[2–4, 161, 226]. Due to the requirements of oper-
ation in reducing environments and high elec-
tronic conductivity, pure metallic electrodes are
generally used as anodes. Several metals such as
Ni, Ru, Pt, and Co have been studied as anode
materials [161, 227, 228]. Ni exhibited the lowest
anodic overpotentials [161, 227], while Ru could
be an excellent anode material [228]. Pure Ni has
electronic conductivities of 1.4 � 105 Scm�1 and
2.6 � 104 Scm�1 at 298 K and 900 K, respec-
tively, a thermal expansion coefficient of
ca. 14.6 � 106 K�1, and a melting point of
1455 �C [229]. The transition metals, which
show higher activities for the oxidation of hydro-
gen, tend to change their microstructures at high
temperatures under the reducing conditions of the

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 17 Temperature depen-
dence of cathodic overpotential of the Ba0.6La0.4CoO3

cathode on the LSGMC electrolyte as a function of current
density, reported by Ishihara et al. [204] (Reproduced with
permission from Elsevier)
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Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 18 Performance obtained
from a Ba0.5Sr0.5Co0.8Fe0.2O3 � d(�20 mm)|
Sm0.15Ce0.85O2 � d(�20 mm)|
Ni + Sm0.15Ce0.85O2 � d(�700 mm) fuel cell. (a) Cell

voltage and power density as a function of current density
and (b) area-specific resistances of the electrodes, reported
by Shao and Haile [205] (Reproduced with permission
from Nature Publishing Group)
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anode, that is, coalescence of metal particles leads
to anode densification. To stabilize the anode
morphology in terms of porosity and thermal
expansion coefficients, in general, cermets are
used, where the ceramic component provides a
rigid network and hinders the porous anode mor-
phology from coalescence. The ceramic compo-
nent also ensures to make the thermal expansion
coefficient similar to that of the electrolyte
materials.

Internal reforming of hydrocarbon-based fuels
can also occur on the Ni surface in the cermet
anode. In an SOFC cermet anode, substantially
long triple phase boundaries (TPB) can be
achieved, and given that solid networks of two
phases (electronic conductors and ionic conduc-
tors) are obtained throughout the anode volume. It
has been well accepted that the electrochemical
reaction occurs around the TPB, where oxygen
ion conductor (electrolyte), electron-conducting
metal phase (Ni), and gas phase all meet together
[2, 161].

Alternative Anode Materials

General
While Ni/YSZ cermet is the most preferred anode
material for SOFCs operating with hydrogen-
containing fuels, there are several efforts to find
alternative materials for the SOFC anode. Many
studies on oxide anodes have been made for

perovskite-related oxides. LaCrO3 [230–237],
LaFeO3 [238], LaTiO3 [239], and SrTiO3

[240–243] systems are considered as possible
alternative anode materials.

Perovskite-Type Oxide
LaCrO3-based oxides are well known as intercon-
nect materials for SOFCs. They have high dura-
bility in reducing atmosphere. The oxygen-
deficient perovskite La0.75Sr0.25Cr0.5Mn0.5O3,
used as an anode material by Tao et al. [230], is
stable in both fuel and air atmospheres and has
revealed stable electrode performance, as shown
in Fig. 20 [230]. However, this material has a low
electronic conductivity in reducing anode atmo-
sphere and is not stable to sulfur impurities in the
fuel [231]. Its long-term performance has been
proven unsatisfactory [231]. Sr2MgM0O6–8

exhibited a sulfur tolerance up to 50 ppm H2S
[232]. Experimental results on the
La0.8Sr0.2Cr0.97 V0.03O3 (LSCV)-YSZ composite
anode have demonstrated that the electrochemical
performance is comparable to that of Ni/YSZ after
48 h operation [233].

Ruiz-Morales et al. [234] demonstrated sym-
metrical fuel cells (SFCs) using the same material
La0.75Sr0.25Cr0.5Mn0.5O3 � d (LSCM) on both the
anode side and the cathode side. Due to its
enhanced electrochemical properties under both
reducing and oxidizing conditions, LSCM-based
SFCs offered sufficient performances, 0.5 and 0.3
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Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 19 Cathodic overvoltage
(IR corrected) for cells using (a) LSCF cathode and (b)
LNF cathode as a function of time: (•) cell with Inconel

600 at 0.7 A cm�2 and (▪) cell without Inconel 600 at 0.7
A cm�2, reported by Komatsu et al. [214] (Reproduced by
permission of Elsevier)
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Wcm�1 at 950 �C using H2 and CH4 as fuels,
respectively [234].

Sauvet et al. [235] have studied the electro-
chemical properties of La1 � xSrxCr1 � yRuyO3 � d

(x= 0.2–0.4, and y= 0.02 and 0.05) for hydrogen
and methane fuels at 750 and 850 �C. They found
the best performances obtained with 30% of Sr
doping, and the variation of the ruthenium con-
tent, approximately between 0.02 and 0.05, had
little influence on the electrochemical results. At
750 �C, the polarization resistance was 3.7 O cm2

in hydrogen and 40 O cm2 in methane for the
YSZ/CeO2/graded La0.7Sr0.3Cr0.95Ru0.05O3-YSZ
structure [235]. Sauvet et al. also studied
La1 � xSrxCr1 � yNiyO3 � d compositions as
novel anode materials. They have found that
these materials have catalytic activity, but less
than that of Ni composites [236, 237].

Lanthanum ferrites have also been investigated
as potential anode materials. They are already
known for high mixed electronic and ionic con-
ductivity and good oxygen exchange kinetics.
However, they have poor stability at lower oxygen
partial pressures in the reducing atmosphere. The
stability, however, could be improved by mixing
with GDC [238].

(La, Sr)TiO3 has been investigated as alterna-
tive SOFC anodes, along with other A-site-
deficient lanthanides. Nevertheless, it has poor

conductivity than Ni/YSZ cermet [239]. Doped
SrTiO3 could be an interesting anode material,
and the mixed conductivity of La-doped and
Fe-doped SrTiO3 is widely influenced by the
chemical composition [240, 244, 245]. SrTiO3

doped with Y [241] and La [242] exhibits
increased electrical conductivity. Unfortunately,
the high-temperature electrical conductivity of
various perovskite anodes is still lower than that
of the conventional Ni/YSZ cermet for the use as
SOFC anodes [243].

Other Transition Metal Cermets
The Cu-based anode cermet has been extensively
studied. For example, Park et al. [246, 247] dem-
onstrated that the anode composed of Cu/Sm2O3-
CeO2/YSZ was active for direct electrochemical
oxidation of alkanes and alkenes, such as meth-
ane, ethane, butane, butene, hexane, and toluene,
at the operating temperature of 700 �C. CeO2

plays an important role as a primary catalyst mate-
rial for oxidizing hydrocarbons, and the main role
of Cu is to provide electrical conductivity. Zhou
et al. [248] reported good performance of CeO2-
Rh anodes for the direct electrochemical oxidation
of waste vegetable oil, which led to stable current
density of 500 mA cm�2 over 100 h under the
condition of 0.5 V and 700 �C.

Alternative Fuels

Fuel Flexibility
SOFCs are the most flexible fuel cells with respect
to the type of fuels [1, 246–255] which can be
supplied directly to the anodes. This is partly due
to their high operational temperatures suitable for
internal reforming within the anodes. Because of
their multi-fuel capability, not only hydrogen and
carbon monoxide [256] but also various types of
fuels such as hydrocarbons, alcohols, and biogas
could be used via internal reforming and/or via
simple external reforming [246–249,
257–260]. Practical fuels comprise natural gas
(consisting mainly of CH4 with a small amount
of other hydrocarbons such as C2H6), coal gas
(consisting mainly of CO and H2), liquefied petro-
leum gas (LPG, consisting mainly of C3H8 with

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 20 Temperature (T)
dependence of total conductivity (s) of
La0.75Sr0.25Cr0.5Mn0.5O3-d in air and 5% H2, reported by
Tao and Irvine [230] (Reproduced with permission from
Nature Publishing Group)
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C4H10), naphtha (consisting mainly of C5 and C6

hydrocarbons), gasoline (consisting mainly of
hydrocarbons with carbon numbers around 8),
kerosene (consisting mainly of hydrocarbons
with carbon numbers around 12), diesel fuel
(consisting mainly of hydrocarbons with carbon
numbers around 14–16), alcohols, dimethyl ether,
and biogas (consisting mainly of CH4, CO2, and
H2O) [251, 252].

In any case, one of the most important issues to
be prevented in SOFC systems is carbon deposi-
tion (coke formation) from the fuels. Figure 21
shows the equilibrium products for (a) methane-
and (b) methanol-based fuels with the steam-to-

carbon (S/C) ratio of 1.5 at elevated temperatures
[251]. Assuming thermochemical equilibrium,
carbon deposition is not expected to occur within
a wide temperature range. The calculated results
for various other fuels mentioned above have been
shown elsewhere [251]. The minimum amounts
of H2O (water vapor) necessary to prevent carbon
deposition are shown in Fig. 22 for hydrocarbon
fuels. While S/C of 1.5 is enough for CH4, higher
S/C is needed with increasing carbon number of
hydrocarbons, especially at lower temperatures.
Such dependencies have also been revealed for
O2 (partial oxidation) and CO2 (CO2 reforming)
[251] to prevent carbon deposition.

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels),
Fig. 21 Equilibrium
products from (a) methane-
and (b) methanol-based
fuels with the steam-to-
carbon ratio of 1.5
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It has been found that the major equilibrium
constituents in fuel gases are H2(g), H2O(g), CO
(g), CO2(g), CH4(g), and C(s) [251]. Since their
equilibrium compositions depend solely on the
C─H─O ratio, we can plot, on C─H─O diagrams
[252, 253, 255], parameters relevant to optimize
operational conditions, including carbon deposi-
tion region, gas partial pressures, and electro-
motive force. Figure 23 shows the positions of
various fuel species for fuel cells [252]. Their
positions can be shifted by adding H2O (steam
reforming), O2 (partial oxidation), and/or CO2

(CO2 reforming) as co-reactants. Figure 24
shows the carbon deposition limit lines, the
carbon-rich side of which corresponds to the car-
bon deposition region at each temperature. From
Figs. 23 and 24, we see that an addition of
co-reactants is necessary to prevent carbon forma-
tion at SOFC operational temperatures from most
fuels shown in Fig. 23. Once the C─H─O ratio is
specified, C─H─O ternary diagrams are useful to
derive relevant operational parameters without
any additional thermochemical calculations [252].

Apart from such thermochemical processes,
also, kinetic phenomena may dominate electrode
performance. In the following sections, various
practical fuels are experimentally examined, the
use of which may enable broader application of
SOFCs.

Practical Fuels
City gas (town gas) is used as the state-of-the-art
fuel for the first-generation commercial SOFC
systems. City gas, consisting mainly of CH4

from the natural gas, may be partially pre-
reformed before supplying to the SOFC systems.
Figure 25 shows the comparison of the current-
voltage (I-V) characteristics between a H2-based
fuel and a typical SOFC fuel (50% pre-reformed
CH4 with S/C = 2.5) [261]. The cross section of
a typical SOFC used for this electrochemical mea-
surement (see Fig. 25) is shown in Fig. 26. This
simulated practical SOFC fuel for distributed
cogeneration systems consists of the one-to-one
mixture of fully reformed CH4 with S/C= 2.5 and
non-reformed CH4 with S/C= 2.5. While too low
S/C may result in carbon deposition, excessive
amount of H2O causes lower OCV and may
cause re-oxidation of Ni at high fuel utilization
of the SOFC systems.

As practical SOFC fuels may contain a small
amount of sulfur as an impurity, H2S poisoning
should be considered with respect to various
operational conditions [262–266]. As an exam-
ple, Fig. 27 shows the cell voltage, the anodic
polarization, and the ohmic loss on the anode
side, measured for 50% pre-reformed CH4-
based fuel with S/C = 2.5 containing 5 ppm
H2S. An initial cell voltage drop followed by a

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels), Fig. 22 Minimum
steam-to-carbon (S/C) ratio
needed to prevent carbon
deposition in
thermodynamic equilibrium
for hydrocarbons [251]
(Reproduced with
permission from ECS – The
Electrochemical Society)
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Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels), Fig. 23 Various
hydrocarbons and related
species in the C─H─O
diagram [252] (Reproduced
with permission from
ECS – The Electrochemical
Society)

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 24 Carbon deposition
limit lines at various temperatures in the C─H─O diagram

[252] (Reproduced with permission from ECS – The Elec-
trochemical Society)
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Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels),
Fig. 25 Comparison of the
cell voltage and anodic
losses in using 3%
humidified H2 and 50% pre-
reformed CH4 (S/C = 2.5)
as fuels at 800 �C. Anodic
loss includes anodic
overpotential and anode-
side ohmic loss [261]
(Reproduced with
permission from Dr. Kengo
Haga)

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 26 FESEM micrographs
of typical cathode and anode. Electrochemical

performance of this cell is shown in Fig. 25. The compo-
sition of each electrode layer is also shown [261]
(Reproduced with permission from Dr. Kengo Haga)
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quasi-steady-state cell voltage can be observed
associated mainly with an increase in anodic
polarization and almost constant IR loss, up to
3000 h [262]. Exactly speaking, cell voltage
generally decreased up to ca. 200 h and then
remained almost constant but with a slightly
higher degradation rate of 0.68%/1000 h with
5 ppm H2S, compared to the degradation rate of
0.3%/1000 h without H2S impurity [262]. This
result clearly shows that SOFC is more tolerant
against sulfur poisoning compared to other types
of fuel cells, giving more flexibility in practical
fuel selection. Even so, it should be noted that
carbon deposition phenomena can be affected by
the simultaneous presence of sulfur impurities
and non-reformed hydrocarbons [262].

Poisoning mechanisms of sulfur, a typical
common fuel impurity, have been extensively
analyzed for various fuels, including H2, H2-CO,
CH4, partially reformed CH4, and simulated
biogas [263–266]. For relatively low concentra-
tions (ppm level) of sulfur, reversible processes
associated with adsorption/desorption of sulfur
have been considered as the predominant mecha-
nism [263–265]. At higher sulfur concentration
and/or lower operational temperature, an irrevers-
ible degradation, associated with the oxidation of

Ni due to a large anodic polarization, has been
observed [263, 264]. Sulfur poisoning to internal
reforming reactions is also serious, so that much
larger cell voltage drop has been observed in the
case where CH4-rich fuels are supplied [265].
In addition, the C─H─O─Ni─S stability diagram
suggests that the formation of Ni3S2 (melting
point 787 �C) could be possible for hydrogen-
poor fuels. Possible sulfur poisoning mechanisms
are summarized elsewhere [262, 265].

Poisoning phenomena have been analyzed for
other impurities, including chlorine, siloxane,
phosphorus, and boron on the anode side. Fig-
ure 28 shows FESEM micrographs of anodes
poisoned by these impurities of ppm levels
[266]. Chlorine poisoning is associated with
the sublimation of NiCl2 [267], while siloxane
poisoning leads to silica deposition [266]. Phos-
phorus is reactive with Ni to form a eutectic com-
pound [268]. The presence of boron accelerates
the grain growth of Ni in the anodes [266].

Various other types of fuels have been exam-
ined as possible SOFC fuels. Direct feeding of
hydrocarbon fuels has been reported including
gaseous fuels such as methane [246, 247, 269],
biogas [270], ethane [246, 247], and butane [246,
247], and liquid fuels such as n-decane [271],

Fuel Cells (SOFC):
Alternative Approaches
(Electrolytes, Electrodes,
Fuels), Fig. 27 Cell
voltage, anodic
polarization, and anode-
side IR loss, measured at
200 mA/cm2 during H2S
(5 ppm) poisoning at 800 �C
for the 50% pre-reformed
CH4 fuel with S/C = 2.5
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gasoline [271], synthetic diesel [272], crude and
jet fuel oils [273], vegetable oil [248], and biodie-
sel [274]. Generally speaking, the S/C ratio should
be optimized to prevent carbon deposition for
internal steam reforming, and the oxygen-to-
carbon (O/C) ratio should be adjusted for internal
partial oxidation. Fuel impurities in such practical
fuels should also be taken into account to maintain
cell performance and durability.

Alcohols
The use of alcohols as SOFC fuels is of techno-
logical interest, as alcohols (bioliquids) can be
derived from biomass and can be easily reformed.

In addition, direct-alcohol SOFCs could be an
alternative to direct-methanol fuel cells, typically
using polymer electrolytes at a low temperature
[4]. Power generation characteristics for alcohol-
based fuels and for the simulated reformed gas
(consisting mainly of H2, CO, and H2O) are
shown in Fig. 29 [257]. All these alcohols were
premixed with water, so that the C-H-O ratio was
fixed to the same value (C:H:O = 9:38:10 for all
fuels). It has been demonstrated that direct-
alcohol SOFCs are feasible, at least, for alcohols
with carbon number up to 4 (butanol) [257,
258]. In case that methanol was directly supplied,
the I-V characteristics were similar to those for the

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 28 Microstructural
change of anodes by various impurities: chlorine, siloxane,
phosphorus, and boron. Nanocrystalline Ni precipitates
after chlorine poisoning, melted Ni particles after phospho-
rus poisoning, and grown Ni grains after boron poisoning

can be distinguished, while deposited SiO2 (dark grains)
filling the porous Ni-cermet (bright grain) anode can be
seen in the cross section of the anode after the siloxane
poisoning [262, 266] (Reproduced with permission from
Elsevier)
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simulated reformed gas. However, with increas-
ing carbon number of alcohols, a decrease in cell
voltage was observed. From the gas analysis by
gas chromatograph, it has been revealed that the
compositions of the simulated reformed gas and
the methanol-derived fuel gas were almost the
same, well explaining the similar I-V characteris-
tics [257]. However, with increasing carbon num-
ber of alcohols, a decrease in H2 and CO
concentrations associated with a decrease in cell
voltage [257] was observed. Therefore, a higher
catalytic activity to reform alcohols at fuel elec-
trodes (or pre-reforming) is necessary to optimize
the performance of such direct-alcohol SOFCs.

Biogas
The use of biogas as a fuel for SOFCs is of both
technological and environmental interest [3, 4,
251, 260, 270, 275–278]. Biogas can be produced
from biomass via various procedures such as fer-
mentation and thermal decomposition. Organic
municipal wastes (biowastes) are all metabolized
by bacteria under anaerobic conditions producing
a mixed gas consisting of ca. 60% CH4 and 40%
CO2. Anaerobic fermentation which proceeds in
a reducing atmosphere enables us to extract
chemical energy of biowastes as CH4-rich biogas.
Figure 30 shows the equilibrium products from

biogas initially consisting of CH4 and CO2. High-
temperature equilibrium gas from the biogas
mainly consists of H2 and CO, so that a compara-
ble electrochemical performance with hydrogen-
based fuels [275, 277] is expected. This figure
also indicates that carbon formation is thermo-
chemically expected, so that an addition of H2O
(water vapor) and/or O2 is needed.

As practical examples, Fig. 31 shows the cell
voltages of internal reforming SOFC running on
biogas measured at 200 mA cm�2 [278]. Simu-
lated biogas with the CH4/CO2 ratio of 1.5 had led

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 29 Current-voltage char-
acteristics of SOFCs for alcohol-based fuels at 1000 �C
[257] (Reproduced by permission of ECS-The Electro-
chemical Society)

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 30 Equilibrium products
from biogas (CH4 60% and CO2 40%). The calculations are
performed by assuming that 1 kmol carbon is supplied

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 31 Performance of direct-
biogas SOFC: 1 month test of internal reforming SOFC
running on simulated and desulfurized actual biogases at
800 �C using anode-supported button cells
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to stable cell voltage above 0.8 V for 800 h with-
out pre-reformer and humidifier. The degradation
rate of only 0.4%/1000 h has proven that the
biogas-fueled SOFC can be operated in the inter-
nal reforming mode. As for the actual biogas, a
rather high voltage comparable to that obtained by
simulated biogas was achieved for 1 month. Mon-
itoring of biogas composition simultaneously
with the cell voltage has showed that voltage
fluctuation (a maximum of 50 mV level) is related
to the fluctuation of the CH4/CO2 ratio [270]
(Fig. 32). Abrupt decrease in CH4 concentration
(or abrupt increase in CO2 concentration) induced
temporarily lower cell voltage. The CH4/CO2

ratio in the actual biogas fluctuated between 1.4
and 1.7, corresponding to a CH4 concentration
ranging between 58 and 63 vol%. Biogas compo-
sition is influenced by many factors, for example,
kinds of organic wastes, their physical states, and
operational conditions of methane fermentation
such as temperature and pH of the waste slurry.

It should be noted that carbon deposition was
more noticeable for the desulfurized actual biogas
compared to simulated biogas. Judging from the
result of the gas analysis, carbon deposition is
probably triggered by traces of H2S in the
desulfurized biogas which can cause deactivation
of Ni catalyst for the dry reforming of methane
[270]. Acceleration of carbon deposition in the

presence of trace H2S was also reported for
SOFCs operated with partially reformed CH4-
based fuels [262]. Air addition to biogas is effec-
tive in preventing carbon deposition [277]. Solid
oxide fuel cells could therefore become a core
technology in a carbon-neutral zero-emission
renewable energy systems, as biogas can be effi-
ciently converted to electricity and heat, while
exhaust CO2 gas may be reused in photosynthesis
of biomass using solar energy.

Coal Gas
As one of the most abundant and inexpensive
fossil energy resources [279], coal can be used to
produce coal gas, with CO and H2 as main con-
stituents. Coal gas could be applied as a fuel for a
combined-cycle power plant with coal gasifier,
SOFCs, and gas (and steam) turbine(s) [2, 256,
280–284]. The concentration of water vapor and
carrier gas in such a gas depends on the gasifica-
tion procedures for the partial oxidation of coal by
air, oxygen, or water [280]. It is therefore of
technological relevance to analyze power genera-
tion characteristics of SOFCs operated with mixed
H2 and CO fuel gases, with consideration that coal
gas is CO-rich in general.

Figure 33 shows the I-V characteristics of a
SOFC at 1000 �C for different H2-to-CO ratios
[256]. The open-circuit voltage increased slightly

Fuel Cells (SOFC): Alternative Approaches (Electrolytes, Electrodes, Fuels), Fig. 32 Voltage fluctuation in
synchronization with the fluctuation of biogas composition during the long-term test (initial 200 h of Fig. 31 is shown)
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with decreasing fraction of CO gas, expected from
the oxygen partial pressures in thermochemical
equilibrium. Figure 33 shows that the I-V charac-
teristics improved, that is, the cell voltage
increased for a given current density with decreas-
ing CO concentration of the mixed gas. This
change in the I-V characteristics became

significant with increasing current density, but
this result clearly indicates that the mixture of
CO and H2, the major constituents of coal gas,
can be applied as SOFC fuels, provided that fuel
impurity effects can be avoided. It should be noted
that raw coal gas contains various kinds of fuel
impurities, so that poisoning effects should be
carefully examined. Influence of typical fuel
impurities in coal gas on electrochemical perfor-
mance and microstructural stability has been
extensively studied and discussed in the literature
[262–266, 268, 285–290].

Future Directions

The first-generation SOFC systems just commer-
cialized are constructed using the most common
materials such as stabilized ZrO2 electrolytes, La
(Sr)MnO3 cathodes, and Ni cermets, and applying
the most conventional fuels such as city gas.
However alternative materials and fuels could
expand the future applicability of SOFCs.
Table 3 briefly summarizes the state-of-the-art
and alternative materials for electrolytes, cath-
odes, and anodes, as well as possible fuels and
applications. Advanced materials may offer alter-
natives too, for example, high-temperature

Fuel Cells (SOFC): Alternative Approaches (Electro-
lytes, Electrodes, Fuels), Fig. 33 Typical I-V character-
istics of SOFCs for different H2-to-CO ratios at 1000 �C
[256] (Reproduced with permission from ECS – The Elec-
trochemical Society)

Fuel Cells (SOFC): Alternative Approaches (Electrolytes, Electrodes, Fuels), Table 3 State-of-the-art technologies
and typical alternatives of SOFC materials, fuels, and applications.

Electrolyte
materials

Cathode
materials

Anode
materials Fuels Possible applications

State-of-the-
art
technologies

ZrO2(Y2O3) (YSZ)
ZrO2(Sc2O3)
(ScSZ)
La(Sr)Ga(Mg)O3

La(Sr)
MnO3,
La(Sr)Co
(Fe)O3,
Sm(Sr)
CoO3

Ni/YSZ
Ni/ScSZ
Ni/
CeO2(Gd2O3)

City gas, LP
gas, H2

Stational cogenerations,
distributed power units,
combined power plants
(SOFC/turbine)

Typical
alternatives

CeO2(Gd2O3)
Gd2(ZrxTi1 � x)2O7

Ba2In2O5

La9.33Si6O26

La9.33Ge6O26

BaCe(Y)O3

BaZr(Y)O3

Ba(Sr)Co
(Fe)O3,
Gd(Sr)
CoO3,
Sm(Sr)
CoO3,
La2(Sr)
NiO4,
Nd2NiO4,
Ag-La
(Sr)
MnO3

La(Sr)Cr
(Mn)O3,
La(Sr)Cr(Ru)
O3,
Sr(La)TiO3,
CuYSZ
(CeO2)

Kerosene,
gasoline,
diesel, alcohol,
biogas/biofuel,
coal gas, DME

Automotive APU/power
units, stational applications
with kerosene, coal gas
power generation, portable
applications, direct-alcohol
SOFCs, carbon-neutral
power generation using
biofuels
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polymer electrolyte fuel cells, direct-alcohol fuel
cells, and portable fuel cells, as well as fuel cells
for power generation, cogeneration, and transpor-
tation. Advanced fuel electrode materials may
realize flexible SOFCs applicable to wide varie-
ties of fuels. Nanostructural design may consider-
ably improve their electrochemical performance,
for example, by tailoring nano-size and stress
effects, by reducing grain boundary resistivity, as
well as by introducing fast ionic/mixed
conducting pathways.

While most of the alternative materials and
fuels mentioned in this entry have not yet been
tested in fuel cell stacks/systems or even as a
single cell, they may have potential for wider
varieties of applications in the future. Among
others, the following possibilities should be
emphasized to consider future directions:
(1) High electrical efficiency beyond 50% is
attractive to bring about distributed power gener-
ation [291], where high ionic conductivity of the
electrolyte, low electrode polarization, low con-
tact resistance, and sufficient durability are essen-
tial. (2) Low-temperature SOFCs may actualize
mobile applications of SOFCs where much higher
ionic conductance and electrode activities should
be tailored [15, 292–297] and more sophisticated
materials design at microscopic levels becomes
important [9, 13, 298–300]. (3) As the operational
temperature of the low-temperature SOFC
approaches that of high-temperature PEFCs, we
may also learn much from materials and electro-
chemical research for PEFCs [301–305], which
may lead to an integration of materials research
between SOFC and PEFC. (4) Fuel-flexible
SOFCs may contribute to energy security by
using a wide variety of fuels and carbon-neutral
power generation by using regenerable energy
resources, for which robustness and poisoning
tolerance of electrodes may be critical [255, 260,
262]. SOFC researchers should take responsibili-
ties to fulfill their potentials and possibilities via
concept demonstrations of operating materials,
devices, and systems.

Readers may read references [9, 21, 23, 24, 26,
28, 29, 79, 100] to understand fundamental mate-
rials science related to the topic of this chapter. In
order to understand the very early stage of this
research field, readers may check references

[39, 40, 126]. Recent development and commer-
cialization of fuel cell technologies including
SOFCs have been compiled in Reference [306].
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Glossary

Electrical conductivity Also referred to as total
conductivity. This total conductivity has three
components: electronic n-type (electron charge
carriers), electronic p-type (electron hole
charge carriers), and ionic conductivity.

Electrocatalytic reaction Catalyzed reaction
that involves charge transfer.

Humidified fuel In this text, humidified fuel
refers to fuel that has been passed through
room temperature water and hence contains
3 mol% H2O.

OCP Open Circuit Potential. The potential dif-
ference measured between anode and cathode
for an SOFC with an open electronic circuit. If
the redox reactions occurring at the electrodes
are known, the OCP can be predicted using the
Nernst equation.

Overpotential The decrease in the maximum
driving force (OCP), in a working SOFC.
This is typically caused by charge transfer pro-
cesses in the electrodes.

Oxygen stoichiometry The oxygen content of a
solid oxide material. Most of the materials of
interest in this study exhibit variable oxygen
stoichiometry as a function of oxygen partial
pressure and temperature while maintaining
the cation structure.

Polarization resistance The electrical resistance
of the electrode of an electrochemical device
upon polarization.

SOFC Solid Oxide Fuel Cell. A fuel cell charac-
terized as having a solid oxide electrolyte that
separates the air electrode (cathode) from the
fuel electrode (anode).

TEC Thermal Expansion Coefficient. Some-
times referred to as the coefficient of thermal
expansion (CTE) and refers to the total expan-
sion of the lattice cell as a function of temper-
ature. For oxides with variable oxygen
stoichiometry, the TEC consists of the thermal
expansion and the chemical expansion. The
latter is the expansion due to changes in oxy-
gen stoichiometry. In this text it refers to the
total expansion.

Definition of the Subject

Solid Oxide Fuel Cells (SOFCs) are one of the
most promising technologies for future efficient
conversion of the chemical energy stored in fuels
to electrical energy. One of the primary advan-
tages of SOFCs is the potential to operate with a
wide variety of fuels. While H2 is the fuel of
choice for most fuel cells, operation with fossil-
derived and bio-derived hydrocarbon fuels would
bypass the costly requirement of a new H2 infra-
structure, and accelerate adoption of fuel cell tech-
nology. This is feasible as SOFCs transport
oxygen anions from the air electrode (cathode)
to the fuel electrode (anode). The primary barrier
to the realization of fuel flexible SOFCs is the
anode material set. Traditional SOFC anodes are
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based on Ni composites. While these are very
efficient for H2 and CO fuels, Ni catalyzes graph-
ite formation from dry hydrocarbons, leading to
rapid degradation of cell performance and possi-
ble mechanical failure. This motivates the devel-
opment of new anode materials and composites.
The principle requirements of an anode are oxy-
gen anion conductivity, electronic conductivity,
and electrocatalytic activity toward the desired
reaction. This entry reviews the primary issues in
direct hydrocarbon anode development and dis-
cusses the newmaterials and composites that have
been developed to meet this challenge.

Introduction

Traditional combustion-based methods of electri-
cal power generation convert the chemical energy
of a fuel to electrical energy via an intermediate
thermal step. In contrast, electrochemical systems,
such as batteries and fuel cells, promise increased
efficiency through the direct conversion of chem-
ical to electrical energy. This serves to reduce fuel
demand and decrease associated greenhouse gas
emissions per unit of electrical energy output. The
defining difference between a fuel cell and a bat-
tery is that a battery is a closed system with a finite
amount of “fuel,” whereas a fuel cell is an open
flow system with continuous feed of fuel and
oxidant. Where a battery becomes depleted and
must be recharged, a fuel cell continues to gener-
ate electrical power as long as both fuel and oxi-
dant are supplied to the cell. Therefore, fuel cells
are an efficient alternative for continuous power
generation from a chemical fuel source.

There are many types of fuel cells with the
primary differentiators between each type being
the ion transported across the electrolyte and the
operating temperature range. This entry focuses
on solid oxide fuel cells (SOFCs) [1–5]. Like all
fuel cells, SOFCs consist of three main compo-
nents: a cathode (air electrode), an anode (fuel
electrode), and an electrolyte (purely ion
conducting membrane between the cathode and
anode). Figure 1 is a schematic of the SOFC
operating principle, showing operation with CH4

fuel. The distinguishing feature of SOFCs is that

the electrolyte is a dense, oxygen anion
conducting but electronically insulating solid
oxide. The SOFC operating mechanism is
based upon the transport of oxygen anions from
an oxygen-rich environment at the cathode
(typically air) to an oxygen-lean fuel environment
at the anode. The fuel and air chambers are phys-
ically and electronically separated by the dense
electrolyte and the entire cell is sealed to prevent
gas-phase mixing of fuel and air. The anode and
cathode are ionically connected via the electro-
lyte, and electrically connected through an exter-
nal circuit.

Under operation, electrons from the external
circuit are utilized in the electrocatalytic reduction
of molecular oxygen to oxygen anions at the cath-
ode. These anions migrate through the electrolyte
from the cathode to the anode. Fuel is electro-
catalytically oxidized at the anode (consuming the
oxygen anions) and the liberated electrons flow
back to the cathode via external circuit, providing
useful work. The electrochemical driving force for
this process is the oxygen chemical potential dif-
ference between the cathode and anode compart-
ments. The maximum theoretical thermodynamic
driving force, the theoretical open circuit potential
(OCP), can be calculated from the Nernst equation.
This driving force is consumed as current is drawn
from the cell. The current generated for a given
potential drop from OCP, or overpotential, is

CO2 + 2H2O

AnodeCathode

Electrolyte
O2− transport

CH4(g) + 4O2− →

CH4

4O2−
2O2

CO2(g) + 2H2O(g) + 8e−
2O2(g) + 8e− → 4O2−

8e−
8e−

Direct Hydrocarbon Solid Oxide Fuel Cells,
Fig. 1 Solid Oxide Fuel Cell (SOFC) operating principle

634 Direct Hydrocarbon Solid Oxide Fuel Cells



determined by the magnitude of the resistive pro-
cesses within the cell electrodes and electrolyte.
Assuming a constant cell temperature, electrolyte
material, and electrolyte thickness, the cell current
is maximized by minimizing losses associated with
the reaction and transport in the electrodes. Since
power is the product of potential and current, max-
imizing current at a high potential leads to maxi-
mum power output. The typical performance plot
for an operating SOFC is a potential-current, or
voltage-current (V-I) plot with accompanying
power-current curve. An example is shown in
Fig. 2 for an SOFC operating with H2, CH4, and
n-C4H10 fuels at 700 �C.

The most commonly utilized SOFC electrolyte
is 8 mol% yttria-stabilized zirconia (YSZ). YSZ is
utilized as it is an almost pure oxygen ion conduc-
tor with acceptable conductivity, and is stable in
both anode and cathode gas environments. The
cathode [7] is a mixture of an electron or
mixed oxygen ion and electron conducting oxide
and the YSZ electrolyte. Typical cathode materials
include La0.2Sr0.8MnO3�d (LSM) and the
La1 � xSrxCo1 � yFeyO3 � d (LSCF) family. The
traditional anode is a combination of Ni metal and
YSZ, where Ni provides electronic conductivity
and electrocatalytic activity [3].

Due to the high activation energy of ion trans-
port in oxides, current SOFCs require operating
temperatures greater than ~700 �C. This high-
temperature operation is advantageous in increas-
ing efficiency, enabling the use of relatively inex-
pensive transition metal and metal oxide catalysts,
and removing the issue of CO poisoning that
plagues low temperature cells. In addition, the
total system efficiency can be increased by utiliz-
ing the waste heat to generate more electrical
power in a secondary turbine process. However,
higher operating temperatures present challenges
with regard to balance of plant material costs,
startup and shutdown times, and system lifetime.

Full optimization of single cells and cell stacks
requires optimization of all components, which is
far beyond the scope of a single entry. There are a
number of excellent reviews available in the liter-
ature that discuss SOFC development [2,
8–10]. The focus of our discussion is the direct
utilization of hydrocarbon fuels in SOFC anodes.
As such, the discussion here is limited to the
anode material challenges and potential solution
pathways specific to this goal.

The challenge for researchers is to design elec-
trode materials and composites that provide suffi-
cient ionic and electronic conductivity, and
selectively catalyze hydrocarbon fuel oxidation.
These materials must operate at high temperatures
in highly reducing environments. This entry first
provides background regarding the specific chal-
lenges and a brief introduction to the relevant
materials chemistry. This is followed by more
detailed discussions of possible solution path-
ways, grouped into broad material classes.

Background

Anodes for Hydrocarbon Fuels
Irrespective of the power generation route, any
method that seeks to maximize electrical energy
output via oxidation of a hydrocarbon fuel will
emit the carbon content of the fuel as CO2. This
occurs irrespective of the number of intermediate
chemical, electrochemical, or thermal steps. The
goals for future power generation are thus to uti-
lize both traditional fossil fuels and future bio-
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Fig. 2 Cell potential (closed symbols) and power density
(open symbols) as a function of current density in dry
H2 (diamonds), C4H10 (triangles), and CH4 (circles)
fuels at 700 �C. The cell had an LSM/YSZ cathode,
50 mm thick YSZ electrolyte, and 8/35/57 wt%
La0.75Sr0.25Cr0.5Mn0.5O3-d/Cu/YSZ anode. (Reproduced
with permission from [6]. Copyright 2008, The Electro-
chemical Society)
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derived hydrocarbons, minimize the amount of
fuel used and CO2 emitted per unit of electrical
energy generated, and to generate the CO2 in a
high purity and more easily sequestered form.

Since SOFCs transport the oxidant (oxygen
anions) to the fuel, Fig. 1, SOFCs can theoreti-
cally operate with any oxidizable fuel that can be
supplied to the anode. The simplest and most
commonly researched SOFC fuel is H2 [2]. How-
ever, H2 is not a primary energy source with ~96%
of industrial hydrogen generated via energy inten-
sive endothermic steam reforming of hydrocar-
bons, primarily CH4. This is followed by high
and low temperature water gas shift reactors to
maximize H2 production, and final product puri-
fication. The carbon content of the hydrocarbon is
rejected as CO2 at the point of H2 generation. The
remaining ~4% of industrial H2 is generated by
water electrolysis.

The energy used to produce H2, either by
reforming or electrolysis, represents a parasitic
load on the system that reduces efficiency and
increases emissions. Furthermore, while hydro-
gen has a high mass-based energy density, the
volumetric energy density is low and it is cur-
rently neither easily stored nor transported at the
required scale. Direct utilization of hydrocarbon
fuels would remove these barriers to fuel cell
adoption and increase system efficiency.

Utilization of CO and H2 mixtures can be con-
sidered a first step along the path to direct utiliza-
tion of hydrocarbons. As with production of pure
H2, CO and H2 mixtures are generated by hydro-
carbon steam reforming. However, since the
SOFC can utilize CO as a fuel, the water gas
shift and H2 purification steps are unnecessary.
Hydrocarbon steam reforming can be performed
either in an external reactor or internally on the
SOFC anode itself. An external reactor operates as
a typical hydrocarbon steam reforming system,
while internal reforming requires addition of sig-
nificant amounts of H2O or O2 to the fuel prior to
feeding into the cell anode compartment. While
both approaches remove the hydrogen produc-
tion, storage, and transport demands, the system
complexity increases and efficiency decreases
compared to the promise of direct hydrocarbon
utilization.

The goal for direct hydrocarbon anode design
is to realize the complete electrochemical oxida-
tion of the fuel to the total oxidation products H2O
and CO2. This represents the full conversion of
the chemical energy potential in the fuel to elec-
trical energy in a single process unit. Where only
one oxidation reaction is feasible for H2, Eq. 1,
hydrocarbons at high temperatures can undergo a
large number of oxidation and polymerization
reactions. The desired overall anode reaction is
the total oxidation of fuel, shown in Eq. 2 for CH4,
as this represents complete utilization of the fuel
and generates the maximum moles of electrons
per mole of fuel consumed.

H2 þ O2� ! H2Oþ 2e� (1)

CH4 þ 4O2� ! CO2 þ 2H2Oþ 8e� (2)

By considering Eqs. 1 and 2, three clear
requirements for SOFC anode materials can be
derived. First, oxygen anion conductivity is
required to transport the reactant oxygen anions
to the reaction site. Second, the anode must selec-
tively facilitate the desired electrocatalytic oxida-
tion of the fuel. Third, facile electrical
conductivity is required to transport the product
electrons from the reaction site to the current
collector wire. These material requirements are
in addition to considerations of materials compat-
ibility and stability during cell fabrication and
operation, porosity in the electrode for fuel and
product gas-phase diffusion, structural integrity,
tolerance to impurities in the fuel and anode mate-
rials, and redox stability in case of accidental
oxidation.

Current anodes for H2 or humidified CO/H2

fuelled SOFCs are Ni–YSZ composites. The elec-
trolyte YSZ provides ionic conductivity, while
metallic Ni is active for the oxidation of CO and
H2 and is a good electronic conductor. The oper-
ation of this anode is shown schematically in
Fig. 3. Here operation with H2 fuel is depicted,
with the anode reaction given by Eq. 1. These
electrodes are typically fabricated through slurry
mixing and tape-casting of NiO and YSZ powders
with or without pore former. The twomaterials are
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then co-fired at high temperature (>1,450 �C)
with the electrolyte. This is possible due to the
high melting point of NiO (1,960 �C) and lack of
solid state reaction between NiO and YSZ. One
limitation of utilizing two components is that the
anode reaction can only take place at the inter-
faces between the Ni, YSZ, and gas phases as
these are the only points at which all of the
anode requirements are met – the triple phase
boundary (TPB) highlighted red in Fig. 3. This
disadvantage can be overcome by careful elec-
trode design in terms of porosity and Ni/YSZ
particle sizes and interconnectivity, and Ni-YSZ
anodes do provide low overpotentials, and thus
high cell power output, for H2 and H2/CO fuel
mixtures.

The primary barrier to direct hydrocarbon uti-
lization with these traditional anode materials is
the activity of Ni toward the formation of gra-
phitic carbon from dry hydrocarbons [11]. These
carbon deposits rapidly build up in the anode
structure and can generate sufficient stress to frac-
ture the cell. While carbon formation can be
suppressed by careful selection of cell operating
parameters [12–16], this requires operating an
inherently unstable system. For example, Barnett
and coworkers demonstrated CH4 utilization on a
Ni-YSZ composite anode by using the oxygen
anion flux through the electrolyte to suppress

carbon formation [14]. This is impractical for
application as the cell must be stable under all
potential operating conditions. Thus a consider-
able effort has been expended to design materials
and composites to replace Ni as the electronic and
electrocatalytically active component.

Oxidation of Hydrocarbons in SOFC
Almost all studies regarding direct hydrocarbon
SOFCs show comparatively poor performance
(lower OCP and higher polarization resistance)
with hydrocarbon fuels when compared to H2

fuel, Fig. 2. Since most of these tests are
performed by switching fuel on the same cell,
the drop in performance must be linked to the
anode. It is possible that the increased polarization
resistance may be due to lower diffusivity of the
hydrocarbon fuels, but the electrodes are typically
highly porous and the current density per unit area
is relatively low. In addition, the oxidation of
1 mole of hydrocarbon fuel yields a significantly
greater number of electrons than 1 mole of H2 fuel
(H2, CH4, and C4H10 total oxidation yield 2, 8,
and 26 moles of electrons, respectively). Further-
more, the cell OCP is an equilibrium, zero current,
measurement and is therefore not directly
influenced by gas diffusivity. Therefore, it is
unlikely that gas diffusivity limits the perfor-
mance for pure fuels at low conversion. The con-
clusion must then be that the anode
electrocatalytic activity toward hydrocarbon oxi-
dation is the primary factor in reduced SOFC
performance.

An ideal anode material would possess suffi-
cient ionic conductivity, electronic conductivity,
and electrocatalytic activity. With all of these
properties present in a single mixed ionic-
electronic conducting (MIEC) phase, the entire
anode surface within the active region close to
the electrolyte would be active toward fuel oxida-
tion. This is depicted for CH4 fuel in Fig. 4 with
the active surface highlighted in red. The thick-
ness of this active region would be dictated by the
relative rates of oxygen ion transport and surface
reaction rate [17]. If the surface reaction selectiv-
ity were 100% toward total oxidation of hydro-
carbon fuel, it may be anticipated that all reactions
would follow pathway 1 in Fig. 4. In this case,

H2O
H2O

H2O

YSZ Electrolyte

2e−

O2−

O2−

O2−

2e−
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-Ni

2e− H2

H2H2

Direct Hydrocarbon Solid Oxide Fuel Cells,
Fig. 3 Schematic of Ni-YSZ based anode operating with
H2 fuel
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oxygen anions migrate from the electrolyte to the
MIEC phase, and are utilized to oxidize CH4 to
CO2 and H2O in an electrocatalytic surface reac-
tion. The product gases diffuse out of the anode
pores with product electrons conducted through
the MIEC phase to the surface current collector.

While a number of groups are pushing toward
this goal, the idealized MIEC material shown in
Fig. 4 has not yet been realized. All of the current
materials are lacking in one or more of the critical
material requirements. An alternative approach to
seeking one multifunctional material is to utilize
an increasing number of materials, each one meet-
ing one or more requirements. As with the
Ni-YSZ anode for H2 and CO fuels, the combina-
tion of materials meets all of the anode require-
ments and can provide high performance.
However, more solid phases lead to increased
complexity of the anode mechanism and
increased complexity in device fabrication to
ensure sufficient contact between phases.

In reality, it is unlikely that the catalyst will be
100% selective and it is also difficult to perceive
that the required eight-electron charge transfer
reaction will occur at a single point on the catalyst
surface. Pathway 1 in Fig. 4 represents an ideal-
ized view of the target process. There are numer-
ous alternative reaction pathways, one of which is
highlighted by the steps 2–4 in Fig. 4. In this case,

total oxidation of methane occurs as in step
1 above; however, the product CO2 can react
further in a dry reforming reaction with more
CH4 to form CO and H2, step 3. These products
then undergo further electrocatalytic oxidation to
CO2 and H2O, step 4. This is, again, a represen-
tative oversimplification that serves only to dem-
onstrate the complexity of the system. The
number of possible reaction pathways for fuel
oxidation is very large as products, intermediates,
and reactants interact and compete for active het-
erogeneous reaction sites, and undergo homoge-
nous gas-phase reactions at SOFC temperatures.
This complexity only increases as the C-number
of the hydrocarbon fuel is increased. Fully
unraveling all of these possible reactions and
their contributions toward determining fuel cell
performance is very challenging.

Some insight into the dominant reaction in the
anode can be provided by the cell OCP. The
theoretical OCP for an electrochemical cell is
given by the Nernst equation. For a cell
conducting oxygen anions, this is given by:

E ¼ �RT

2F
ln
fO2

1
2 að Þ

fO2
1
2 cð Þ (3)

The fugacity of oxygen at the cathode is usu-
ally well determined as the cathode is typically
exposed to air. For the anode side of the cell, the
fugacity will be set by the reaction equilibria
between the fuel and oxidation products. This is
well defined for H2 fuel as only one reaction can
occur:

H2 þ 1

2
O2 $ H2O (4)

Substituting this equilibrium expression for the
anode fugacity and assuming an ideal gas yields:

E ¼ E0 � RT

2F
ln

P að Þ
H2O

P að Þ
H2
P

1

2
cð Þ

O2

(5)

where E0 is the standard potential for the fuel
oxidation reaction at the temperature of interest.
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Fig. 4 Simplified schematic of an idealized MIEC-YSZ
based anode operating with CH4

638 Direct Hydrocarbon Solid Oxide Fuel Cells



The theoretical OCP for humidified H2 at 700 �C
is 1.122 V and an H2-fuelled cell should generate
this well-defined OCP. Oxygen (or air) leaks
through poor cell sealing or residual porosity in
the electrolyte should be avoided as they will
increase the oxygen fugacity at the anode and
decrease the cell OCP. Electronic conductivity
within the electrolyte will also reduce the OCP
due to the presence of an electrical short circuit
within the electrolyte. However, a well-
constructed and sealed YSZ-based SOFC will
generate the theoretical OCP for hydrogen fuel
as YSZ is an almost pure ionic conductor.

The equivalent theoretical anode oxygen
fugacity for hydrocarbon fuels is not set by a
simple reaction equilibrium due to the complex
reaction chemistry of these fuels. There are a large
number of elementary steps, potential reaction
pathways, and reaction intermediates. The most
desirable reaction is the total oxidation of CH4 to
CO2 and H2O, Eq. 2. This provides both the
highest OCP value and represents full utilization
of the fuel. If the catalyst is 100% selective for this
reaction, the anode oxygen chemical potential will
be set by this reaction equilibrium:

CH4 þ 2O2 $ CO2 þ 2H2O (6)

In this case, the cell OCP would be fully
defined by substituting this equilibrium expres-
sion into Eq. 3 to yield:

E ¼ E0 � RT

8F
ln
P2 að Þ
Hz

P að Þ
CO2

P að Þ
CH4

P
1
2 cð Þ
O2

(7)

However, as discussed with reference to Fig. 4,
the complexity is large, even for CH4. CH4 can
undergo total oxidation to CO2 and H2O, Eq. 2, or
partial oxidation to CO, H2, and/or H2O, Eq. 8.
CH4 may also undergo surface catalyzed steam or
dry reforming with product CO2 or H2O, Eqs. 9
and 10; react to form graphitic carbon and H2,
Eq. 11; or undergo gas phase cracking and free
radical polymerization to deposit tarlike residue.
All of these reaction equilibria and chemical spe-
cies combine to set the anode oxygen fugacity and

OCP. Furthermore, while it is desirable to selec-
tively catalyze the electrochemical total oxidation
of CH4, this reaction involves the transfer of eight
electrons. It is difficult (if not impossible) to
ensure that each of these steps will occur electro-
catalytically without desorption and further non-
electrochemical reaction of partial oxidation
products:

CH4 þ 3O2� ! COþ 2H2Oþ 6e� (8)

CH4 þ H2O ! COþ 2H2 (9)

CH4 þ CO2 ! 2COþ 2H2 (10)

CH4 ! Cþ 2H2 (11)

The difficulty in defining fugacity, expected
variation of anode catalyst reaction selectivity
for heterogeneous reactions, and influence of
anode gas residence time on the prevalence of
homogeneous reactions leads to significant varia-
tion in reported cell OCP for hydrocarbon fuels.
This also leads to some debate over the definition
of “direct” oxidation or utilization. In this entry
direct utilization refers to the direct feeding of a
hydrocarbon fuel to the anode in the absence of
significant diluent, H2O, CO2, or O2, as adopted
by McIntosh and Gorte [1].

One barrier to enhancing electrocatalytic activ-
ity is the current lack of knowledge regarding the
electrocatalytic fuel oxidation mechanism in the
anode. There are very few studies in the literature
that seek to understand the mechanistic details of
this process. In large part this is due to the com-
plexity of the anode system and the relatively
extreme anode operating environment.
A classical surface science approach is not appli-
cable to the study of SOFC systems. Many of the
materials of interest have variable oxygen stoichi-
ometry that controls the ion-electron conductivity
and, most likely, catalytic properties of the mate-
rial. Since oxygen stoichiometry is set by the gas-
phase pO2, temperature, and local electrochemical
environment, measurements made under vacuum
or at low temperature outside of a working elec-
trochemical system are difficult, if not impossible,
to relate to the performance and mechanisms of
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working SOFC. While one of the most intriguing
and challenging aspects of SOFC systems is the
unique environment in which the materials are
placed, this environment presents considerable
challenges to the researcher. For example, while
rates of non-electrocatalytic reactions on a powder
catalyst sample can be measured, it is not cur-
rently possible to accurately probe surface inter-
mediate species under an applied potential.
While some groups have attempted to relate exter-
nally measured activity to SOFC performance
[6, 18–22] and have made steps toward measure-
ments under realistic operating conditions [20],
the current lack of in-situ spectroscopic tools is a
significant barrier toward rational design of new
SOFC electrocatalysts .

Structures and Defect Chemistry
The majority of new materials for SOFCs are
perovskite structured oxides of general form
ABO3-d [23]. The ideal perovskite structure is a
cubic close-packed ABO3 structure where the
B-site cation sits within the octahedral interstices,
Fig. 5. This structure is very flexible toward cation
composition and tolerates large substitution frac-
tions on either cation site. The Goldschmidt fac-
tor, a ratio of A, B, and O ionic radii, is often
utilized to predict if a metal oxide will crystallize
into the perovskite structure [24]. The A site of the
commonly utilized perovskites is typically occu-
pied by La, Ca, Sr, or Ba. The B site is typically a
transition metal. Other structures investigated
include double perovskites, apatites, and fluorites.

There are a number of excellent reviews and
thorough treatments of the defect chemistry of
oxides available in the literature, e.g., [25]. The
brief overview below serves only to introduce the
reader to primary concepts as a basis to the dis-
cussion in the rest of this entry. The following
discussion is restricted to point defect models as
these are predominant for most of the materials
discussed.

Oxygen ion transport in these mixed oxides
occurs primarily via oxygen anion hopping
between oxygen vacancies. Cubic crystal struc-
tures are often considered desirable as all of the
oxygen sites are geometrically equivalent. Struc-
tures with ordered oxygen vacancies may provide

rapid transport through vacancy “channels” but
perpendicular transport is frustrated by the
ordered structure. In the absence of vacancy trap-
ping or significant structural changes, ionic con-
ductivity increases with increasing density of
vacant oxygen sites and increasing mobility. Oxy-
gen vacancies in these oxides are typically
denoted as a deviation from the fully occupied
lattice, the d in 3-d. Oxygen vacancies are formed
either by reduction of a cation and/or by aliovalent
doping.

Considering the very general system
A3+B3+O3-d

2�, a fully stoichiometric oxygen sub-
lattice, d = 0, will exist while the combined
charge on the A and B-sites is 6+, balancing the
negative charge on the three O2� anions. At ele-
vated temperature and/or reduced gas-phase oxy-
gen partial pressure, pO2, the B-site transition
metal cation may be reduced with the concomitant
formation of oxygen vacancies. In Kröger–Vink
notation:

2Bx
B þ Ox

O $ 2B0
B þ V 0

O þ 1

2
O2 (12)

In addition to providing a mechanism for oxy-
gen anion conduction, these oxygen vacancies can
act as intrinsic electronic donors, with electronic
conductivity occurring via a hopping mechanism
between B and B0 sites.

An alternative approach to generate oxygen
vacancies is aliovalent substitution of the element
on the A or B site. For example, upon substituting
X2+ for A3+, the difference in charge can be com-
pensated by two different mechanisms. The sub-
stitution can be compensated for through a change
in the oxidation state of B to maintain a fully
occupied oxygen sublattice:

XOþ Ax
A þ Bx

B þ 1

4
O2

! X0
A þ B •

B þ 1

2
A2O3 (13)

In this case the number of electronic carriers is
increased. Alternatively, the B site can maintain a
constant charge and the A-site substitution is
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compensated through the formation of oxygen
vacancies:

2XOþ 2Ax
A þ 2Bx

B þ Ox
O

! 2X0
A þ 2Bx

B þ V • •
O þ A2O3

(14)

The dominant compensation mechanism,
either cation reduction or vacancy formation, is a
function of pO2 and temperature. Thus by
selecting materials with differing reducibility in
the anode environment, electronic, ionic or mixed
ionic, and electronic conductors can be created.
An example of oxygen nonstoichiometry data for
a candidate anode material is shown in Fig. 6.
Note that the oxygen stoichiometry decreases
with decreasing pO2 and increasing temperature
within the typical anode pO2 and temperature
range.

Electronic Conductivity for Direct
Hydrocarbon Anodes
In order to minimize ohmic losses in the anode,
the composite structure should have an electronic
conductivity greater than 100 S/cm [4]. One
option is to replace Ni with a metallic phase that
is inert toward catalyzing carbon formation. This
is the approach adopted by Gorte, Vohs and
coworkers who developed direct hydrocarbon
anodes utilizing Cu as the electronic conductor
[1]. While this approach is very promising, the
list of usable metals is very short as most transi-
tion metals either catalyze carbon formation or are
prohibitively expensive.

An alternative approach, and one with a wide
possible material palette, is to develop stable and
highly conductive oxides. The primary challenge
is to meet the required target conductivity for both
the pure material and a composite. When mixed
with an electrolyte, the overall composite elec-
tronic conductivity will be considerably lower.
Most attempts at this seek to boost the density of
p-type carriers in the base lattice by substitution
with lower valence cations. Charge compensation
upon doping can be either electronic or ionic, and
n or p-type conductors can be pursued. Details
specific to each material are discussed within the
relevant sections in this entry.

Poisoning and Stability
Homogenous gas-phase cracking and subsequent
free radical polymerization of hydrocarbon fuels
at SOFC operating temperatures leads to the for-
mation of tarlike carbon in the anode compart-
ment [27]. This can lead to blocking of anode
active sites but can also lead to improvements in
anode electronic conductivity [27, 28]. This is an
inherent property of hydrocarbon fuels and, as
such, is a hurdle toward long-term operation for
any hydrocarbon fuelled SOFC. Methods to con-
trol this carbon deposition include utilizing more
stable hydrocarbons (typically CH4), reducing
cell operating temperature, co-feeding diluent or
steam, or develop anodes that aid in removing
these deposits by oxidation, steam reforming,
and/or dry reforming with product H2O and/or
CO2. It is essential to distinguish between this

Direct Hydrocarbon
Solid Oxide Fuel Cells,
Fig. 5 Schematic of the
cubic perovskite structure
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tar-like carbon formation and the catalytic forma-
tion of graphitic carbon that occurs on Ni-based
anodes. This catalytic graphite formation is a
property of Ni metal and must be avoided through
the design of new anode materials and
composites.

In addition to these undesirable side reactions,
impurities in the feed must also be considered.
Sulfur can be a significant poison, with its exact
concentration and form dependent on the source
of hydrocarbon fuel. While sulfur can be removed
by preprocessing, at the time of writing (2010),
the US Environmental Protection Agency
requires a refinery average sulfur content of gas-
oline fuel of 30 ppm or lower, with a per gallon
cap of 80 ppm. Pacific Gas and Electric Company
in California allows a total sulfur content of
17 ppm. A number of additional impurities must
be considered if coal is to be used as the carbon
feedstock, including P, K, Ni, and Cl. While their
influence on Ni-based anodes has been considered
[29–31], this issue has not been addressed for
other anode materials.

Copper-Ceria

Gorte, Vohs, and coworkers at the University of
Pennsylvania pioneered the use of Cu-CeO2-YSZ
composite anodes for direct hydrocarbon

utilization [1]. Their approach was to separate
the anode material requirements between three
materials: Cu to provide electronic conductivity
without catalyzing graphitic carbon formation,
CeO2 to catalyze the oxidation of hydrocarbon
fuel, and YSZ to provide ionic conductivity.
These anodes cannot be manufactured utilizing
the co-firing approach used for Ni/YSZ due to
the relatively low melting point of CuO
(1,336 �C). Instead the anodes are fabricated by
tape-casting a slurry of YSZ with pore formers
[32]. This layer is then co-fired with the electro-
lyte to form a dense YSZ electrolyte supported on
a thicker porous YSZ “skeleton.” Following addi-
tion of the cathode, the CeO2 and Cu phases are
added via wet infiltration of metal nitrate salts
followed by low temperature calcination
(450 �C). This infiltration approach to anode man-
ufacture enables the incorporation of anode mate-
rials at lower temperatures. This expands the
potential materials palette to materials that would
either melt, sinter heavily, decompose, or react
with YSZ during high temperature sintering of
the YSZ phase. This is a flexible technique that
has been demonstrated for both anode and cath-
ode manufacture [33–35]. The largest potential
drawback is the time-consuming procedure of
adding salt solutions, firing, and repeating until
sufficient weight-loading is reached. The associ-
ated increases in cell performance must be
weighed against increased manufacturing costs.

The ability to utilize hydrocarbon fuels is
clearly an advantage to this approach. Cu-CeO2-
YSZ anodes have been demonstrated to operate
with hydrogen fuel and via direct utilization with a
range of hydrocarbon fuels from CH4 to synthetic
diesel fuel. Figure 7 shows operation of these cells
with a variety of hydrocarbon fuels.

Conductivity
The YSZ in the Cu-CeO2-YSZ composite anode
is present as the primary ionic conductor. Since
YSZ is a pure electrolyte, the electronic conduc-
tivity of the anode must be provided by a second
phase. Although reduced CeO2 has an electronic
conductivity of greater than 1 S/cm at 1,000 �C
[37], the electronic conductivity in a 15 vol%
CeO2-YSZ composite was only 0.019 S/cm at
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Fig. 6 Oxygen non-stoichiometry of
La0.75Sr0.25Cr0.5Mn0.5O3-d as a function of pO2 and tem-
perature. (Reprinted from [26] with permission from
Elsevier)
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700 �C in H2 [38]. While this low electronic
conductivity of CeO2/YSZ composites is suffi-
cient in a thin anode functional layer [39], a
thicker anode structure requires higher electronic
conductivity in order to minimize ohmic
losses. As such, an additional phase is required.
Unlike Ni, Cu does not catalyze the formation of
graphitic carbon deposits in the anode, thus
enabling the cell to operate with dry hydrocarbon
fuel feed.

It should also be noted that the electronic con-
ductivity of a porous YSZ-based composite elec-
trode will be significantly lower than that of the
pure electronic conducting phases due to the
porous and electron blocking YSZ. The loading
of the electronic conductor required in the anode
composite is dictated by percolation consider-
ations. The electronic conductivity of a 15 vol%
Cu-YSZ composite can be as high as 1,190 S/cm
[38]. It should be noted that 15 vol% is much
lower than the >40 vol% Ni typically utilized in
Ni-YSZ anodes. This decrease in required metal
loading is due to the difference in fabrication

procedure. The Ni-YSZ powder processing leads
to random mixing of the two phases and >40 vol
% Ni is required to ensure percolation [3, 40]. In
contrast, wet infiltration of Cu salt solution into a
preformed porous YSZ structure leads to coating
of the pore walls and formation of contiguous
conducting pathways at lower volumetric loading.
The electronic conductivity of the composite is
thus a strong function of Cu loading, and the
infiltration must be controlled to form the desired
Cu structure [38].

Although Cu does not catalyze graphite forma-
tion, most hydrocarbon fuels undergo gas-phase
free radical polymerization when fed undiluted
into the anode compartment at SOFC operating
temperatures. The long-chain and aromatic [22]
products of this polymerization lead to tar-like
deposits within the Cu-CeO2-YSZ anode struc-
ture. While excessive deposition of these com-
pounds may lead to blocking of the active sites
within the anode, their electronic conductivity has
a beneficial influence by reducing ohmic losses
within the anode. McIntosh et al. [27] examined
the performance of SOFCs with varying Cu load-
ing before and after exposure to dry n-C4H10 at
700 �C for 30 min. It was found that the initial
ohmic resistance of cells with 10 wt% CeO2 and
either 5, 10 or 20 wt% Cu in H2 fuel at 700 �Cwas
significantly higher than that calculated for the
YSZ electrolyte (i.e., there was a significant
ohmic resistance in the electrodes). For the cell
with 20 wt% Cu, the ohmic resistance decreased
dramatically upon exposure to n-C4H10, reaching
the value predicted for the YSZ electrolyte. A cell
with 10 wt% CeO2 and 30 wt% Cu showed no
change in ohmic resistance, matching that of the
electrolyte before and after exposure to n-C4H10.
This shift in ohmic resistance was ascribed to
bridging gaps between isolated Cu particles with
conducting tar-like carbon deposits. Indeed, fur-
ther work [21] demonstrated operation of Cu-free
cells utilizing only these deposits as the predom-
inant electronic conductor.

Catalysis
While Cu can be utilized as a catalyst, it does not
contribute significantly to the overall catalytic
activity of the anode. This was verified by the
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low performance of Cu-only anodes, particularly
in hydrocarbon fuels [22], and the identical per-
formance achieved when Cu is replaced with cat-
alytically inert bulk Au [41]. The role of CeO2

as electrocatalyst for fuel oxidation was confirmed
by replacing CeO2 with other lanthanide oxides
and comparing SOFC performance with the activ-
ity of the lanthanide toward fuel oxidation
[22]. The cell performance tracked well with the
n-C4H10 light-off temperature of the lanthanide.

The performance of Cu-CeO2-YSZ based cells
(in terms of both cell OCP and maximum power
density) is consistently lower for hydrocarbon
fuels than for H2. For example, Park et al. [42]
reported cell OCP values of 1.05 and 0.9 Vrespec-
tively for H2 and CH4 fuels at 700 �C, with
corresponding maximum power densities of 0.32
and 0.09 W/cm2. A similar decrease is observed
when comparing H2 and n-butane fuel, Fig. 8.
Kim et al. reported [36] a cell OCP of 1.1 V with
current density at 0.5 Vof 0.5 A/cm2 at 700 �C in
H2 fuel; these values decreased to 0.8 V and 0.2
A/cm2 in 35 vol% toluene/N2 fuel at the same
temperature on the same SOFC.

Since the cathode and electrolyte are constant
between tests, the electrocatalytic activity of the
anode is the primary cause of this decrease. This
limitation was partially overcome by utilizing
precious metal dopants in the anode [21]. The

addition of 1 wt% Pd added to a C-CeO2-YSZ
anode resulted in the same OCP, polarization
resistance, and hence power density for CH4 and
H2 fuels. The OCP in CH4 increased from 1.0 V to
1.25 Vand the maximum power density increased
from 20 to 280 mW/cm2 upon the addition of 1 wt
% Pd to nominally identical anodes. This was
attributed to the enhanced electrocatalytic activity
of Pd-CeO2 toward CH4 oxidation compared to
pure CeO2. It should be noted that this cell utilized
carbonaceous deposits as the electronic
conducting component in the anode due to allo-
ying between Pd and Cu. This result also suggests
that care must be taken when utilizing precious
metal current collectors to assess the performance
of novel anodes. The current collector may inad-
vertently contribute significant catalytic activity
to the anode.

While the influence of the electrocatalyst on
cell power output is clear and trends in oxidation
activity measured by traditional means track with
cell performance, very little is known about the
fundamental reaction mechanism occurring in the
anode. As discussed above, the thermal stability
of hydrocarbons toward homogeneous cracking
and free radical polymerization decreases with
increasing carbon number. At SOFC operating
temperatures, most hydrocarbons will readily
undergo these gas-phase reactions in the hot

Direct Hydrocarbon Solid Oxide Fuel Cells,
Fig. 8 SOFC performance curves for cells with Cu-ceria
composite anode. The cell had a 60-mm electrolyte, and
data are shown for the following fuels: filled circles,

n-butane at 700 �C; open circles, n-butane at 800 �C; filled
triangles, H2 at 700 �C; and open triangles, H2 at 800 �C.
(Reprinted by permission from Macmillan Publishers,
Ltd.: Nature [43], copyright 2000)
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areas of the fuel feed system and in the anode
pores. Examining the OCPs reported for
n-C4H10 and longerchain hydrocarbons on
Cu-CeO2 anodes finds that the OCPs are all very
similar at around 0.8 V [28]. This suggests that the
fuel species reaching the anode and the reactions
occurring are similar for all these fuels, which
makes sense when considering thermal cracking.

McIntosh et al. [21] studied the trend of OCP
with CO2 and H2O content for H2, CH4, and
n-C4H10 fuels with CeO2-C-YSZ anodes with
and without the addition of Pd. For H2, the
trend of OCP with H2O content for both anodes
tracked the theoretical trend for total oxidation,
as this is the only reaction equilibrium that can
be established for H2 fuel. For CH4, Fig. 9, the
trend for Pd-free anodes more closely follows the

trend expected if CH4 first undergoes reforming
with the feed CO2 and H2O and it is the product
H2 that reacts at the anode. The trend line
was calculated assuming the equilibrium amount
of H2 interacts with the anode. Upon addition of
Pd, the measured OCP increased, with the trend
line lying between the trend lines calculated for
the reforming based mechanism of Pd-free elec-
trodes and for direct CH4 oxidation. This
suggests that Pd-CeO2 is active toward direct
oxidation of CH4. While an increase in OCP
was measured upon addition of Pd for n-C4H10

fuel, the increase was smaller. In addition, it
was shown [27, 28] that the tar-like hydrocar-
bons formed by free radical polymerization
are deposited in the anode structure of
SOFCs with these longer-chain hydrocarbon
fuels. It is likely that these deposits are the pri-
mary interaction species at OCP, even with pre-
cious metal catalyst dopants, but they may be
removed from the active sites in the anode via
oxidation with product H2O under cell operation
[28, 44].

Poisoning and Stability
The sulfur tolerance of these anodes is primarily
dictated by the thermodynamics of ceria sulfide
and oxysulfide formation, as the sulfur concentra-
tion required for Cu2S formation is significantly
higher [45]. Kim et al. demonstrated that stable
operation could be achieved if the sulfur level in
the fuel is reduced to 100 ppmv S as thiophene in
5 mol% n-C10H22 – this is below the concentra-
tion predicted from thermodynamics for Ce2O2S
formation. This study was followed by work of He
et al. who demonstrated stable operation up to
450 ppmv H2S in H2 [46], significantly higher
than the tolerance levels reported for Ni-based
anodes [47].

As these cells operate at temperatures rela-
tively close to the melting point of Cu
(1,085 �C), concerns have been raised regarding
the thermal stability of Cu. While Cu will sinter at
SOFC operating temperatures, the thermal stabil-
ity of the Cu phase is shown to be a strong func-
tion of the infiltration technique and precursor.
These parameters influence the distribution of
Cu throughout the anode structure [38]. Alloying
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Fig. 9 OCP as a function of H2O content in H2-H2O
(top) feed and CH4-CO2-H2O (bottom) feed with CH4:
CO2 ratio of 8. The calculated Nernst potentials for total
oxidation of fuel are shown as bold lines (both figures)
while the dashed line assumes reforming to form H2

(bottom). Experimental results are shown for: C-ceria-
YSZ (triangles); Cu-ceria-YSZ (circles); and C-Pd-ceria-
YSZ (squares) anodes. (Reproduced with permission from
[21]. Copyright 2003, The Electrochemical Society)
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may be utilized to increase the melting point,
although alloy metals and alloy level must be
chosen carefully in order to avoid nullifying the
benefits of Cu with regard to graphitic carbon
formation. Kim et al. [48] demonstrated the use
of Cu-rich Ni alloys in preventing graphitic car-
bon formation and showed 500 h of operation in
dry CH4 with 80–20 mol% Cu-Ni replacing Cu in
the anode. Lee et al. [49] expanded this to include
Cu-Co based anodes and proposed that segrega-
tion and subsequent surface coverage of the Co by
a Cu layer provided stable operation with dry
hydrocarbon fuels. With regard to the CeO2

phase, doping with Zr has been shown to signifi-
cantly enhance thermal stability [50].

Lanthanum Chromates

Lanthanum chromate (LaCrO3-d) is a
reasonable electronic conductor and is stable
up to high temperatures (> 1,000 �C) in both
oxidizing and reducing (pO2 <10�21 atm) envi-
ronments [51]. Perhaps the most promising

material in the LaCrO3-d family so far is
La0.75Sr0.25Cr0.50Mn0.50O3-d (LSCM). Single
phase LSCM anodes showed low anode polari-
zation resistances, 0.26 and 0.87 O∙cm2 in
humidified H2 and CH4, respectively, at
900 �C [52], Fig. 10. High power densities,
0.86 and 0.48 W/cm2, were observed for
SOFC with LSCM/Cu composite anodes in
850 �C H2 and CH4, respectively [53]. Note
that electrolyte thickness, electrode geometry,
and cathode material can dictate power density
as much as anode material, and that power den-
sities should only be compared between nomi-
nally identical cells.

As (La,Sr)CrO3 itself is not catalytically active
toward hydrocarbon oxidation [54], Cr has been
partially substituted with a variety of elements,
limited mostly to first-row transition elements
(Ti, V, Mn, Fe, Co, and Ni) and Ru, in an effort
to enhance catalytic activity [55–58]. These sub-
stitutions significantly impact the stability of the
perovskites. (La,Sr)CrO3 with 5–25 mol% of Ru
[59] on the B site or with large amounts
(20–50 mol%) of Co [56], Fe [60] or Ni [56, 61]
substituting for Cr are unstable, as the dopant
cations exsolute from the perovskite lattice under
reducing conditions. LaCrO3 substituted with Ti
is stable in reducing and oxidizing conditions, but
has poor catalytic activity for fuel oxidation [56],
showing large polarization resistances when used
as anodes [62]. This is likely due to the low redox
activity of Ti. Finally, the introduction of signifi-
cant amounts (�10 mol%) of V into the (La,Sr)
CrO3 lattice requires firing in highly reducing
conditions [19]. It is likely that, as with LSV,
V-substituted lanthanum chromates will not be
stable in air [63].

The best substituent for Cr seems to be Mn, as
LSCM shows stable performance in humidified
CH4 at 900 �C [64], and has some catalytic activ-
ity for the total oxidation of hydrocarbons
[65]. Although Zha et al. [66] reported that
LSCM was stable in pure H2 at 950 �C
(pO2 < 10�20 atm), Kawada found significant
quantities of the decomposition products
LaSrMnO4 and MnO in LSCM pellets after
thermogravimetric measurements at lower tem-
peratures and under less reducing conditions
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Fig. 10 Electrode impedance of an optimized
La0.75Sr0.25Cr0.5Mn0.5O3 anode at 900 �C, in different
humidified fuel gas compositions. The electrolyte contri-
bution has been subtracted from the overall impedance.
(Reprinted by permission from Macmillan Publishers,
Ltd.: Nature Materials [52], copyright 2003)

646 Direct Hydrocarbon Solid Oxide Fuel Cells



(900 �C, pO2= 10�20 atm) [26]. The same phases
were encountered by other researchers after
treating LSCM powder in humidified 20% H2/
N2 at 800 �C for 8 h [19]. These differences are
expected to be due to variations in treatment
times and synthesis procedures. The results
indicate that LSCM may not be completely sta-
ble in pure fuel at very high temperatures. How-
ever, the actual pO2 values in a working anode
are expected to be higher than the pO2 in the
surrounding atmosphere due to the transport of
oxygen through the SOFC, which could stabi-
lize the anode material.

Conductivity
The total conductivity of
La0.75Sr0.25Cr0.50Mn0.50O3-d was reported to be
~40 S/cm in air, and 1.5 S/cm in 5% H2 at
900 �C [64, 67] Fig. 11. While constant at high
pO2, total conductivity decreased sharply for
pO2 <10�10 atm [67], indicative of p-type con-
ductivity [64, 68]. Positive values for the Seebeck
coefficient under oxidizing conditions confirmed
that conductivity in LSCM is p-type dominant
[67, 69]. At low temperatures and in high pO2

atm, the net negative charge created by the substi-
tution of La3+ with Sr2+ is compensated by an
increase in the average oxidation state of Mn,

generating electron holes localized on Mn that
are responsible for electronic conductivity [68],
Eq. 15.

4SrOþ 4La�La þ 4Mn�Mn þ O2 gð Þ
$ 4Sr0La þ 2La2O3 þ 4Mn •

Mn
(15)

The activation energy for the conductivity is on
the order of 0.1 eV, indicative of conduction
through a thermally activated polaron-hopping
mechanism.

At elevated temperatures and in low pO2 atm,
Mn is reduced in average oxidation state and
the net negative charge is now compensated by
the formation of oxygen vacancies, Eq. 16,
Fig. 6.

4Mn •
Mn þ 2Ox

O $ 4MnxMn þ 2V • •
O

þ O2 gð Þ (16)

The decrease in electron holes, evident from
Eq. 16, results in a decrease in total conductivity
in atmospheres with pO2< 10�10 [67, 70]. Due to
the generation of oxygen vacancies, this decrease
is accompanied by an increase in oxygen ion
conductivity, from ~4 � 10�5 S/cm at high pO2

to ~4� 10�4 at pO2= 10�15, measured at 950 �C.
Although the ionic conductivity will be even
higher in fuel atmospheres (pO2 � 10�21 atm),
the conductivity under these conditions was found
to remain dominated by electron holes [67].

The total conductivity of 1.5 S/cm in 5% H2 is
further reduced in the SOFC anode and by the use
of composite porous GDC/LSCM or YSZ/LSCM
anodes, to values of ~0.1 S/cm in humidified
H2 at 800 �C for a YSZ/LSCM composite
[71]. Although this value is much lower than the
100 S/cm suggested by Steele [4], thin
YSZ/LSCM anodes with 1 wt% Ni show reason-
able performance in H2 nonetheless [34].

The substitution of La3+ with up to 50 mol% of
Sr2+ has been attempted to enhance the electronic
conductivity of LSCM [70]. However, the con-
ductivity at low pO2 is almost independent of the
amount of Sr in the range of 0.20–0.30 mol% Sr
[68], and the introduction of more than 0.25 mol%
Sr did not significantly enhance electric
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(s) of La0.75Sr0.25Cr0.5Mn0.5O3–d in air and 5% H2.
(Reprinted by permission from Macmillan Publishers,
Ltd.: Nature Materials [52], copyright 2003)

Direct Hydrocarbon Solid Oxide Fuel Cells 647



conductivity. Furthermore, the presence of
�30 mol% Sr resulted in higher solid state reac-
tivity and decreased the compatibility with the
YSZ electrolyte [70]. Increasing the amount of
Mn on the B site was reported to enhance the
conductivity both in air and reducing atmo-
spheres, but decreased the stability at low
pO2 [66].

Another method is the substitution of La3+

with alkaline earth elements other than Sr. Since
the different alkaline earth elements are present in
the 2+ oxidation state at the relevant conditions,
the number of electron holes is not expected to
change significantly for substitution with differ-
ent alkaline earths. However, changes in lattice
parameters and in the distance between the Mn
centers, caused by differently sized A-site cations,
could affect the electrical conductivity through
changes in charge carrier mobility. The electrical
conductivity was shown to change when
substituting La with Mg and Ba, but this was
mostly due to the formation of secondary phases
[72]. Apart from Sr, only substitution with Ca

resulted in a phase-pure perovskite, but without
an increase in conductivity compared to LSCM
[72]. Furthermore, the introduction of Ca is
expected to result in the instability of LSCM
under reducing conditions [73].

In practice, electronic conductivity has been
increased by developing composite anodes of
LSCM and an electronic conductor. Cu in partic-
ular has been used for the latter [6, 53], since it is
an excellent electronic conductor and does not
promote hydrocarbon cracking. Therefore, the
large amounts of material required to achieve a
percolation path can be added without carbon
deposition during SOFC operation in hydrocar-
bon fuels. Although the electronic conductivity
was not measured directly, Zhu measured a
decrease in anode overpotential and a concomi-
tant increase in SOFC power density with the
addition of increasing amounts of Cu to LSCM
[53], Fig. 12. The decrease in overpotential was
mainly due to a decrease in the ohmic resistance
of the SOFC. Since Cu replaced the catalyst
LSCM, an optimum in Cu amount was expected.
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Indeed, this optimum was observed at 20 wt%
Cu, at which point the current density was
increased more than fourfold, compared to the
pure LSCM anode.With the addition of more Cu,
the low-frequency impedance part, ascribed to
fuel-related oxidation processes, increased sig-
nificantly. This may be due to blocking of the
active area on the LSCM within the anode.

To our knowledge, a systematic enhancement
of the ionic conductivity has not been attempted.
Instead, SOFC anodes typically use a composite
of LSCM with an electrolyte material, such as
YSZ [71] or ceria [74]. Care has to be taken
when attributing increases in cell performance to
enhanced ionic conductivity, as ceria has some
total oxidation activity and could function as a
catalyst. Also, at least part of the increase in per-
formance is likely to be structural, since the
porous YSZ or GDC scaffold creates a large sur-
face area for the oxidation reaction to take place.

Catalysis
Although the exact reaction mechanism is
unclear, general concepts regarding the fuel oxi-
dation reaction on LSCM have been described in
the literature. Yamazoe and Teraoka pointed out
that high-temperature oxidation reactions on
perovskites typically occur through a reduction-
oxidation cycle of the catalysts, otherwise known
as a Mars-van Krevelen-type (MvK) mechanism
[75], with the B-site elements serving as the redox
centers. Studies suggest that this is the case
for LSCM.

The active center of LSCM was identified by
reducing air-annealed LSCM in fuel atmosphere,
and comparing the energy levels of Cr and Mn
before and after the reduction using X-ray
Adsorption Near Edge Structure (XANES) anal-
ysis, Fig. 13. While the Cr K edge energies
remained constant, the energy levels were differ-
ent for Mn before and after reduction, attributed to
a difference in oxygen coordination. This indi-
cates that the average oxidation state of Mn
decreases during reduction [68], identifying Mn
as the active redox center. This is further
supported by the poor catalytic activity of
LaCrO3-d toward hydrocarbons, compared with
the higher activity of LaMnO3-d [54].

Initial catalytic tests indicated that LSCM cata-
lyzes the oxidation of hydrocarbon fuels, although
it also has some activity toward dry reforming
[65]. Compared to the conversion of CH4 in a
blank reactor, LSCM enhanced the reaction rate
of CH4, and increased the selectivity toward total
oxidation. Even under relatively oxygen-lean con-
ditions (CH4:O2 gas mixtures of 4:1), LSCM pro-
moted the total oxidation of CH4 to CO2, up to
800 �C.At 850 �C, the CO2/CO selectivity was still
98.6% in favor of CO2. No significant steam
reforming activity was measured.

The experiments described above were
performed by co-feeding oxygen and CH4,
resulting in a pO2 ~ 10�1 atm, much higher than
the pO2 of ~ 10�20 present at a working SOFC
anode. Furthermore, the measured reaction rates
are not differential rates as they were determined
for 100% conversion. In order to determine the
oxidation rate and the selectivity for total and
partial oxidation of CH4 under conditions similar
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to those of operating anodes, van den Bossche and
McIntosh developed a pulse-type reactor [20]. In
this set-up, pulses of CH4 (or H2) are fed to a
reactor containing oxidized powder catalyst. No
oxygen is co-fed with the fuel; instead, the fuel is
oxidized utilizing oxygen from the oxide catalyst
surface and bulk. Inert gas is fed between the
short pulses of hydrocarbon fuel to allow
re-equilibration of the surface oxidation states.
This is necessary to prevent the measurement of
a bulk oxygen diffusion limited rate. The pO2

above the catalyst during a hydrocarbon pulse is
that of pure fuel, and the oxygen source is the
same as in the anode. Thus the COx production
rates and selectivity are those of the fuel cell.
Furthermore, since each pulse titrates a small
amount of oxygen from the lattice, multiple pulses
and knowledge of the original stoichiometry
enable measurement of rates and selectivity as a
function of oxygen stoichiometry.

Pulse experiments on La0.75Sr0.25Cr1-xMnxO3-d

(x = 0.25–1) indicated that CH4 oxidation rates
increased with increasing Mn substitution and
decreased with decreasing oxygen content. Both
observations are in agreement with a modified

MvK mechanism with Mn as the redox center.
The oxygen stoichiometry (3-d) of the perovskite
influenced product selectivity. At high lattice oxy-
gen content, d � 0, total oxidation was the pre-
ferred reaction for all Mn/Cr ratios, with 100% of
CH4 reacting to CO2, Fig. 14. When less lattice
oxygen was present, CO production dominated.
The formation of CO was suggested to occur
through the partial oxidation of CH4, rather than
secondary dry reforming.

Attempts have been made to link this shift in
reaction rate and selectivity with oxygen stoichi-
ometry to observed shifts in SOFC anode polari-
zation resistance. At open circuit conditions at
700 �C with CH4 fuel, the LSCM oxygen stoichi-
ometry is low as the material is at equilibriumwith
the fuel gas. This appears to promote cracking as
the main reaction, with correspondingly high
anode polarization resistance, ~12.3 O∙cm2

[6]. Upon application of current, it is suggested
that the oxygen ion flux locally increases the
oxygen stoichiometry of the perovskite. The
pulse reactor studies suggest that this should
shift the reaction mechanism toward total oxida-
tion of the fuel and increase the activity. This is
observed as a decrease in anode polarization
(to 1 O ∙cm2) and a shift toward CO2 production
with increasing SOFC current density.

While these results are interesting, SOFC with
LSCM anodes show significantly lower power
outputs in C4H10 and CH4, when compared with
H2 fuel [6]. Since the change in fuel only influ-
ences anode conditions, the anode activity toward
oxidation of hydrocarbons appears to be a
performance-limiting process for these anodes.
This was further illustrated by electrochemical
measurements on SOFCs with dense LSCM
films [18]. The OCP values measured for these
SOFCs with CH4 on the anode were comparable
to the values measured in inert gas (He), ~0.06 V.
It was suggested that the kinetics for CH4 oxida-
tion are slow, and that the contact time of the fuel
on the relatively smooth surface was too short to
set the CH4 reaction equilibrium. The addition of
small amounts of Pd as a catalyst to the anode
resulted in reasonable OCP values, ~0.87 V, prov-
ing that the catalytic performance of LSCM
toward CH4 is low and must be improved.
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To enhance catalytic activity, the B site of
LSCM has been substituted with a third element
that is suggested to be more active for hydrocar-
bon oxidation than Mn. Ni and Fe are attractive
choices as their respective lanthanum perovskites
show CH4 conversion at lower temperatures than
LaMnO3 [54]. Also, Ni is used as the oxidation
catalyst in traditional Ni/YSZ anodes. Although
large amounts of Co, Fe, or Ni substitution are
unstable [56, 61], small amounts of Ni (10 mol%)
were suggested to be kinetically stable in the
LaCrO3 lattice [73]. Furthermore, the use of rela-
tively small amounts of Co, Fe, or Ni, even if
exsoluted, is not expected to lead to the mechan-
ical failure that is caused by large amounts of
especially Ni, as carbon formation and volume
changes upon redox cycling will be limited.

Van den Bossche and McIntosh replaced
10 mol% of Mn with Co, Fe, or Ni and found
that CH4 oxidation rates were greatly enhanced on
LSCMNi and LSCMCo, up to an order of magni-
tude compared to LSCM. This occurred only after
the exsolution of the Co and Ni metals. The degree
of carbon formation for LSCMNi and LSCMCo
was similar to LSCM [19], suggesting that these
compositions can be used as redox-stable, direct
oxidation anodes.

Instead of introducing small amounts of cata-
lytic elements into the perovskite, catalysts have
also been successfully added to the anode as a
separate phase. Again, Ni is the primary focus,
as are precious metals such as Pd, Pt, and Rh. By
adding a relatively small amount (4 wt%) of Ni to
a GDC/LSCM (80% Cr) anode, Liu et al. [74]
were able to increase the performance of SOFCs
from ~50 to 80 mW/cm2 in 750 �C CH4 (the
relatively low power output resulted partly from
a thick electrolyte). As the small amount of Ni was
not expected to significantly increase the elec-
tronic conductivity, the increase in power output
is mainly due to the enhancement in catalytic
activity of the GDC/LSCM-Ni anode. Although
the composite anodes with 4% Ni generated a
small amount of carbon deposits in C3H8 fuel
under open circuit conditions, no noticeable car-
bon formation occurred in working SOFCs. This
was in contrast to composites with large amounts
of Ni, which generated significant amounts of

carbon, even under operating conditions.
Although the SOFC power output of the
GDC/LSCM anode with 4% Ni dropped slightly
after a first redox-cycle, performance was stable
during the next three cycles. Longterm electro-
chemical stability studies are required to deter-
mine the stability of this composite anode.

Using a similar method, Kin et al. obtained a
power output of ~500 mW/cm2 in humidified H2

at 700 �C utilizing YSZ/LSCM anodes with
0.5–1 wt% of either Pd, Rh or Ni added as a
separate phase, Fig. 15. These values are to be
compared to the power output of ~100 mW/cm2

for YSZ/LSCM without metals added. The addi-
tion of 1 wt% Fe to YSZ/LSCM also increased
power output to 400 mW/cm2 [34]. An enhance-
ment in SOFC performance with the addition of
Pd was found by other researchers as well, but not
to the extent of a fivefold increase [53]. The
smaller impact may be due to other limiting pro-
cesses, such as low ionic conductivity.

Pd and Rh may be prohibitively expensive for
largescale SOFC applications, but Ni or even Fe
would be suitable. Long-term fuel cell tests using
(sulfur-rich) CH4 are required to assess the sulfur
tolerance and sintering resistance of Ni in the
YSZ/LSCM-Ni anode.
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using various catalysts: (▼) no catalyst, (●) with 5 wt%
ceria, (♦) with 0.5 wt% Pd, and (~) with 5 wt% ceria and
0.5 wt% Pd. (Reproduced with permission from
[34]. Copyright 2009, The Electrochemical Society)
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Stability
The LSCM anode is chemically compatible with
the commonly used electrolytes, such as YSZ, up
to 1,300 �C [64] and LSGM, up to 1,100 �C
[76]. Values for the thermal expansion coefficient
(TEC) of LSCM in air varied from 8.9 to 10.8
mK�1 at low temperatures (< ~500 �C), and from
10.1 to 12.7 mK�1 at high temperatures, up to
950 �C [64, 67]. These TEC values match well
with those for YSZ (10.8 mK�1), LSGM (11.1
mK�1) and GDC (13.5 mK�1) [8]. The change in
TEC in LSCM with temperature is likely due to a
change in space group from rhombohedral R-3
C to cubic Pm-3 m, occurring gradually over the
range of 500–1,100 �C in air [77]. As the associ-
ated change in volume is minimal, ~1% [64], this
is not expected to cause instability during cell
heating or cooling. Furthermore, since the
Pm-3 m phase is also observed for reduced
LSCM, stresses due to redox cycling are expected
to be small. Indeed, the difference in volume
between the reduced and oxidized unit cells is
only 1.7% at room temperature [77], while the

difference in linear expansion between LSCM in
air and in reducing atmospheres, pO2= 2� 10�19,
is limited to ~0.2% at 700 �C [67].

The operation of SOFCs with LSCM anodes in
sulfur-rich H2 leads to a decrease in cell perfor-
mance in a short amount of time. Liu reported a
decrease in current density of 50%when exposing
LSCM to 10% H2S/H2 at 950 �C [66]. The
decrease occurred over a period of 2 h, after
which the performance stabilized. Ten percent
H2S is much higher than the typical ppm levels
of sulfur present in natural gas and represents
attempts to utilize H2S as a fuel. However, even
in H2 with 50 ppmv H2S, performance was
observed to decrease significantly from 0.46
W/cm2 to 0.09 W/cm2, again in 2 h, at 850 �C
and constant current density of 625 mA/cm2

[53]. The large deterioration of LSCM is due to
La and Mn reacting with sulfur to form La2O2S,
MnS, and a-MnOS [66]. Since Mn is the reactive
site for fuel oxidation, the formation of these
compositions is likely to have an adverse effect
on anode performance.

There is no easy solution to decrease the sus-
ceptibility of LSCM to sulfur poisoning. Since
LSV anodes have been shown to have excellent
sulfur resistance [78], operating better in sulfur-
rich fuel than in fuel without sulfur, it has been
attempted to introduce 10 mol% Von the B site of
LSCM. However, no phase-pure material could
be obtained [19].

Interestingly, the use of sulfur-rich CH4 instead
of sulfur-containing H2 led to an initial increase in
performance on LSCM, compared to CH4 without
sulfur [56]. After 4–6 h though, the performance
in 0.5% H2S/CH4 had stabilized to values similar
to those in pure CH4. This observation is consis-
tent with the much smaller and slower decrease
of power density of SOFC with LSCM anodes
in 0.5% H2S/CH4, as compared to H2S/H2

mixtures [79].

Double Perovskites

Double perovskites are described by the general
formula A2B0B00O6-d, and can be interpreted as a
doubling of the regular perovskite ABO3-d. The

Direct Hydrocarbon Solid Oxide Fuel Cells,
Fig. 16 Mo (green) surrounded by six next-nearest-
neighbor Mg (red) in a perfectly B-site ordered material;
oxygen ions are white and strontium cations are omitted for
clarity. (Reprinted in part with permission from [80]. Copy-
right 2007 American Chemical Society)
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elements on the B0 site are different from those on
the B00 site, and the two sites alternate to form a
sublattice with a rock-salt structure. In a perfectly
ordered lattice, every B0 ion would be coordinated
by six perovskite unit cells with B00 ions and
vice versa. This is illustrated in Fig. 16 for
Sr2MgMoO6-d (SMMO); the Mo ion (green) is
surrounded by 6 Mg ions (red). The ordering is
caused by large differences in the radii and
charges between the B0 and B00 site ions. For
example, in SMMO, the B0 site is occupied by
the small Mg2+ ion, while the B00 site hosts the
large and highly chargedMo6+ ion [80]. Although
a regular perovskite can have two different ele-
ments on the B site as well, it is this particular
B-site structure that classifies these materials as
double perovskites.

The most investigated double perovskite
anode material is SMMO. It has reasonable
electrical conductivity, ~10 S/cm in pure H2 at
800 �C, good activity for direct CH4 oxidation,
and operates well in sulfur-containing fuels
[81]. The power output of an SOFC with a
300-mm-thick La0.8Sr0.2Ga0.8Mg0.2O3-d electro-
lyte, SrCo0.8Fe0.2O3-d cathode and SMMO anode
reached 0.84 W/cm2 in dry H2 and 0.44 and
0.34 W/cm2 in dry and wet CH4, respectively, at
800 �C [81], Fig. 17. Note that these values were
obtained using Pt current collectors, which should
be avoided as they contribute toward the catalytic

activity of the anode [83], significantly increasing
the performance for hydrocarbon fuels.

Conductivity
The electrical conductivity of SMMO was found to
be ~1–4 S/cm inH2/Ar and 10 S/cm inH2, at 800 �C
[82, 84]. The slight differences in the values possibly
result from differences in synthesis methods. The
conductivity decreases with increasing pO2, indica-
tive of n-type conductivity. The charge carriers are
electrons generated by the reduction of Mo(VI) to
Mo(V) to compensate for the charge imbalance cre-
ated by the formation of oxygen vacancies in the
material [84]. No studies have yet been conducted to
optimize the electrical conductivity.

Catalysis
The catalytic activity of SMMO is thought to
result from the Mo ion. Whereas the Mg ion
keeps a 2 + charge, Mo is reduced to some extent
from predominantly Mo(VI) in air atmospheres,
to a mixture of Mo (VI) and Mo(V) in reducing
atmospheres [85]. The presence of a redox
center would allow for the oxidation of fuel mol-
ecules according to a MvK mechanism, as
suggested for the oxidation of CH4 on LSCM
[20]. Only a small amount of Mo(VI) is reduced
to Mo(V), resulting in an oxygen non-
stoichiometry of ~0.04–0.06 mol O/mol SMMO
for samples reduced at 1,000–1,200 �C in 5% H2
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densities. (Reproduced with permission from [82]. Copy-
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[80, 84, 86]. The limited reduction ofMo(VI) could
be due to the instability of Mg in a conformation
with less than six surrounding oxygen ions. This is
confirmed by the decreased B-site order after
reduction, indicating thatMg ions relocate tomain-
tain a sixfold oxygen coordination [80].

To increase the electrocatalytic activity of
Mo-based double perovskites, Mg has been
replaced by a number of transition metals. SOFC
anodes have been prepared with Sr2CoMoO6,
Sr2FeMoO6, Sr2MnMoO6 and Sr2NiMoO6, but
none of those compounds were stable. SMMO
with Co, Ni and Zn on the B0 site are easily
synthesized in air, but are unstable in 5% H2

at 800 �C and above, due to exsolution of the
metals [87, 88]. Higher initial power outputs
were indeed observed for SOFCs made with
Sr2CoMoO6 anodes, compared to similar SOFCs
with SMMO anodes, but performance quickly
deteriorated, likely due to the decomposition of
SCMO. Sr2FeMoO6 and Sr2MnMoO6 are stable
in reducing atmospheres, but unstable in>400 �C
air [88, 89].

More recently, the maximum oxygen non-
stoichiometry in SMMO was successfully
increased through partial substitution of Mo
(VI) by Nb(V), without compromising the stabil-
ity of the double perovskite [85]. The increase in
oxygen non-stoichiometry suggests that more
Mo6+/Mo5+ redox centers are created, which are
expected to increase both oxygen ion conductivity
and fuel oxidation rates.

Stability
As suggested above, a significant challenge in the
development of double perovskites is the synthe-
sis of phasepure, redox-stable compositions. The
synthesis of SMMO, for example, is successful in
air, but requires high temperatures, >1,200 �C, to
remove SrMoO4 impurities [90]. The firing tem-
perature can be brought down to 900 �C if a 5%
H2 atm is used, but the use of such a reducing
atmosphere could complicate largescale SMMO
production.

Because of the existence of SrMoO4 impuri-
ties in air-fired SMMO, it is likely that the
same impurities are formed upon treatment of

H2-synthesized SMMO in high temperature air.
Depending on the thermal and chemical expan-
sion properties of this phase, these impurities
could result in a decrease in performance with
redox cycling of SMMO. At room temperature in
air, SMMO readily forms carbonates, such as
SrCO3, resulting in surface degradation and
SrMoO4 formation [84].

At elevated temperatures in reducing atmo-
spheres, SMMO partly decomposes to MgO, SrO,
and Mo. The temperature at which decomposition
starts is subject to debate. In 5%H2, decomposition
temperatures have been reported as low as 900 �C
[80] up to 1,000 �C [90] and even 1,200 �C [82]. It
has been suggested that the decomposition temper-
ature is influenced by the preparation method, with
the high temperatures utilized during air-firing or
solid-state synthesis possibly leading to the evapo-
ration of the volatile Mo, decreasing SMMO sta-
bility [90]. SMMO synthesized according to an
EDTA-complexation route and fired at low temper-
atures in 5%H2 is typically found to be stable up to
1,000 �C in 5%H2, atwhich point small amounts of
the decomposition products appear. SOFC applica-
tions however run most efficiently on pure or
humidified fuel, atmospheres that are more reduc-
ing than 5% H2. The use of pure fuel could there-
fore lead to decomposition of the SMMO anode at
temperatures lower than 900–1,000 �C, which pre-
sents a problem for SOFCoperating at 700–850 �C.

Another potential issue is the chemical interac-
tion of SMMO with the commonly used electro-
lytes YSZ and LSGM. When treated in 1,000 �C
air for 24 h, SMMO reacts with YSZ to form large
amounts of SrMoO4 and SrZrO3, and it reacts with
LSGM to form (La,Sr)Ga3O7 [84]. These reaction
products have inferior properties compared to the
reactants and are therefore to be avoided. In the
case of LSGM, this has been done by using a thin
ceria-based layer between anode and electrolyte
[82]. The thermal expansion of SMMO,
~11.7–12.7 mK�1 [82] is compatible with values
for YSZ (10.8), LSGM (11.1) and GDC (13.5).

SOFC with SMMO anodes have shown stable
performance in dry H2 fuel with 5 ppmv H2S. The
initial power output of fuel cells in 5 ppmv H2S/
H2 fuel is similar to that in pure H2 fuel, Fig. 18,
and the cells show a similar decrease in power
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output, ~3% after 200 h of operation in both fuels
at 800 �C [82]. When, under otherwise similar
conditions, the concentration of H2S is raised to
50 ppmv, the initial power output of the cell was
reduced to ~80–85% of its value in H2 and Pmax

decreased rv5% in 200 h.

Strontium Titanates

Pure SrTiO3 is a simple cubic perovskite that has
a good thermal expansion match with YSZ and is
stable under reducing conditions. However,
undoped SrTiO3 has insufficient electronic con-
ductivity for an anode material [91]. In contrast,
donor-doped (n-type) SrTiO3 has attracted con-
siderable interest due to its high electronic con-
ductivity under reducing conditions, while
maintaining a good thermal expansion match,
and resistance to both coking and sulfur poison-
ing [92, 93]. Unfortunately, the performance of
pure STO-based anodes is low, requiring addi-
tional catalytic materials to realize acceptable

power densities [94]. As with the other oxides
discussed in this entry, the conductivity and sta-
bility of this material is dominated by its defect
chemistry. There are a number of articles that
fully discuss the defect chemistry, for example
[91]. This discussion is restricted to the essential
points relevant to the use of STO as an SOFC
anode.

Conductivity
There are two routes to doping of SrTiO3: doping
of trivalent cations onto the Sr site, and/or doping
of pentavalent cations onto the Ti site. The most
common trivalent dopants are La3+ and Y3+. La3+

has high solubility, with only limited distortion of
the lattice parameter at high dopant levels (>40%)
[95]. Charge compensation upon doping can
occur via electronic or ionic compensation,
depending on the temperature and pO2. At low
pO2, the compensation mechanism is electronic
via reduction of Ti4+ to Ti3+ to form Sr1-x-
La

x
Ti0xTi1-xO3:

1

2
La2O3 þ SrxSr þ TixTi

! La	Sr þ Ti0TI þ SrOþ 1

4
O2 (17)

A similar mechanism occurs for Y-doped STO
under reducing conditions [97]. Assuming that
dopant carriers dominate, the number of
n-carriers is then directly correlated to the dopant
level [98]; however, the correlation is not 100% as
some electronic defects are associated with the
donor atom. The creation of high concentrations
of electronic defects leads to high conductivity.
For example, Marina et al. reported conductivities
for La0.3Sr0.7TiO3 of over 100 S/cm at low pO2,
Fig. 19 [96].

At high pO2, the compensation mechanism
switches from electronic to cation vacancy com-
pensation (or self compensation), where the donor
charge is compensated by the formation of Sr
vacancies [98, 99]. This is accompanied by the
formation of a secondary Sr-rich phase. The
nature of this phase is not fully determined and
is suggested to be either an Srn + 1 TinO3n + 1 phase
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Fig. 18 Maximum power density Pmax at 800 �C versus
cycle number in dry and wet H2, H2/H2S, and CH4.
(Reproduced with permission from [82]. Copyright 2006,
The Electrochemical Society)
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within the matrix [100] or a separate SrO phase
[101]. A separate phase is denoted below simply
for clarity:

SrxSr þ 2Ti0Ti þ
1

2
O2 $ SrOþ V00

Sr þ 2TixTi (18)

This alternate charge compensation mecha-
nism removes electronic carriers and thus
greatly decreases the electronic conductivity
of the material [98]. Indeed, the very high con-
ductivities reported for La-doped STO are
only created upon sintering at high temperatures
under very reducing conditions [92, 93,
96, 102].

Upon exposure to higher pO2 at SOFC temper-
atures, the conductivity decreases slowly
[96]. This is observed in Fig. 19 as the significant
decrease in conductivity for all of the samples as
the pO2 is increased above ~10�14 atm. The slow
kinetics associated with this may be related to
slow cation diffusion [101] and/ or low oxygen
mobility in these materials [103]. Slow
reoxidation kinetics are beneficial to application
in the SOFC anode where accidental and occa-
sional exposure of the anode material to air may
be expected. Of course, this assumes that a suit-
able and cost-effective cell synthesis procedure
can be derived to initially form these highly

conductive states. Furthermore, slow reoxidation
may indicate slow surface oxygen exchange and
low hydrocarbon oxidation activity.

Nb is the most common pentavalent dopant
[104–108]. As with the trivalent A-site dopants,
the additional charge is compensated by electronic
carriers at low pO2 leading to high electronic
conductivity. These carriers are generated by
reduction of Ti4+ to Ti3+:

1

2
Nb2O5 þ 2TixTi ! Nb •

Ti þ Ti0Ti þ TiO2

þ 1

4
O2 (19)

Nb remains in the pentavalent oxidation state
although there is evidence that Nb substitution
improves the overlap between Ti atomic orbitals.
As with the trivalent doped materials, conductiv-
ity decreases upon oxidation due to a shift toward
ionic compensation via the formation of Sr vacan-
cies. However, it has been reported that Nb-doped
materials can provide adequate conductivity and
are very slow to reoxidize [107].

Irvine et al. suggested deliberate introduction
of Sr vacancies through the fabrication of A-site
deficient materials with the A-site deficiency level
set to compensate for the charge introduced
through donor doping [103, 109]. While these
materials show good electronic conductivity,
recent work has suggested that A-site deficiency
leads to precipitation of secondary Ti-rich phases
[93, 110]. It should be noted that these secondary
phases are not always observable by XRD but are
observed upon SEM/EDX analysis.

Transition metal acceptor doping of A-site
deficient Sr0.85Y0.1Ti0.95M0.05O3-d (M = V, Mn,
Fe, Co, Ni, Cu, Zn, Mo, Mg, Zr, Al, Ga) leads to a
decrease in total conductivity compared to the
undoped composition. This is due to the acceptor
dopant off-setting the influence of the donor dop-
ant (Y3+ in this case). The ionic conductivity of
these materials increases upon acceptor doping
but it is still ~6 orders of magnitude lower than
the electronic conductivity [111].

The ionic conductivity of doped STO is quite
low although A-site deficient (Y0.08Sr0.92)1-xTiO3-d

has been shown to have an ionic conductivity
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Fig. 19 Electrical conductivity as a function of pO2 for
LaxSr1-xTiO3 sintered at 1650 �C in H2. Conductivity is
measured at 1,000 �C from low to high pO2. (Reprinted
from [96] with permission from Elsevier)
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comparable to YSZ at 700 �C; however, this
occurs at the expense of lowering the electronic
conductivity [112]. It may not be desirable to
introduce significant oxygen ion conductivity as
the low mobility of oxygen anions may play a
significant role in preventing reoxidation of the
material and concomitant loss of electronic car-
riers [96, 103]. The majority of SOFC anode
studies utilize composites of doped STO and
YSZ, where STO provide electronic conductivity
and YSZ provides ionic conductivity [92].

Catalysis
Unfortunately, while able to provide sufficient
electronic conductivity, the electrocatalytic activ-
ity of doped-SrTiO3 is low [105]. As such, sec-
ondary catalysts are required to provide sufficient
SOFC performance as cells without additional
catalyst provide very low power density. For
example, Lee et al. demonstrated a dramatic
increasing in performance with H2 fuel upon addi-
tion of 5 wt% CeO2 and 0.5 wt% Pd. The power
density increased from less than 20–780 mW/cm2

at 800 �C with no change in OCP [35]. Pd doping
without CeO2 has also been shown to enhance
activity [94].

Avoiding precious metals, Fu et al. demon-
strated a similar enhancement, realizing a two
order of magnitude decrease in polarization resis-
tance with an yttria-substituted SrTiO3-YSZ com-
posite upon infiltration of 5 vol% Ni [113]. Yang
et al. also utilized Ni surface doping but did so in
conjunction with Co doping of Sr0.88Y0.08TiO3,
finding an enhancement of activity attributed to
the reducibility of Co within the lattice [114].

Only limited studies have discussed the activ-
ity of these materials toward hydrocarbon utiliza-
tion. Vincent et al. showed that the performance of
cells with La0.4Sr0.6-xBaxTiO3 (0 � � � 0.2)
based anodes in CH4 fuel was more than one
order of magnitude lower than in H2 fuel between
800 �C and 950 �C [115]. The performance did
increase slightly with an increase in Ba doping
level but, perhaps most intriguingly, a more sub-
stantial improvement was observed upon the addi-
tion of H2S to the feed gas. A role for Ba in
enhancing oxygen surface exchange rates was
confirmed, although with the caveat that it was

measured under oxidizing conditions, when the
surface is doped with Sr, Ba, or Ca [116]. Addition
of CeO2 to an Sr0.88Y0.08O3-based anode signifi-
cantly reduced the anode polarization resistance
with both H2 and CH4 fuel [117, 118], likely due
to enhanced catalytic activity of the composite.

Doping with a more reducible Mn cation to
form La0.4Sr0.6Ti0.4Mn0.6O3 leads to a decrease
in electronic conductivity although it may slightly
increase catalytic activity toward hydrocarbons.
The resulting cell shows a low OCP in wet CH4

of only 0.86 V at 856 �C with a total cell RP of
~1.4 O	cm2 compared with an OCP of 1.05 Vand
total RP of ~0.36 O	cm2 in wet Ar/H2 [119]. The
difference in polarization resistance is not as dra-
matic as shown for Mn-free compositions.

Ruiz-Morales et al. took a unique approach by
utilizing multiple dopants to control the oxygen
stoichiometry and thus disrupt defect ordering to
generate the single-phase perovskite anode mate-
rial La4Sr8Ti11Mn0.5Ga0.5O37.5 [120]. The
resulting cell generated 500 mW/cm2 with H2

fuel and 350 mW/cm2 with CH4 at 950 �C,
Fig. 19. The maximum power density and OCP
in CH4 fuel were both significantly higher than
with 5% H2 fuel, Fig. 20, suggesting that homog-
enous cracking of CH4 to form H2 was not the
dominant reaction mechanism and that this mate-
rial was active toward CH4 oxidation.

SrTiO3 based anodes have been shown to be
quite tolerant to H2S poisoning [121], operating
with up to 1% H2S [122] and up to 50 ppm H2S
when surface doped with Pd [94].

Other Materials of Interest

Pyrochlore structured oxides have received some
attention for use in SOFC anodes, in particular the
series Gd2MoxTi2-xO7. SOFCs made with
250-micron thick YSZ electrolytes, LSCM cath-
odes, and Gd2Mo0.6Ti1.4O7 anodes have shown a
stable power output of 340 mW/cm2 in 950 �C
10%H2S/H2, and an anode polarization resistance
of ~0.23 O∙cm2 at OCP [123]. The substitution of
Ti in the electrolyte Gd2Ti2O7 with large amounts
of Mo increases the total conductivity to ~70 and
25 S/cm in 1,000 �C 5% H2 for 70 and 50 mol%
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Mo respectively. The ionic conductivity under
these conditions remains high, ~0.1 S/cm for
50 mol% Mo [124].

However, the introduction of large amounts of
Mo is detrimental to the stability of Gd2Ti2O7.
Compositions with 70 mol% Mo are unstable
and exist only in a very narrow pO2 range,
10�13–10�15 atm at 1,000 �C. This range is
extended for lower Mo contents, but even at
30 mol% Mo, compositions are not stable at
1,000 �C in pO2 >10�8 atm [124], Fig. 21.

Sprague reported increased redox stability when
co-substituting Ti with Mn instead of just Mo, but
this has only been shown for small amounts of Ti
substitution, < 20 mol% [125].

More recently, the pyrochlore
Yb0.96Ca1.04TiNbO7 has been suggested as an
anode material [126]. Based on Yb2Ti2O7, the
substitution of Yb with Ca increases the ionic
conductivity [127], while the introduction of Nb
greatly enhances the total conductivity, to 9 S/cm
at 800 �C in 5% H2/N2. The conductivity is
n-type, and is therefore expected to increase fur-
ther in more reducing atmospheres. In addition,
Yb0.96Ca1.04TiNbO7 is stable up to 1,450 �C in air
and 1,350 �C in 5% H2/N2. The main drawback of
the material appears to be slow oxygen ion
exchange, which can be slightly enhanced with
further substitution on the B site, for example,
with Mn, Cr or Mg/Mo [126].

Fluorite anodes, not including ceria, are typi-
cally based on YSZ and have been developed to
ensure good thermo-mechanical and chemical
compatibility with the widely used YSZ electro-
lyte. A purely ionic conductor, YSZ depends on
the substitution of Zr with more reducible ele-
ments, such as Ti, to introduce electronic conduc-
tivity. The reduction of Ti4+ to Ti3+ in
Y0.18Zr0.73Ti0.09O2-s (YZT) generates electronic
charge carriers, but significant amounts of Ti3+

are only present at high temperatures and low
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pO2. Even at 1,000 �C and pO2 < 10�20 atm, the
total conductivity is low, ~0.06 S/cm [128]. An
additional drawback of substitution with Ti is the
trapping of oxygen vacancies on Ti ions, reducing
the ionic conductivity to ~0.04 S/cm.

By raising the amount of Ti to 18 at-%,
the maximum amount that dissolves in the
YSZ lattice, the electrical conductivity of
Y0.15Zr0.67Ti0.18O2-d is increased to 0.2 S/cm
(at 930 �C and pO2 = 10�20 atm), while the
ionic conductivity is further reduced [129]. Intro-
duction of Sc2O3 into YZT (ScYZT) slightly
increased the electronic conductivity to 0.14 S/
cm at 900 �C [130]. SOFCs with ScYZT anodes
were tested in 900 �C 5% humidified H2 (using Pt
as electrode current collectors) and showed an
estimated power output of 35 mW/cm2 and an
anode polarization resistance of ~5.5 O∙cm2 at
OCP, using a 2 mm thick YSZ electrolyte and a
Pt cathode [131].

Among the Tungsten Bronzes, formula A0.6BO3,
the Nb-based Sr0.2Ba0.4Ti0.2Nb0.8O3 is the best can-
didate for SOFC anodes. This composition is redox
stable and has reasonable electrical conductivity,
3.4 S/cm at 930 �C in 5% H2/Ar [132]. Other com-
positions are unstable or have lower conductivity
[132, 133]. Sr0.2Ba0.4Ti0.2Nb0.8O3 has a much
lower TEC than the electrolytes that are commonly
used, ~6.7 mK�1, and reacts with YSZ at 1,200 �C.
Also, the power output for symmetrical SOFCs
made with this compound are low, with impedance
data showing Warburg behavior, suggesting poor
oxygen ion exchange and low oxygen ion
conductivity [134].

Vanadates in the series La1-xSrxVO3 demon-
strate sufficient electronic conductivity [63],
and reasonable electrocatalytic activity at
1,000 �C [135], coupled with stability toward
sulfur poisoning [78]. Aguilar et al. demon-
strated operation with 5% H2S in both H2 and
N2 [135]. In the latter case, the LSV-based
anode utilized H2S as the fuel source. Unfortu-
nately, LSV is only stable at low oxygen partial
pressure, for example, pO2 < 10�17 atm at
800 �C [63]. It transforms to the apatite phase
Sr3V2O8 [63] or Sr2V2O7 [78] upon exposure to
higher pO2. This transformation is irreversible
at SOFC operating temperatures [63].

Future Directions

As discussed in this entry, a number of novel
materials and composites have been proposed as
potential anodes for direct hydrocarbon solid
oxide fuel cells. While many are promising, a
commercially viable solution has not yet been
found. The discussion in this entry is deliberately
framed around the concepts of ionic and elec-
tronic conductivity, electrocatalysis, and stability.
It is essential for future researchers to address all
of these topics when discussing new materials.
The schematic in Fig. 4 represents both the com-
plexity of the problem and the simplicity that
could potentially be achieved if a material meeting
all of these requirements can be found.

One particular challenge for the field as a whole
is the measurement of these properties under real-
istic conditions. Experimental tools to probe the
surface or bulk of these materials in situ at the
length scales relevant to the anode processes are
not currently available. While significant consider-
ation has been given to the bulk transport properties
of potential materials, very little is known of the
surface chemistry under realistic SOFC conditions.
It is also necessary to develop techniques that can
measure and quantify the electrocatalytic activity of
these materials under operating conditions. While
electrochemical impedance techniques can, in prin-
ciple, provide a wealth of information, the fitting of
such data can be ambiguous and it is not a replace-
ment for a direct measurement of a fundamental
property. This is a major hurdle that must be over-
come if highly active and selective catalytic mate-
rials are to be developed for this application.

In combination with this increased knowledge
of surface chemistry, a detailed knowledge of the
material bulk is essential. It is clear from the
discussion in this entry that the target materials
set will be a multicomponent oxide with poten-
tially complex cation and anion lattice structures.
When material properties depend upon cation
configuration, e.g., the double perovskites, or
oxygen stoichiometry, these properties must be
accurately determined in a working cell.

The barriers to direct hydrocarbon SOFCs will
only be overcome through a combination of
new material development and more detailed
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experimental systems that directly probe funda-
mental parameters on working SOFC electrodes.
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Glossary

Acceleration method Generally speaking, there
is no appropriate acceleration method for stack
performance degradation as a whole. There-
fore, individual factors should be carefully
accelerated to know the degradation phenom-
ena. One degradation phenomena should con-
sist of several processes having different
activation processes. It is highly required to
have an acceleration method which should
not create additional sources of different origin
and mask the original sources of degradation to
be investigated.

Cr poisoning Catastrophic degradation of lan-
thanum manganite–based cathode due to the
chromium– oxygen vapors emitted fromCr2O3

oxide scale as a result of reaction with
(humidified) air. Cr poisoning for other cath-
odes such as cobaltite or ferrites are completely

different in mechanism. The SrCrO4 formation
is a key phenomena causing the lowering in
cathode performance.

EVD cells Sealless tubular cells fabricated by the
electrochemical vapor deposition (EVD) tech-
nique. The durability is excellent, whereas the
fabrication cost is expected to be quite high.
This cell can be regarded as the standard cell
when the relation among durability, efficiency,
and cost is considered.

First-generation cells Cells to be operated in the
temperature region of 900–1,000� C. Usually
oxide interconnects are used together with
electrolyte made of YSZ. Since materials com-
patibility is severe at higher temperatures, sta-
ble lanthanum manganite-base cathode is
adopted, whereas nickel anodes are used in a
similar manner to other types. Electrolyte-self-
support or cathode-support types are adopted.

Metal-support cells Cells are fabricated on
metal substrates. Compared with ceramic sub-
strates, adoptable fabrication conditions are
limited to prevent metals from being oxidized
severely. Instead, metals as a main structural
component provide many benefits such as bet-
ter stability against thermal shocks and milder
temperature distribution inside the stacks, etc.

Redox stability When anode-support cells are
adopted, the mechanical behavior of anode
substrate becomes important. During redox
cycles, an anode layer is expanded to destroy
the nickel connection or to make cracks on
YSZ framework/YSZ electrolyte plate.

Reliability versus cost reduction In many
cases, achievement of reliability is in trade-off
relation to cost reduction. To overcome this, it
is required to make breakthroughs in the fabri-
cation technologies

Second-generation cells Cells to be operated in
the temperature region of around 800� C.
Metal interconnects are used together with
anode-support cells and sealing materials.
The active cathode such as LSCF (lanthanum
strontium cobaltite ferrites) is used so that the
durability is one of the main issues.
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Stress caused by volume changes Mechanical
stability is dominated by volume changes in
components; these are caused by thermal
expansion with temperature, chemical volume
change due to the valence change within the
same lattice at the constant temperature.

Sulfur poisoning Degradation of nickel-cermet
anodes due to the adsorption of sulfur origi-
nated from H2S in fuels. An initial drop in
performance after introducing H2S is
maintained without further degradation. After
switching back to the normal fuels without
sulfur, anode performance is recovered slowly.
In cathodes, some degradation is observed due
to the contamination as SO2/SO3; in such a
case, SrSO4 is formed.

Third-generation cells Cells to be operated
below 800� C. Instead of oxide ceramics,
metal is used to support cells. Fabrication tech-
nique is most challenging.

Definition of the Subject

Solid Oxide Fuel Cells (SOFCs) are devices of
converting chemical energy (fuels) into electrical
energy using an oxide ion conducting materials as
electrolyte together with cathode for oxygen
incorporation process and anode for oxidation of
fuels. For fuel cells to be continuously operated,
there arise four flows inside fuel cells: air flow and
fuel flow, electrical current, and heat flow. Histor-
ically, only a small number of SOFC stack types
have been successfully established because it is
rather difficult to construct electrochemical cells/
stacks with solid materials alone in keeping good
electrical contacts among components, good gas-
eous permeability along the gas channels, or com-
plete gaseous tightness across dense parts such as
electrolyte and interconnects [1–3]. This leads to
additional requirements concerning the chemical
compatibility [4] among the cell components and
the mechanical stability [5] of stack as a whole
during fabrication and long-term operation
including a certain number of thermal cycles.
This makes materials selection difficult. Not
only the functional properties but also the com-
patibility with adjacent materials is quite

important. Durability and reliability of SOFC
stacks are therefore strongly dependent on such
materials compatibility [6]. Stress comes from any
volume changes in the cell components; for exam-
ple, thermal expansion mismatch, chemical vol-
ume expansion due to changes in valence state [7],
volume change on precipitation of products of
reactive diffusion or reaction with gaseous impu-
rities, pore formation, etc. These changes may
cause the mechanical instability among the stack
components and also affecting the functional parts
of cells; that is, the electrical path can be damaged
or the gaseous permeability through gas channel
to and from the electrochemical reaction sites are
influenced. When cracks are formed inside elec-
trolytes or interconnects, fuels and oxidants will
meet and burn without generating electricity,
causing local heating. The electrochemical perfor-
mance may also be degraded directly by gaseous
impurities attacking the electrochemical reaction
sites which are located at the electrode/electrolyte
interface region. Changes in microstructure of
electrodes also lead to degradation of perfor-
mance; nickel sintering is a typical example. In
these processes, solid-state diffusion makes
important contribution [8].

Historically speaking, reliability issues are
always associated with an important feature that
developments of stack design, fabrication
methods, and cell materials are mutually related
with each other. Even when the same materials are
used in different stack designs, a fabrication
method must be different so that materials com-
patibility appears in different manners. Main
issues in the early stage of research and develop-
ment were interface stability between cathode and
electrolyte [9], interconnect chemistry associated
with sinterability of lanthanum chromites [10],
and chemical volume expansion [7]. Sealless
tubular cells fabricated with electrochemical
vapor deposition (EVD) [11, 12] were the first
ones which have been successfully developed by
solving those issues [13, 14]. Durability of the
sealless tubular cells was found to be excellent
as shown in quite low degradation rates: 0.1%/
1,000 h for cell performance and less than 0.1%/
1,000 h for system performance at the operation
temperature of 1,000� C [10]. Demerits of tubular
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cells, however, were analyzed as their low-volume
power density and high fabrication cost [15]. These
sealless tubular cells are recognized as the first-
generation cells. After this success, many attempts
have been made to overcome those demerits by
testing new materials, new cell designs, and new
stack designs. The most typical ones can be called
as the second-generation cells which are operated
around 750–800� C. Here, metal interconnects
were adopted instead of oxide interconnect, active
cathodes such as lanthanum strontium cobaltites
(LSC) or lanthanum strontium cobaltite ferrites
(LSCF) [16] were used instead of stable but less
active lanthanum strontium manganites (LSM),
and an anode-support-type cell design was
adopted. As a result, performance of such second-
generation cells has been rapidly improved and in
many cases has becomemuch better than that of the
first generation. On the other hand, durability was
not better because metal interconnects and active
cathodes were adopted in spite of their low chem-
ical stability [17]. More recently, the third genera-
tion based on the metal support cells [18–20] has
attracted much attention, because of its expecting
low costs and lower operating temperatures. Based
on the idea adopted for this generation, nickel can
be regarded as a rather expensive material. Instead,
cheaper stainless steel should be utilized as a main
cell component. This inevitably leads to a require-
ment that appropriate fabrication methods should
be developed so as to fabricate metal-support cells
with a reasonable cost. In other words, chemical
stability becomes a big issue even in the fabrication
processes.

Introduction

The most important features associated with fuel
cell technologies are energy conversion effi-
ciency, durability (or life time), and cost. These
are common characteristic features among various
fuel cells such as phosphoric acid fuel cells
(PAFC), molten carbonate fuel cells (MCFC),
polymer electrolyte fuel cells (PEFC), and solid
oxide fuel cells (SOFC). For comparison among
fuel cells, applications in which fuel cells are
utilized are important aspects of fuel cells:

stationary application in several 100 kWor larger,
small stationary applications for residential
houses, and automotive or mobile applications.

For the first stationary application, comparison
was made in 1980s–mid-1990s among PAFC,
MCFC, and SOFC. Efficiency, based on the meth-
ane fuel, was regarded as about 40% for PAFC
operated at 180� C, 45% for MCFC operated at
650� C and 40% for SOFC operated at 1,000� C
when the first attempt by Westinghouse for tubular
cells was succeeded [21]. Later, it is clarified that
the higher efficiency of MCFC compared with
SOFC is due mainly to the operation temperature.
Actually, with decreasing operation temperature of
SOFCs, the efficiency increases even for SOFCs.
The most surprisingly impressive achievement of
Westinghouse’s SOFCs is their stable performance
for a long period of operation time, although their
fabrication cost was evaluated to be too high. Alter-
native efforts of constructing SOFCs in planar
design with metal interconnects were, on the
other hand, suffered from poor durability in its
early stage of development. One of plausible rea-
sons for such technological dead-rock seems to be
at a point that the target application was stationary
so that they aimed at constructing larger flat cells
with sealant materials. In such a larger planar stack,
temperature distribution developed within planar
cells may cause strongmechanical stresses, leading
to failure in sealing or to crack formation.

From the mid-1990s, there arose a newwave in
fuel cell applications, that is, the automotive appli-
cation and closely related applications of small
stationary. It began with PEFC. Even so, SOFC
has also received the impacts of new applications.
This leads to two important efforts on SOFC
developments: (1) severer requirements for
mechanical stability in automotive applications
[22] and (2) smaller stationary application. The
former has come from the new application pro-
posed by BMW, Delphi, and Renault to utilize
SOFC systems as auxiliary power unit in combus-
tion engine cars. Since BMW and Delphi have
cooperated with National Laboratories in their
own countries, materials development has been
made to improve mechanical instability. Develop-
ment of simulation technique also helps to
improve the stack technologies. The latter case
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of the small stationary systems gave rise to a big
impact in Japan, Australia, Switzerland, and UK
where the SOFC cogeneration systems have
attracted strong attention.

Current issues of SOFC technologies, namely,
reliability/durability and cost appear in different
manners in respective applications which have
different historical background.

This entry is organized as follows: In section
“Historical Aspects of Reliability, Durability and
Cost Issues,” historical aspects are first described
to provide essential points of SOFC stack/system
development. The technological features of the
first-generation cells, namely, sealless tubular
cells, will be described in comparison with the
second- and the third-generation cells in critical
technological issues; these are materials selection
of interconnect (oxide or metal), sealing scheme,
redox issues of nickel cermets, metal support
cells, trade-off relation between reliability and
performance, and materials chemistry associated
with lowering operation temperature.
Section “Durability/Reliability of SOFC Sys-
tems” describes durability/ reliability of SOFC
systems. Failures of system operation are first
described. Then, failures of stacks and degrada-
tion of cell performances are described in detail
with focuses on chromium poisoning, nickel
sintering, carbon deposition, sulfur poisoning,
etc. Results of field tests are also described in
relation to reliability. Section “Cost Issues”
describes the cost issue and “Future Directions
of SOFC development” are given finally in sec-
tion “Future Directions.”

Historical Aspects of Reliability,
Durability, and Cost Issues

Materials compatibility is important in construction
of SOFCs. Particularly, chemical and mechanical
stabilities are crucial in simultaneously optimizing
materials, materials processing and stack design.
First success has been achieved by Westinghouse
Power Corp. (later Siemens Westinghouse Power
Corp. and now Siemens Power Generation Corp.)
in the 1980s by adopting the first-generation cell

materials, the electrochemical deposition technique
to fabricate a dense yttria-stabilized zirconia (YSZ)
electrolyte film on porous LSM cathode tubes and
subsequent Ni anode on the dense YSZ film as
described in Fig. 1. This is called sealless tubular
cells, because no use of sealing materials is the
important key point. The cells exhibit high perfor-
mance and also long stability; only a small degra-
dation rate of performance (less than 0.1%/1000 h)
has been confirmed for more than 70,000 h for the
cell level (see Fig. 2) and more than 30,000 h for
the system level. Two demerits, however, were
pointed out for those cells by Ackermann et al.
[15] in Argonne National Laboratory; one is high
cost because of the adoption of electrochemical
vapor deposition (EVD) technique which utilizes
metal chlorides in vacuum vessels, the other one
being low-volume power density. Since then, many
attempts have been made to overcome these
demerits, namely, alternative materials have been
investigated, new materials processing methods
have been developed, and alternative stack designs
have been attempted (Table 1).

In recent years, rapid progress has been made in
the development of SOFC cogeneration systems
with several kW scale for residential houses
[23–26]; its demonstration has been successfully
made in real residential circumstances [23]. In such
a situation, degradation, durability, and reliability
have appeared again as important issues. Now
these should be related with cost issues, because
it is already well established that the excellent long
stability can be achieved with the electrochemical
vapor deposition (EVD) technique despite high
cost. The most important point is that the low cost
has to be obtained at the same time together with
high efficiency and long stability.

First Generation Stack: Sealless Tubular
Performance as Standard
Westinghouse Power Corp. made a breakthrough
by adopting sealless tubular cells after examining
several other types of SOFC stack design such as
planar cells or segment-in-series cells. This implies
that the sealless tubular cells have many advan-
tages against other designs. Actually, after the
breakthrough, they succeeded in demonstrating
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the long-term stability. From the current knowl-
edge of durability of other cells, their success in
long-term stability can be ascribed to the following:

1. The electrochemical vapor deposition (EVD)
process has been successfully developed as
fabricating a dense electrolyte film on porous
cathodes and fixing anode nickel particles on
the electrolyte plate with YSZ. This provides a
nearly ideal micro-structure for electrolyte/
electrode interfaces.

2. Sealing materials are not used. Particularly,
this cell is free from silica; silica is one of
materials to be carefully treated.

3. Other metals than nickel are not used in anode
atmosphere or in air. Alloys (Fe–Cr, Ni–Cr)

sometimes caused troubles such as anomalous
corrosion. In sealless tubular cells, nickel is
used as anode materials and also as cell-to-
cell connecting materials. Note that nickel is
stable in the fuel atmosphere without forming
oxide scale. Furthermore, a small amount of
oxygen can be dissolved so that even when
oxygen permeates from the air side on nickel
in the fuel side, a steady state flow of oxygen
can be established across the nickel/LaCrO3-
based interconnects. Nickel connection can be
made because this is the cathode-support cell.
Note that when the anode-support tubular cell
is adopted in a similar design, cell-to-cell con-
nection has to be made in the air side, leading
to a severer materials problem.

Air
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Fuel Electrode
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Fig. 1 Sealless tubular
cell: (a) cell configuration
and (b) stack configuration
(From [13, 14])
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4. Alumina tubes are used for providing air at the
bottom of the cathode compartment. This is
acted as heat exchanger to remove heats out
of cells. This provides an excellent situation for
thermal management on larger stacks.

Immediately after the success of sealless tubu-
lar cells, one important analysis was made to
clarify the technological features by Argonne
National Laboratory [15]. Their main conclusions
are given as follows:
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Solid Oxide Fuel Cell Materials: Durability, Reliability, and Cost, Table 1 Comparison in typical materials and
fabrication methods among the first-, second-, and third-generation SOFCs

First Second Third

Cathode LSM LSCF LSCF

Electrolyte YSZ (50 mm) YSZ (10 mm) Ni ScSZ, LSGM
GDC

ScSZ, GDC

Anode Ni/YSZ Ni/YSZ, Ni/SSZ, Ni/DGC Ni

Interconnect LaCrO3-based SrTiO3-
based

Ferritic, Cr-based Ferritic

Cell to cell connection Ni Ferritic Ferritic

Operation temperature 900–1,000� C 750–800� C 500–650� C
Typical fabrication
method

EVD, plasma spray Wet-sintering Sintering in reducing
atmosphere
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1. Fabrication cost is too high
2. Power density per unit volume is less

Status of the sealless tubular cells concerning
cost, efficiency, and durability can be summarized
as shown in Fig. 3a.

After knowing the success of Westinghouse
and technological assessments by ANL, many
people started to develop various kinds of SOFC
stacks to overcome demerits of the sealless tubular
cells. Depending on their technological strategies,
several different attempts have been made. These
can be summarized as follows:

1. Improvement of sealless tubular cells. To
improve the volume power density, flatten
tube type or delta type designs have been
investigated by Siemens (Westinghouse) them-
selves [27]. To lower the fabrication cost,
sintering-wet process has been successfully
adopted by TOTO [28], whereas atmospheric
plasma spray was adopted by Siemens them-
selves [27]. These attempts are based on the
idea that tubular cells or their modified cells
must be superior to other designs.

2. Planar design has been recognized as better in
achieving the higher power density in an anal-
ogous manner to other fuel cells such as PAFC
or MCFC. One approach is to adopt the oxide
interconnect, the other being the metal inter-
connects. Only few developers have adopted
the oxide interconnect in planar stacks [29,
30]. One technological reason is that sintering
of lanthanum chromite–based ceramics is

difficult, particularly in air. Another reason is
originated from the cost consideration; when
rather thick plates of LaCrO3-based intercon-
nects are used in planar cells, the contribution
of La to the total material cost becomes quite
large [31]. Adoption of metal interconnects
becomes important in stack developments
probably because of their technological merits
[32, 33]; the use of metal inside SOFC stacks is
quite useful for better thermal management,
and for controlling the mechanical stress,
etc. Even so, demerits can be seen in poisoning
of cathodes by Cr originated from oxide scale
[34], chemical interactions with sealing mate-
rials, and also increasing interface resistivity
across the oxide scale. In many cases, utiliza-
tion of metal interconnect is combined with the
adoption of anode support cells.

3. There have been also many efforts in improv-
ing stack design such as flatten tubes, micro
tubes, or honeycomb type cells. This is mainly
from the thermo-mechanical considerations. In
order to avoid the thermal shock effectively,
utilization of materials having low thermal
expansion and high thermal diffusivity are
highly required; Al2O3 and Si3N4 can be
regarded as one of such materials for high-
temperature use. Unfortunately, YSZ exhibits
high thermal expansion and low thermal con-
ductivity and there is no good way of improv-
ing those inappropriate properties. Thus, the
most effective way of overcoming thermal
shock is to shorten the thermal diffusion length
so as to relax changes in temperature on

DurabilityCost

Efficiency

DurabilityCost

Efficiencya

DurabilityCost

Efficiencycb

Solid Oxide Fuel Cell Materials: Durability, Reliabil-
ity, and Cost, Fig. 3 Schematic representation of the
current status of technology for achieving three targets of
fuel cells, namely, efficiency, cost, and durability; (a) the

first generation SOFC based on Electrochemical vapor
deposition technique; (b) the second generation SOFC
based on anode-support cells with wet-sintering processes;
and (c) the third generation based on metal support cells
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thermal shocks. For this purpose, micro-tube
or honeycomb structures become attractive.

4. Metal support cells are proposed to realize cost
reduction from the materials cost and fabrica-
tion cost simultaneously. Compared with
nickel which is the major component in the
anode support cells, the metal support cells
aim at using cheaper Fe–Cr alloy as supporting
materials [19]. Instead, the fabrication process
becomes rather difficult compared with other
cell design.

These activities can be summarized as the sec-
ond or the third generations of SOFCs. These
characteristic features are compared with the first
generation in fundamental aspects in Fig. 3. Cost
and efficiency are expected to be satisfied,
whereas durability has not been confirmed yet.
Thus, the main issue associated with the second
generation becomes the establishment of durabil-
ity/reliability (Fig. 4).

Oxide Interconnect Versus Metal Interconnect
Interconnect materials are quite important in fab-
ricating SOFC stacks. To meet the chemical and
mechanical stability requirements under an oxy-
gen potential gradient, only a few materials have
remained; some spinel compounds such as
NiCr2O4 or CoCr2O4 were tested as interconnects
in the early stage of development without success
because of their poor materials stability.
Remaining materials are LaCrO3-based or
SrTiO3-based perovskite oxides. The interconnect
materials need to meet two requirements: good
electrical conductivity (at the same time, essen-
tially no oxide ion conductivity) and the good
gaseous tightness. This can be met by fabricating
into dense plates/films. Furthermore, an additional
requirement is derived from the mechanical point
of view, that is, the thermal expansion coefficient
should match with that of YSZ, and the chemical
volume expansion due to valence change should
be small enough [35].

The technical issues associated with oxide
interconnect can be summarized as follows:

1. Establishment of inexpensive fabrication pro-
cess for making dense films of LaCrO3-based

ceramics. This is because the sintering of
LaCrO3 in air is quite difficult since the chro-
mium component tends to volatilize during
sintering and to subsequently deposit at
interparticle necks as Cr2O3; This deposited
chromia hinders further sintering [10].

2. Thermal expansion coefficient is another issue.
The thermal expansion coefficient of non-
doped LaCrO3 is small compared with YSZ.
To match the thermal expansion coefficient,
there are two ways: one is the heavy alkaline
earth doping up to 30 mol%, the other being
addition of alumina to YSZ to reduce the effec-
tive thermal expansion coefficient of a mixture
of YSZ and Al2O3 [35]. This makes it possible
to adopt the low concentration (about 10%)
doping of alkaline earth.

3. The high electrical conductivity is achieved by
holes created as a result of doping of alkali
earth oxide; however, in reducing atmosphere,
hole and Cr4+ is reduced to Cr3+ and oxide ion
vacancies. This valence change gives rise to
the volume expansion, which is called the
chemical volume expansion [7]. For the
heavily doped system, this chemical volume
expansion is too big so that additional B-site
doping is necessarily made to reduce the chem-
ical volume expansion.

4. The material cost of lanthanum is high so that
the thickness of the oxide interconnects should
be thin enough to reduce the amount used in
cells [31]. On the other hand, the LaCrO3-
based interconnects should be thick enough to
prevent the electrochemical oxygen perme-
ation which takes place as the bipolar diffusion
of oxide ions and holes inside the interconnect.
For such a purpose, Ca-doped LaCrO3 is not
appropriate because those ceramics are highest
in gas permeation among the alkali earth-
doped LaCrO3 [36, 37].

5. For the SrTiO3-based interconnects, sintering
is much easier than LaCrO3-based ceramics,
whereas the electrical properties are not good,
particularly in the air side [38].

When the metal interconnects are adopted in
the second generation stack, there arise other tech-
nical issues:
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1. Metal interconnects typically made of ferritic
alloys have slightly higher thermal expansion
coefficients than YSZ. A new alloy was pro-
duced so as to fit the thermal expansion of
YSZ; this is a Cr-based alloy, Cr5Fe1Y2O3

[39]. Since this alloy is oxide dispersed
and therefore quite hard, it is not easy to
fabricate it into a desired shape. For this pur-
pose, powder metallurgy process has been
developed [40].
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2. Most important difference of metal intercon-
nects from oxide interconnects is that such
alloys will be oxidized during the cell opera-
tion. This inevitably involves kinetic aspects in
durability of materials. The most important
aspect related with durability is materials
behavior under a steep oxygen potential gradi-
ent. Electrolyte and interconnect materials
should be stable under such a gradient. In addi-
tion, alloys have to be stable on both sides of
materials, namely, the air side as well as the
fuel side, because the oxygen potential inside
normal Fe–Cr alloys is maintained to be quite
low compared with the fuel atmosphere. One
difference from oxide interconnect is that oxy-
gen atoms to be transferred inside oxide inter-
connects will permeate through the
interconnect plate, whereas oxygen atoms
reacted with or dissolved into alloys do not
permeate but will be accumulated in the sur-
face area to form oxide scale. This increasing
amount of oxide scales with operational time
becomes an important factor of limiting life
time. Note here that in the first-generation
sealless tubular cells, only nickel is used in
the fuel compartment and such nickel is oxy-
gen permeable when oxygen flux is low
enough to maintain the reducing condition.

3. Immediately after starting the utilization of
metal interconnects, the chromium poisoning
for lanthanum manganite–based cathode was
recognized as a severe degradation [34,
41–43]. The Cr2O3 component of the oxide
scales reacts with oxygen molecule in air
with/without water vapor to emit the vapors
of CrO3(g) or CrO2(OH)2(g). Such vapors
come to the electrochemically active sites of
LSM cathode (namely, three phase boundaries)
and deposited as Cr2O3 or MnCr2O4. Although
detailed mechanism is different, similar poi-
soning effects due to Cr vapors were found
for other cathodes such as LSCF through the
SrCrO4 formation.

4. A most effective way of overcoming Cr poi-
soning is to reduce Cr vapors from oxide scales
[44]. As a result, coating technique becomes
crucial in the utilization of metal interconnect.

Materials to be coated should meet several
requirements concerning the stability under a
steep oxygen potential gradient. Such require-
ments are quite similar to those for the oxide
interconnects. Thus, perovskite oxides have
been tested as coating materials [45]. As far
as the cation diffusivity and the oxygen perme-
ability are concerned, the lanthanum
chromite–based materials will be most appro-
priate. Even so, the fabrication technique to
form a dense film on alloys is quite limited.
Attempts have been made to try to utilize other
perovskite materials such as cobaltites and
manganites. Since those perovskites are oxy-
gen permeable, oxide scales should grow
under the coating materials. In addition to
Cr2O3, some spinel phases are formed between
the alloys and the coating. Investigations on
such complicated oxide layers lead to selection
of MnCo2O4 spinels as coating materials [46].

5. From the viewpoint of cost, utilization of metal
interconnects should be considered as the com-
bined technology with coating. Although raw
alloy materials are cheaper than lanthanum, the
fabrication cost will increase due to the sophis-
ticated coating technique. If coating cannot be
avoided, it is essential to reduce the fabrication
cost for coating as well as to reduce further the
raw materials cost because the development of
mother alloys alone cannot lead to low cost
enough as interconnects.

From the materials design point of view for
those electrical conductive oxides which are sta-
ble under an oxygen potential gradient, oxide
interconnects and coating materials for alloys
are quite similar. From the fabrication method,
however, there are several differences. Inexpen-
sive sintering process can be applied for oxide
interconnects, whereas high-temperature heat
treatment is limited for coating. The low-
pressure plasma splay technique was success-
fully adopted to form dense films; however,
from the cost point of view, this is not appropri-
ate. The atmospheric pressure plasma splay is
more cost effective, but the quality of fabricated
films is not excellent.
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Seals
Seal technology is quite sophisticated among the
stacking technologies. As described above, the
first success of stacking SOFCs by Westinghouse
has been made by adopting the sealless design
combined with the electrochemical vapor deposi-
tion technique. This clearly indicates that when
seals are adopted, there arise many materials prob-
lems and without solving those problems, any
stacks cannot survive.

The most severe requirements for sealing
materials are

1. Appropriate bonding to prevent gaseous leak-
age. Compared with PEFC which can be easily
sealed gas-tightly by just compressing the
main cell components, it is impossible for
SOFC to achieve the gas-tightness among the
ceramic cell components without activation in
the atomic level.

2. Sometimes, not quite often, sealing can be
achieved by co-sintering two materials to be
joined at a relatively high temperature. This
can be regarded as a thermally activated pro-
cess at interfaces.

3. In many cases, glasses or crystallized glasses
will be used as sealing materials. This is
because glasses are convenient for achieving
the gas-tightness due to their deformable
nature. Even so, glasses are non-stable mate-
rials and tend to undergo the transformation
into crystalline phases on reactions with other
cell components. This changes the mechanical
property or the gas permeability at the bonding
places. Such processes are dependent on vari-
ous factors; temperature, reaction rate, crystal-
lization rate, etc. This implies that their
mechanical strength depends on their thermal
history. Since there is a large temperature dis-
tribution among the places where sealing is
needed, deterioration of sealed parts takes
place in a different manner from place to
place. Note that the durability/reliability of
stacks is determined by the weakest place.

4. When no glasses will be used and compression
sealing [47] will be adopted, complete gas
tightness cannot be necessarily achieved.

Thus effects due to gas leakage will appear in
various aspects of stack behavior. Since the
SOFC stacks consist of the oxide ion conduc-
tive and/or electronic conductive materials,
local gas leakage gives rise to those effects
which will be spread throughout the stack
[48]. In this sense, to make an analysis on gas
leakage and to overcome this issue, it will be
needed to understand a whole behavior of
stacks.

In view of these features, sealing is not the
localized materials issue but it is a matter of
whole stacks. In this sense, the characteristic fea-
tures of the adopted stack design and the sequen-
tial of fabrication depends on the way of making
seals.

Redox Issues
In a typical case, the stack fabrication will be
completed by reducing NiO to Ni metal to form
the electrical path in the anode side. On this
reduction, the sintered NiO will be reduced by
hydrogen to become nickel powders first and
then to make an electrical path after some coagu-
lation; during this process, the mechanical con-
strains introduced at the high temperature heat
treatment will be released at the anode side and a
new constrained state will start under the oxygen
potential gradient [49].

When the sealless structure is adopted and the
remaining fuels are combusted inside the stack,
there is always some possibility that combusted
gases will diffuse backward to the nickel anode
area and will reoxidize nickel.

For anode support cells, one needs to have an
appropriate method of sealing edges of cells
where the porous supporting anode should be
appropriately closed. The flatten tubes provide
one good way of sealing sides by high-
temperature sintering without using seals.

For small power-unit systems such as the
SOFC cogeneration systems for the residential
applications, usually no purge gas will be used.
Thus, there arises a big possibility that the anodes
can be reoxidized during the start-up and shut-
down cycles.
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Metal Support Cells
The metal support cells can be regarded as the
third generation. The major driving forces for
making the metal support cells can be summarized
as follows;

1. For the mobile/transportation application, it is
highly required to start up rapidly, to make
stacks mechanically strong enough against
mechanical or thermal shocks. For this pur-
pose, ANL adopted the metal-supported cells
and they made attempts of fabricating metal
parts in essentially the same manner as those
for ceramics, that is, they tested to fabricate by
sintering metal powders in the reducing
atmosphere [18].

2. Another major driving force for metal support
cells is cost reduction [19]. For the anode-
supported cells, a relatively large amount of
nickel will be used because the nickel cermet
becomes the major structural supporting com-
ponent. To achieve a drastic change in row
materials cost, therefore, cheaper alloys should
be used as the major component. Note also that
from the raw materials point of view, ceramics
are more expensive than metals in general.

3. The use of metal as supporting component
implies that the operational temperature will
be below 800� C which is the typical opera-
tional temperature for the second-generation
cells. At such a low temperature, brazing will
be used instead of glass-based sealing
methods. This will make materials chemistry
much simpler.

Despite expected low cost, it is expected that
the fabrication technology is much more difficult
for metal support cells. This is illustrated in
Fig. 3c.

Reliability Versus Performance and Its
Relation to Operation Temperature
Utilization of metal interconnects requires lower
temperature operation, and this low operation
temperature is generally expected to lead to less
severe conditions for degradations because of the
Arrhenius-type behavior of processes involved in
degradations. Accumulated knowledge on

durability, however, exhibits an interesting feature
that on contrary to this expectation, some degra-
dations become more severe at lower tempera-
tures. That is because with lowering operation
temperature, there arise an increasing number of
factors affecting durability as indicated as
follows:

1. In order to achieve the same performance as
the first generation, the more active electrodes
are needed. In particular, cathode perfor-
mance exhibit rather large temperature depen-
dence [50]. Thus, instead of the stable LSM
cathode, it is needed to utilize more active
cathodes such as LSCF. The electrode activity
of LSCF is high because this material exhibits
ionic and electronic mixed conductivity and
also shows high surface reaction rate for the
oxygen incorporation reaction. These features
are originated from the high concentration of
oxide ion vacancies in LSCF. This is chemi-
cally represented as follows: the SrFeO3 or
SrCoO3 components in perovskite are reduced
to form Fe3+/Co+3 ions together with the oxide
ion vacancies. Chemically speaking, the oxide
ion vacancy formation is due to the fact that
unstable SrFeO3 is reduced to be SrFeO3-x and
O2(g). In other words, the valence stability of
Fe4+/Co+4 is weak comparedwith that ofMn4+

in the perovskite lattice.
2. This in turn indicates that LSCF is also reac-

tive to other materials/gases; typical reactions
are those with YSZ to form zirconates
(SrZrO4 or La2Zr2O7) and with chromium
containing vapors(CrO3(g) or CrO2(OH)2) to
form SrCrO4. In this reaction, the SrFeO3-x

component is reductively decomposed into
SrO in SrZrO4/SrCrO4 and FeO + O2(g).
Thus, this chemical reactivity is originated
from the same physicochemical properties
described above. In this sense, the perfor-
mance and the durability are in trade-off rela-
tion. This is summarized in Table 2 [4, 51].

3. Instead of stable YSZ, use is frequently made
of other electrolytes showing higher oxide-
ion conductivity; these are ScSZ (Scandia-
stabilized zirconia), GDC (gadolinia-doped
ceria), and LSGM (lanthanum strontium
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gallium magnesium oxide). The chemical
reactivity of these electrolytes is, however,
higher than YSZ. In many cases, ceria is
thought to be more stable than zirconia. This
is true when comparison is made just between
ceria and zirconia. However, when compari-
son is made among the dopants, this is not the
case; dopants in ceria are not well stabilized
so that they are more reactive than yttria in
YSZ [52].

4. Use of metal interconnect gives rise to a new
situation that materials are not necessarily
used in their most stable states. This means
that the durability is determined not only by
equilibrium properties but also by kinetic
properties. Thus, corrosion becomes one of
the main issues at lower temperatures.

5. The equilibrium properties tend to shift to a
more reactive side with decreasing tempera-
ture [52]. In particular, those reactions which
involve the condensation of the gaseous com-
ponent become more favored at lower opera-
tion temperatures. A typical example is the
adsorption of sulfur from H2S gases on nickel.
Another important example is the redox reac-
tions which emit or adsorb oxygen gas. At low
temperatures, the oxidation becomes thermo-
dynamically favored. Those reactions with
gaseous impurities (including water vapor,
CO2) exhibit the same tendency.With decreas-
ing temperature, the driving force for such
reaction increases due to the negative entropy
effect. Those features are shown as the oxygen
potential vs. temperature plot in Fig. 5.

Solid Oxide Fuel Cell Materials: Durability, Reliabil-
ity, and Cost, Table 2 Comparison of cathodes among
lanthanum strontium manganites, ferrites, and cobaltites in

their chemical reactivity, functionality as cathode, and tol-
erance against Cr poisoning

Items LSM LSF LSC

Valence stability Mn4+Stable Fe4+unstable Co4+Co3+ unstable

O2�conductive Nearly zero High High

Cathode mechanism Three phase boundaries Two phase boundaries (surface)

Reactivity with YSZ Stable (A-site deficient) SrZrO3 formation La2Zr2O7 SrZrO3 formation

Reactivity with Cr Cr3+ substitute SrCrO4/Cr
3+ substitution SrCrO4/Cr

3+ Cr4+ substitution

Cr poisoning Significant Not seen in early stage but causes various deteriorations
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ity, and Cost, Fig. 5 Ellingham diagrams plotted as m
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formation region for interaction of perovskite cathodes
and chromium containing vapors;
(1) 2SrCrO4 + 2LaMnO3 = 2LaCrO3 + 2SrMnO3 + O2(g);
(2)1.33SrCrO4+1.33LaFeO3=1.33LaCrO3+1.33SrFeO2.5-

+ O2(g); (3) 2SrCrO4 = 2SrCrO3 + O2(g) (From [42])
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6. From the Arrhenius behavior of kinetic pro-
cesses, the reaction rate decreases exponen-
tially at low temperatures. This in turn gives
rise to larger driving force for degradation.
For example, the overpotential of LSM cath-
ode increases with decreasing temperature as
expected. This is understandable from the
Arrhenius behavior. This larger overpotential
at lower temperatures promotes Cr poisoning
because the oxygen potential difference
corresponding to the overpotential assists
the Cr vapor to reach the electrochemically
active sites at the three-phase boundaries
(TPBs) and to be electrochemically reduced
to form Cr2O3 (see Fig. 6). In another exam-
ple using the samarium strontium cobaltite
(SSC) cathode, reactions with SO2 proceed
fast at a high temperature so that only a small
amount of SO2 can reach the electrochemi-
cally active zone. With decreasing tempera-
ture, however, this trapping ability is
weakened; as a result, a larger amount of
SO2 can attack the sites, leading to faster
degradation compared with high temperature
[53, 54]. These examples indicate that one
degradation phenomenon consists of several
processes which have their own temperature
dependence. Thus, the apparent degradation
rate becomes fast at lower temperatures.

7. So-called inert metals such as Pt and Ag are
not necessarily chemically inert at lower
temperatures [55].

8. For active cathodes, an interlayer is inserted
between such cathodes and the YSZ electro-
lyte to prevent chemical reactions, leading to
a complicated interconnect/electrode/electro-
lyte structure. This introduces another techni-
cal requirement for fabricating those layers
durable enough.

9. Effects of impurities may appear in a more
significant manner at low temperatures. One
example is sintering of nickel at low temper-
atures. Compared with the first-generation
cells, there are many reports suggesting
more significant sintering in the second-
generation cells [56]. This is probably due to
gaseous impurities which tend to condensate
at low temperatures.

10. With decreasing temperature, nature of
electro-chemical reactions may change. Par-
ticularly, degradation may depend not only on
the major electrochemical reactions but also
on the secondary reactions. For example, pro-
tons in YSZ or GDC do not contribute to the
major electrochemical reaction because of its
extremely low transport number. However, it
is not adequate to neglect completely possible
effects of protons in electrolytes or in
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cathodes. In particular, GDC exhibits
two-orders-of-magnitude higher proton solu-
bility than YSZ [57, 58]. This makes it rea-
sonable to assume that protons can contribute
to side electrochemical reactions.

When consideration is made on chemical com-
patibility of cathodes with other components/
impurities, it becomes clear that the selection of
elements in the major components is critically
important. Differences between LSM, LSC, LSF,
and LSCF are originated mainly from the thermo-
dynamic activity of SrO component in coexis-
tence with transition metal oxides. Thus, no use
of the SrO component in cathodes can be good
attempts of avoiding gap between the stability and
the performance. Actually, LNF (La(Ni,Fe)O3)
proposed by NTT [59] seems to indicate some
progress in this issue.

Durability/Reliability of SOFC Systems

Failures in Flow Systems
The SOFC system is an energy converter from
fuels as chemical energy to electricity and heats.
There are four flows inside stacks, namely, fuel
flow, air flow, electrical flow, and heat flow. In
order to maintain the proper function as energy
converter, these four flows have to be well
maintained and controlled so as to harmonize to
generate electricity and remove heats [60].

SOFC systems frequently have to be stopped in
their operation due to unexpected failures in con-
trolling systematic flows of fuels, water to be used
in reforming, air, or electricity. Typical examples
are given as follows:

1. Air flow: When air blower malfunctions, sys-
tems will be in trouble. Oxygen starvation
takes place in cathodes. Perovskite oxide cath-
odes will be reduced to provide oxygen if
oxygen gas is not sufficiently available. As a
result, such cathodes are heavily damaged.

2. Fuel and fuel treatment: Except for hydrogen
gas, normal fuels need to be reformed before

utilization. The water reforming needs to add
water to hydrocarbons; when water is not sup-
plied in a proper amount, carbon deposition
will take place. Deposited carbon can act as
catalyst for further carbon deposition, leading
to collapse of fuel flow. Similarly, when an
amount of air for partial oxidation or auto-
thermal oxidation is not well controlled, essen-
tially the same situation can be reproduced.
When fuel supply is stopped accidentally, fuel
starvation takes place and nickel anodes will be
oxidized by water vapors.

3. Concerning the electrical path, there can be
two failure modes: one is shorting, the other
being cut-off of path. When shorting will start,
the current should pass until generated electri-
cal potential is cancelled out with the ohmic
loss in the shorting circuit path; typically, this
happens when one of the chemicals (fuel or
oxygen) becomes empty. A large current will
be concentrated in a limited area, leading to
damage in local area. The latter case of cut-off
corresponds to the so-called death of the elec-
trochemical cells. This will happen on the elec-
trochemical sites or along the path.

4. Heats are by-products of the electrochemical
conversion and therefore have to be removed
effectively. Usually this removal of heats is
made with the air flow which is supplied in an
excess amount to the stoichiometrically
required one. When this removal becomes
insufficient, the temperature will increase and
enhance various kinds of activation processes.
The contribution of radiation loss from the stack
surface will increase; in other words, tempera-
ture distribution inside stacks becomes large.

These failures should be avoided by well-
designed and well-trained control systems.

Field Tests
Field tests of the SOFC systems have been made
in several places. In Germany, field test was initi-
ated by the utility companies. Among them, the
test on the Sulzer Hexis system has been made in
recent years and well documented in the literature
[17]. After the field test, Sulzer Hexis made
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improvements on the system configurations; these
seem to be interesting in knowing what kinds of
materials issues were involved. First to be consid-
ered is the effect of sulfur. Those SOFC systems in
Europe are designed to be utilized with natural
gases available from natural gas pipelines. This
implies that the sulfur content is rather high and
changeable. They chose to operate at a higher
temperature instead of applying the desulfuriza-
tion process. As a result, their cells with Cr-base
alloys are operated at around 900� C. Another
issue was CaSO4. To avoid the contamination by
CaSO4, they decided not to use the external water.

In Japan, a demonstration program for the
SOFC cogeneration systems for residential
houses has been initiated for the period
2007–2010. Kyocera reported the statistics of
troubles during the demonstration program [61,
62]; this is summarized in Fig. 7. Troubles in
systems were well treated to be improved so that
a number of troubles decrease year by year.

Failures/Degradation in SOFC Stacks
Since there are many kinds of SOFC stacks which
are fabricated by different fabrication methods in
different sequences, it looks rather hard to
describe the failure/degradation modes of stacks

in a proper manner. Even so, it seems possible to
extract some common features out of various fail-
ure/degradation modes.

Long-Term Operation During a long period
of operation time, some changes may happen on
the following aspects:

1. Deformation due to creep when cells are
stacked into a tower consisting of a large num-
ber of cells.

2. Change in microstructure and related electrode
structure due to diffusion in the vicinity of
active sites.

3. Change in mechanical strength due to surface
segregation, other aging effects or impurities
effects.

4. Those changes in small parts may cause accu-
mulated effects on the durability against ther-
mal shocks or mechanical shocks.

Driving forces for such phenomena are diffu-
sion in solid materials and reactions of solid com-
ponents with gaseous components. These effects
are expected to determine the life time beyond
10,000 h.

These features have been found to be highly
correlated with the fabrication method/sequence
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as well as materials selected. For example, anode
support cells have stable anodes but there remain
several points to be optimized for a cathode-
complex-layer structure.

On contrary, cathode-support cells have the
stable performance for cathodes, but anodes may
have some changed in microstructure because of
nickel sintering [63].

Failures Originating from Thermal Cycles
or Redox Cycles The SOFC stacks consist all of
solid materials. Except for nickel anode and metal
interconnects, all other materials are ceramics so
that the mechanical instability during thermal
cycles and redox cycles can be one of possible
failures.

In many cases, failures are associated with
stress concentration during thermal cycles or
redox cycles. Mechanical stresses are closely
related with volume changes of one component
leading to mismatch along interfaces.

Volume changes are ascribed to

1. Thermal expansion
2. Chemical volume change due to valence

change within the same crystal lattice
3. Redox of the main component such as Ni
4. Precipitation of new phases at interfaces or

bonded regions

During operation, temperature distribution can
be determined by the current density distribution
and related heat release from the surface. This
implies that the thermal stress can be properly
treated only by the combined analyses on electro-
chemical performance, gaseous concentration,
and thermal conduction. When stacks will be
cooled down, temperature distribution can be
determined by cooling mechanism so that the
thermal stress distribution may change from
those under operation.

Effects Appearing in Stacks
1. Edge effect: Small changes in the shape of

repeating elements may be accumulated and
appear as an edge effect. In many cases,
ceramic cells have their own structure to keep
the electrical path and gaseous tightness inside
stacks. During a long-term operation or

frequent thermal cycles, deformation can
appear as a sum of the accumulated small
changes in shape. In this sense, edges tend to
have troubles in loss of the electrical loss,
gaseous tightness, etc. In addition, temperature
gradient tends to be steep in the vicinity of
edges. As a result, degradation is apparently
worsened in edge parts.

2. Effect of stackweight:When the horizontal cells
are vertically stacked to form tower stacks/mod-
ules, an effect of gravitational weight may
appear at the bottom of the stacks. This is a
similar situation to the stacks of MCFC where
a large number of horizontal cells are stacked
and the effect of creep will appear when the
selection of anode materials is not appropriate,
for example, copper is recognized as such mate-
rials. For the SOFC stacks, no report has been
made on creep behavior of the nickel cermet
anodes so far. Ferritic steels are recognized as
weaker against creep than austenite steels.

3. Gas distribution: Gas manifold system is criti-
cally important in the stack technology. When
this malfunctions, supplying rate of gases
become different from cell to cell, whereas
the same electrical current passes through
such cells connected in series. As a result,
there can be a shortage of fuels in a particular
cell, leading to damage of the cell [64].

4. Distribution of current: The SOFC stacks con-
sist of highly electronic conductive electrodes
and of highly ionic conductive electrolyte so
that the current distribution can be easily
reestablished when some parts in flows of fuel
or air becomes ineffective or some parts of
electrode area are damaged [65]. This electro-
chemical response to degradation makes it dif-
ficult to find out symptom of deteriorated parts
while such deterioration continues to take place.
In many cases, the degradation of stack perfor-
mance appears to be linear with operation time.

5. Contamination: The only one appropriate
method for investigating on the significance
of contamination from other components and
on plausible effects on electrode reactivity,
electrical resistivity, or gaseous permeability
is utilization of secondary ion mass spectrom-
etry (SIMS) [66, 67]. Attempts by AIST
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clarified the interesting behavior of elements
inside the SOFC stacks [68] as shown in Fig. 8.
(a) Impurities are common in many cases. For

example, sodium is quite frequently
observed contaminant, whereas potassium
is much less than sodium. In addition, alu-
minum and silicon are also always
detected; frequently, but not always, phos-
phor is detected. Sulfur is also found to be a
frequently observed contaminant.

This is not necessarily derived from
fuels. Even in air side, sulfur can be
detected. Halogen such as Cl and F can
also be detected. Note that Se, As, and Sb
are not detected although those elements
are major impurities in coal-derived gases.

(b) Impurity levels however depend on stacks/
systems. For example, the Na contamina-
tion depends largely on raw materials or on
the fabrication process.

(c) There are several elements which increase
in concentration during a long-term opera-
tion. Apparently, such elements are

transported as the gaseous species in fuel
or air atmospheres. Generally speaking,
contamination is much severer in the fuel
side compared with the air side. This is due
to the presence of water vapors in fuel sides,
enhancing the volatilization by forming
metal hydroxide vapors or metal suboxide
vapors. Actually, the contamination level is
higher in many cases in the downstream
where water vapors are increased.

(d) Some particular elements are deposited on
electrodes. Those elements which are
known as poisons for the electrode activity,
for example, chromium in cathode and
phosphor in anode, are detected in a more
concentrated manner at the three-phase
boundaries where the main electrochemi-
cal reactions take place.

(e) Sources of contaminants can be suggested
as follows: thermal insulating materials,
alloys, sealing materials, if any.

6. Behavior during emergency stop: Many dura-
bility tests have suffered from emergency stops
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Solid Oxide Fuel Cell Materials: Durability, Reliabil-
ity, and Cost, Fig. 8 Impurities in anodes for four SOFC
stacks with different materials and designs. Impurities were
determined with SIMS on the 24 h operation and on the
longer (about 5,000 h) operations. (a) High-temperature

segment-in-series cell by MHI, (b) intermediate flatten
tubular cell by Kyocera, (c) high temperature sealless
tubular cells by TOTO, and (d) intermediate temperature
disk-type planar cells by Mitsubishi Materials corp
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which are caused, for example, by failures of
controlling system for the test facilities. Such
accidental stop tends to cause changes in per-
formance or mechanical failure. Severest situ-
ation is rapid cooling with the purge gases
which will be introduced mandatorily, leading
to mechanical failure or heavy damage of
cells [69].

Anomalous Situation
1. Gaseous leakage: Anomalous gaseous leak-

age can take place as a result of crack forma-
tion of electrolyte, interconnect, or seals. In
addition, oxygen can be permeable through
the oxide electrolyte/ interconnect in a form
of bipolar diffusion of oxide ion and elec-
trons. In any case, gaseous leakage gives rise
to combustion without generating electricity.
This releases heats locally at the place where
combustion occurs. This may provide a local
hot spot of electrolyte/interconnect. Since
gaseous leakage tends to increase with tem-
perature, local heating enhances further gas-
eous leakage regardless of leakage through
pores/cracks or electrochemical oxygen
permeation.

2. Shorting: When electrical shorting takes place,
current will pass within the shorting circuit
until fuel/ air becomes in shortage and as a
result, high resistive materials are formed on
the electrical path. Current density is deter-
mined so as to cancel out electromotive force
by the overpotential and ohmic loss inside
shortened circuit. Unlike the electro-chemical
oxygen permeation, electrons move quite fast.
Therefore, combustion rate and heat genera-
tion rate are fast. Since the ionic conductivity
and the electrode activity are higher at higher
temperatures, consumption rate increases until
there is shortage of fuel or air.

3. Back diffusion of combusted gases: Some
stacks are designed not to have sealing parts.
In such a case, combustion of remaining fuels
takes place just outside the electricity-
generating cell area. In other words, there is a
great possibility that the combusted gas will
diffuse backward to the electrode area. To

protect particularly nickels against such an
oxidative atmosphere, an appropriate distance
should be maintained between combusting
area and the electrochemical active area.

Redistribution of Current Flow Among Cells
Connected in Parallel or Series
When a cell or a part of a cell is degraded, this
should appear as change in cell performances.
When the electrical potential decrease takes
place in one cell among cells connected in series,
it can be detected easily by watching the respec-
tive cell performance. On the other hand, when
there are many other cells which are connected in
parallel with a degraded cell, the current redistri-
bution takes place so as to minimize effects of
degraded cells. In such a case, it becomes difficult
to detect those degradations from changes in cell
performance alone.

Degradation in Cell Performance
Cell performance is degraded from various rea-
sons. Some degradations are caused from the
main components of fuel, others being from con-
taminants. In many cases, operation temperature
plays an important role, whereas the overpotential
can become the major factor of controlling degra-
dation. First of all, the places causing potential
drops are listed and their relation to other opera-
tion conditions is described in section “Operation
Conditions and Their Relations to Degradation of
Repeat Elements” and then respective poisoning
effects will be described.

Operation Conditions and Their Relations to
Degradation of Repeat Elements
1. Exothermic and Endothermic Effects

Figure 9 summarizes schematically those
places where exothermic or endothermic pro-
cesses take place in repeated elements.
(a) Most important heat effects are the exo-

thermic process due to the electrochemical
reaction at the active reaction sites. This
contribution increases with increasing tem-
perature. This is due to the reversible reac-
tion so that this effect cannot be detected in
AC impedance spectroscopic measure-
ments under OCV conditions; the
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exothermal and endothermic effects are
cancelled out in AC. This effect can appear
in the DC polarization measurements; with
increasing current density, exothermic
heats increase, leading to local heating in
the vicinity of the active sites.

(b) Potential drop due to the electrode over-
potential appear also in the electrochemi-
cal active sites. This is however
irreversible.

(c) Ohmic loss is also irreversible but
appearing along the electrical path with
low conductivity.

(d) Interface resistivity: between cells and
interconnects or at cell-to-cell connection
potential drop can arise.

(e) Oxygen permeation, if any, results in local
heating due to combustion without gener-
ating electricity.

(f) For internal reforming inside anode layers,
local cooling takes place at those places
where reforming reactions proceed.

2. Effects of current density
In addition to temperature, there are several

operational variables which should be exam-
ined carefully in their relations to degradation.
One of such variables is the current density. In

what follows, plausible effects of increasing
current density will be examined in two levels:
cell level and stack level.

In cell level:
(a) With increasing current density, heats are

emitted at the electrochemical active sites,
therefore, temperature at the active sites
increases.

(b) With increasing current density, the over-
potential around the active sites
increases. When the overpotential is the
driving force, degradation should be
given as a function of overpotential as
will be shown in Cr poisoning for LSM
cathodes.

(c) When the oxygen potential at the active
sites plays an important role in determining
the equilibrium for a particular degrada-
tion, it can be related to the current density
in an indirect way.

(d) With increasing current density, gaseous
flow rates for air and fuel increase if the
utilization of air or fuel is kept constant.
When poisons for electrode activities are
carried with air or fuels, increasing flow
rates implies that an amount of transported
poisons increases at active sites.
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In stacks level:
(a) Since the conversion efficiency decreases

with increasing current density, heats to be
removed increase in two aspects: (1) Revers-
ible heats increase linearly with current den-
sity and (2) Irreversible heats increase
nonlinearly under the same fuel utilization.

(b) Thermal balance will be achieved (1) when
air flow rate increases resulting in lower air
utilization or (2) when a larger temperature
distribution is allowed to have the larger
heat exchange with the same amount of gas
flow. For the latter case, the maximum cell
temperature should be increased.

3. Oxygen Potential
Another important variable related with the

operation condition is oxygen potential.
When the degradation of electrode perfor-

mance is considered, the oxygen potential dis-
tribution inside electrode layer or at the
electrode/electrolyte interfaces becomes
important. In particular, the oxygen potential
at the electrochemical reaction sites is critical.

Furthermore, oxygen potential distribution
may change during operations. Typical exam-
ples are schematically shown in Fig. 10. for the
oxygen potential (m(O2)) distribution in rela-
tion to electron electrochemical potential
(�(e�)) and oxide-ion electrical potential
(m(O2�))and are summarized as follows:
(a) Normal cases: the electrode overpotential

corresponds to a drop of the oxygen poten-
tial at the active sites. In cathodes, the
overpotential can be interpreted in terms
of the oxygen atom diffusion potential on
the LSM surface, whereas the oxygen
potential drop should appear across the
surface of active LSCF cathodes. For
nickel anodes, the oxygen potential drop
corresponds to the diffusion of hydrogen
atoms on nickel. Even when there is a
distribution of electrode activity or gaseous
concentration inside one cell, the oxygen
potential at the active sites is controlled to
provide the same electrical potential
throughout the cell.
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(b) Fuel/air starvation. Oxygen potential in the
starvation side changes drastically from
the normal oxygen potential. As a result,
some damage may occur on the electrode.
In such a case, nickel can be oxidized
while LSCF cathodes can be partially
decomposed, when the oxygen potential
changes beyond the thermodynamic limit.

(c) Degradation of one electrode of a cell
among in-series connected cells. In a series
connection, the same current passes
through all cells in the series. When one
electrode is degraded, the overpotential
increases under the same current density.
The generating voltage decreases. Even
when a damaged cell cannot generate the
electricity, the current is mandatorily
passed through the cell. In such a case,
the oxygen potential at the electrode/elec-
trolyte interface is shifted to an extremely
oxidative/reductive side.

(d) Short circuit with/without outer resistance.
When shorting takes place among in-series
connected cells, a large amount of current
may pass through to cancel out the gener-
ated voltage with the resistivity/over-
potential of damaged cells. At the
beginning, the current is limited by the
gas diffusion of air or fuels. Once there
appears difference in cell performance
including gas diffusion, the generated volt-
age tends to be cancelled out with the elec-
trode resistivity or gas diffusion resistivity
of a particular damaged cell. This suggests
that heats are generated locally at the dam-
aged cells. Since the Ohmic loss inside the
electrolyte and other places are essentially
the same between the damaged and the
normal cells, a drastic difference should
appear as electrode resistivity. When there
are differences in electrode activities
among the damaged cells, the current
tends to be concentrated in an area with
better electrode activity. This will continue
to a situation where air or fuel will be in
starvation in a major part of cells, leading
to lowering in generated voltage.

Chromium Poisoning Chromium poisoning was
first observed during the investigation of utiliza-
tion of metal interconnect at a rather high temper-
ature like 900� C together with LSM cathodes.
Therefore many investigations [34, 70–76] have
been made on the chromium poisoning effects of
lanthanum strontiummanganite cathodes. Among
them, the work by Taniguchi et al. [34] is excellent
in a sense that from a large number of experimen-
tal results obtained by changing cathode materials
and testing conditions such as temperature, etc.,
they eventually found an interesting fact that the
half-life time of any manganite cathodes is
governed by a simple quantity, namely, log a(O),
derived directly from the overpotential of the
cathodes with a conversion factor of 4F/2.303
RT. This is well interpreted in terms of the cathode
reaction model for the lanthanum strontium man-
ganites [77]; essentially no oxide ion conduction
is available in LSM. TPBs become only electro-
chemically active sites and, as a result, there arises
a large oxygen potential gradient in the TPB vicin-
ity which in turn provides a driving force for
chromium-containing vapors to attack the electro-
chemical sites. In an actual segment-in-series cell,
the chromium concentration at TPBs was
observed by using SIMS technique [68] (see
Fig. 11). The observed change in an accumulated
amount of chromium was found to have excellent
correlation with the cell performance degradation.
That is, degradation in a level of several percent in
operating potential is caused by the chromium
accumulated at TPBs in the order of several hun-
dred parts per million. This strongly suggests that
without measuring with SIMS, no proper exami-
nation can be made on a long life time of LSM
cathodes in an order of several ten thousand hours.

Another interesting finding is obtained by
Matsuzaki and Yasuda [69] – they found that the
chromium poisoning depends not only on cathode
materials but also on electrolyte to be used with
cathodes. From four possible combinations made
with LSM and LSCF as cathode and YSZ and
SDC as electrolyte, they found that the LSCF/
SDC combination does not show any degradation
under the same conditions. Since then, many
efforts have been made on the non-LSM cathode/
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ceria interlayer/YSZ systems [78, 79]. In some
cases, cell performance is linearly degraded from
beginning, whereas the performance is not
directly related with the SrCrO4 formation which
is always observed. From analyses on the chemi-
cal stability of cathodes and their electrode reac-
tion mechanism based on the mixed conductivity,
the generalized degradation mechanism [42, 51]
can be derived to cover phenomena occurring at
the chemical reactions sites as well as the electro-
chemically active sites. The important physico-
chemical feature is the probability of poisoning
substances arriving at the sites by penetrating
though a trapping zone.

Lanthanum nickel-iron oxide cathodes, La(Ni,
Fe) O3, have attracted much attention because
they show essentially no effects of chromium
poisoning [59]. This is mainly because there is

no chance of SrCrO4 formation. From the thermo-
dynamic point of view, there is a possibility that
the La(Ni,Fe)O3 perovskites react with
chromium-containing vapors to form the La(Ni,
Fe,Cr) O3 solid solution [42]. Even so, such
perovskites must still be electro-conductive,
although some surface kinetic activity will be
lowered due to the fact that lanthanum chromite
has lower catalytic activity among the transition
metal perovskite oxides.

In recent years, an interesting but troublesome
fact has been revealed, that is, Pt wire reacts with
oxygen in air to form PtO2(g) and will be depos-
ited on the three phase boundaries of LSM cath-
odes [80]. Usually, Pt cathodes are not better than
perovskite cathodes so that the electrode activity
may be lowered when such Pt will be deposited on
cathodes. However, the situation for the
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chromium poisoning for the LSM cathode is quite
different. When Pt is deposited on TPB of LSM
cathodes, the cathode performance can be
improved or lowered depending on the state of
deposited Pt. This disturbs the effects of chro-
mium on the LSM cathodes. This makes it diffi-
cult to examine the chromium poisoning in a
laboratory scale.

Other effects such as potassium are reported
[81]. The most recent trend to prevent Cr poison-
ing is to reduce the chromium volatilization from
alloys [82]. This is related to the interconnect
issues.

Nickel Sintering Since the EVD nickel anode
is fabricated so as to be firmly fixed to the YSZ
electrolyte, the degradation rate of such electrode
is small. Compared with the EVD nickel anode,
normal Nickel cermet anodes are fabricated by
sintering after slurry coating. This implies that
the mechanical strength between YSZ and nickel
is not necessarily good enough so that pre-
annealing process is needed to have a good
contact.

For the first-generation cells to be operated at
900–1,000� C, sintering of nickel appears as a
result of bulk diffusion based on the normal ther-
mal activation process; note that the melting tem-
perature of nickel is 1,728 K and therefore above
two thirds of melting temperature, i.e.,
1,152 K = 880� C, sintering can be significant.
Actually, experimental observation indicates the
change in microstructure in the range of several
thousand hours due to sintering.

For the second-generation cells to be operated
at 800� C or below, sintering exhibits more com-
plicated features. Sintering depends largely on
stacks or cells. This implies that the fabrication
as well as operation conditions may affect
sintering.

About the operation condition, details of nickel
electrode degradation have been investigated by
Karlsruhe Institute of technology group [83, 84];
they changed the fuel composition and current
density separately with a parameter of operating
potential and found that the degradation is severe
with increasing water content in fuel and with
increasing current density (see Fig. 12). Although
there is no examination on relation between such
degradation and sintering, this seems to be due to
sintering. In a cell test, Topsøe Fuel Cells reported
that the degradation of nickel anode is severe in
the region where the fuel utilization is high, and
correspondingly they observed actual sintering of
nickel [56].

An interesting feature associated with sintering
is that it can take place on thermal cycles alone
between operation temperature and room temper-
ature [63]. It seems plausible due to sulfur con-
tamination on nickel since the nickel–sulfur
system exhibits significant lowering of liquidus
temperature due to the eutectic formation; thus
eutectics appear even below 800� C.

In any case, change in microstructure is a com-
plicated matter, and detailed analyses should be
made not only on nickel but also on oxide com-
ponent or pore [85]. In recent years, the
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investigation on microstructure with FIB-SEM or
XCT has been rapidly progressed [86–88]. It is
therefore expected that sintering behavior and
related phenomena will be well clarified in its
relation to degradation.

Carbon Deposition Since hydrocarbons are
important fuels for SOFC, carbon deposition
should be avoided [89]. When carbon deposition
once starts, this destroys the microstructure of
Ni-cermet anode and deposited carbon acts as
catalyst for further deposition so that a large
amount of carbon can block the flow of fuels.
Since the decomposition temperature of hydrocar-
bons decreases with increasing carbon number in
hydrocarbons, the possibility of carbon deposition
increases with carbon number. On the other hand,
water vapors are emitted from the electrochemi-
cally active sites and this promotes the steam
reforming. Thus, under cell operation, the possi-
bility of carbon deposition decreases in the vicin-
ity of active sites.

Sulfur Poisoning Sulfur contaminations
inside SOFC stacks depend on the system config-
uration. For the small stationary applications,
desulfurization process is first placed before the
reforming process; this is because the reforming
catalysis is week against sulfur contamination. In
such a case, essentially no sulfur poisoning can be
expected during the normal procedure of SOFC
operation.

For diesel fuels, on the other hand, the presence
of sulfur, and possible sulfur poisoning, is
strongly related with the degree of reforming [90].

In recent years, it has been found that sulfur
contamination appears even when sulfur-free fuel
such as hydrogen is utilized [66]. This strongly
suggests that sulfur sources are not only from
fuels but also from other components. Most prob-
able source is metal components in stacks and
thermal insulating substances containing metal
sulfates.

Performance degradation of nickel anode due
to sulfur consists typically of two stages
[90–100]. The first stage is the prompt response
against the introduction of hydrogen sulfur,
namely, stepwise decrease of electrical potential.
The potential drop is well correlated with the
sulfur coverage on Ni [96]. This is usually

recovered when sulfur-containing fuels switch
back to noncontaminated fuels; this is quite a
slow process. The second stage is a process fol-
lowing the first stepwise change; when concentra-
tion is low, there is no further change, whereas
some irreversible lowering in electrical potential
is observed when concentration is high.

Furthermore, effects of sulfur can appear in a
more significant and fatal manner. In an experi-
ment by Julich research center, the cell perfor-
mance was tested in hydrogen fuel containing
50 ppmH2S. After the initial decrease in potential,
the performance was maintained at this low level.
However, after about 150 h, the cell suddenly
died. Posttest examination clarified that NiS
spread out in the interface region between YSZ
electrolyte and nickel cermets. In addition, NiSO4

was formed inside the anode layer. These features
contradicted with the expected Ni-S interaction
predicted from the thermodynamic equilibrium
[85]. There must be some mechanism to enhance
the effect of sulfur and to accumulate sulfur at the
TPB vicinity. One possible explanation is the irre-
versible nature of the electro-chemical side reac-
tions under the anodically polarized current, that
is, the sulfur deposition is described as the follow-
ing anodic reaction:

H2S gð Þ þ 0:5O2� ¼ S on Nið Þ
þ H2O gð Þþe� (1)

On the other hand, the volatilization reaction
can be written as follows:

S on Nið Þ þ 2O2� ¼ SO2 gð Þ þ 4e� (2)

When two reactions take place continuously,
adsorption sulfur can be maintained at a certain
coverage on Ni. For a long period of operation
time, sulfur can be accumulated inside nickel par-
ticle as a result of dissolution and diffusion of
sulfur.

Other Impurities Figure 8 shows the actually
observed impurities. Among them, effects of sili-
con have been extensively investigated
[101–106].

Recently, investigation on the impurities
derived from coal-base gases has been made
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extensively in the SECA project of US Department
of Energy (DOE), which promotes the utilization
of coals in SOFC [107]. They first made thermo-
dynamic analyses on chemical behavior of impuri-
ties in gasification process and hot gas cleaning
process, and then categorized impurity elements
into several classes [108, 109]; furthermore, they
made a series of experiments to examine those
elements which are regarded as possible poisoning
elements to nickel anodes [110–114]; the following
is a brief summary of their results in comparison
with other related investigations [115–123].

1. Phosphor and Arsine show the strong affinity
with nickel to form intermetallic compounds.
In button cell experiments, intermetallic com-
pounds are formed outside of the anode layer,
which indicates that the reaction rate is fast and
the diffusion of Ni to reaction sites is fast too.
For AsH3 gas, cell performance does not show
any changes for a while despite the formation
of intermetallic compound and suddenly dies.
This is probably because the electrical path was
broken due to the nickel deformation. For PH3,
on the contrary, the cell performance degrades
from the starting time. This is probably due to
the formation of HPO2(g) [116–123] which
attacks the electrochemical sites.

2. Sulfur and Selenium exhibit similar behavior
when the concentration of H2S or H2Se is low.
Namely, the abrupt initial change occurs first
and then constant performance is maintained.
Difference can be seen in the recovery behav-
ior from the contaminated fuel to non-
contaminated fuel. For H2S, a slow recovery
process appears, whereas no recovery process
appears for H2Se. Furthermore, severe damage
may be caused for H2Se. The common feature
is that damage parts are always in the interface
region between electrolyte and anodes.

Generalized Model for Degradation due to
Gaseous Impurities
Yokokawa et al. [8] made thermodynamic ana-
lyses on the interaction between cathodes/anodes
and gaseous impurities. By comparison between
the thermodynamic reactivity and the electrode

degradation behaviors, they have extracted gener-
alized models for degradation. It can be summa-
rized as in Fig. 13, where the characteristic
features concerning degradations are plotted by
using variables for the transported amount of
impurities and for the thermodynamic affinity
between electrode and gaseous impurities, for
example, for perovskite cathodes, the thermody-
namic activity of SrO can be adopted, whereas for
anodes, the interaction parameters of systems for
forming nickel intermetallic alloys can be used.
Essential points in the generalized models are:

1. When the electrochemical activity is lowered
due to the impurities, the electrochemical reac-
tion sites should be covered by such impurities.
In this case, it is no need that the covered atoms
have the strong chemical interactions with elec-
trode materials. The deposition or adsorption is
enough to disturb the fundamental steps in the
electrode reaction mechanisms. On the other
hand, when cell performance is changed due to
changes in electrical path or gaseous channel,
the accumulated amount of deposited or reacted
impurities should be large. This difference
should be quite significant. For example, in the
Cr poisoning, only a thin layer of deposited
chromium in the order of several nanometers
on reaction sites is enough to lower the cell
performance in the order of 10%. On the other
hand, since the electrical path or gas channel are
made of the particles or pores in the order of
several micrometers in size. This implies that a
large amount of SrCrO4 is needed to block the
electrical current or the gaseous flow.

2. There can be two different reactions for impu-
rity behaviors, namely, electrochemical side
reaction and normal chemical reaction. The
most important feature of the degradation is
that the degradation reaction takes place
under the flow of the electro-chemically active
species. This suggests that in the cathodic
polarization, the electrochemical reduction
(cathodic reaction) is accelerated. For example,
chromium-containing vapors, CrO3(g) or
CrO2(OH)2(g), can be easily reduced to form
Cr2O3 at the electrochemically active sites and
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as a result, the electrochemical activity of
active sites decreases due to the coverage of
no electrical conductive and no catalytically
active substances.

3. On the other hand, recovery processes also
have two contributions from the chemical and
the electro-chemical reactions; the latter is
given in Eq. (2), which was derived from con-
siderations on the difference in the recovery
process between S and Se.

4. When the chemical interaction between the
electrode components and the gaseous impuri-
ties is strong, there arise many processes inside

the electrode area and respective processes
have their own activated process. As a result,
their appearance as degradation behavior is
quite different from experiment to experiment.
Typical example is the effect of Cr vapors on
the electrode activity of LSF- or LSC-based
active cathodes.

After establishing the general model for degra-
dation due to impurities, it becomes possible to
consider all possible effects on a particular case of
specified electrode and impurity.
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Cost Issues

Cost Issues in Relation to Durability/Reliability
and Performance
Cost, performance, and durability are important
figures of fuel cell systems and for SOFCs, these
three aspects are closely related with each other.
This can be summarized as follows:

1. Costs consist of materials cost, cell/stack fab-
rication cost, and system cost. Whenever dura-
bility has been improved by changing
materials or materials processing, usually it
costs more due to additional treatments,
etc. Thus, there is a trade-off relation between
durability and cost. To overcome this relation,
innovative breakthrough is needed to stage up
this relation.

2. When cell performance will be improved, this
benefit can be used in increasing the conver-
sion efficiency or in increasing operating cur-
rent density to reduce the mass to realize rated
power, leading to cost reduction per rated
power.

As described in the introduction, SOFC stack
development started with the breakthrough by
Westinghouse; the sealless tubular cells can be
categorized as stable but expensive stacks. Since
then, many efforts have been focused on reducing
the fabrication cost in the first-generation cells.

On the other hand, there has been a big wave to
construct the second-generation cells to be oper-
ated at lower temperatures around 800� C. When
the first-generation cells are operated at low tem-
peratures, the Ohmic loss in electrolyte and the
overpotential in cathode become quite big. There-
fore, in the second-generation cells, use is made of
thinner electrolytes andmore active cathode mate-
rials. Interestingly enough, the performance
(conversion efficiency) of second-generation
cells becomes much better than that of the first
generation. This is mainly because the active cath-
odes such as LSCF exhibit excellent performance
even at low temperatures and also handling of the
thinner electrolyte provides some improvement
even for fabricating the cathode layer; as a result,
performance becomes better. Even so, the active

cathodes such as LSCF are chemically reactive,
for example, LSCF reacts with CO2(g),
CrO3(g) and SO2(g) to form SrCO3, SrCrO4 or
SrSO4. This is directly related with the long-term
durability.

Cost in Relation to Applications
Since the first-generation cells were aimed at
larger stationary applications, several cost evalu-
ations were made on such applications [31,
124–130]. These considerations are focused on
the followings points:

1. Identification of high cost element. The most
expensive elements are Y in YSZ, La in cath-
odes or oxide interconnects; Co in LSCF, Ni in
anode can be also categorized as rather expen-
sive materials. To avoid the utilization of such
elements, it is required to adopt redesigned
stack structure with appropriate fabrication
methods.

2. Cheaper materials if acceptable; particularly,
impurities will be an issue.

3. Reduction of the number of the components in
repetitive units of stacks.

4. Reduction of losses during fabrication.
5. Automation of production.

There are generalized arguments on the rela-
tion between cost and performance:

1. Roles of raw materials: as the structural com-
ponent, the low price materials are thought to
be used, whereas for the highly functional
materials, there are some arguments:
A typical example is the utilization of scan-
dium [131]. Although the raw materials cost
for scandium oxides is much higher than that
for yttrium oxide, there are many groups who
are interested in utilizing ScSZ instead of YSZ.
This is based on an idea that despite higher raw
materials cost, the higher performance leads to
reduction of total cost of stacks to be required
to achieve a given rated power.

2. Even when low-cost materials are used, addi-
tional procedures are needed to achieve the
required reliability and durability. Therefore,
cost should be considered in combination of
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raw materials cost and fabrication cost. This is
particularly true for metal interconnects; metal
interconnects are cheap in materials cost com-
pared with La-based oxide but additional pro-
cedure of coating increases the fabrication cost.

In 1998, BMW, Delphi, and Renault
announced the application of SOFC as APU
(Auxiliary Power Units) of automotive. This
gave rise to drastic changes in applications of
SOFC systems. The US Department of Energy
started a new project called SECA (Solid State
Energy Converter Alliance). Their cost target is
about $150/kW for stacks and $700/kW for sys-
tem in the mass production level. Recently, an
interesting analysis [132] has been made on the
operation modes of the degraded stacks in its
relation to total system cost. There can be two
operation modes; one is to keep the same current
density, the other being to keep the same electrical
potential. This difference gives rise to a large
difference in strategies in the replacement of the
stack itself and overdesign.

1. Under constant current operation, some degra-
dation leads to lowering the electrical potential
and as a result, power output is correspond-
ingly lowered. Since the conversion efficiency
is also lowered, heats produced inside stacks
increases. To remove excess heats, a larger
amount of air has to be flowed. For this pur-
pose, additional energy is required and total
efficiency is further decreased. In this sense,
operation is continued under a rather severer
condition. Further degradation can take place
under such a condition. In addition, one needs
to keep a large capacity of BOP to ensure the
capacity for air flow in an excess amount. In
view of these features, this operation mode
must only be appropriate for stacks with
extremely low degradation rate.

2. Under constant voltage operation, current den-
sity decreases largely in contrast and as a
result, power output is also correspondingly
lowered significantly. However, efficiency is
maintained rather constant and therefore there
is no need to keep a large capacity of BOP.
Since power output per one unit decreases

significantly, additional stack capacity is
required to offset for such a loss of capacity.
In this operation mode, damage on stacks is not
severe so that stacks can be operated for a
longer period of time, and this is an important
advantage against the constant current
operation mode.

Future Directions

There are a number of degradation issues which
are still unclear and need to be addressed in the
future:

Stack Behavior
Stack behaviors are characterized in terms of tem-
perature distribution, current density distribution,
flow distribution, etc. Among them, current dis-
tribution is very important in determining stack
performance, stack temperature distribution, etc.,
but is hard to be measured in real stacks. In many
cases, the information on current distribution is
obtained from the simulation technique. In this
sense, simulation technique becomes quite impor-
tant. It is still highly hoped that progress in exper-
imental technique will be made in obtaining the
current density distribution in stacks.

From the materials point of view, many stacks
consist of ceramics and metals. Ceramics may
exhibit oxygen nonstoichiometry and change
their volume in a complicated manner as functions
of temperature and pressure. On the other hand,
metals and alloys can be deformed under stresses/
loads.When those twomaterials are utilized under
a long-term operation at constant temperature or
under frequent thermal cycles, mechanical inter-
actions between two materials become important.

Effects of High Conductive Electrolyte
There can be seen one interesting feature in the
low temperature SOFC, that is, the cell perfor-
mance of the anode support cells has been much
improved compared with electrolyte self support
cells. This is apparently due to the lowering of the
ohmic resistance inside electrolyte. Furthermore,
the electrode performance is also improved very
much. This can be ascribed to better fabrication
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procedure. When thin electrolyte is fabricated,
very fine structure is designed and fabricated. In
a similar manner, cathodes are fabricated carefully
so that it is expected that microstructure of cath-
odes is well established. These features can be
summarized as follows: When the conductance
is improved and the homogeneous current flow
is established inside electrolyte, electrode perfor-
mance can be maximized by fabricating the elec-
trode layer without faults. This is a matter of the
current density distribution inside one cell. This is
determined in terms of the homogeneous ionic
current, homogeneously distributed electro-
chemical sites, and homogeneous electronic cur-
rent. If there is some fault among them, this leads
to inhomogeneous current flow and therefore
some degradation may take place.

Here, an interesting finding by Watanabe and
Uchida [133] should be referred to: that the elec-
trode performance becomes higher with those
electrolytes having the higher ionic conductivity.
The proper mechanism of this finding has not
been given fully but the current density distribu-
tion in the vicinity of electrochemically active
sites may be different between those electrolytes
having different ionic conductivities.

Advances in Characterization
The electrode performance is determined bymany
factors. Among them, the microstructure is one of
the very important factors. Even so, it has not been
easy to make characterization on the microstruc-
ture in an appropriate way. For example, in nickel
cermet electrode, the connection of nickel is
important in addition to the skeleton structure of
oxide network. Since nickel is dissolved into acid,
it is easy to extract the skeleton structure of zirco-
nia. On the other hand, nickel network is not well
determined experimentally. Recent advances in
the experimental determination of three-
dimensional electrode structures by FIB-SEM or
by XCT techniques make it possible to evaluate
details of microstructure changes in nickel cer-
mets. For example, the most important physico-
chemical measure of the electrode is the length of
three phase (electrolyte oxide, electronic conduc-
tive metal, and gases) boundaries. Recent experi-
mental and related theoretical progress makes it

possible to reconstruct the cermet electrode in
computer space and to identify the ionic path,
electron path, and electrochemically active sites
in combination with appropriate electrode reac-
tion mechanisms. This provides a powerful tool
for investigating the mechanism of degradation in
terms of fuel cell operation variables such as time,
current density, etc. Thus, it is highly
recommended to investigate in more details the
microstructure and its relation to electrode
activity.

Intermediate Temperature Gaseous Species
Most typical degradation is chromium poisoning.
This is caused by the gaseous species such as
CrO3(g) or Cr2O2(OH)(g). In order to understand
the chromium poisoning, thermodynamic ana-
lyses on those gaseous species are essential. For-
tunately, those data are available so that detailed
analyses were made successfully. For the Ni-P
system, the vapors, HPOx(X = 1,2,3) play an
important role according to Bao et al.
[116–118]. Without considerations on such gas-
eous species, no proper transportation mechanism
can be obtained. An important point of these ana-
lyses is that the partial pressure of such species is
extremely small in the range of 10�12 to 10�6 atm.

Although the accurate determination of the
partial pressure of electrochemically important
species is highly required, there can be some
difficulties:

(a) Lack of the thermodynamic properties of
those gaseous species which can be dominant
in the intermediate temperature region. This is
particularly true for species which are emitted
in the presence of water vapors.

(b) Some uncertainty in the already available
thermo-dynamic data.

Thus, the intermediate temperature gas chem-
istry should progress for the electrochemical
purpose.

Effects of Minor Species
Minor carriers in electrolyte can also make con-
tributions to degradation, although apparent
effects have not been fully clarified. Most
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important minor carrier in the fluorite-type oxides
is proton. It is well know that the proton concen-
tration in YSZ is in the order of 10�5 in mole base.
Correspondingly, the transportation number can
be evaluated to be in the same order. Normally, it
is quite difficult to detect this effect in the electri-
cal performance so that in many electrode reaction
models, any role of protons is neglected particu-
larly in cathodes. In the fuel cell operation mode,
protons are formed in anode and migrated to cath-
odes, leading to the emission of water vapors on
the cathode side. In view of this nature, it is
expected that the formation of hydroxide com-
pounds can be expected as an electrochemical
side reaction. Sr(OH)2(g) must be interesting in
view of the proposed mechanism of Sr migration
in the form of gaseous species. In addition, the
Cr2O2(OH)2(g) emission can also be expected
from the reaction of deposited Cr2O3 with trans-
ported protons and oxygen atom. This reaction
should be considered as the recovering (heeling)
process of Cr poisoning. Note also that because
proton concentrations in doped ceria is two orders
of magnitude higher than that in YSZ, the utiliza-
tion of doped ceria as reaction/diffusion barrier
can also provide enhancing effects of such recov-
ering (heeling) process. It is hoped to clarify such
effects in relation to a long-term stability of cath-
ode materials.
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Glossary

APU Auxiliary power unit – device providing
power in addition to main power train.

DG Distributed generation. Combined heat and
power plant with typical capacities from
50 kW to several MW.

micro-CHP Micro-combined heat and power.
Capacities up to say 10-kW.

SOEC Solid oxide electrolyzer cell.
SOFC Solid oxide fuel cell.

Definition of the Subject

Clean and sufficient energy is an important pre-
condition for the continued growth in global
wealth. Solutions must be found to utilize the
remaining fossil fuels more efficiently and also
to ensure that new environmentally friendly fuels

can secure power production in the post-fossil fuel
era. This is the essence of the global energy
challenge.

Fuel cells hold the promise of an efficient, low-
pollution technology for production of electricity.
Because fuel cells rely on electrochemical rather
than thermo-mechanical processes in the conver-
sion of fuel into electricity, the fuel cell is not
limited by the Carnot efficiency as is the case for
conventional generators. High-temperature fuel
cells hold the promise of an efficient, low-
pollution technology for production of electricity
and efficient use of waste heat including low
transmission losses. Scalability, decentralization,
and load following capabilities are major advan-
tages that can play an effective role in future
power grids and power supply.

Solid oxide fuel cells offer the potential of high
volumetric power density, cost-efficiency, and
fuel flexibility, and significant progress has been
made during the last 5 years in bringing SOFC
technology closer to commercialization.

This entry will endeavor to answer the question
whether SOFC technology is now ready for the
market or perhaps put in another way: Is the
market ready for SOFC technology and which
challenges still need to be addressed?

Introduction

The entry will describe how SOFC technology
can contribute to solving the energy challenges
in the future. The current status of the SOFC
technology and industry will be briefly discussed
and the possible markets described. Three main
challenges on the road to competiveness – life-
time, reliability, and cost – are addressed. Techno-
economic studies of the different market segments
are used to define the threshold for market entry.
The entry ends by looking ahead and concluding
that the SOFC technology is ready for the market
with respect to the projected cost and lifetimes,
but that reliability under real-life conditions still
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remains to be demonstrated. The learning invest-
ments needed, however, do not appear to be pro-
hibitive considering the benefits which this game-
changing technology has to offer.

The Global Energy Challenge

Increasing Power Demand
The increasing global demand for energy and
power mainly comes from the growth in industri-
alization, population, and living standards.

Forecasts from International Energy Agency
(IEA – all forecasts in the following comes from
the publication World Energy Outlook 2010 [1])
show that the population will grow from 6.7 bil-
lion in 2008 to 8.5 billion in 2035. Almost all of
the increase will take place in the non-OECD area.

On a global scale, the demand for primary energy
is expected to increase by 1.2% per year until 2035.
More than one third of the total primary energy
consumed is used for power generation (Table 1).

The rapid population growth in the non-OECD
area is further followed by a sharp increase in
urbanization, which will have a significant impact
on the demand for power coming from industrial-
ization and improvements in housing and level of
welfare. The demand for electricity generation
will therefore increase accordingly and at an
even higher rate than the energy demand. Total
electricity consumption is expected to increase by
2.5% per year until 2035 (Table 2).

The growth in primary energy demand
together with the decreasing accessibility of fossil
fuels is expected to result in increasing energy

prices. This makes efficiency in power production
an important issue. Technologies with higher effi-
ciency will be in demand.

In 2035, a very large number of people will not
have access to power in the quantities known to us
in the OECD area today, despite the rapid growth
and urbanization within the non-OECD area.
Although the total power consumption is expected
to double from 2008 to 2035, 38% of the world’s
power consumption will still be in the OECD area,
having only 15% of the world population. While
the per capita electricity consumption in the non-
OECD countries will be doubled by 2035 to
2600 kWh/year, it will at that time only be around
one fourth of the level of the OECD area.

Significant Structural Investments Needed
In order to meet this high level of consumption,
significant investments in energy production and
power generation will be needed. The figure
below shows the expected growth and the
expected investments in power generation capac-
ity (Table 3).

The majority of investments will take place in
the non-OECD area. The total growth in capacity,
including replacement and expansion, will be
about 5700 GW or almost 10 trillion US dollars
over the forecasted period. This corresponds to
220-GW new capacity or investments in new
plants of 370 billion US dollars per year.

The total investment in new power generation
capacity constitutes more than half of the total
world energy investments. This means that in
future, a high dependency on the power grids
remains, and the cost of improving poor grids

Solid Oxide Fuel Cells: Marketing Issues, Table 1 World primary energy demand

1980 2008 2020 F 2035 F Annual growth rate 2008–2035

Energy demand (Mtoe) 7229 12,271 14,556 16,748 1.2%

Solid Oxide Fuel Cells: Marketing Issues, Table 2 World electricity consumption

TWh 1980 2008 2020F 2035F Annual growth rate 2008–2035

OECD 4739 8244 10,339 11,566 1.0%

Non-OECD 971 7575 12,841 18,763 3.8%

Total, world 5711 16,819 23,180 30,329 2.5%
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and in establishing new grids where these do not
yet exist will be significant.

Despite the expected high level of investments,
the power grid and other power infrastructure will
impose a limitation on the capacity and efficiency of
the present infrastructure. This will be a driver
toward a more decentralized power production
with production taking place closer to the end user
and with combined production of heat and power.

The transmission losses throughout the grid
existing today will also exist in future. On a global
average, the energy content of the primary fuel
that is actually converted into consumed power
will not exceed 35%.

Renewable–Based Power Production Increase
The increasing scarcity of oil and other fossil
fuels makes the exploration efforts more expen-
sive and the transport routes to the consumers
longer. This will concentrate the remaining
reserves to a limited number of countries. This
is a growing concern to the net-importing West-
ern world.

Power generation based on renewables is
expected to increase over the forecasted period
due to higher fossil fuel prices, growing concerns
over pollution and greenhouse gas emissions, and
declining technology costs and government sup-
port. Renewable electricity generation is expected
to grow globally and will in the OECD area con-
stitute 26% of the total power generation in
2035, and in the non-OECD area 22% (Table 4).
The rising share of wind and solar power
(PV) poses a challenge of integration into the
power grid and a challenge of how to match
power production with power demand in due

time. Power production from wind and PV fluc-
tuates according to the prevailing conditions with
regard to weather, season, and time of the day.
Problems due to variability affecting the reliabil-
ity of a power production system are manageable
when the shares of wind and other variable renew-
able capacity are small, but with a larger share of
power from renewables, such problems will
increase.

This makes it necessary to balance the growth in
renewables in the overall production system with
smaller, scalable units capable of equalizing the
fluctuations created by solar cells and wind
turbines.

Restrictions on Pollution and Emissions Still
Tighter
The extensive use of fossil fuel globally will con-
tinue to drive up power-generation-related CO2

emissions, from 11.9 Gt in 2008 to 14 Gt in
2035 in the base scenario. Nearly all the increase
in power-related CO2 emissions is expected to
come from non-OECD countries, where urbani-
zation and higher living standards – together with
rising reliance on fossil fuels – are particularly
pronounced. The non-OECD area is projected to
increase its power-related CO2 emission by more
than 50% by 2035, corresponding to 76% of the
total amount.

Continuously, stricter legislation on emissions
and pollution is introduced in most countries. This
will be supported by incentive schemes given to
energy technologies that have inherently lower
emissions.

This is already the case in Europe and the USA.
The high-growth countries in the Far East and
South America have less focus on climate end
environment at present. But along with their
development, an increasing awareness of the envi-
ronmental issues is expected to emerge. This will
be followed by willingness and ability to pay for
advanced, cleaner energy technologies.

Global Challenges
All in all, the situation can be summarized in the
headlines below. The world urgently needs new
technologies that can help solve the challenges of
access to clean and sufficient energy (Table 5).

Solid Oxide Fuel Cells: Marketing Issues,
Table 3 Projected capacity additions and investment in
power infrastructure 2008–2035

Capacity
addition (GW)

Investments, new plants
(billion US dollars)

OECD 1985 3992

Non-
OECD

3688 5642

Total,
world

5673 9634

Solid Oxide Fuel Cells: Marketing Issues 703



Fuel cells are one of the most promising tech-
nologies capable of delivering solutions to the
world’s energy challenges.

Briefly on the SOFC Technology

A fuel cell system produces electricity from a
cleaner and more efficient fuel than conventional
technologies. The fuel can be natural gas, diesel,
biogas, hydrogen, or similar. Like batteries, a fuel
cell generates power by an electrochemical
process.

In physical terms, an SOFC fuel cell is a very
thin, planar “sheet” of flexible, ceramic material
consisting of three functional layers – the anode,
the cathode, and the electrolyte (Figs. 1 and 2).

Fuel is supplied and passes over the anode side,
and air passes over the cathode. The electrolyte – a
thin, gastight, ion-conducting layer – is placed
between the anode and the cathode.

An external circuit connects the anode to the
cathode and provides the mechanism to power
electrical devices (Fig. 3).

A single fuel cell can create a voltage of
approximately 0.7–0.9 V.

The current state-of-the-art SOFC anode-
supported cells based on doped zircona ceramic
electrolytes, ceramic LSM cathodes, and Ni/YSZ
cermet anodes are operated in the temperature
range 700–800 �C with a cell area specific resis-
tance (ASR) of about 0.5 O/cm2.

at 750 �C. Using the more active ceramic lan-
thanum strontium cobalt ferrite (LSFC)-based

Solid Oxide Fuel Cells: Marketing Issues, Table 4 Fuel sources of power generation

TWh 1990 2008 2020F 2035F Annual growth rate 2008–2035

Coal 4427 8273 10,630 11,241 1.1%

Oil 1338 1104 689 480 �3.0%

Gas 1726 4303 5881 7557 2.1%

Nuclear 2013 2731 3712 4883 2.2%

Hydro 2145 3208 4367 5533 2.0%

Biomass 131 267 547 1476 6.5%

Wind 4 219 1229 2851 10.0%

Others 38 79 319 1314 11.0%

Total generation 11,821 20,183 27,373 35,336 2.1%

Solid Oxide Fuel Cells: Marketing Issues, Table 5 Global challenges in the energy complex

– Raising electrical efficiency

– Reduction in CO2 by change
in fuels and power
generation technologies

– Decentralisation and
scalability of power supply

– Fuel flexibility and increased
use of  renewable fuels

– Heat and power
coproduction

– Energy storage technology

GLOBAL CHALLENGES  urge decision makers to set  TARGETS  which will need radical  SOLUTIONS

− Global growth in future
power demand

− Global warming increasing

− Risk linked to accessibility
and  location of fossil fuels

− Energy security and
dependency

− Balance problems in supply
due to increasing renewable
share

− Increasing energy prices

− Limited capacity and
potential expansion in
existing grid

– Significantly  increase
power output per volume of
fuel input through higher
efficiency

– Reduce CO2– and other
emissions – by higher
efficiency and by use of
emission neutral renewable
fuels

– Provide sufficient power for
everybody everywhere
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cathodes, the ASR is decreased to about 0.25 O/
cm2 at this temperature, which is a more favorable
value regarding overall stack power density and
cost-effectiveness.

Fuel Cell Stack, Stack Modules, and
PowerCore
Single cells are combined in a stack to generate
power in useful quantities.

A stack is a multilayer construction of fuel cells
separated by metal sheets (the “interconnect plate”)
guiding the flow of air and fuel to the individual
cells. The number of repeated cell/interconnect
plates determines the stack capacity. The stack is
the heart of a fuel cell system (Figs. 4 and 5).

With the current technology, a stack can gen-
erate up to about 3 kWof power. For larger power
levels, stacks are combined into stack modules,
which in turn also can be combined, thus provid-
ing for power output, in principle, approaching
indefinite sizes.

In addition to a stack or stack module, a fuel
cell system comprises components for handling of
fuel, heat, electric power conditioning, and other
components required for the operation.

The fuel cell process on which Topsoe Fuel
Cell’s technology is based (SOFC) takes place at
temperatures of 700 – 900 �C. The parts of the
system operating above 300 �C are integrated into
a module called a PowerCore™. The PowerCore
is a highly integrated “black box” with defined

Solid Oxide Fuel Cells:
Marketing Issues,
Fig. 1 Electrolyte/
electrode assembly

Solid Oxide Fuel Cells: Marketing Issues,
Fig. 2 Highly flexible material

H2O and CO2

cathode
electrolyte

anode

Air

Fuel

O2

O2–

e–

Solid Oxide Fuel Cells: Marketing Issues, Fig. 3 The
electrochemical process of a fuel cell
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operating responsibility suitable for installation
into complete systems (Fig. 6).

Comparing Fuel Cells to Conventional
Technologies
A conventional combustion engine converts the
energy stored in the fuel to electricity through a
combustion, which in turn drives a generator that
produces electricity. In contrast, a fuel cell converts
the same initial energy into electricity via a direct
electrochemical path. This direct conversion of
energy to electrical power means that fuel cells
have higher energy efficiency, and at the same
time, lower emissions of CO2, VOC, and NOX

than the dominating power generation technologies
based on combustion. This makes fuel cell technol-
ogy economic and very environmentally friendly
and accordingly addresses the major challenges of

the energy sector: economy, securing energy sup-
plies, and protection of the environment.

Different Types of Fuel Cells
Different types of fuel cell technologies exist.
They are all based on the same electrochemical
principle but differentiated by the materials used
for the electrolytes. The six major types are:

• Proton exchange membrane (PEMFC).
• Alkaline (AFC).
• Phosphoric acid (PAFC).
• Molten carbonate (MCFC).
• Direct methanol (DMFC).
• Solid oxide (SOFC).

The difference in materials between the fuel
cell types results in large differences in perfor-
mance parameters and operational requirements.
This makes the different types specifically suited
for different applications.

With some exceptions, higher-temperature sys-
tems (MCFC, SOFC, PAFC) tend to be best suited
for larger applications, while low-temperature
systems (DMFC, PEMFC, AFC) can, in addition
to units up to some hundred of kilowatts, be con-
figured to provide as little as a few watts of power
or less and hence be applied for portable equip-
ment etc. (Fig. 7).

Advantages of SOFC Fuel Cells
Analyses made by Haldor Topsøe and Topsoe
Fuel Cell have shown that SOFC technology

Solid Oxide Fuel Cells:
Marketing Issues,
Fig. 4 Fuel cell stack

Solid Oxide Fuel Cells: Marketing Issues, Fig. 5 Stack
module

706 Solid Oxide Fuel Cells: Marketing Issues



possesses the highest potential to become a main
contributor to the global power market because of:

Higher electrical efficiency. The SOFC tech-
nology will be able to provide an electrical effi-
ciency of up to 60%. This efficiency is very high
compared to worldwide power plants operating at
average electric efficiencies of 30–35% and to
existing decentralized, smaller power generation
equipment (engines and generators) operating at
as low as 5–10% for engines and 15–25% for
generators. Application of SOFC units with
higher electrical efficiency will result in substan-
tial savings in fuel and money, and for operation
on fossil fuels also in a proportional reduction in
CO2 emissions.

High efficiency for all capacities. The SOFC
technology is scalable and can cover the complete
range from 1 kW to 1 MW, or even higher, with
almost no loss of efficiency. The technology offers

a very competitive output per weight or volume
compared to power plants. Because of this, the
SOFC technology addresses a wide range of
applications and finds use both in urban and
remote areas and both for stationary and mobile
purposes.

Fuel flexibility. The SOFC technology is
(together with MCFC) the only technology
among the different fuel cell technologies which
is able to effectively generate power directly
based on the fossil fuels in use today, and at the
same time, the technology has a clear path to
renewables and CO2-neutral energy systems.
This is due to the higher operating temperatures
and the superior ability of the SOFC to convert
hydrocarbon in the fuel cell stack.

Lower maintenance cost. The SOFC system
provides a highly effective and direct electro-
chemical conversion of fuel to power. The only

Solid Oxide Fuel Cells:
Marketing Issues,
Fig. 6 PowerCore™
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Solid Oxide Fuel Cells: Marketing Issues, Fig. 7 Primary applications for different fuel cell technologies
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rotating parts in the system are a fuel pump and a
small air blower. Accordingly, maintenance costs
are expected to be substantially lower, and oper-
ating periods between overhauls are substantially
longer than conventional technologies.

Lower emission and noise levels. Since no com-
bustion is involved, the acoustic and heat signatures
and particle (NOX or other particles) emissions will
be small. This is crucial for some applications.

Synergies with coupled technologies. SOFC
systems are very well suited for integration in
coupled technologies. Examples include SOFC
systems with heat pumps or air-conditioning sys-
tems in which SOFC systems can produce power
and interchangeable heat or cooling. SOFC can
also be coupled with gas turbine to provide
extremely high electrical efficiencies up to 70%.

Solid oxide electrolysis (SOEC). The SOFC
technology deals with conversion of fuel to
power. However, the system can be designed to
handle the reverse process converting excess pro-
duction of power to fuel (electrolysis). This is
especially interesting in relation to balancing fluc-
tuating power generating sources, like wind tur-
bines or PV systems, but it is also of interest in
relation to nuclear power plants, where change
from stable base load operation to match supply
and demand is not accepted. Commercialization
of SOEC is still some years ahead but is an
extremely important future feature of the SOFC
technology, especially because SOEC is the only

electrolysis technology with the capability to elec-
trolyze CO2 so that synthesis gas (CO plus H2)
can be produced. This opens up the possibility of
production of renewable transportation fuels from
power, water, and CO2 without having to rely on
limited biomass resources and renewable fuels.

Competing Conventional Power Generation
Technologies
SOFC systems will, in the coming commercial
phase, face competition primarily from the con-
ventional power generation technologies such as
boilers, Stirling engines, diesel generators, gas
engines, batteries, etc., much more than competi-
tion from other fuel cell producers. Most of the
conventional technologies are advanced, mature
technologies (Fig. 8).

The fuel cell industry in general has to prove
that fuel cell systems can provide superior perfor-
mance (taking all technical, financial, and envi-
ronmental parameters into account) compared to
existing technologies.

The strength of competition from other power
generation technologies differs between the dif-
ferent applications and markets.

Markets

Solid oxide fuel cells have a higher efficiency
than existing power generation technologies,
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meaning that attractive and competitive applica-
tions of SOFC systems are almost endless – pro-
vided the cost and performance targets are
met. This includes applications of small and large
capacity, stationary and mobile applications, and
centralized and decentralized applications, running
on fossil fuels as well as on renewables.

Figure 9 groups the potential applications
according to power range and mobility. The appli-
cations are described in more detail below.

Each market has specific requirements to the
technology with regard to, e.g., capacity, cost, and
lifetime. Accordingly, there will be a difference as
to when the SOFC technology is ready for a given
market. Some of the early opportunities, such as
smaller units for military applications and second-
ary power, are characterized by having relatively
low capacity requirements and accepting a
slightly higher price compared to consumer
markets.

Topsoe Fuel Cell uses a classification of the
potential target applications in three generic mar-
ket segments: micro-combined heat and power
(micro-CHP), auxiliary power units (APU), and
distributed generation (DG). In Fig. 10, the mar-
ket segments are grouped following this
classification.

Topsoe Fuel Cell has chosen initially to target
the markets for residential micro-CHP, smaller
CHP units (up to 250 kW) within DG, and APU
for trucks and military applications first because
these applications pose early opportunities for
demonstration and at the same time lead to high
volume markets later on.

Micro–combined Heat and Power
(micro–CHP)
micro-CHP units are small stationary systems
with an electricity capacity of 1–5 kW intended
mainly for private households. The systems are
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typically based on natural gas using the existing
gas pipeline system.

The existing market for domestic power and
hearting is dominated by gas-based systems, based
on an internal combustion engine technology
(ICE) or a Stirling engine. In addition, some 8000
PEM fuel cell systems are installed in Japan, and
some hundred PEM units have been sold in
the USA.

All the existing technologies in the market
today provide significantly more heat than power
(cf. Fig. 11 below). The electrical power is the
more valuable output and should be maximized,
but at the same time, legislation dictates that heat
must not be wasted. Since heat cannot easily be
transported over long distances, it should prefer-
entially be consumed on site. This means that
when the need for heating is low, such as during
summer, the system must be run at a lower capac-
ity or be turned off, jeopardizing the return on
investment. Therefore, a low heat to power ratio
will enable the system to run at full capacity
during a larger part of the year.

Compared to other technologies, SOFC sys-
tems have a superior heat to power ratio as it
appears from the figure below.

The attractive markets for micro-CHP products
for domestic application are:

• Large markets with access to piped natural gas
or other SOFC suited fuel.

• A significant price differential between
primary fuel (e.g., natural gas) and power

• Legislation which favors clean technology and
distributed generation.

Based on this, the attractive markets are the
Northern part of Europe, South Korea, Japan,
and the Northeastern USA.

micro-CHP in Europe In Europe, there are
three main market drivers:

The consumer wants to save money on the
combined electricity/gas bill. A more efficient
SOFC system with a power generation efficiency
which is higher than that of a central power plant
will meet this need.

Government subsidies to the households who
install fuel cell systems as introduced in a number
of countries may further boost the commercializa-
tion of the technology.

The energy companies are interested in more
decentralized and flexible power generation.
SOFC systems installed with consumers will sat-
isfy this demand.

New building regulations demand measures to
be taken to reduce the energy consumption when a
building is refurbished. In many cases, it is easier to
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replace the domestic heating and power system
(with, e.g., an SOFC unit) than tomodify an existing
system or install additional thermal insulation.

The market potential in Europe is given by the
replacement of oil and gas boilers in private
homes and by sales to new houses. One of
Europe’s largest boiler manufacturers, who is
also involved in development of micro-CHP sys-
tems, estimates this market eventually to be about
two million units per year (Western Europe).

micro-CHP in North America In North
America, there is an increasing focus on energy
efficiency and energy conservation. Currently,
legislation and programs demanding higher
energy efficiency in buildings and production are
being implemented. It is estimated that this focus
will trickle down to the consumer market. In addi-
tion, the demand will be driven by an interest in
grid-independent technology because of the rela-
tively unstable electricity grids in many parts of
the USA.

In North America, 1.6 million houses are con-
sidered eligible for micro-CHP (access to natural
gas, attractive ratio between natural gas and elec-
tricity price).

micro-CHP in Japan and South Korea The
demand in Japan and South Korea is driven by
both the environmental impact of the technology
and its business potential. Japan has made a

massive public investment in fuel cell develop-
ment, and in South Korea, investment in a fuel cell
unit is subsidized. Consultants (Delta EE and Fuel
Cell Today) estimate the annual markets to be
1–two million units in Japan and about half a
million units in South Korea.

Auxiliary Power Unit (APU)
Auxiliary power units (APU) range from a few
kilowatts to megawatts. They are intended for
mobile applications in connection with heavy
duty trucks and reefer containers (3–10 kW),
leisure applications such as yachts and recrea-
tional vehicles (RV), military vehicles, and tanks
(10–20 kW). APU systems are used as power
generators, either in support of the main engine
during peak periods or instead of the main
engine when this has been switched off. These
systems can also be used in connection with
electric cars running on batteries as an inte-
grated, continued charger of the main battery.
These systems can be run on diesel, LPG, or
methanol.

APUs find their use in many different applica-
tions. In the 3–20 kW range, this includes heavy
duty trucks, military vehicles, ground generators,
and unmanned aerial vehicles (UAV). Each appli-
cation is described in more detail below.
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APU: Heavy Duty Truck The primary market
for APUs for heavy duty trucks is the USA. Heavy
duty trucks commute long distances and often
have a sleeper cabin equipped with fridge, con-
sumer electronics, coffee maker, etc., all equip-
ment which requires more power than the battery
can supply.

Currently, the power is supplied by an idling
main engine or by electrified truck stops. An
idling main engine is running at very low effi-
ciency and is polluting, and electrified truck
stops do not meet the drivers’ demand for
flexibility.

An SOFC APU unit will provide a clean and
efficient power supply, meeting these demands.

Demand is driven by potential savings in fuel
and maintenance costs and by anti-idling legisla-
tion, which entails that idling is allowed only for
very short time. Based on the current diesel price
of 3.1 $/gal and US Department of Energy stan-
dard assumptions on truck driving, Topsoe Fuel
Cell calculations show that $4200 can be saved
annually in operational cost by installing an SOFC
APU on a truck compared to an idling engine. In
addition, all the environmental benefits should be
considered.

It is estimated that the potential market in the
USA alone is around 200,000 units annually.

APU: Military Applications In the military
commands, there is an increasing focus on fuel
savings, as transport of fuel to the battle field is
vulnerable and expensive (between 15 and 40 $/
gal depending on the mode of transport and type
of engagement). Any savings in fuel will reduce
costs, and low signature energy supply can reduce

casualties. Three applications are of specific inter-
est for SOFC units: as a substitute for diesel gen-
erators in military camps, as a silent APU for
military vehicles, and as power for unmanned
aerial vehicles (UAV):

Power generator in camps. Today, diesel gen-
erators supply electricity generation in military
camps. A lower number of large generators
(200 – 750 kW) and some smaller towable gener-
ators (5 – 20 kW) are used. The military has an
interest in optimizing the energy infrastructure by
distributing a larger number of smaller generators
in the camp.

In the field. Military vehicles have an increas-
ing need for electricity for powering air condition,
reconnaissance equipment, and weapon systems.
Currently, this electricity need is satisfied by the
main engine, by batteries, or by a diesel generator.
However, none of the existing solutions are
satisfactory.

If a single 10-kW generator is replaced by an
SOFC APU, savings in fuel cost will be about
$100 per day or $40,000 on an annual basis.

Considering the thousands of generators in the
field, the potential saving is enormous.

Reconnaissance from the air. UAVs come in
many different sizes and are today powered by
various engines running on jet fuel. Depending of
the size of the UAV, it can carry a certain payload
including fuel.

There is thus an interest in reducing fuel con-
sumption in order to increase mission length and
also in decreasing the signature. Both can be
accomplished by a fuel-cell-based generator.

The primary markets for military applications
are North America and Europe.

Distributed Generation (DG)
Distributed generation (DG) covers a large range
of capacities, from 10-kW for building installa-
tions up to the low megawatt range for
decentralized power plants. Applications in this
size are mostly stationary, but can also be ships
and trains and thereby become mobile. These
large systems can be used as either primary
power generators, as APUs, or as backup support.
Awide range of fuels is used for DG. Natural gas
from the grid is the most common fossil fuel.
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Biogas from fermentation, landfill gas, and sew-
age gas are important renewable fuels. Coal gas is
considered for future large-scale power genera-
tion. Liquid fuels such as diesel, LPG, or metha-
nol are normally fuels of choice for off-grid
applications and for mobile applications. The
DG segment can be subdivided into four major
sub-segments: prime power, combined heat and
power (CHP), off-grid and secondary power, and
mobile power (Fig. 12).

Prime Power Prime power is defined as
megawatt-class power plants, delivering electrical
power to the grid. Today, mid-size gas turbines or
very large stationary engines are used as prime
movers. The demand for SOFC units for prime
power is driven by the energy companies’ need for
load balancing the electricity production because
a large and increasing share of the production
comes from renewable energy such as wind,
solar, and hydro power and from a need to reduce
the CO2 emissions. SOFC units can solve these
problems because they are efficient (and conse-
quently has a lower CO2 footprint), have excellent

load following capabilities, and enable carbon
sequestration and storage.

Combined Heat and Power (CHP) CHP is an
optimal way of utilizing fuel. In a traditional cen-
tral power station, only about 35–45% of the
primary energy is transformed to electrical
power, while the remaining is waste heat which
is not used. In a CHP plant, the heat is not wasted
but used as steam or hot water to provide heat to
homes, buildings, or industry. This requires a heat
network, and consequently, CHP solutions are
primarily implemented as small decentral units
situated together with hospitals, hotels, airports,
etc., where the heat can be consumed on site.

The CHP market today is dominated by the
internal combustion engine technology (ICE),
and for high-power systems (above 2 MW) also
by gas turbines. These technologies produce more
heat than what is typically required by the cus-
tomer. Since heat is not allowed to be wasted, this
limits the time during which a system can operate
or limits the overall efficiency. Since the SOFC
technology offers a much better power to heat
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ratio than competing technologies, the SOFC sys-
tem can either be operated for a longer time or a
higher capacity CHP system can be installed.

Off-Grid and Secondary Power Many power
consumers are located in areas without electricity
grid or in weak grid areas. Examples are telecom
base stations and pipeline and border surveillance.
In India, many of the telecom base stations are
connected to the grid, but the power is very
unreliable, and often the power is out for 8–10 h
daily. In such areas, an SOFC unit fueled by, e.g.,
natural gas would provide an attractive alternative
since it would offer a reliable power source.

In areas where there is no grid, diesel genera-
tors are often used as power sources. The value
added by an SOFC unit is higher efficiency
(longer time between fueling), less maintenance,
and the ability to use nonconventional fuels
(in some areas, diesel is often stolen from such
sites). Less maintenance and longer time between
fueling is of very high value in remote areas
because they can often only be reached with off-
road vehicles or even helicopters.

Mobile Applications The marine industry has
an increased focus on the environment because
many ports around the world and many coastal
regions have started to implement strict emission
requirements. One way of fulfilling these require-
ments is an APU which generates electric power
more efficiently and cleaner than the main engine.
This unit can be run in ports in order to provide the
total load of the ship, but can also be run at sea,
reducing the fuel consumption of the main engine.

Once the SOFC technology has been
established for marine APUs, the technology can
be extended to the main drive of the ship in order
to make it even more efficient, more quiet, and
less polluting.

Just as in marine transport, the fuel economy
and environmental impact of trains can be opti-
mized. Many countries around the world have a
desire to switch from diesel engines to electric
trains but cannot justify the infrastructure cost of
electrifying main train lines, let alone secondary
lines. A potential solution to this problem is a
battery-powered train that is equipped with a
so-called range extender, which is an onboard
power plant that constantly recharges the battery,

thereby extending the operating range of the train
way beyond the limited capacity of a battery.

In 2009, the world market for power generation
equipment (<2 MW) for distributed generation
was 28 GW. Geographically, the largest share of
this market is in Asia with 12.3 GW annually.
Naturally, not all of this potential market is acces-
sible for the fuel cell technology in the short term.
Especially interesting in Asia are countries such as
South Korea which creates programs for clean
energy generation including fuel cells.

In South Korea, the Renewable Portfolio Stan-
dard that will come into effect in 2012 demands an
increasing share of power generated from renew-
able sources and fuel cells. It is estimated that the
impact of the RPS will be an annual installation of
renewable generation capacity including fuel cells
of more than 300 MW in 2012 and reaching more
than 900 MW toward the end of the decade.

Focusing on Europe, the market for CHP gen-
eration equipment has been substantial for more
than a decade; from the mid-1990s to 2007, the
installed CHP generation capacity has increased
from 4.7 GW to 10.6 GW, resulting in average
annual sales of about 550 MW. Assuming that the
implementation of CHP continues toward the goal
set by the European policy (EU directive 2004/8/
EC), the annual sales volume over the next decade
is expected to be between 600 MW and up to
1 GW toward the end of this decade.

In addition to this figure, there is also a
European market for replacement (repowering)
of existing CHP installations of about 400 MW
annually (Fig. 13).

Solid Oxide Electrolysis (SOEC)
This reverse SOFC process (SOEC) produces fuel
from excess power production. SOEC units will
be attractive as energy storage in relation with
excess power produced on wind turbines or solar
panels. SOEC can be used to help balance supply
and demand. This market, as well as the technol-
ogy serving it, is still some years ahead.

Market Summary
In all the market segments where commercial
SOFC products can be a competitive alternative,
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the potential market size is overwhelming. All of
them are global multibillion-dollar markets.

The size and the market drivers for the market
segments are summarized in Table 6.

Major SOFC Players

A number of important companies are active
today within the development of SOFC

technology. Although some of these will ulti-
mately become competitors, they are currently
mainly seen as important contributors in a com-
mon effort to promote the technology. The main
players are listed in the table below (Table 7).

None of the SOFC companies have yet reached
a commercial phase. Like Topsoe Fuel Cell, some
have started marketing their products and signing
up with commercial partners, e.g., CFCL with E.
ON and Ceres with Centrica. However,
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Solid Oxide Fuel Cells: Marketing Issues, Table 6 Primary market drivers and estimated market sizes

Market drivers Estimated market size p.a.

micro-
CHP

Europe: Economic savings, green image, incentives, lower natural gas
price, higher electricity price.
North America: Economic savings, reliable electricity supply

Europe: two million units
N. America: 1.6 million units
Asia: two million units

APU Europe: Expected anti-idling legislation, savings in diesel consumption
(high diesel price).
North America: Anti-idling legislation, savings in diesel consumption
(high diesel price).

Truck, USA: 200,000 units

Military: Size and weight, low noise, higher efficiency

DG Europe: Economic savings, increasing decentralization of electricity
generation, partly driven by the local availability of renewable fuels,
increasing requirement for load balancing
Asia: Growing demand for electrical power, grid instability, incentives

World: 28 GW
Europe: 5.3 GW
Asia: 12.3 GW

DG-
CHP

Europe: Economic savings, increase in energy efficiency, European and
country policies on CHP, feed-in tariffs and incentives

World: 2 GW
Europe: 1 GW
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everybody in the industry is still on a prototype
level without industrial production and sales, thus
creating large yearly deficits.

A number of large European and US compa-
nies like GE and Siemens Westinghouse with
commercial interest in power generation have,
during recent years, either withdrawn or dramati-
cally scaled down their participation in SOFC
R&D. This means that today, no major player in
the industry is directly funded by any of the larger

energy technology companies. These companies
will most probably re-enter the market when a
commercial breakthrough has occurred. Their
strategy has merely changed from home-grown
development to acquisition.

Instead, new players originating from Asia
(Korea, India, and China) with access to large
R&D budgets are entering the industry.

One of the first companies to develop solid
oxide fuel cells was Westinghouse in the USA.

Solid Oxide Fuel Cells: Marketing Issues, Table 7 Major SOFC players

Company Country
Market
focus

No. of
employees
(est) Ownership Remarks

Ceramic fuel
cell

Australia micro-CHP 120 Listed Currently marketing systems.
More than fifty systems sold.
Partnerships with European utility
comp. Close relation to E.ON.
Stack manufacturing facility in
Germany started 2009. Full
in-house system assembly from
2011

Ceres power UK micro-CHP 100 Listed Close partnership with Centrica.
Expected launch in 2012

Versa power USA DG 40 Owned 42% by
Fuel Cell Energy, a
leading MCFC
company (listed)

Pre-commercial development of
2–10 kW prototype systems. They
will be used as building blocks for
larger systems which are the focus
area. Focus on projects under the
public-supported US SECA
program

Accumentrics USA Sec. power.
APU

– Holding comp.
Focusing on UPS
for military

Small systems for off-grid use.
Focus on military applications.
Developing a 10-kW system
together with US military

Hexis CH micro-CHP 20 Private Close relation with EnBW.
Focusing on heat-driven products
for residential applications

Delphi USA APU – Part of automotive
group

Focus on automotive applications.
Group being reconstructed
following Chap. 11 after GM
collapse

Bloom
Energy

USA DG, CHP 4–500 Venture funds
headed by Kleiner
Perkins

More than fifty 100-kW systems
sold and operating at trophy
clients. More than 400 million US
dollars invested so far

Kyocera Japan micro-CHP – Part of larger
industrial group

Expected to be close to marketing
commercial stacks for micro-CHP

Rolls Royce USA DG 80 Part of larger
industrial group

Partly relocated to US. Limited
commercial activity

Topsoe Fuel
Cell

Denmark micro-CHP,
APU, DG

125 Haldor Topsøe A/S Partnership with Wärtsilä. 5-MW
production facilities
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They developed a tubular cell design that proved
to have advantages such as robustness and easy
sealing and manifolding [2]. The tubular cells had
a diameter of 200 (25 mm) and a length of 180 cm
(150 cm active length) and were building upon a
porous ceramic cathode support tube. Each tube
was interconnected by nickel felt and bundled to a
stack of 1152 tubes for 100-kWel overall rating
[3]. Tubular cells possess some characteristic
advantages compared to other cell designs. The
tubular symmetry tolerates larger thermal gradi-
ents and offers the possibility to design stacks
with very low pressure drop. However, tubular
cells have a quite long in-cell current path leading
to significant, resistive losses. The internal losses
are reduced by operating the cells at high temper-
atures. Although the tubes are operated at temper-
atures around 1000��C, long lifetimes of up to
70,000 h could be proven in a ceramic test hous-
ing with very low degradation. It is quite likely
that avoidance of any impurities and contaminants
is a prerequisite for the very low degradation.

In 1998, Siemens acquired Westinghouse
SOFC and the tubular SOFC concept. Siemens
dropped their leading position with their proprie-
tary planar electrolyte-supported concept and
metallic interconnects developed in the early
1990s in Germany. Upscaling of the tubular
SOFC concept resulted in two 100-kWel proto-
types of which one was installed in Arnhem, The
Netherlands, in 1999. After successful demonstra-
tion of the system, it was refurbished and removed
to Torino, Italy, to the Siemens Turbocare plant
[4]. Here, it completed a total of 30,000 h of
systems operation. Until now, this SOFC concept
based on cathode-supported tubular cells is the
only one that has surpassed 20,000 h operation
on system level. Due to the termination of Sie-
mens’ development of the original tubes, the sys-
tem finally had to be shut down in 2007 [5]. Two
Siemens Westinghouse units were built for pres-
surized operation. Pressurized operation of fuel
cells results in an increased cell voltage.
A pressure around 4 bar results in approximately
15% higher performance. The Siemens pressur-
ized systems underwent up to 3500 h of testing
before being abandoned [6]. Siemens adopted
several concepts of improved power density

tubes in which the current path and compactness
of the tube bundles was improved. These “high
power density” (“HPD”) tubes used a “flattened”
design with current transporting ribs across the air
transport channel. The “Delta 9” was a further
improved design based on a flat tubular geometry.
Both HPD and Delta were tested in the 5-kWel

class. Siemens entered the SECA Phase 2 after
having completed the SECA Phase 1 with a 5-kW
system built in cooperation with Fuel Cell Tech-
nologies. Apparently, the manufacturing and vol-
ume power density of the different Siemens
tubular designs prevented Siemens from suitably
reducing the manufacturing costs. The Siemens
SOFC operations in Pittsburgh were up for sale in
2008. A number of other SOFC organizations
continue to develop SOFC technology based on
tubular cells primarily due to their robustness,
reliability, and suitability for large pressurized
systems.

Global Thermoelectric from Calgary, Canada,
acquired the base technology of anode-supported
SOFC from Forschungszentrum Ju¨lich in
1997 [7].

In 2003, the SOFC operations were bought by
the US company FuelCell Energy and transferred
into a joint venture with FCE and became Versa
Power. Versa successfully accomplished the
SECA Phase 1. Today, Versa is the main supplier
of large stack units in the SECA Phase 2, working
on a 10-kWel-plus stack unit [8] which is one of
the largest known worldwide with a stack foot-
print of about 500 cm2. Versa is the only SOFC
organization that builds and demonstrates stacks
with flat planar anode-supported cells with foot-
print as large as 25 � 25 cm2 and even
30 � 30 cm2. Already, in 2009, they obtained
more than 5000 h of continuous testing. The aim
is to demonstrate a 250-kW module in 2012 and a
5-MW proof of concept system in 2015. The
objective of the DoE/ SECA Phase 2 is to develop
the SOFC technology for combination with coal
gasification and CO2 capture.

Bloom Energy, formerly known as Ion Amer-
ica, are active in the development of 100-kWel-
class SOFC systems [9]. After a long period
where little was known of their activities, Bloom
disclosed details of their SOFC technology in
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April 2010. The 100-kWel systems called
ES-5000 Energy Server are built of a multitude
of stacks of 1–2-kWel rating based on planar
electrolytesupported cells with a footprint of
about 10 � 10 cm2 and metallic interconnects. It
delivers 480 V AC at an electrical efficiency of
about 50% LHV on natural gas. The unit weighs
10 t with the dimensions 22400 � 8400 � 8100. It is
well known that for planar cells, a small footprint
offers higher stack reliability due to a smaller
failure probability for a smaller cell volume. How-
ever, small cell footprint leads to increased
manifolding cost and use of nonactive stack
materials.

In Japan, the main emphasis of SOFC devel-
opment has been on residential units and distrib-
uted generation. Mitsubishi Heavy Industries
(MHI) have been working on 150-kWel and
200-kWel pressurized SOFC system for industrial
CHP and larger coal-gas-fueled power plants.
These units are based on high-temperature
(900 �C) segmented anode-supported tubular
cells which have been under development since
1991. By 2009, a 200-kW class system was oper-
ated, pressurized for about 3000 h at 52.1% elec-
trical efficiency LHV [10]. The MHI planar
MOLB design (Mono Block Layer Build’) was
developed from about 1995 to 2005. It consists of
a “corrugated” electrolyte-supported cell design
which integrates functions of interconnect and
electrode and operates at a high temperature of
around 950 �C. The corrugated cell design has an
extended active cell area which promises an
increased volume power density compared to
more traditional planar stack designs. After the
presentation of two units at around 30 kWel at
the World Exposition in 2005 with few operation
hours until failure, activities have reverted back to
basic development work.

Ceramic Fuel Cell Ltd. (CFCL) from Australia
pursued a 10-kW class design in the 1990s
[11]. This was abandoned, and all activities were
directed toward small CHP units for residential
application. CFCL is now heavily and success-
fully active in building 1–2 kWel units for residen-
tial CHP based on planar stack technology in
which each repeatable unit consists of four rela-
tively small (7 � 7 cm2) anode-supported cells

sealed in a stainless steel window frame. For these
small units, they have claimed to have system
electrical efficiencies of about 60% due to a
strongly integrated system design. Although
CFCL possesses a comprehensive experience on
development and manufacturing of electrolyte-
supported as well as anode-supported cells
through many years of engagement in SOFC
development, they have decided to outsource
their cell manufacturing to leading German
ceramic manufacturing companies [12, 13].

Rolls Royce Fuel Cell Systems (UK) is work-
ing on medium-sized industrial power generation
units up to and above 250 kW, eventually up to
several megawatts of electrical power. The basic
component is a flattened ceramic tube with a
sequence of cells (segmented) printed on it. In
contrast to the Siemens concept, fuel flows within
the tube and air outside. The design is named as
“integrated planar” since it uses characteristics of
both tubular (gas supply) and planar (printing on
flat surface) designs. The tube units are combined
to sub-stacks that are again arranged around a
“hub.” This module is pressurized and combined
with a turbocharger [14, 15]. In this way, the
RRFCS has the possibility to make use of the
higher voltage achievable with pressurized oper-
ation. RRFCS are targeting the US power gener-
ation market with the help of SOFCo, which they
acquired in 2007. Recently, considerable funding
was awarded by the DoE within the SECA Phase
2 program. At the SECA 2009 workshop, RRFC
announced that their experience with a 125-kW
scale up on the way to 250 kW and further MW
class units revealed that scale up was much more
challenging than anticipated.

A number of smaller European developers
adopted the planar SOFC concept. This has now
evolved into a high-performance technology,
especially with the anode-supported variant.
Development groups including cell and stack
manufactures have successfully developed the
planar anode-supported technology at a scale
above 10 kWel. These industrial developers
include: Topsoe Fuel Cell (TOFC, Denmark),
ProtoTech (Norway), SOFCPower (Italy), Hexis
(Switzerland), Staxera (Germany), and Ceres
Power (UK).
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Ceres Power in UK was founded based on
development of low-temperature SOFC carried
out at Imperial College in the 1990s. Their cells
with ceria electrolyte operate at 500–600○C and
are metal-supported. Both cell and short stack
durability have been demonstrated during
2500–3000 h of operation on reformed fuels.
The inevitable electronic leakage current in the
ceria electrolyte limits the stack efficiency and
constricts the operating temperature to
500–600 �C. However, they have, with more
than 140 mW/cm2 at 570 �C, achieved commer-
cially meaningful performance of metal-
supported SOFCs. Ceres Power has not provided
a public update of recent progress due to commer-
cialization activities. Their primary focus is on the
manufacturing of small wall-hanging 1-kW CHP
units which are now ready for extended field test
[16, 17].

Topsoe Fuel Cell is a subsidiary of the Haldor
Topsøe Group. Topsoe Fuel Cell was established
as a separate company in 2004, based on more
than a decade of fuel cell research activities in
Haldor Topsøe. Haldor Topsøe is an internation-
ally recognized company within the catalysis
industry with worldwide presence and a turnover
exceeding 500 million €. Haldor Topsøe holds a
top three position in all of its business areas and
has a strong track record for bringing new tech-
nology from R&D to global commercial success.

Topsoe Fuel Cell is engaged in development,
manufacturing, and marketing of solid oxide fuel
cells (SOFC). Until now, 170 million € has been
invested in bringing Topsoe Fuel Cell to the lead-
ing edge of SOFC technology globally.

Topsoe Fuel Cell is commercializing its tech-
nology through a platform strategy where a few
basic technology platforms, all coming from the
core captive proprietary technology of Topsoe
Fuel Cell, can be commercialized and customized
to fit into different market segments.

Topsoe Fuel Cell has identified a number of
market applications with early commercial oppor-
tunities in order to secure a broad market penetra-
tion as early as 2013.

Topsoe Fuel Cell has entered into partnerships
with a number of important customers, especially
for those market applications chosen as early

commercial focus areas. Final product develop-
ment is a mutual effort of the partnership. Field
tests and real-life demonstration projects are
scaled up.

TOFC has in 2009 started a pilot-scale facility
for production of planar anode-supported cells
and stacks. The TOFC stack concept aims at
cost-efficiency by using thin-sheet metallic inter-
connects and minimizing stack component mate-
rials. Their stacks have been operated with a stable
performance for more than 12,000 h. Currently,
TOFC is supplying stacks up to 3 kW and stack
modules in the 10-kW size range. Multi-stack
arrays are developed for larger systems. For
smaller capacities, it is of paramount importance
to have a very tight integration, both mechanically
and thermally, of all the hot components of the
SOFC system. TOFC therefore has a program to
develop a so-called PowerCore unit comprising
fuel processing, the stack, feed effluent heat
exchangers, and catalytic burner(s). A complete
5-kW PowerCore unit based on methanol has
been constructed and tested successfully under
dynamic load following operating conditions. In
similar systems based on diesel fuel, strategies to
counteract the impact of sulfur are under investi-
gation. For the micro-CHP applications, 1-kW
PowerCore unit has been designed and will be
deployed in field tests [18].

Wärtsilä is a Finnish company with a steel and
shipbuilding background. Their main interest is
the application of SOFC systems as auxiliary
power unit (onboard electricity generation) on
ships and as multi-sized (100 kWel to 100 MWel)
DG units. With TOFC as a stack supplier, a com-
plete 20-kW demonstration unit based on pre-
reforming of natural gas with anode recycle was
operated for more than 1000 h with 24 stacks of
the 75 cell (12 � 12 cm2) type in 2007. Another
24-stack prototype, now based on methanol, was
built by Wärtsilä in the project METHAPU,
another one for biogas use. The methanol is
converted into methane upstream the anode,
using a proprietary catalyst. More recently, within
the EU project LargeSOFC, Wärtsilä has built a
50-kWel system due for operation in 2009/ 2010.
This will be the first SOFC system worldwide in
this power class operating at ambient pressure and
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using planar cells. Follow-up test units of up to
150 kWel are expected within the next few years
[19–22].

Steps in Commercialization

Recently, different SOFC companies have been
able to show performance records of their fuel
cells that prove the commercial viability of the
technology.

The proof of competitiveness is taking place in
the three phases:

Validation and proof of concept. This phase
demonstrates that the technology works and that
operation can be controlled. This phase has been
completed by most of today’s SOFC
manufacturers.

Large-scale test and demonstration. This phase
demonstrates that the technology can also work
under harsh real-life conditions, and special atten-
tion is on robustness and reliability.Most of today’s
SOFC manufacturers are currently in this phase.

High-volume field testing and production. This
phase shall go through a very large number of
field tests to demonstrate that reproducibility is
possible without failures and that competitive
manufacturing costs can be achieved. Some
SOFC manufacturers are currently preparing for
this phase through establishment of manufactur-
ing facilities.

In general, the technology is on its way to
prove that it, under real-life conditions, can
achieve low production cost, sufficient reliability,
and required lifetime to produce an overall perfor-
mance in line with existing technologies.

Major Challenges
The major challenges to be focused on are shown
below (Fig. 14):

Lifetime
One of the major hurdles on the way to competi-
tiveness for SOFC technology development has
been to develop cells and interconnects, which
degrades at an acceptable rate to obtain commer-
cially viable lifetimes for the stacks.

In an integrated EU effort to improve the dura-
bility of SOFC components, REAL-SOFC, under
the Sixth Framework Programme, quite signifi-
cant progress was made to that effect. The degra-
dation rates were decreased from 2% to 3%
voltage drop per 1000 h of operation at
300 mA/cm2 at the beginning of the project in
2004 to 0.5–0.75%/1000 h at the end of the pro-
ject in 2009. This reduction in degradation rate
was even achieved at a higher current density of
500 mA/cm2. More than a 100 thermal cycles
from room temperature to 800 �C and 250 full
red-ox cycles were also demonstrated [23].

Similar progress has also been demonstrated in
the US SECA program: As an example, the

Competitiveness

Lifetime
Relia-
bility

Cost

− Expected technical and
  economical lifetime of
  system

− Production cost of
  cells and stack
− Choice of materials
  and design

− Operational results
− Technical
  performance

Solid Oxide Fuel Cells:
Marketing Issues,
Fig. 14 Interrelated
challenges in SOFC
development
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degradation rate has been brought down from 3.6%
per 1000 h for the Versa stacks in the 2005–2007
time frame to 1.7% per 1000 h in the 2008–2009
time frame in tests for more than 5000 h [24]. The
latest results indicate an aging rate of 0.64%/1000 h
for a 32-cell stack operating at 700○C furnace
temperature at 390 mA/cm2 [25].

At Topsoe Fuel Cell, the measured degradation
rate has also been dramatically improved as exem-
plified in Fig. 15 below:

It can thus be concluded that SOFC stacks –
under continuous operation – can be expected to
have a useful lifetime, defined as a maximum
10–20% loss of performance, in excess of
30,000 h. Strategies to counteract aging – like
gradually increasing operating temperature during
the lifetime of the stacks and thus keep the internal
resistance constant despite degradation – can also
be used tomaintain system performance [26]. This
is a unique opportunity offered by SOFC systems
because the stacks can operate in a wide tempera-
ture window unlike other fuel cell types.

Reliability
Many of the demonstrations with ceramic cells in
real system operation have until now revealed

problems regarding reliability and degradation in
combination with low robustness of system com-
ponents. Attention to these issues has to be paid in
connection with SOFC technology for mobile as
well as stationary application. Recent demonstra-
tion studies as well as practical experience in the
past have proved how upscaling of cells and
stacks to larger, more industrially relevant sizes
generally leads to lower reliability and some
unforeseen challenges. In real system operation
failure, abuse or malfunction of auxiliary compo-
nents can cause harmful conditions for the SOFC
stack. Successful verification of long-term opera-
tion for more than 10,000 h of current system
technologies is still needed and has only been
demonstrated so far for the costly tubular designs.

It is important to apply meticulous care in
designing all the system components in order to
avoid operational incidents leading to hard
failures [27].

In order to improve durability and cost-
efficiency of the cells, the stacks, and the system,
much of the development has in the past focused
on lower operating temperature, increased
power density, and material savings based on
reduced cell and stack component thickness.
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Current SOFC technology is relying upon cells
made of ceramics with their inherent, somewhat
unreliable properties in addition to their intoler-
ance toward thermo-mechanical stresses
[28–32]. Therefore, industrialization of SOFC
concepts based on the current materials requires
implication of large safety factors, which leaves
further cost reduction as well as reliability
improvements challenging.

The low value of fracture toughness makes
ceramic cells sensitive to material defects and
unsuspected flaws. The consequence is that the
ultimate strength of ceramic cells deviates from
their nominal mean value, and significant safety
factors (maximum tolerated intrinsic load/applied
extrinsic load) have to be used in order to obtain a
reasonably safe design. Furthermore, defect sen-
sitivity means that quality control in all
manufacturing steps becomes very critical and
costly.

One interesting development concept aiming at
increased robustness and reduced cost is to
replace the critical structural components in cells
and stacks with metallic materials [33]. The num-
bers of R&D activities related to the so-called
metal-supported SOFC (also called third-
generation SOFC) have increased significantly in
recent years. It is expected that many SOFC appli-
cations would benefit from increased mechanical
ruggedness, red-ox tolerance, and thermal cycling
promised by metal-supported cells. Future com-
mercial success depends on a continued develop-
ment where more emphasis is devoted to an
integrated engineering approach and innovative
solutions. Introduction of materials such as metals
with easily predictive properties makes it possible
to design cells, stacks, and system peripheries
without over-engineering and without require-
ments of large safety factors in design. SOFC
organizations that have published their develop-
ment results on metal-supported SOFC are Ger-
man Aerospace Centre (DLR), Plansee SE,
Lawrence Berkeley National Laboratory/World-
wide Energy Inc., JPower, Ikerlan, National
Research Council of Canada (NRCIFCI), Ceres
Power, and Risø-DTU/Topsoe Fuel Cell
A/S. Furthermore, a significant number of R&D
institutes worldwide have, during the last 5 years,

initiated development activities on next-
generation SOFC technology including metal-
supported cells.

Cost
Although great progress has been made toward
solving most of the technical problems associated
with the use of SOFC technology, it is generally
acknowledged that the cost of the stacks and sys-
tems is today about one order of magnitude too
high for commercial breakthrough.

Manufacturing Cost Calculations There are
only a few bottom-up calculations available in the
open literature of the manufacturing costs for
SOFC stack. The best estimates done by the man-
ufacturers are for obvious reasons not published,
but as part of the SECA program, DOE has
commissioned three very detailed studies carried
out in close contact with major SOFC cell and
stack developers. These studies have been used by
the DOE to set target and monitor progress of the
program [34].

The cost of manufacturing cells and stacks was
calculated from the cost of raw materials,
manufacturing facility investments, and the oper-
ation thereof. The costs were calculated both as
function of cell size and manufacturing capacity.
It was concluded that the benefits of upscaling the
size of the cells from 100 cm2 to 1000 cm2 was
relatively modest, in the order of 10–20%, mainly
due to lower production yields.

The results as function of manufacturing scale
for the most competitive option, anode-supported
planar cells, are shown in Fig. 16.

It is interesting to note that the cost first of all
can reach the DOE goals of 175 $/kW for the stack
but also that the cost can be reduced by a factor
8 by moving from a production capacity of 5–-
500 MW/year. Even more noteworthy is the
reduction by a factor 4 by going to 25 MW/year
from 5 MW/year. This indicates that there is a
viable stepping stone toward competitive pricing
without incurring enormous investment before the
major market breakthrough has occurred.

State-of-the-art SOFC cells contain critical rare
earth elements. The impact of the dramatic price
increases last year, by a factor 4–5 imposed by the
mainly Chinese suppliers, has also been
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calculated for the DOE [35]. The result for the
planar, anode-supported cells was an increase in
the price of the stack, so that the rare earth com-
ponent constitutes a cost of 12 $/kW. In pre-2008
prices, the cost would have been around 1 $/kW.
For the tubular SOFCs, the implications are much
more serious, resulting in a dramatic price
increase because they contain up to 1.7 kg rare
earth elements per kilowatt whereas anode-
supported, planar cells only contain 35 g/kW in
the stack architecture studied.

The sustainability of using this amount of rare
earth elements was also studied, assuming 90%
recycling of spent stack material in a scenario
where 4-GW new SOFC plants were added per
year together with replacement of another 4-GW
capacity. The results are shown in Table 8 below:

This demonstrates that the amount of rare earth
elements (REE) could be used in a sustainable
manner without upsetting the market. It was also

concluded that the price would not rise much
further without attracting new mining capacity
outside China, thus stabilizing the price level.

Experience or Learning Curves Another
approach to forecast the future cost is to make
use of empirically observed experience curves.
Such curves reflect the observation, first made in
the aircraft industry and later expanded by the
Boston Consulting Group, that the cost of a prod-
uct drops with the same fraction (the learning rate
LR) every time the installed or sold volume has
been doubled [36–40].

Mathematically, this can be expressed by the
formula:

Cv

C0
¼ V

V 0

� �a

(1)

where c = the unit cost, and V is the cumulative
volume sold or installed; a is defined by
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Solid Oxide Fuel Cells: Marketing Issues, Table 8 Cost and availability of rare earth used in SOFC

REE content of
SOFC g/kW

SOFC-driven Net REE demand
t/year (2030)

REE production
(2009) t/year

Estimated
reserves T

Yttria 21 40 9000 540,000

Lanthanum
oxide

9.2 95 >12,000 >ten million

Other REE (Ce,
Gd, Sm)

<3 <12 20,000 ~50 million
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a ¼ ln 1� LRð Þ
ln2

(2)

and the subscript 0 refers to the initial state.
If the cost target for the product to reach a

competitive level is Cbr, then the accumulated
volume before market breakthrough occurs, Vbr,
can be calculated from Eq. 1. The extra cost
incurred to reach break-through can be calculated
by integrating Eq. 1 from V0 to Vbr and subtract the
reference energy cost over the same interval.

The concept is illustrated on Fig. 17.
The learning curve concept clearly breaks

down if extrapolated too far because there will
always be a floor price set by the raw materials
and manufacturing cost and also allowing for a
fair profit, so that the producers will enter the
market and can recuperate their investment and
carry out the necessary R&D to keep abreast of the
competition.

The learning investment will obviously have to
be paid by somebody, most likely a combination
of funding agencies identifying long-term societal
benefits, the investors in the industry, and the early
adopter customers.

The concept has been used by agencies guiding
policy-makers like the IEA or the DOE, and
numerous studies have proven their worth.

The learning rate observed varies between 2%
and 3% for very mature technologies like gas and
steam turbines, whereas emerging technologies
with a significant R&D and scale-up potential por-
tion normally have learning rates around 15–25%.

As the accumulated, installed, or produced
volumes of SOFC stacks of all varieties are prob-
ably below 5-MW and for the most promising,
anode-supported planar variety more likely
below 1 MW, there is not enough data available
to perform analyses yet, but studies have been
made on other types of fuel cells like AFC,
PAFC, and notably PEMFC where richer data
material is available. The studies show learning
rates centered around 20–21% with an error
around 4% [41–43].

The predictions made by using the experience
curve due to its logarithmic nature are obviously
very sensitive to the initial assumptions as illus-
trated in Table 9 where the target cost is assumed
to be 1500 €/kW.

The base case in the first row assumes that a
cost price of 12,000 €/kW has been attained after
production/installation of 1-MW capacity and that
the learning rate is 20%. It can then be calculated
that 639 MW needs to be installed before the
breakthrough cost of 1500 €/kW is reached and
the learning investment cost is 439 million €. If
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the installed capacity then increases exponentially
by 75% each year, then it would take 10 years to
reach the breakthrough target.

In the subsequent rows, the consequences of
changing the parameter (in bold) compared to the
base case are illustrated. As pointed out by Lund
[44] and also Jamasb [45], RTD could bring about
a low entry cost and a high learning rate, and it can
be seen that such investments in R&D could pay
out handsomely.

The learning investment cost may appear very
high but is actually quite modest considering the
required total investments in new electricity gen-
eration capacity discussed in section “The Global
Energy Change.” This learning investment is fur-
thermore paid back within a few years provided
that the price can be brought below the reference
breakthrough price.

Competitiveness

The break-even point for introduction of SOFC
systems is normally defined as the selling price for
the system which makes it competitive with
respect to incumbent technology. A more precise
definition would be that the equivalent annual cost
for the owner should provide an acceptable pay-
back time for the investment, which will typically
be higher than the incumbent technology, but the
SOFC will benefit from higher efficiency. Unfor-
tunately, it will normally not be possible to take
credit for the lowered environmental impact in the
form of lower emissions of CO2 and the virtual
complete avoidance of sulfur, particulates, and
NOx emissions.

The economic comparison is based on the
equivalent annual cost (EAC). The EAC is the
cost per year of owning and operating an asset
over its entire lifespan. EAC is often used as a
decision-making tool in capital budgeting when
comparing investment projects. The EAC can be
calculated by multiplying the net present value
(NPV) of a project by the loan repayment factor
LRF. The loan repayment factor (LRF) is calcu-
lated by the total time n (years) of the project and
the discount rate (i). The net present value (NPV)
of a project or investment is defined as the sum of
the present values of the annual cash flows Ci

minus the initial investment C0.

EACW ¼ 1

PNet,Average � tAnnual � C0 �LRF � PNet,Peak
PNet,Average

�

þPNet,Average � tAnnual
�Net

� cFuleþCMaintenance

�

(3)

Distributed Generation
Wärtsilä Corporation and Haldor Topsøe together
performed a conceptual study of a 250-kW planar
SOFC system for CHP application [46]. They cost
estimated the price based on obtained offers or
estimated costs for the bottom-up designed com-
ponents. They found that the major cost compo-
nents were stacks (31%), power electronics
(15%), control system (17%), and labor and over-
heads (15%) (see Fig. 18 for details).

They also evaluated the competitiveness com-
pared with gas engines, of which Wrtsilä is a
major supplier. The lifetime of the stacks was
assumed to be 40,000 and 50,000 h in 2015 and
2020, respectively. The cost of the system was

Solid Oxide Fuel Cells: Marketing Issues, Table 9 Initial cost and volume installed versus learning rate, break even
volume and learning investment

Initial cost (€/kw) V0 (MW) Learning (LR, %) Vbr (MW) Cost (Mio €) Beta (%) Years (to target)

12,000 1 20 639 439 75 10

24,000 1 20 5500 3883 75 14

12,000 5 20 3193 7064 75 13

12,000 1 15 7107 3250 75 15

12,000 1 25 150 141 75 7

12,000 1 20 639 439 100 8

12,000 1 20 639 439 75 13
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predicted to be between 680 and 1080 €/kW in
2020 when the cost of a gas engine would be
660 €/kW. The efficiency of the SOFC was, how-
ever, calculated to be 55% and the net electric and
total cogeneration efficiency 90%. For the gas
engine, the corresponding numbers were 37%
and 81%, respectively, so that the SOFC plant
would indeed be the most economical.

It was concluded that the SOFC power unit
would become competitive at an investment cost
below 1500.

€/kW, e.g., at a stack cost of around 500 €/kW.
There should be cost-saving potential by espe-
cially simplifying the control system, whereas it
was presumed that the cost reduction potential for
the power electronics would depend on the gen-
eral cost development within the technology.

The above analyses emphasize the importance
of cost reductions related to the balance of plant
components.

Auxiliary Power Units Based on Diesel
Nehter et al. [47] have analyzed the technology
and economics of different fuel processing
options for mobile auxiliary power units using
ultra-low sulfur diesel as fuel.

At present, trucks generate power when idling
by letting the main engine run the generator. The
cost of this operation is given in Table 10.

By analyzing the different layouts discussed
above and using a payback time of 3 years, the
allowable cost of the SOFC APU systems was
calculated as function of electrical efficiency. It
was found that a system employing an auto-
thermal reformer (ATR) with an average effi-
ciency would have an allowable price of 2660 €/
kW with the fuel price in Table 10. Operation
without desulfurization is feasible even with con-
ventional Ni/ YSZ anodes because the penalty
incurred in the form of extra stack area needed is
relatively modest with ULSD. Other studies have
arrived at similar results [48–52].

Micro-CHP Units
There are quite a number of techno-economic
studies on micro-CHP units based on SOFC for
residential use. They exhibit quite different
results, mainly due to geographical differences,
which give rise to quite different boundary condi-
tions due to climatic conditions, e.g., the need for
heat versus electricity and annual variations
thereof, operating strategy (electric load versus

Stacks
31%

Fuel system
8%

Air system
6%

Controls
16%

Power electronics
15%

Insulation
3%

Structure
2%

Labour & OH
15%

Exhaust
2%

S.U. system
2%

Solid Oxide Fuel Cells:
Marketing Issues,
Fig. 18 Breakdown of
capital cost for 250-kW
system
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heat load following), sparks spread and installed
capacity determined by dwelling size, electrical
consumption patterns, state of insulation, need for
cooling, etc. [53–63].

In general, it can be said that micro-CHP
requirements are quite severe: Low maintenance
need is a must, as well as high durability (in some
analyses, more than 80,000 h lifetime is required).

Large Central Power Plants
The main focus of DOE’s SECA program has
been on using SOFC in large coal-fired power
plants with CO2 sequestration. The 2015 goals
are:

1. 90% CO2 capture
2. Less than 10% increase in cost of electricity
3. Efficiency of 60% (without CO2 capture)
The analyses carried out for DOE have shown

that SOFC is the only technology which can lead
to these goals [64].

The main results of the analyses are shown in
Table 11.

It is interesting to note that the advanced inte-
grated gasification fuel cell plant (IGFC) is in fact
producing electricity at a lower cost than the base-
line pressurized combustion (PC) plant,

sequesters all the CO2 instead of only 90%, and
uses less than one fifth of the fresh water.

These encouraging results, however, presume
that a number of innovative, non-proven technol-
ogies can be scaled up – catalytic gasification, dry
coal pumps, warm gas clean up, ion transport
membranes for oxygen generation, and hydrogen
membranes – and finally that the cost of the SOFC
power block is lower than 700 $/kW (stack less
than 175 $/kW). Compared to a plant using pres-
surized combustion with supercritical steam data
without CO2 capture, it can be calculated that the
cost incurred to avoid CO2 emission is as low as
$18 per ton of CO2.

Summing Up

It is evident from the discussion above that the
criteria for commercialization are or can under the
right circumstances be met with respect to lifetime
and cost. The required reliability still needs to be
proven in long-term demonstration tests under
real-life conditions. In fact, it is quite remarkable
what has been achieved in the last decade, con-
sidering the fact that the total staff engaged in

Solid Oxide Fuel Cells:
Marketing Issues,
Table 10 Cost of truck
idling

Truck idling

Electrical net efficiency 4%

Power average (kWel) 1.3

Power peak (kWel) 3.9

Electrical work (kWh/year) (1830 h/year) 2379

Fuel consumption (gal/year) (37 kWh/gal) 1607

Fuel cost ($/year) (2.9 $/gal) 4661

Maintenance cost ($/h) 0.16

Maintenance cost ($/year) 292

Variable cost (fuel + maintenance) ($/year) 4953

Solid Oxide Fuel Cells: Marketing Issues, Table 11 Advanced power systems with CO2 capture, compression and
storage

PC baseline IGCC baseline IGFC Atm. IG pressure

Efficiency HHV(%) 28.4 32.6 51.1 57.0

Capital cost $/kW 3570 3330 2150 2100

Water withdrawal gpm/MWnet 10.7 18.3 2.5 1.8

Levelized cost-of-electricity ¢/kW-h 15.0 15.1 10.8 10.3
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SOFC development worldwide is probably only a
few thousand [65], e.g., less than the R&DDivision
of many large, industrial companies. One could
argue that one of the reasons why a market break-
through has not occurred before is the somewhat
fragmented efforts without the necessary critical
mass. International collaboration has on the other
hand been quite extensive also among companies,
who will eventually become competitors.

There are, however, other challenges than the
technical alone. Discussing the challenges of the
commercialization process of mainly automotive
fuel cells, Hellman et al. [66] have listed the
following:

• Immaturity characterized by rapid technologi-
cal progress still with no dominant design
emerging yet, which increases the risk of
choosing the wrong technical path.

• Application diversity: This obvious, long-term
very beneficial aspect of fuel cell technology
does in the short term present the developers
with difficulties in business development deci-
sions, and mistakes can be very detrimental
especially with respect to timing.

• Replacement technology: Fuel cells basically
provide power and heat, two commodities
which are already supplied reliably with
incumbent technologies. Fuel cell companies
thus have to compete/ collaborate with
entrenched large OEM’s with well-established
products, where a lot of investments has been
made in R&D, manufacturing equipment, and
infrastructure.

• Sub-system of a product: The fuel cell is obvi-
ously the heart of the new power/heat plant, but
it needs to be carefully integrated into a com-
plete system with many interrelated critical
components. It has proven difficult to spur
significant interest among balance of plant
component suppliers to adapt their equipment
in order to obtain the necessary reliability
and cost.

• Complexity: Although the SOFC technology
requires relatively simple system designs com-
pared to other fuel cell systems, an SOFC
system is still rather complex, requiring a
broad variety of skills to design and construct.

To this can be added the difficulties in
attracting the large amount of capital needed to
establish mass manufacturing facilities, which in
turn are needed to bring the cost down to a com-
petitive level. The efforts needed to have stake-
holders pay for the necessary learning
investments should neither be underestimated,
and a certain amount of hype and overselling
fuel cells in general have not been helpful.

Future Directions

Despite the remarkable progress made in
the last decade, especially with respect to tech-
nical performance parameters, it is of course
difficult to predict accurately when the commer-
cial breakthrough for SOFC technology will
happen because this hinges on several factors
beyond the control of the SOFC industry.
Among the more important factors can be
mentioned:

1. The global economic situation in general.
2. The evolution of fuel prices.
3. Legislative initiatives with respect to pollution

and greenhouse gases.
4. The funding levels for upscaling and demon-

strating the technology.
5. Progress in development and mass production

of balance of plant components.
6. The ability of the industry to attract the neces-

sary investment for upscaling manufacturing
facilities.

There is, however, a momentum in the industry
toward commercialization, and as an example,
Topsoe Fuel Cell plans to reduce manufacturing
costs by a factor 3 by 2012 and a factor 20 by
2020. The required investments and changes in
production methods required to become a high-
volume manufacturer have already been defined.

The path toward commercialization of SOFC
technology could be envisaged as shown in the
Fig 19:

Once the technology has reached commer-
cially competitive levels in performance and
cost, the potential market for fuel cells will be a
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double-digit percentage share of the global power
generation market, totaling more than 350 billion
US dollars per year.

Conclusions

The reader should, hopefully, after reading the
above, be better equipped to answer the question:
Is SOFC ready for the market, or is the market
ready for SOFC?

We believe the answer is: Yes, but not quite yet.
It will still require some years of development,
buildup of manufacturing facilities, and demon-
strations before the reservation can be omitted.
A significant and concerted effort is still required
by the funding authorities, the industry itself,
investors, sub-suppliers, and other stakeholders
before this promising technology will contribute
in a major way to solving the energy challenges
ahead. The uncertainties and risks involved are
significant but so are the benefits to society at
large if the endeavors are successful.
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Glossary

BoP Balance of plant – summary term for all
components of a fuel cell system, apart from
the fuel cell stack

CHP Combined heat and power
DG Distributed generation
LCA Life cycle assessment
LCI Life cycle inventory
Life cycle Period of time and/or use of an object

(product) spanning the time from the produc-
tion over use to final disposal (cradle to grave)

SOFC Solid oxide fuel cell
Stack Fuel cell assembly, including the single

cells and the interconnecting plates

Definition of the Subject

The introduction of environmentally relevant
issues in the planning, development, and design
phase of a product is today an important subject
alongside the other relevant technical, economical,
social, and legal framework conditions [1]. Fuel
cells as a future energy conversion system are
expected to have a high potential for environmental
benefits. They offer high electrical efficiency,
which implies reductions in fossil fuel use and
greenhouse gas emissions relative to today’s elec-
tricity generation, and they can display extremely
low local pollutant emission levels.

Especially for new and supposedly environ-
mentally beneficial technology, it is important to
prove these benefits and identify any potential
pitfalls. Under the headline of “sustainability,”
this entry therefore discusses several aspects of
the environmental impact of solid oxide fuel cell
(SOFC) technology: the improvements delivered
by increased (primary) energy efficiency and car-
bon dioxide emissions on the one hand and the
prospective impacts of the materials used in
manufacturing the SOFC on the other hand,
using an inventory analysis approach.

Introduction

Solid oxide fuel cells (SOFCs) are one type of
high-temperature fuel cells operating in the range
of 500–850 �C. The active components consist of
ceramics, and the electrolyte is a ceramic layer in
most cases made of zirconia or ceria material. Due
to the high temperature, the SOFC can use meth-
ane directly as a fuel which is then internally
converted to hydrogen and carbon monoxide.
The electrical efficiency of SOFC systems can
reach very high values up to and above 60%,
depending on operational parameters, which
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makes SOFC very interesting for stationary power
generation at all scales from one to several hun-
dred kilowatts but also for onboard electricity
generation on vehicles.

The first part of this entry looks at the impact of
SOFC operation on primary energy efficiency and
carbon dioxide emission from electricity genera-
tion. These two factors will have a major influence
on benefits fuel cell operation will bring to the
environmental footprint of the electricity supply
system.

The active parts of SOFC (air electrode, elec-
trolyte, and fuel electrode) are made of materials
which are not commonly used in conventional
power-generating equipment. The second part of
this entry presents outlines of an inventory analy-
sis, evaluating the environmental impact of the
materials implemented and that of the processing
chains involved, using the procedure of life cycle
assessment (LCA) [2]. This type of analysis is an
important tool in testing the overall advantages of
SOFC technology since environmental benefits of
operating a technology may be offset by hazards
and impacts that emanate from the materials and
processes used in manufacturing. Another point
of interest is the end-of-use phase of dismantling
and recycling.

Fuel cells are an evolving technology and
require a very different set of materials for the
core system parts (especially the fuel cell stack)
than today’s power-generating equipment. Conse-
quently, many manufacturing processes are
involved which are not yet fully commercialized
or well characterized. Moreover, the options for
end-of-life material reclamation, recycling, and
disposal are less well defined today than for
other power equipment.

Much of the analysis presented in this entry is
thus of a preliminary nature and is based on lab-
oratory prototypes rather than commercially
available products. The data on SOFC referred
to here rather reflect differences of concepts and
tendencies in development than absolute values.
Nevertheless, the information compiled on the
materials inventory still can be seen as represen-
tative of SOFC technology. Developments contin-
uously take place to introduce novel materials and
processes for certain components. Nevertheless,

we still see the “classic”materials today with very
little impact of novel solutions. Updates of the
analysis presented will be necessary as SOFC
technology progresses to the implementation of
new materials.

High-Efficiency Energy Converters Based
on SOFC

Worldwide, central electricity generation based on
coal, nuclear, and other fossil sources has an aver-
age net efficiency of 32% [3]. The remaining 68%
of the fuel energy is rejected to the atmosphere as
waste heat. Average European or German effi-
ciencies only marginally differ from this figure
[4]. Another 5 to 10% of the electricity generated
is lost during transport in the supply grids
[5, 6]. Central electricity supply based on fossil
fuels thus has an overall efficiency of around and
below 35% and is one major cause of CO2 emis-
sions and depletion of fossil fuel resources. This
relation can be written as

�el ¼ Eel, output=Efuel, input
¼ �conversion

��transmission (1)

Therefore, high-efficiency electricity-
producing equipment is of great value in decreas-
ing the environmental impact of electric power
production and securing a sustainable use of pri-
mary energy resources. In the energy industry,
pollution of the atmosphere with CO2 is measured
relative to end energy units, i.e., to the useful
energy or energy service, generally in units of kg
CO2 per kWh of delivered energy (thermal or
electrical). For carbon-containing fossil fuels, a
reduction in primary energy consumption per
unit of electricity delivered will obviously imme-
diately translate into a reduction of the carbon
footprint of this energy service. This effect will
be discussed in the following section.

All fossil primary energy sources (from natural
gas all the way to uranium) are limited in avail-
ability [7]. Their more efficient use will not auto-
matically lead to a sustainable energy supply
system since depletion will simply occur later
but not be totally avoided. Nevertheless, increased
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energy efficiency buys time to further develop
sustainable energy supply technologies, based on
renewable energies. As will be shown later, SOFC
technology is specifically helpful in such a transi-
tion phase since it can use both fossil- and
renewables-based fuels.

As indicated in Eq. 1, increases in efficiency
can be achieved both by reducing the losses in
energy conversion and in the distribution system.
While the former calls for improved efficiency in
energy conversion, the latter can only partly be
met by technology improvements in energy dis-
tribution. The concept of “distributed generation”
addresses distribution losses of central electricity
generation (at least partly) by replacing this by
local electricity-generating units that will be con-
siderably closer to the electricity consumers or
even are located on-site their premises (with larger
building complexes, industrial and commercial
facilities, etc.).

Distributed generation has been employed for
decades already as a means for companies to
produce their own power during periods of peak
load or in order to valorize waste gases emanating
from a variety of production processes (in chem-
ical industry, steel making, etc.), to supply backup
or uninterruptible power, or simply to reduce elec-
tricity expenses. The main equipment applied is
gas or diesel internal combustion engines and gas
turbines. In the region between 1 and 500 kWel,
these have a limited electrical efficiency ranging
from 15% to 35% [8]. The electrical efficiency
will in most cases thus be below the average
efficiency of central electric power delivery.
Therefore, the cost of electricity produced is
very sensitive to the spark spread [9], i.e., the
price relation between fuel cost and the value of
the electricity produced. Especially industrial cus-
tomers can reduce their electricity bills by
exploiting this price difference and produce elec-
tricity themselves at competitive cost. Following
the sharp increases in the natural gas prices in
Europe in the 1990s, though, many DG units
were shut down due to a lack of economic com-
petitiveness in regular electricity generation (apart
from units operating in peak shaving and backup
power generation which have a different
business case).

On the other hand, the employment of rela-
tively small generator units (tens of kWel to tens
of MWel) near to the point of use allows for new
ways of utilizing the reject heat of the units.
Instead of rejecting this to the atmosphere, it can
be integrated in heating buildings, in producing
hot water, into process heat supply, etc. In this
way, the grid losses are minimized and the total
efficiency of energy conversion increased. The
input of primary energy will now not only result
in electricity but also heat supplied. This coupling
of energy streams is termed “combined heat and
power” (CHP) generation. The overall efficiency
of primary energy use will increase by the fraction
of thermal energy put to use:

�total ¼ �el þ �th (2)

The European Directive on CHP [10] demands
that Ztot be higher than 70% in order for a CHP
installation to qualify for the preferred conditions
granted for such units in the EU. It has to be noted,
of course, that Eq. 2 cannot be based on the
maximum theoretical amount of heat that can be
extracted but has to take into account what part of
the heat generated could actually be put to effec-
tive use. Hot weather or hot climate conditions
will prevent the utilization of off-heat for heating
purposes and limit the operation of the CHP plant
to hot water production, unless other applications,
for instance, driving cooling units, are further
developed. A lack of demand for heat will require
the CHP unit to be reduced in power output or
even shut down. Ultimately, a heat rejection unit
(cooler) can transfer excess heat to the ambient, if
electricity demand so requires and the 70% min-
imum efficiency rule is not violated.

Only large gas turbines of multi-MWel size and
low rpm diesel engine generators of 1 MW and
more can display efficiencies above 40% [11],
thus competing with modern coal-fired power
plants. Nevertheless, considering the avoidance
of grid losses and the dramatically increased
total conversion efficiency, a clear case can be
made for CHP units with respect to reductions in
CO2 emissions and fossil fuel savings.

Figure 1 shows an energy flow analysis of a gas
engine CHP unit. Assuming generalized figures of
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30% electrical and 65% thermal conversion effi-
ciency (relative to the lower heating value, LHV),
we obtain an overall primary energy efficiency of
95%. The right side of the graph shows a compar-
ison with a state-of-the-art heating boiler
(condensing boiler) and the average electricity
supply as a reference. To the right, the primary
energy input into the reference system is stated
that would lead to the same useful energy deliv-
ered to the customer.

The primary energy input is calculated from
the useful energy using the efficiencies of 33%
and 98% for the electricity delivery and heating
boiler, respectively. The summation of primary
energy input clearly reveals the superiority of the
CHP application and displays a substantial pri-
mary energy savings of 34%. As mentioned
before, the results of this energy balance of course
depends on the amount of heat actually put to use
in the system. If excess heat is produced that has to
be rejected to the environment, the total efficiency
will obviously be lower.

As a result of the typical spark spread observed
in Europe in the last decades, CHP units have to be
operated as long as possible in order to produce as
much electricity as possible. Typically, a minimum
of 6000 to 7000 h in operation is required for units
to be economically competitive with grid electricity
[12]. Switching off units due to lack of heating
demand therefore has to be reduced to a minimum.

This means that CHP units are often sized to
cover little more than hot water demand in heating
systems. The situation only changes when process
heat or heat for absorption or adsorption chillers is
required as well. Also, the minimum size of units

is more or less limited to around 5 kWel since the
efficiency of smaller engines and turbines dramat-
ically drops [8]. Single average family (four per-
sons) buildings in Central Europe will typically
require 1 to 1.5 kWel of peak electric power (with
an average power demand around 450 Wel) and
summer hot water heat demand of 500 to 750 Wth

[13]. This will limit CHP units to below 1 kWel.
Therefore, only very few CHP units suitable for
single-family housing (micro-CHP) exist. These
mostly use Stirling engines which have an even
lower electrical efficiency of anything between
10 and 20%, although their total energy utilization
is high. Nevertheless, they suffer from an aggra-
vated problem of heat removal in summer.

SOFC technology, on the other hand, offers
interesting options to improve the effectiveness
of CHP units. The reasons are multiple: the pros-
pects for high efficiency, low emissions, low
noise, scalability, reliability, and, finally, poten-
tially low cost. However, the main attractiveness
for CHP applications is the high system efficiency
even for small units and at part load operation
[14]. Among the most interesting applications
are stationary distributed power generation
(including CHP), small residential combined
heat and power units (micro-CHP), various trans-
port applications (auxiliary power units, APU),
and medium-sized portable systems up to 5 kWel.

With a properly designed fuel processing sys-
tem, SOFC can use many available fuel types.
Operating at temperatures above 600 �C, SOFC
can reform methane (the main component of nat-
ural gas) directly on the fuel electrode or operate
on CO-containing gas or even on ammonia.

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 1 Block diagram of a gas engine CHP unit producing
heat and electricity. It is compared with a condensing boiler
and the German electricity grid as systems of reference
with respect to their delivery of useful energy (energy

services). Calibrating to the energy delivery, the total pri-
mary energy effort for both scenarios can be compared as
1:1.57, i.e., resulting in a 34% decrease in primary energy
effort for the gas engine CHP case
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The fact that thermodynamically some of the
heat generated in the electrochemical reaction can
be “reinvested” into the chemical fuel conversion
explains that SOFCs have the potential to reach a
net electrical system efficiency above 60% with
natural gas fuel [14]. In a combined cycle system,
where the exhaust gas from the high-temperature
fuel cell is used to drive a gas turbine, the overall
system electrical efficiency may even reach up to
80% [15]. The efficiencies of gas turbines and
diesel engines decrease at part load, whereas the
efficiency of the fuel cell-based systems will be
almost independent of part load up to very high
turndown ratios [14].

These high efficiencies are possible due to a
marked increase in cell performance during recent
years (for instance, [16]), resulting in significantly
reduced overpotentials, i.e., increased cell effi-
ciencies. An SOFC CHP unit can reach fossil
fuel savings of over 45% (Fig. 2) while delivering
the same energy services as the reference system
from Fig. 1.

Figure 2 shows a comparison of two systems
generating electric power at 50% (upper graph)
and 60% (lower graph) efficiency (taking these
two values as a lower and upper boundary). Obvi-
ously, the increase in primary energy efficiency
strongly depends on the efficiency of electricity
generation, which is clear since the difference in
efficiency between CHP unit and reference sys-
tem is highest for electricity generation. A high
electrical efficiency CHP device will thus bring

the highest gains in total efficiency. It should be
noted that with SOFC CHP units, it is difficult to
obtain very high total efficiency values. This is a
result of the system flowsheet most of today’s
developments use [17], where the cathode airflow
is used for cooling as well as for oxygen supply.
When cathode and anode off-gas are combined in
an afterburner to combust any unconverted fuel,
the dilution of the resulting exhaust gas with air is
so high that it is virtually impossible to reclaim the
sensible heat in the water vapor within the exhaust
gas stream. Due to the typically high lambda
values of 4 to 8, the dew point temperature of
the exhaust gas is far below the 50 �C condensing
boilers display. Therefore, Fig. 2 shows the total
energy efficiency to remain constant at 80%, inde-
pendent of electrical efficiency. Total energy effi-
ciency can be increased using larger heat
exchangers (which will also imply higher pressure
drops and air blower energy requirements). The
dew point temperature on the other hand can only
be increased by reducing the diluting effect, for
instance, by condensing the water out of the anode
gas stream before mixing.

Nevertheless, the graphs also show an immi-
nent problem: the more electricity is generated,
the less heat is available for further use. This is of
course also a result from high conversion efficien-
cies because due to the second law of thermody-
namics, the higher the proportion of electrical
energy (useful energy), the lower the losses
(entropy), which in the case of CHP are partly

Solid Oxide Fuel Cells:
Sustainability Aspects,
Fig. 2 Modification of
Fig. 1 with parameters for a
high-efficiency SOFC
system. Electrical efficiency
is taken as 50% and 60%,
while the overall efficiency
remains constant (80%).
Primary energy use is
decreased by 45% and 51%,
respectively, for the two
energy services
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turned into useful heat (theoretically, if the fuel
cell extracted heat from the environment, the
entropy could even be negative and the efficiency
higher than 100%; this effect is used in high-
temperature electrolysis, SOE). As a result, the
units have to be scaled up again in order to pro-
duce sufficient heat for a specific application, for
instance, summertime hot water demand. High
electricity production in a single-family housing,
on the other hand, generally means a high fraction
of electricity fed to the grid. This is not a problem
in itself since low-efficiency generated, centrally
produced electricity is displaced by high-
efficiency generated electrical energy. Since
CHP electricity fed to the grid is supported by
guaranteed pricing or regulated tariffs in most
parts of Europe [18], though, a high fraction of
grid feed-in will make the economics of the unit
strongly dependent on the political and regulatory
framework. This will often be fragile and may
change during the lifetime of the unit, thus caus-
ing an operational risk for the owner.

With high-temperature fuel cells, the off-heat
offers further possibilities. Polygeneration is the
parallel production of electricity, heat, and other
products like steam, hydrogen, etc. or heat supplied
to air conditioning and cooling equipment. The
temperature level of the SOFC exhaust gas is suffi-
ciently high to serve as efficient heat source for both
ab- and adsorption chiller regeneration. The exhaust
gas from the fuel cell can also be adjusted to a
syngas composition with carbon monoxide concen-
trations that can be used by downstream chemical
processes as, for instance, reported in [19].

One final thought should be spent on the heat
use in distributed generation. There are applica-
tions, for instance, in grid stabilization and peak
load production, where the exhaust heat of small
electricity-generating units is not used. This can
be the case when there are no heat sinks in the
vicinity of the DG unit and the electricity-
generating costs are competitive even without
marketing the off-heat. The aspect of high electri-
cal efficiency will in these cases be the main item
of interest, again making an SOFC system or even
a hybrid system of SOFC and gas turbine with
electricity-generating efficiencies of 60–75%,
respectively, specially attractive [20].

CO2 Emission Reductions from
Employing SOFCs

Working on hydrogen as a fuel, SOFC will obvi-
ously achieve a 100% reduction in local CO2

emissions for a given energy service providing
electricity and heat (as, for instance, depicted in
Fig. 2). Of course, the environmentally relevant
emissions from the hydrogen production process
have to be acknowledged for, so that an analysis
here cannot be definite as long as the source of
hydrogen is arbitrary. Since, on the other hand, the
main applications of SOFC are the area of natural
gas-based stationary or gas- or diesel-based vehi-
cle systems, the question of hydrogen fuel is – at
least for the time being – a marginal one
for SOFC.

Once large quantities of renewable, fluctuating
energy streams have to be stored in order to bal-
ance power production and demand in the elec-
tricity networks, especially under the framework
conditions of a high fraction of renewable ener-
gies in the supply system, this situation will
change [20, 21]. SOFC and their twin technology,
the solid oxide electrolyzers (high-temperature
electrolysis) [22], will take over an important
role for producing hydrogen and reconverting it
to electricity at high efficiencies.

Nevertheless, stationary electricity generation,
whether in micro-CHP, CHP, or distributed gen-
eration, will heavily rely on carbon-containing
fuels for many years to come. This is due to the
fact that distributed generation units are generally
run on natural gas (more rarely on diesel or fuel
oil) [23] and rely on the natural gas distribution
infrastructure for fuel supply. Figure 3 shows a
selection of fuels suitable for high-temperature
fuel cells (in effect, both for molten carbonate
fuel cells, MCFC, and SOFC). The conversion
of the majority of these fuels will lead to a release
of CO2. The improvement in electrical efficiency
of the conversion as compared to conventional
technology will inherently bring considerable
reductions in CO2 emissions, in parallel with the
primary energy savings mentioned in the previous
section.

The way out of this predicament, though, is of
course the use of hydrocarbon fuels, mainly
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methane, derived from biomass which would then
be effectively carbon-free. All carbon released in
converting these fuels would be balanced by car-
bon removed from the atmosphere in the growing
of the biomass. Nevertheless, some fossil carbon
may be released during the growing, processing,
or conversion of the biomass. This would concern
tractor fuels, fertilizers, processing energy, etc.,
none of which, though, would add to the local
CO2 emissions. Even biomass-derived fuels will
therefore exhibit a CO2 footprint, similar to hydro
energy and other renewables.

Using wastes as feedstock is regularly consid-
ered to be equivalent to biomass since all emis-
sions related to the previous use have been
wrapped up into the product footprint. The waste
is therefore considered a carbon-free feedstock in
further conversion to fuel gases, apart from any
contributions originating from the waste treatment
itself.

In any case, high-efficiency electricity-
producing equipment is key in decreasing the
environmental impact of electric power produc-
tion as it stands today. In the future, this situation
will change as more renewable electricity is
absorbed into the grids and the network CO2

footprint is much improved, removing much of
the advantages of using SOFC fueled by natural

gas. A transition would then be required to low-
carbon or carbon-free fuel gases, such as biogas,
gasification syngas, hydrogen from power to gas
units, etc.

In energy services, pollution of the atmosphere
with CO2 is measured relative to end energy units,
i.e., to the form of energy delivered to the cus-
tomer (electricity, fuels, etc.), generally in units of
kg CO2 per kWh of energy delivered. The figure
not only includes the emissions from the energy
conversion itself but also all emissions emanating
from the processing steps leading from the pri-
mary energy source (oil well, coal mine, gas well,
etc.) up to the energy form delivered to the
customer.

In order to compare energy conversion pro-
cesses on-site of the customer, the respective con-
sumption of fuel has to be calculated and the CO2

emissions evaluated from this. Table 1 compares
some processes in building energy supply
(heating and electricity). In the CHP processes,
the figures for heat and electricity production
alone are also stated. They are not practically
relevant but show that only the combined use of
all energy forms produced leads to the desired
increase in system performance. For carbon-
containing fossil fuels, a reduction in primary
energy demand per unit of electricity produced

Solid Oxide Fuel Cells:
Sustainability Aspects,
Fig. 3 Fuels suitable for
high-temperature fuel cells.
Most of these are gases and
can be converted internally
within the fuel cells without
preprocessing (apart from
eliminating corrosive
elements and pollutants).
The higher-order
hydrocarbons, though,
including diesel, generally
require reforming (values
from [23, 24])
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(and delivered) will obviously immediately trans-
late into a reduction of the carbon footprint of the
energy service. Comparison of the emission
values for gas engine and SOFC CHP shows that
values can be misleading, if not properly com-
pared to a reference system. Assuming a high
total efficiency of the gas engine (by using latent
heat from the exhaust gas water content), the total
emission from the energy generated (electric plus
thermal) is lower than with the fuel cell. With
today’s system architecture, the latter will not
reach heat removal efficiencies as high as with
the gas engine. Nevertheless, looking at the elec-
trical efficiency alone, the SOFC has a clear
advantage. A full analysis, though, will have to
consider the alternative (or reference) cases as, for
instance, shown in Figs. 1 and 2 and compare the
emissions with this (see below).

Reduction effects can also be achieved by
using primary energy sources with reduced car-
bon content (for instance, natural gas in place of
coal, where the methane in the natural gas con-
tributes three atoms of hydrogen per atom of
carbon).

Within Fig. 3, three fossil fuels are mentioned
(natural gas, coal, and mineral oil/diesel), all three

of which require some pretreatment, i.e., pre-
reforming, gasification, and reforming, respec-
tively. The pretreatment requires heat which
again can, at least partly, be recovered from the
SOFC exhaust heat. Nevertheless, gas treatment
will generally reduce the total efficiency of con-
version since these processing steps will incur
additional losses.

The gases from renewable sources, on the other
hand, have a twofold advantage:

• They only contain ingredients that can be
directly fed to an SOFC (apart from pollutants
that have to be removed in any case).

• They only contain carbon in the form of meth-
ane, carbon monoxide, and carbon dioxide, all
of which are either an SOFC fuel or an inert gas
(from the perspective of the fuel cell).

Therefore, the use of these gases merely
requires gas cleanup but no further processing.
The carbon dioxide emissions from electricity
generated using biogas (fermenter gas), sewage,
coal mine, or landfill gas are extremely low since
the carbon chemically bound in the gas molecules
was originally extracted from the atmosphere,
thus leading to a net zero release. The only
remaining carbon dioxide contribution originates
from fossil energy that was consumed in growing,
harvesting, and transporting the feedstock and in
building the plants and devices necessary for pro-
ducing the gases. In the cases of landfill and coal
mine gas, even these contributions may be
extremely low since the only effort is to capture
and channel the gases which are produced any-
how. Landfills and coal mines as such have been
known to be attributed high values of CO2 equiv-
alent values due to the highly adverse effect meth-
ane emissions have to the atmosphere [26]. Once
these gases are used for energy production,
though, this effect is avoided and the CO2 foot-
print is dramatically reduced. Table 2 shows the
CO2 emission factors for various renewable gases
from Fig. 3.

In comparing and assessing the carbon reduc-
tion potential of SOFC in CHP applications, a
balance of emissions has to be drawn in analogy
to Fig. 1. Such a balance is shown to the left in

Solid Oxide Fuel Cells: Sustainability Aspects,
Table 1 CO2 emissions per unit of useful energy (kWh
electricity or heat) and for combined heat and power gen-
eration (From [25] and own calculations)

Process Fuel

CO2 emission/kWh
useful (end-) energy
(LHV)

Condensing boiler Natural
gas

235 g/kWh (heat)

German electricity
supply grid (1990)

Various 759 g/kWh
(electricity)

German electricity
supply grid (2016)

Various 580 g/kWh
(electricity)

Gas engine CHP
(30% el.effic., 95%
total effic.)

Natural
gas

362 g/kWh (heat)

783 g/kWh
(electricity)

247 g/kWh
(combined)

SOFC CHP (60% el.
effic., 80% total
effic.)

Natural
gas

1175 g/kWh (heat)

392 g/kWh
(electricity)

294 g/kWh
(combined)

740 Solid Oxide Fuel Cells: Sustainability Aspects



Fig. 4. The black bar above the axis indicates the
CO2 release from 1 kWh of feedstock gas (for
instance, natural gas) for an ignition engine CHP
unit with a heat and electricity production in the
ratio 0.65:0.3 (as indicated in Fig. 1). The

patterned bars below the axis show the carbon
dioxide release for the reference case producing
the same amount of useful heat and electricity
(condensing boiler and grid electricity, emission
values as in Table 1 for the German grid 2011).
The resulting balance between the two cases is
indicated as the gray bar above the x-axis. In the
case shown, the CO2 reduction amounts to 27%.
The middle set of bars shows the relationship for
an SOFC micro-CHP unit with 60% electrical
efficiency (as in Fig. 2).

It is clear that the CO2 emission reduction is
considerably higher (�39%) than in the first case
due to the increased electrical efficiency, even
though the total efficiency is lower. Finally, on
the right side, the same (SOFC) case is shown
using fermenter biogas. Since the net CO2 emis-
sion of this process is near to zero, the CO2

Solid Oxide Fuel Cells: Sustainability Aspects,
Table 2 CO2 emission factors for various renewable
fuels from Fig. 3 [27, 28]

Fuel
CO2 emission/kWh
(LHV)

Fermenter biogas (energy
crops)

�0 g/kWh

Fermenter biogas (manure) �0 g/kWh

Fermenter biogas (wastes) �0 g/kWh

Landfill gas 4 g/kWh

Sewage gas 0 g/kWh

Coal mine gas 195 g/kWh

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 4 Emission balances for a gas engine CHP system
as depicted in Fig. 1 (left) for the SOFC system depicted in
Fig. 2 (�el= 60% case,middle) and the same SOFC system
operated on biogas (right). The black bars show the CO2

emissions from the CHP system. The patterned bars below

the axis represent the CO2 emission from the reference
system (cf. Fig. 1), and the gray bar shows the difference
between CHP unit and reference case. If the balance is
positive (above the axis), the CHP unit saves the amount
of CO2 shown
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emission reduction dramatically increases to
minus 74% with the parameters assumed for this
example.

Total CO2 emission reduction is lower than the
primary energy savings since part of the primary
energy used in electricity generation is free of CO2

already today. Therefore, the ratio between the
emission factors from Table 1 does not reflect
the ratio in efficiencies as displayed in Figs. 1
and 2.

The total energy efficiency of a CHP unit will
have a distinct effect on the CO2 emission reduc-
tion. The less energy is lost to the environment;
the less CO2 is effectively emitted per unit of final
energy (electricity and heat), especially as the
electrical efficiency is increased. On the other
hand, the savings in comparison with a reference
case will depend on the balance between heat and
electricity production (as represented by the
respective system efficiencies). This is analyzed
in Fig. 5. The y-axis shows the absolute CO2

reduction in comparison with a German reference
system as in Figs. 1 and 2. The three lines corre-
spond to 70%, 80%, and 95% total energy con-
version efficiency, as may be attributed to low-,
medium-, and high-efficiency CHP units, 70%
being the minimum set by the European Regula-
tions [9]. The x-axis shows the electrical effi-
ciency of the CHP unit.

The SOFC CHP installation with the total
energy efficiency (�tot) comparable to up-to-date
gas engine units (95%) displays emission savings
all across the electrical efficiency (�el) range. With
other words, due to the high �tot, the unit can even
save emissions at low �el. On the other hand, the
low �tot units will not improve but even deterio-
rate the CO2 emission balance at low �el. It is
therefore essential to analyze the overall primary
energy and emission situation when choosing and
installing CHP units. As with many other exam-
ples, the simple replacement of conventional tech-
nology with technological alternatives will not
automatically create a more intelligent solution.
It is equally apparent that high �el is a necessary
requirement, if major CO2 emission reductions
are targeted and that a high �tot can only partly
offset a low �el. Since a condensing boiler dis-
plays a conversion efficiency of around 98%, this
sets the benchmark for the limiting case of zero
electrical efficiency.

The case of pure electricity generation with an
SOFC unit is represented by the data points with
equal �el and �tot, for instance, 0.7 and 0.7. At this
specific point, the CO2 reduction is about 35% and
not more, due to the considerable loss of 30% of
the energy input. A higher electrical efficiency
hardly appears feasible, though a combination of
an SOFC with a (micro) gas turbine could lead to

Solid Oxide Fuel Cells:
Sustainability Aspects,
Fig. 5 Dependence of total
CO2 savings from a CHP
unit running on natural gas
on the total energy
conversion efficiency �tot
(parameter) and the
electrical efficiency �el
(x-axis). A condensing
boiler and the German
electricity grid are taken as a
reference
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�el of up to 75% [15]. Total energy efficiency,
nevertheless, is doubled.

The examples above were calculated for the
situation of the German electricity grid and the
CO2 footprint shown in Table 1. It can easily be
argued that the CO2 savings will strongly depend
on this footprint, i.e., in a grid with no CO2 emis-
sions from electricity generation, a CHP installa-
tion will not be able to reduce emissions. Figure 6
shows the parameter analysis with 200, 400, and
600 g of CO2 per kWh of grid electricity delivered
to the consumer. The total energy efficiency Ztot is
set to 80% as a point of reference. As may have
been expected, the CHP units cannot deliver emis-
sion savings in grid environments with low CO2

footprint.
If the carbon footprint is lower than that of a

condensing boiler, higher electrical efficiencies will
even lead to a further deterioration of the emission
balance. It is therefore rather obvious that not only
the situation at the point of installation but also the
total system configuration into which the CHP unit
is integrated needs careful analysis.

The analysis up to here has been based on the
energy output of a single gas engine or SOFC
CHP unit. This is of course a rather limited view,
since the requirements of a building or household
being supplied with electricity and heat will most
probably not be covered by the CHP system
alone. Generally, CHP systems are built with the

CHP unit as a base load unit supplying the major
part of the electricity and some heat, with a
(condensing) boiler as the main and backup heat
source. Any electricity demand that cannot be
covered by the CHP unit – for lack of heat
demand, for instance – would be covered by the
grid, into which also the excess electricity is fed
when heat demand is high and electricity demand
not sufficient to use all electrical output.

Due to the higher value of the electricity as
compared to heat delivery, CHP units are
designed to operate as continuously as possible
and mostly at a minimum of 5500–6500 h per
year, thus delivering the base load. The layout of
such a system is shown in Fig. 7. The total CO2

balance of such a system will not only depend on
the balances for the CHP unit alone, as shown in
Figs. 5 and 6, but on the annual displacement of
grid electricity and conventional heating. Figure 8
depicts the situation for a household with 20,000
kWhth of annual heat demand and a CHP instal-
lation of 1 kWel. The gas engine CHP unit will
deliver 2.17 kWth, the two SOFC units (with 80%
and 95% total efficiency) 0.33 and 0.58, respec-
tively. A heating boiler is added that will supply
the remaining heating and hot water requirements.
The gas engine is limited to around 6600 h of
annual operation. Above this, the heat demand is
lower than the heat produced and the unit is shut
down.

Solid Oxide Fuel Cells:
Sustainability Aspects,
Fig. 6 Dependence of total
CO2 savings from a CHP
unit running on natural gas
on the electrical efficiency
of the unit, �el (x-axis), and
the CO2 footprint of the
electricity grid in g CO2/
kWhel (parameter). Again, a
condensing boiler and an
electricity grid with the
respective footprint are
taken as a reference. Total
energy efficiency (Ztot) of
the SOFC CHP unit is set to
80% in this example
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Both fuel cell units have a maximum heat
production of below and around 500 W. This
will just cover the hot water demand of a typical
household (12 kWh/day). Therefore, these units

will not be shut down at all, maybe with the
exception of holidays.

As a result, the �tot = 80% SOFC and the gas
engine unit are roughly equivalent in CO2

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 7 Typical layout of a residential CHP system. For
typical German households, the heat demand is around
20,000 kWh/year (heating and hot water) and electricity

consumption amounts to 4000 kWh/year [13]. A 1 kWel

CHP system will therefore require a heating boiler and the
electricity grid as backup and as a sink for excess electricity

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 8 CO2 emission balances in analogy to Fig. 4 for a
system according to Fig. 7 for three selected CHP units: gas

engine (ICE) and SOFC with 80% and 95% total effi-
ciency. Total heating consumption is 20,000 kWh/year
and total electricity consumption 4000 kWh/year
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reduction. The percentage of reduction, though, is
slightly lower because the overall level of CO2

emission is higher due to the lower �tot. The
�tot = 95% SOFC system achieves higher savings
in CO2 emissions. Nevertheless, a comparison
with Fig. 4 shows that the differences between
the scenarios have been reduced. This is due to
the emissions from the heating boiler that amount
to roughly half of total emissions in all scenarios
and thus form a kind of base emission to which the
CHP unit then adds.

The percentage of CO2 saved is between 22%
and 23% (left and middle set of columns) and 28%
(right set of columns). These figures are smaller
than those displayed in Fig. 4 due to the base level
set by the heating system.

Materials Inventory of SOFC Concepts

An Introduction to Life Cycle Assessment
An environmental evaluation of the entire life
cycle of an SOFC system is necessary to ensure
that no environmental effects are neglected, right
from the start of the development. A well-
developed tool to investigate all stages of a prod-
uct’s life cycle is the life cycle assessment (LCA).
It addresses the environmental aspects and poten-
tial impacts (e.g., global warming potential, acid-
ification potential, ozone depletion potential, and
toxicological potential) throughout the life cycle

of a product or a technique from “cradle to grave”
[2]. This not only covers the emissions and energy
consumption during operation, as discussed in the
previous sections, but also the materials inventory
and all environmental effects emanating from the
raw materials extraction (for instance, mining,
etc.), over the materials processing to the final
manufacturing steps. A complete analysis
includes the end-of-life provisions, as, for
instance, recycling, waste treatment, or waste
disposal.

An LCA is divided into four distinct, though
interdependent, phases: (1) goal and scope defini-
tion, (2) inventory, (3) impact assessment, and
(4) interpretation (see Fig. 9).

1. In the first step, the extent of the analysis as
well as the specific methods used is described.
A precise definition of the product, comparison
basis (functional unit), system boundaries,
time frame, and geographical coverage, as
well as methodological choices such as alloca-
tion methods and impact categories of the
assessment, are made during this initial phase.

2. In the second step, all environmental inputs
and outputs of the investigated system are col-
lected, calculated, and analyzed. For every life
cycle stage, inputs (energy and materials) and
outputs (emissions to air and water, solid
wastes) are gathered and aggregated over the
entire life cycle. As one has to deal with a huge

Solid Oxide Fuel Cells:
Sustainability Aspects,
Fig. 9 Phases of an LCA
according to [2]
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amount of data in this step, databases are usu-
ally used. For process technology that is not yet
commercially available, the only possibility to
collect data is often contact with industrial
manufacturers and researchers. When the data
situation is unclear, an assumption has to be
made, and its influence has to be investigated
via a sensitivity analysis in the discussion of
the results.

3. In the third step, the inputs and outputs of the
system are categorized and allocated to impact
categories, such as global warming, acidifica-
tion, ozone depletion, eutrophication, human
toxicity or ecotoxicity, etc. After calculating
the environmental effects in the different cate-
gories, optional steps are normalization, group-
ing, and weighting.

4. In the last step, results have to be summarized
and discussed as a basis for conclusions and
recommendations. Limitations are to be

detected. Sensitivity analysis can be used as
an appropriate tool for this purpose. Iteration
between life cycle interpretation and the other
LCA phases often is performed to refine
results, further explore sensitivity of results to
assumptions and data variation, or clarify crit-
ical problems unveiled in the analysis.

Demarcation of the Analysis Area
Figure 10 provides an overview of the complexity
of an operational fuel cell system which is an
ensemble of technical components. Five main
sections can be distinguished:

• The fuel cell stack at the center
• The upstream fuel processing unit with desul-

furization, pre-reforming (if required), anode
gas recycling, and water management

Desulphurisation

Steam supply

Pre-reforming

Anode gas recycling

Fuel processing

Monitoring &
Control systems

Heat recovery

Cooling & Cathode
air pre-heater

Off-gas burner

Thermal management SOFC stack

DC/AC converter

Grid connection

Grid integration

Fuel
input

Heat
output

Electricity
output

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 10 Layout of a fuel cell system with its main components
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• The balance of plant (BoP) of which only the
off-gas burner, the preheater, and the heat
recovery unit are shown

• The monitoring and control system
• The power electronic components such as

DC/AC converter and the grid connection unit

Although all components of an operable sys-
tem should be considered when working out an
LCA, the analysis presented here only covers the
fuel cell stack and is based on findings of the EU
project Real-SOFC [29] in which three different
SOFC concepts were analyzed.

These stack concepts include:

• A planar stack with anode-supported ceramic
cells (ASC) designed for stationary applica-
tions, as, for instance, developed by
Forschungszentrum Jülich [30], referred to in
the following as “stationary design”

• A planar, lightweight stack with metal-
supported cells (MSC) made by plasma
spraying, as, for instance, developed by DLR
[31], referred to in the following as “light-
weight plasma-sprayed design”

• An “integrated planar” stack (IP) as a hybrid
between tubular and planar technology, as, for
instance, developed by Rolls-Royce Fuel Cell
Systems [32], referred to in the following as
“IP design”

Currently predominately the ASC design is
being commercially exploited. Other designs
currently at a pre-commercial or commercial
stage include electrolyte-supported cells (ESC),
tubular designs, and metal-supported cells with
functional layers applied by wet ceramic pro-
cesses. These are not further described here in
order to keep the explanations simple and avoid
overlap between key parts of the cell designs.
The following will therefore refer to three
designs as far separated in details as possible.
Insofar the data presented in the following
should be considered “indicative” and “typical”
rather than describing a specific design in detail.
What the data does show, nevertheless, is the
principal differences between the concepts and

their weak points that require further consider-
ation in the further development process.

Table 3 shows an overview of typical materials
used in different types of SOFC cells. The table
shows the different components of the various cell
types and the currently mainly employed mate-
rials with an indication of possible alternatives
less used or with a potential for future use. The
following section will be looking into the prove-
nience of some of the materials listed.

Raw Materials for the Cell Components
The materials for the SOFC, mostly mixtures and
not pure elements, have to be extracted/
manufactured from raw materials. Besides iron
ore and chromite, which supply the main compo-
nents for the steel parts, especially rare earths,
nickel ore, and alkaline earth minerals are impor-
tant sources of raw materials. In the LCA of a fuel
cell, the upstream mining and processing chains
are of equal interest to the processing of the pure
materials.

Due to the expected demand in future applica-
tions, i.e., batteries for electric mobility, long-term
bottlenecks in raw materials availability need to
be specifically addressed. This possibly applies to
strategically important metals such as rare earth
elements or others, as the global distribution of the
reserves and resources is very diverse [33].

The following section presents examples of
raw materials as a tentative assessment of poten-
tial environmental impact and of possible contri-
butions from the upstream processes of materials
extraction and purification.

Zirconium (Zr)
Zirconium is one of the main constituents of
SOFC electrolytes today (in YSZ, yttrium-
stabilized zirconia). As indicated in the previous
chapter, it is not only the main element in the
electrolyte but also an important ingredient in
anode substrates and composite cathodes. The
YSZ content in a single SOFC cell (depending
on design, see above) can be anywhere between
40% and 90% by weight or volume.

Occurrence The share of zirconium in the struc-
ture of the earth’s crust amounts to roughly 0.02
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weight percentage. It does not occur in pure form
in nature. The most important zirconium minerals
are alvit (zircon, ZrSiO4) and brasilit and/or
baddeleyit (zirconia, ZrO2). Deposits are found
on the coasts of Australia, as well as in
South Africa, the United States (Florida), Brazil,
China, India, Sri Lanka, Madagascar, Scandina-
via, Greenland, and GUS states.

Production Zirconia is usually produced from
zircon, ZrSiO4. Zircon sands are first melted
with sodium hydroxide and transferred to zirco-
nium (IV) oxide. With addition of coal, the zirco-
nium oxide is transferred to zirconium
carbonitride in a plasma arc, which is converted
again to zirconium (IV) chloride with chlorine.
The chloride is reduced to zirconium with magne-
sium in a helium atmosphere at 800 �C in the
so-called Kroll process: ZrCl4 + 2 Mg ! Zr + 2
MgCl2.

After the distillation of the magnesium chlo-
ride and the separation of excess magnesium, the

retrieved raw zirconium is cleaned in a vapor
deposition process.

Australia is the largest producer with a share of
nearly 50% of the world production and also has
the largest reserves. The second position is held
by South Africa, with regard to the annual pro-
duction as well as to the reserve situation
(cf. Table 4).

Yttrium (Y)
Yttrium is employed in SOFC cells to stabilize the
zirconia lattice in electrolyte materials and
increase the oxygen ion conductivity. It is used
within a range of 3–10 mol% (3YSZ, 8YSZ,
10YSZ, etc.).

Occurrence Yttrium is a rare earth element and
occurs in nearly all of the rare earth minerals. Rare
earths are defined as a group of 17 elements, com-
prised of scandium, yttrium, and the lanthanides.
The similar radii and oxidation states of the rare
earths allow liberal substitution of the rare earths
for one another into the crystal lattice sites of

Solid Oxide Fuel Cells: Sustainability Aspects,
Table 3 Overview of main materials used in different
types of SOFC. ASC anode supported cells, ESC

electrolyte supported cells, IP integrated planar, MSC
metal supported cells; see text for details of these designs

Cell type Component Mainstream material Alternate materials

ASC,
ESC, IP,
MSC

electrolyte yttria stabilised zirconia (YSZ) Ceria, Scandia stabilised zirconia (ScCeSZ)

ASC,
MSC

cathode perovskites: Lanthanum Strontium
Cobalt ferrite (LSCF)

perovskites: Lanthanum Strontium Cobaltite
(LSC), Lanthanum Strontium Ferrite (LSF)

ASC,
ESC, IP

perovskites: Lanthanum Strontium
Manganite (LSM ) composites with
YSZ

ASC,
ESC, IP,
MSC

anode Nickel-YSZ composites Ni-Ceria, Ni-ScCeSZ

ASC,
MSC

interconnect Ferritic stainless steels (chromium
content 17 to 22%)

ESC interconncet Iron Chromium Yttrium alloy (CFY),
FeCrAlY

Lanthanum Chromite (LaCr)

generic contacting,
anode

nickel mesh

contacting,
cathode

LSM paste LSM derivatives, LSCF, LSC

interconnect
protective
layers

manganese cobalt (MnCo) doped MnCo (such as MCFe, MCFeCu, etc.)
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minerals. This substitution accounts for their wide
dispersion in the earth’s crust and the characteris-
tic occurrence as a group of elements within more
than 100 minerals. The principal ores of the rare
earths are bastnäsite, monazite, and xenotime.
Several of the ores occur in unique geologic for-
mations, whereas others are found in similar
occurrences worldwide.

Bastnäsite (CeFCO3) – a fluorocarbonate of
cerium containing 60–70% rare earth oxides
(REO), including lanthanum and neodymium –
is the world’s major source of rare earths. Host
rocks include carbonatite, dolomite breccia with
syenite intrusives, pegmatite, and amphibole
skarn. Since 1985, the bastnäsite production in
China has increased rapidly and has dominated
the market from the 1990s to the present.

The mineral xenotime (YPO4) used to be the
principal ore of yttrium and the other heavy rare
earth elements. The ion-adsorption lateritic clays
from Southern China have now replaced xenotime
as the principal source of yttrium and the other
heavy rare earth elements in the 1990s. These
intensely weathered clays have rare earth ions
adsorbed into the clay mineral structure.

Monazite ((Ce,La,Y,Th)PO4) is a rare earth
phosphate containing 50–78% REO. It is recov-
ered as a component of heavy mineral sands and is
a major source of thorium which imparts radioac-
tive properties to the mineral [35, 36].

Production World production of rare earths was
estimated at just below 127,000 metric tons of

equivalent rare earth oxides in 2016. The graph
in Fig. 11 only shows the development of produc-
tion up to 2006. China was by far the largest
producer, with ~80% of the world’s total. Smaller
amounts of ore came from India and other coun-
tries like Australia, Brazil, Malaysia, Thailand,
Vietnam, and Russia [37].

In 2008, the approximate distribution of rare
earths by use was as follows: magnets 21%, metal
alloy 18%, catalysts 19%, polishing 12%, glass
10%, phosphors 7%, ceramics 6%, and miscella-
neous 7% [38].

Reserves Large resources of yttrium in monazite
and xenotime are available worldwide in ancient
and recent placer deposits, carbonatites, uranium
ores, and weathered clay deposits (ion-adsorption
ore). Additional large subeconomic resources of
yttrium occur in apatite-magnetite rocks, deposits
of niobium-tantalum minerals, nonplacer
monazite-bearing deposits, sedimentary phos-
phate deposits, and uranium ores. The world’s
resources of yttrium are probably very large [39].

• Biological rating: No known benefits to life
processes [40].

• Biological benefits: Yttrium has no known bio-
logical use [40].

Lanthanum, La
Lanthanum is a main constituent of cathode mate-
rials but is also used in ceramic interconnects and
in electrolytes or contact pastes.

Solid Oxide Fuel Cells: Sustainability Aspects, Table 4 World production and reserves of zirconium [34]

Mine production Zircon and
baddeleyite

Reserves6 (thousand
metric tons)

Reserve base6 (thousand
metric tons)

2005 2006e
ZrO2

content
HfO2

content
ZrO2

content
HfO2

content

United States W W 3400 68 5700 97

Australia 445 480 9100 180 30,000 600

Brazil 35 35 2200 44 4600 91

China 17 20 500 NA 3700 NA

India 20 20 3400 42 3800 46

South Africa 305 310 14,000 280 14,000 290

Ukraine 35 37 4000 NA 6000 NA

Other countries 20 20 900 NA 4100 NA

World total (rounded) 880 920 38,000 610 72,000 1100
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Occurrence Lanthanum has a share in the earth’s
crust of 0.0017%. In nature, it always occurs in
compounds with other rare earth metals and in
minerals like bastnäsit, monazit, cerit, or orthit,
with percentages up to 25% and 38%, respec-
tively. Misch metal, used in making lighter flints,
contains about 25% of lanthanum.

Lanthanum is one of the most reactive of the
rare earth metals. It oxidizes rapidly when
exposed to air. Cold water attacks lanthanum
slowly, and hot water attacks it much more rap-
idly. The metal reacts directly with elemental car-
bon, nitrogen, boron, selenium, silicon,
phosphorus, sulfur, and halogens [41].

Production The most important base minerals
are xenotime, monazite, and bastnäsite. The first
two are orthophosphate minerals LaPO4 and
the third is a fluoride carbonate LaCO3F.
Lanthanoids with even atomic numbers are
more common. Monazite also contains thorium
and yttrium which makes handling difficult since
thorium and its decomposition products are
radioactive.

For many purposes, it is not particularly nec-
essary to separate the metals, but if separation is
required, the process is complex. Initially, the

metals are extracted as salts from the ores by
extraction with sulfuric acid (H2SO4), hydrochlo-
ric acid (HCl), and sodium hydroxide (NaOH).
Modern purification techniques for these lantha-
noid salt mixtures are ingenious and involve
selective complexation techniques, solvent
extractions, and ion exchange chromatography.

Pure lanthanum is available through the reduc-
tion of LaF3 with calcium metal:

2LaF3 þ 3Ca ! 2Laþ 3CaF2

This would work for the other calcium halides
as well, but the product CaF2 is easier to handle
under the reaction conditions (heated to 50 �C
above the melting point of the element in an
argon atmosphere). Excess calcium is removed
from the reaction mixture under vacuum [42].

• Biological rating: No known benefits for life
processes in plants and animals.

• Biological benefits: Lanthanum has no known
biological use [43].

Lanthanum is mainly obtained from
lanthanum-rich monazite and bastnäsite. Other
lanthanum-bearing minerals include allanite and

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 11 Worldwide rare earth oxide production [36]
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cerite. It is mined in the United States, China,
Russia, Australia, and India [43].

Strontium, Sr
Strontium belongs to group 2 of the periodic table
and is one of the alkaline earth metals. Strontium,
with atomic number 38, lies between calcium and
barium in this group. The discovery of strontium
carbonate, which was originally thought to be
barium carbonate, is associated with a lead mine
located in Strontian, Scotland, hence the name
strontium.

Occurrence Strontium is present in the earth’s
crust at an average concentration of 0.04% and is
therefore 15th in abundance. Of the naturally
occurring strontium compounds, only the min-
erals strontianite (strontium carbonate, SrCO3)
and celestite (strontium sulfate, SrSO4) are of
economic importance.

Celestite occurs principally as nodules, lenses,
beds, and materials filling crevices in sedimentary
rocks such as carbonates, gypsums, clays, and
evaporites. The economic importance of celestite
is considerably greater than that of strontianite.

Production Celestite ores are obtained by both
open-pit and underground mining. In most cases,
only coarsely intergrown rich ores are worked,
which can be further enriched by handpicking to
give a material containing >90% SrSO4.
Demands for increasing purity in chemically pro-
duced strontium salts together with the growth of
mechanized mining techniques necessitate a con-
tinually increasing amount of processing. Finely
divided impurities are removed by desliming. By
means of density separation, celestite is separated
from limestone, quartz, gypsum, and dolomite,
which have densities of <3 g/cm3, giving end
products containing >95% SrSO4. In Spain, a
flotation plant for separating finely intergrown
celestite ores has been in operation since 1990.
The introduction of this technology has markedly
increased the number of deposits worldwide that
can be profitably worked.

Many important deposits cannot be mined
because of unacceptably high levels of barium

and deposit-specific trace elements that cannot
be removed by available processing technologies.

Production of Strontium Carbonate Black ash
method, reduction with carbon. To enable the
chemical reduction of SrSo4, celestite is mixed
with powdered coal and then heated up to about
1100 �C. The chemical reaction follows the equa-
tion SrSO4 + 2C ! SrS + 2CO2 and produces
carbon dioxide and strontium sulfide. In the next
process step, the strontium sulfide is dissolved in
water, before carbon dioxide passes through the
solution, forming and precipitating strontium car-
bonate: SrS + H2O + CO2 -> SrCO3 + H2S. The
by-product sulfur is recovered as elemental sulfur.

Soda ash process. Ground celestite (SrSO4) is
converted to strontium carbonate by adding it to
hot sodium carbonate solution. Numerous varia-
tions of this process have been proposed. Typi-
cally, an excess of Na2CO3 solution is used. The
crude product so obtained is not usually accept-
able without further treatment. A product suffi-
ciently pure for most applications is obtained by
dissolving the crude material in hydrochloric acid,
neutralizing with sodium carbonate solution to
precipitate iron and aluminum, filtering, and
reprecipitating with caustic soda. This process
also produces impure sodium sulfate solution as
a by-product which must be further treated or
disposed. The high consumption of sodium car-
bonate is a further drawback [44].

Production of Strontium Metal Metallic stron-
tium can be produced by aluminothermic reduc-
tion of the oxide or by electrolysis in the dry way
of a SrCl2-KCI blend. The refining takes place via
vacuum distillation.

Transportation, Storage, and Safety Due to its
reactive nature, strontium must be handled with
care. The pure metal and the commercial eutectic
alloy (90% Sr, 10% Al) are classified as alkaline
earth metals NOS (not otherwise specified), UN
no. 1393, for the purposes of transportation. This
classification is indicative of materials requiring
special approved packaging for transport. These
two forms of commercial strontium are packed
under an inert atmosphere to prevent formation
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of an oxide coating. Strontium is a strong reducing
agent and forms explosive hydrogen gas when in
contact with water. Strontium is therefore classi-
fied as a flammable solid. Hence, strontium is a
Class 4.3 material, i.e., one that emits a flammable
gas on contact with water. Strontium should there-
fore be stored in a well-ventilated dry place,
avoiding all contact with water. However, com-
mercial alloys of strontium, such as the Sr-Mg-Al
master alloy or the family of aluminum-strontium
master alloys which contain up to 10% strontium,
do not require these special precautions.

Use Metallic strontium and master alloys
containing strontium have experienced significant
expansion in application in modern foundry prac-
tice. In aluminum foundries, strontium is used as
an additive to Al-Si alloys to enhance their
mechanical properties and improve the machining
performance. Strontium improves the mechanical
properties of Al-Si castings by changing the mor-
phology of the eutectic silicon phase. In an
unmodified Al-Si alloy, this eutectic silicon
phase precipitates as coarse acicular plates,
which causes the casting to exhibit poor mechan-
ical properties. Modification causes the silicon to
assume a fine, interconnected fibrous morphol-
ogy, resulting in higher tensile strength and
greatly improved ductility. Impact resistance and
machining characteristics are also enhanced
through modification.

Strontium improves the properties and pro-
cessing of wrought aluminum alloys.

In an aluminum alloy sheet which requires
high formability, the presence of strontium is
reported to reduce the number of intermetallic
precipitates. This improves the alloy’s formability
and reduces the incidence of edge cracking.

In ferrous metallurgy, strontium finds applica-
tion as a component in certain foundry grades of
ferrosilicon, used as inoculants in gray iron cast-
ing. The addition of 0.65–1.05% strontium con-
trols the carbon structure in an iron casting and
inhibits the chill. The chill, which is in some cases
a desired phenomenon, is a rapidly solidified zone
in a casting where the formation of mottled iron
(cementite and graphite) is favored over a pearlite
structure with graphite. By controlling the chill,

the foundry may be able to decrease the minimum
section size in a casting keeping it free from the
brittle carbides which would most likely form
without inoculation. In addition, strontium-
bearing inoculants are particularly effective in
helping to control internal shrinkage in these cast-
ings and thereby enhancing the pressure tightness
of the casting [44].

Economic Aspects and Reserves Whereas
strontianite was the principal starting material
used in the production of strontium compounds
between 1870 and 1920, it has now been almost
completely replaced by celestite for this purpose.

Practically the only use for celestite is the pro-
duction of other strontium compounds. It is used
only to a small extent as a white filler in compe-
tition with ground barite (barium sulfate).

World production of celestite in the early 1990s
was estimated at ca. 250,000–300,000 t/annum.
The most important producing countries are
Spain, Turkey, United Kingdom, China, Mexico,
Iran, and Morocco.

The world production in 2003 was around
370,000 metric tons of strontium minerals, and
the reserves are expected to exceed 1 billion tons.

Large exploited deposits exist in Spain, Mex-
ico, Turkey, China, and Iran. There are much less
important deposits in Algeria, Cyprus, Argentina,
and Morocco. Mining in the United Kingdom, the
traditional producer, ended in 1992.

Manganese, Mn

Occurrence Manganese is a silver-gray metal,
resembling iron. It is hard and very brittle, and
its primary uses in a metallic form are as an
alloying, desulfurizing, and deoxidizing agent
for steel, cast iron, and nonferrous metals. It has
a high tendency to oxidize.

Manganese is the twelfth most abundant ele-
ment in the earth’s crust, at 950 ppm (0.095%).

Manganese is contained in many minerals, of
which approximately 250 can be regarded as true
manganese minerals. The major ores, generally
with manganese contents above 35%, are
hydrated or anhydrous oxides. The silicates and
carbonates occur to a lesser extent.
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Economically significant manganese deposits
are all of sedimentary origin, having been
dissolved from crystalline rocks and deposited as
the oxide, hydroxide, or carbonate.

Typically, only ores containing a minimum of
35% Mn are regarded as manganese ores. Ores
containing 10–35% Mn are categorized as ferru-
ginous manganese ores, and iron ores with 5–10%
Mn are referred to as manganiferous ores.

The three most important areas of application
of manganese ores and the specific requirements
are as follows:

1. Metallurgical grade ore for the iron and steel
industry, which generally contains 38–55%
Mn. The phosphorus content should preferably
be below 0.1%, and the concentrations of
Al2O3, SiO2, CaO, MgO, and S are important.
The manganese/iron ratio is critical; a 7.5:1
ratio, e.g., is required for a standard ferroman-
ganese alloy with 78% Mn.

2. Battery grade ore, containing 70–85% MnO2

(44–54% Mn). The ore should generally con-
tain less than 0.05% of metals more electro-
negative than zinc, such as copper, nickel,
cobalt, and arsenic. The suitability of manga-
nese dioxide for use in batteries depends on a
number of factors, including the crystal struc-
ture, surface area, pore size distribution, parti-
cle shape and size, electrical conductivity,
surface conditions, chemical composition,
and structure defects.

3. Chemical grade ore whose specifications vary
considerably depending on the end use.
Included in this category are feedstocks for
electrolytic manganese and manganese diox-
ide, manganese chemicals, colorants, and, in
the Republic of South Africa, an oxidant in
uranium extraction.

Production The major producers of manganese
ore apply both underground and open-pit mining
techniques. In the Republic of South Africa,
Samancor extracts ore from the open-cast
Mamatwan mine and the underground Wessels
mine. At Mamatwan, e.g., the ore body attains a
maximum thickness of 45.2 m and is overlain by,
on average, 45 m of overburden. The open pit is

approximately 1900 m by 300 m, and the ore is
extracted from three benches by drilling, blasting,
loading, and hauling to an in-pit crusher. At
Wessels, the ore body is located at a depth of
ca. 300 m, and a room and pillar mining system
is employed. The average stope height is ca. 5 m,
and the ore is drilled, blasted, loaded, and hauled
to underground primary crushing facilities.

The most important methods for the produc-
tion of relatively pure manganese metal are the
electrolysis of aqueous manganese salts and the
electrothermal decomposition of manganese
ores [45].

Reserves The most important manganese ore
deposits are located in the Republic of
South Africa, Russia, Australia, Gabon in West
Africa, and Brazil. The deposits in India and
Mexico are of declining importance, and the
majority of the production is consumed
domestically.

The largest known land-based manganese
deposit is the Kalahari Field, located in the North-
ern Cape Province of the Republic of
South Africa, which contains ca. 78%
(13,600 � 106 t) of the world’s potential
resources. The surface area underlain by this
deposit is approximately 320 km2. The deposit is
sedimentary and interlayered with banded
ironstone.

Nickel, Ni

Occurrence Nickel is a frequent element and
with a share of 0.015% of the earth’s crust inhabits
the 21st place of the list of frequency of elements.
It is more abundant than copper, zinc, or lead. In
elemental form, it occurs only in meteorites. On
earth, it is a component of so-called nickel ores.
An important example is pentlandite which has a
close association with other sulfides such as
pyrite, chalcopyrite, and pyrrhotite in basic igne-
ous rock intrusions. Garnierite and nickeliferous
limonite are other nickel ores of economic signif-
icance. The term garnierite is commonly used as a
generic name for a series of mixed nickeliferous
silicates with a wide range of nickel contents and
which can include colloidal mixtures of silica and
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nickel hydroxide. Nickeliferous limonite is the
term used to describe poorly crystalline nickel-
bearing ferric oxides of which the main constitu-
ent is goethite (a-FeO • OH).

Production The methods for the extraction and
refining of nickel minerals depend on the miner-
alogical and geological characteristics of the ore.
Nickel has mainly been extracted from sulfide and
laterite ores.

Nickel sulfide ores are mostly mined under-
ground using drilling, blasting, and other tech-
niques. Milling procedures include liberation,
flotation, and magnetic separation. Liberation of
the sulfides from the gangue includes grinding of
the rock material. Then the sulfides are concen-
trated by flotation processes. Flotation involves
streaming air bubbles through an aqueous slurry
of the ore particles in a flotation cell. The particles
that are not wetted by the liquid adhere to the air
bubbles, rise to the surface of the slurry, and can
be removed. The addition of different chemicals
to the flotation medium allows the selective flota-
tion of nickel- and copper-rich fractions.

Most of the pyrrhotite (both lump ore and
ground ore) can be separated magnetically
because of its magnetic properties.

Laterite nickel deposits are mined from open
pits using earthmoving equipment.

Both sulfide ore concentrates and laterite ores
are subjected to pyro- and hydrometallurgical pro-
cesses. The pyrometallurgical processing basi-
cally involves three operations, i.e., roasting,
smelting, and converting.

During roasting, the concentrate is oxidized by
hot air. Most of the iron is oxidized, while nickel,
copper, and cobalt remain combined with sulfur.
Part of the sulfur is removed as gaseous sulfur
dioxide.

The roasted product is smelted in a furnace
together with a siliceous flux to obtain two immis-
cible phases, an iron-rich silicate slag and a
nickel-rich sulfide matte, which also contains
iron, copper, and cobalt.

The matte is treated in a “converter” where
more sulfur is driven off and the remaining iron
is oxidized and removed as slag.

The matte is allowed to cool and treated in
different ways. It may be, for instance, cast into
anodes for electrolytic refining or cooled slowly to
facilitate crystallization to nickel sulfide, copper
sulfide, and a nickel-copper alloy containing the
desired metals. These three phases can then be
separated by flotation and magnetic separation.
The species of nickel likely to be present during
roasting, smelting, and converting include the ore,
nickel subsulfides, nickel-copper sulfides, nickel
oxides, nickel-copper oxides, arsenides, and
anhydrous nickel sulfate. The extraction of nickel
from laterite ores is similar to the extraction of
nickel from sulfide ores with the exception that
sulfur (commonly gypsum) has to be added. The
molten matte is charged into a converter where the
iron is oxidized, and the sulfur combines with
nickel to form Ni3S2.

Smelting to ferronickel is essentially the same
as matte smelting, except that no sulfur is added. It
is often applied to laterite ores. The resulting iron-
nickel alloy contains 20–50% nickel [46].

Most of the nickel matte obtained from sulfide
or laterite ore smelting undergoes further refining
techniques, such as electro-, vapo-, or hydromet-
allurgical refining, but a part of the matte is
roasted to marketable nickel oxide sinter.

Hydrometallurgical refining can be applied
both to laterite ore and sulfide ore or sulfide ore
concentrates. Soluble nickel amines are formed
during pressure leaching of the sulfide ore con-
centrate with strong ammoniacal solution at a
moderately elevated temperature. The saturated
solution is boiled to drive off ammonia and pre-
cipitate copper as sulfide. Sulfur is oxidized.
Nickel and cobalt are recovered as pure metal
powders by reduction with hydrogen under
pressure.

Laterite ores must first be reduced. The
reduced ore is leached with an ammonia-
ammonium carbonate solution. Nickel dissolves
as nickel amine. The saturated solution is heated
by steam, ammonia is driven off, and nickel is
precipitated as a basic carbonate.

Pure nickel (99.9%) can be produced by elec-
trolytic refining. Generally, an impure metal
anode (produced by reducing nickel oxide) and a
cathode starting sheet are placed in an acidic
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electrolytic solution. When a current flows, nickel
and other metals are dissolved from the anode.
The electrolyte is then removed, purified, and
returned to the cathode compartment, where
nickel is deposited on the cathode.

During vapometallurgical refining, impure
metal obtained by the reduction of nickel oxide
is subjected to the action of carbon monoxide
forming volatile nickel carbonyl [Ni(CO)4]
(carbonyl or Mond process). This reaction is
reversed by heat, and the nickel carbonyl decom-
poses to pure nickel metal and carbon monoxide.
The carbonyl process produces the purest nickel
(99.97% or more) [47–51].

Occupational and Public Health
Impacts Nickel is considered a contact allergen
and nickel oxide a carcinogen according to EU
classification (Category 1 carcinogen), increasing
the risk of lung cancer. Inhalation of NiO in the
long term is damaging to the lungs, which is why
NiO is viewed as problematic in the working
environment.

Nickel hydroxide (Ni(OH)2) apparently does
not show these issues and may be the preferred
raw material for mass producing SOFC anodes in
the future.

Chromium

Occurrence Chromium is practically only found
as chromite or chrome iron stone (FeCr2O4), in
open-pit mining or in near-surface underground
mining. Metallic chromium is obtained by reduc-
tion of the ore with aluminum or silicon.
Untapped chromite deposits are plentiful and geo-
graphically concentrated in Kazakhstan and
southern Africa.

Production South Africa extracts approximately
half of the world’s demand of chromite. Other
substantial producing countries are Kazakhstan,
India, and Turkey.

Approximately 15 million tons of marketable
chromite ore were produced in 2000 and
converted into approximately 4 million tons of
ferrochrome.

Occupational and Public Health
Impacts Hexavalent chromium (Cr(VI), Cr6+)
is a highly toxic and mutagenic substance when
inhaled. Cr(VI) is considered a carcinogen upon
ingestion and has been linked to stomach tumors.
It is also a contact allergen. Therefore automotive
industry has been very active over the past two
decades in removing any Cr(VI) from vehicle
components.

The valence of chromium and the composition
of chromium compounds potentially released
from operating SOFC stacks are little researched
and require more attention.

Stationary SOFC Stack Design
The “stationary” SOFC design used for analysis in
the following is based on the F-design stacks as
developed by Forschungszentrum Jülich since
2002. This design was established as a laboratory
platform for evaluation of SOFC cell develop-
ments, protective layers, thermal cycling capabil-
ities, and long-term degradation [30, 52, 53].
Nevertheless, it is also a concept that can be
used in stationary fuel cell applications, i.e., for
power generation and CHP. For practical, com-
mercial employment, though, some critical
parameters, like the amount of steel used for inter-
connects (see below), will need to be improved to,
among other aspects, reduce the manufacturing
costs.

The central element of the solid oxide fuel cell
stack is the SOFC cell which consists of the fuel
electrode (anode), the oxygen electrode (cathode),
and the ion-conducting electrolyte. To reach the
desired electrical voltage, single cells are stacked
(cf. Fig. 11). They are separated by interconnects
(plates) and sealed by glass ceramics.

In the case discussed here, the anode substrate is
the mechanically supporting component of the fuel
cell (ASC concept). The thickness of the anode is
set at ~1000 mm due to laboratory manufacturing
constraints in warm pressing. More recent anode
substrates produced by tape casting have been
reduced to 300–600 mm thickness, still supplying
the required mechanical stability. In choosing the
anode material, attention must be paid to the fact
that the electrochemical reactions are not impaired
by the thickness. As the electrolyte has no
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mechanical function in this concept, its thickness
can be reduced from the typical ~150 mm seen with
electrolyte-supported cells (ESC) to 5 to 10 mm.
Therefore, the contribution of the electrolyte to the
overall cell resistance decreases dramatically. This
opens up the possibility to reduce the operating
temperature to as low as 650 �C, without any
efficiency losses by increased activation over-
potential. The reduced operating temperature
promises several advantages such as lower degra-
dation and longer lifetime, lower thermal losses,
and more rapid start-up.

A variety of new materials have been and still
are being developed and applied in this SOFC
concept. Due to the operating temperature range
of 650–750 �C, heat-resistant steels, ceramics, and
glasses are preferentially used. Depending on the
function and requirement specifications, the com-
ponents differ with respect to the choice of
materials.

Figure 12 gives an impression of the cell
design, the different layers (components), and
the materials used in a stack repeating unit
(interconnect to interconnect). The respective
functions are described on the following pages.

The tasks of the interconnect (equivalent to the
bipolar plate in low-temperature fuel cells) are the
separation of the gas supply streams for the elec-
trodes, guiding the gas flow (providing the
flowfield), and the electrical contacting of the
cells. An important requirement with contacting
is the reduction of the surface resistance between

interconnect and the electrodes of the SOFC. For
the guidance of the gaseous fuels, flowfields can
be machined into the interconnects. Highly allo-
yed ferritic steel can be used as material for the
interconnect, if the operating temperature of the
SOFC is appropriate and not above 850 �C. This
condition can be fulfilled with the anode-
supported concept. Chromium-nickel alloy steels
(such as CroFer22APU or K41) are suitable to
fulfill the requirements mentioned. They ensure
a permanently good electrical conductivity, and
the expansion coefficient differs only slightly
from that of YSZ. They fulfill further require-
ments such as high thermal conductivity, favor-
able corrosion properties, commercial availability,
potentially low production costs, and simple
machining [54, 55].

The cathode (the air electrode of the fuel cell)
supplies the function of reducing the oxygen mol-
ecules (O2) of the air to oxygen ions (O

2�) which
then migrate through the electrolyte toward the
anode. Its porous structure enables the gas trans-
port to the electrolyte surface. It must also supply
electrons for the reduction of the oxygen so that
good electron conductivity is necessary. Lantha-
num strontium manganite (LSM), a complex
oxide with a perovskite structure, is one of the
standard cathode materials today for operation
around 800 �C, with lanthanum strontium cobalt
ferrite (LSCF) being the standard for temperatures
below 750 �C. The coefficient of thermal expan-
sion again matches well to that of the zirconia-

cathode (LSM/YSZ)
50 µm

15 µm

25 µm

300 µm

Up to 1500 µm

electrolyte (YSZ)
anode (Ni/YSZ)

anode substrate
(Ni/YSZ)

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 12 “Stationary” SOFC concept (based on the
F-design of Forschungszentrum Jülich), stacking principle,
and example of a 15 kW stack [30, 52, 53]. The F10 stack

shown in the middle has cells of size 10 � 10 cm2 and a
footprint of approx. 12 � 20 cm2. The 15 kW class stack
has a footprint of approx. 22 � 30 cm2 and a height of
about 40 cm
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based electrolyte materials. LSM and LSCF
exhibit high electronic conductivity; nevertheless,
the ionic conductivity of LSM is nearly zero.
Electron-conducting materials like LSM have a
disadvantage since the electrochemically active
area (“triple-phase boundary” of cathode, electro-
lyte, and gas space) is limited to the direct vicinity
of the electrolyte. To overcome this drawback, the
cathode material is mixed with electrolyte
material – forming the actual cathode (composite
cathode) – and covered with a current-collecting
layer of pure cathode material (bilayer cathode)
[56]. Some SOFC cells use perovskites where the
manganese is replaced by cobalt or iron (LSC or
LSF) or a combination of these (LSCF, as men-
tioned above) [57]. LSCF has the advantage of
being a “mixed ionic-electronic conductor”
(MIEC) and thus forms TPBs across the whole
bulk of material. LSCF cathodes are therefore
monolithic and do not need the admixture of
YSZ. Further modifications of cathode materials
not so prominent in commercial use today include
doping with copper or praseodymium or the use of
nickelate materials.

To achieve the desired power output, repeating
units are layered to form a “stack.” A gastight
separation of the anode- and cathode-side gas
supply with, at the same time, good electrical
contact between the cells is a prerequisite of this
design. Two problems occur with this assembly.
On the one hand, the cell might be uneven and
slightly curved, which can lead to contact prob-
lems between cell and interconnect. On the other
hand, the process temperature of the fuel cell
(600–850 �C) may lead to chromium evaporation
from the steel interconnect which can cause an
inhibition of the electrochemical process at the
cathode side and thereby substantially contributes
to the degradation of the cell and to the impair-
ment of the life span of the SOFC [58]. To solve
these problems, contact layers and chromium
evaporation (through the formation of chromium
hydroxide) protective layers are applied. The
requirements for these layers are a good chemical
and thermodynamical stability at the operating
temperatures of the fuel cell with, at the same
time, good electrical conductivity. Furthermore,
the layers should not interact chemically with

each other nor the interconnect or the electrodes.
For this purpose, special ceramic oxides with
perovskite or spinel structure were developed
which fulfill these requirements. For the
cathode-side contact layer, perovskites based on
LSM or LSM itself are often used. Sputtered,
plasma-sprayed, galvanically applied, or vapor-
deposited perovskite, metal, and metal oxide coat-
ings on the interconnect show good results as
chromium evaporation protection [59].

Within the electrolyte, the oxygen ions (O2�)
are transported from the air electrode to the fuel
electrode side (anode) to drive the fuel oxidation.
Well suitable material is zirconia (ZrO2), which is
a poor ionic conductor at ambient conditions, but
if heated up to temperatures above 2000 �C, it
becomes ionic conducting due to a phase transfor-
mation from tetragonal to cubic structure. By
adding stabilizing agents like yttria (YSZ), cal-
cium (CSZ), or scandia (ScSZ), the cubic structure
is stabilized even at ambient conditions. Because
of this stabilization, zirconia already becomes a
reasonable ionic conductor at SOFC operating
temperatures (600–850 �C) [60]. Other potential
electrolyte materials are ceria and lanthanum gal-
late (LSGM).

The anode must be an effective oxidation cat-
alyst so that the oxygen ions, diffused through the
electrolyte, react with the fuel hydrogen. Further
requirements are, among others, high electronic
conductivity and chemical and mechanical stabil-
ity. Nickel is used both as an electrical conductor
for transporting the electrons in the electrode and
as the oxidation catalyst. YSZ provides structural
support for separating the Ni particles, preventing
them from sintering together while matching the
thermal expansion coefficient. For fabricating
Ni-YSZ anodes, nickel oxide and YSZ are
mixed and thermally treated through several
steps to form the anode substrate, which has the
necessary mechanical stability to be used as the
base support structure for the cell. When the
SOFC cell is heated up in reducing conditions
(for instance, hydrogen atmosphere), the nickel
oxide is reduced to metallic nickel, and the
resulting ceramic and metal structure, the
so-called cermet, is characterized by an excellent
electrical conductivity due to its nickel content.
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A pore structure is achieved partly through the
volume reduction upon nickel oxidation, partly
by mixing organic particles into the green sub-
strate which burn out during sintering and permit
fuel gas to flow to the anode interface with the
electrolyte (TPB). The electrocatalytic effect is
based on the metallic nickel, which not only
binds hydrogen on its surface but also transports
the electrons resulting from the oxidation of the
hydrogen. The necessary oxygen ions are sup-
plied by the electrolyte and the ramified YSZ
network, whereas the transport of the fuel gas
and its corresponding products takes place
through the pores. The selective tuning of the
pore structure, nickel, and YSZ content leads to
an optimized electrochemical conversion [61].

Thermal cyclability and redox stability are cru-
cial requirements for SOFC stacks. Reliable
sealing of the gas-filled compartments is neces-
sary to ensure a high effectiveness and safe oper-
ation of the stacks. The difference in coefficients
of thermal expansion (CTE) of the stack compo-
nents requires long-term separation of the oxidant
and fuel gas compartments of planar stacks under
dynamic operation conditions. Glass-ceramic
sealants have, for instance, been developed on
the basis of the ternary system BaO-CaO-SiO2

with additions of transition metal oxides. Chemi-
cal interaction of the sealing glass with the inter-
connect steel may deteriorate the corrosion

resistance of both chromia-forming and alumina-
forming alloys [62]. The inherent brittleness of
glass ceramics and the rigid bonding of the stack
components limit the compensation of mechani-
cal and thermal stresses and promote growth of
defects or cracks at the interconnect/glass-ceramic
interface. Due to the stiff stack assembly, the
reduction of mechanical or thermal stresses by
elastic or plastic deformation or by free expansion
and contraction of stack components is limited.
Furthermore, a nondestructive dismantling of
stacks to replace malfunctioning components is
impossible [63].

Manufacturing of Components and Cells
A description of the manufacturing process chain
is given for the example of an anode-supported
(ASC) SOFC with a substrate produced by warm
pressing.

The anode substrate is the mechanical
supporting component of the cell (cf. Fig. 13).
The substrate consists of nickel oxide (NiO) and
yttria-stabilized zirconia (8YSZ) and is fabricated
by conditioning of the ceramic powders using the
Coat-Mix® Process with polymeric resin and sub-
sequent warm pressing; Fig. 14 shows the various
processing steps. After burning out the resin,
which makes the powder flowable and strengthens
the components during pressing, the substrate is
fired at temperatures >1000 �C. Thereafter, the

Interconnect CroFer22APU

cell frame
CroFer22APU

Sealing
silicate glas

Interconnect CroFer22APU

Anode Ni-YSZ cermet

anode contact layer
Ni-mesh

anode functional layer
Ni-YSZ

cathode contact layer
(La,Sr)CoO3

Chromium evaporation
protection layer
Trimangantetroxid

Electrolyte

Cathode (La,Sr)MnO3

Electrolyte (YSZ)

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 13 Cross section of a planar SOFC stack single repeating unit [30]
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substrate has sufficient mechanical stability and
the necessary porosity for the subsequent coating
processes. The substrate does not act as anode
since a triple-phase boundary with the electrolyte
is necessary for this function. Making the sub-
strate of essentially the same material as the
anode, though, reduces problems of CTE
matching and chemical compatibility, while it
adds considerable reforming capabilities for
methane reforming. During the next processing
step, the actual anode layer and the electrolyte
are deposited by vacuum slip casting. For the
coatings, alcoholic suspensions of NiO/8YSZ
and pure 8YSZ are deposited in sequence on the
substrate, dried, and sintered at a temperature of
ca. 1400 �C during a co-firing process. After
sintering, the electrolyte is gastight, and the
“half-cell” can be cut to the required dimensions
with a diamond saw or by laser cutting. The cath-
ode layer (e.g., LSM) is then deposited by wet
powder spraying or screen printing on the anode-
electrolyte unit as a bilayer of differently pro-
cessed powders. The completed cell is dried and
subsequently sintered at about 1100 �C.

Anode The Coat-Mix® Process is a procedure
patented by FZ Jülich, in which different non-
soluble powders (called fillers) are coated with
phenol formaldehyde resin (binder). The
manufacturing takes place by mixing NiO, YSZ,
and ethanol in a roll container using zirconia balls
for milling. The NiO agglomerates, existing in the
NiO powder, are destroyed, and both powders are
finely ground. Thus, a homogeneous mud-like
alcoholic suspension of the raw materials is
obtained. After transfer into the coating container,
Fig. 15, phenol formaldehyde resin is added to the
alcoholic suspension, which dissolves in the
existing alcohol after brief heating, so that a slurry
in binder-lotion is produced. In the following step,
acidified water is added slowly and continuously
to this mixture at a defined supply rate. The phenol
formaldehyde resin is hardly soluble in water and
precipitates again with the addition of the insolu-
ble phase. The powder grains, which are held in
suspension by milling, are coated in this phase
with the phenol formaldehyde resin and stick
together easily to form larger agglomerates (coat
mixing). After a subsequent thermal treatment and

Andode substrate

Andode functional
layer

vacuum slurry coating
screen printing, wet powder

spraying

coat mix (warm press.)
tape casting, extrude

gastight sintered
electrolyte

Cutting to the final
dimension

wet powder spraying,
screen printing assembling the

SOFC-stack

Cathode functional
layer

Cathode functional
layer completed cell

cofiring of functional
layer and electrolyte

sinter
1250°C

sinter
1400°C

sinter
1100°C

Electrolyte

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 14 One of several processing chains of Jülich’s
SOFC (according to the ASC concept; the fabrication

technologies stated for each process step list the potential
production technologies) [64]
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a washing process, the precipitation settles and the
liquid is removed on a suction filter.

The filter cake is transferred to dishes and dried
in a vacuum condensation drying furnace at low
temperature. The advantage of this manufacturing
method is that no further additives are needed in
the mixing process. The powder, which is
obtained in this way, is well processible after
sieving <80 mm and is filled into pressing forms.
Under low pressure, at temperatures above the
melting range of the binder, it is processed to the
desired anode substrates [65].

Alternatively to this discontinuous anode pro-
duction process, tape casting can be used, a stan-
dard industrial production technology in
electronics, by which the anode substrate can be
produced continuously (Fig. 16).

The first step of the process is the preparation/
mixing of a slurry consisting of nickel oxide with
yttria-stabilized zirconia and graphite powder, as
well as several organic additives like solvent,
disperging agents, binder, and softener. The slurry
is subsequently cast by means of a tape casting
facility. During the process, the slurry flows from

a storage container onto a plastic or metallic foil,
which is continuously moved at a controlled
velocity beneath the container. The height of the
slurry layer is controlled by a doctor blade, which
determines the final layer thickness and which
creates a smooth and even slurry coating on the
carrier foil. After casting the slurry, the formed
ceramic foil passes a drying chamber, in which the
foil is dried at given temperatures. Thus, a flexible
ceramic foil is manufactured (“green tape”),
which can be cut, sawn, or punched. Once it is
sintered at temperatures >1000 �C, it is rigid and
can be coated. The advantages of the procedure in
relation to other methods, e.g., pressing, are the
continuous operation with a high manufacturing
throughput, an economical production, the high
reproducibility, the possibility to recycle green
tape leftovers, and the compatibility with standard
industrial manufacturing processes [64].

Electrolyte In this specific fabrication process,
the electrolyte is deposited by slip casting on the
anode substrate.

NiO YSZ binder

water

afterheatingcoating the powder grain
by precipitating the binder

dissolving the binder
in the suspension

pulverising and mixing
an alcohol suspension

decanting of
the fluid phase

drying of the
CM-powder

warm-pressing of
the CM-powder

anode substrates
(green)

alcohol

+

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 15 Manufacturing the anode substrate by means of the Coat-
Mix® Process (CM) with subsequent thermal pressing
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In general, the slip casting process is used to
manufacture three-dimensional ceramic compo-
nents. With the vacuum slip casting process, the
process flow is accelerated using vacuum suction.
In principle, slip casting processes are based on
filling a porous casting mold with a solid-
containing suspension (slip). The solvents of the
slip will be drawn into the pores of the casting
mold, taking along the solid. The solid is depos-
ited at the outline of the casting mold and adds up
in a layer that can be separated from the casting
mold after drying.

For the production of thin anode functional
layers and electrolyte layers when producing pla-
nar solid oxide fuel cells, a modified slip casting
process is used. Here, the suspension is applied on
a planar, porous anode substrate in a special appa-
ratus as shown in Fig. 17. The solvent is drawn
through the pores by a vacuum. When the sub-
strate is aligned horizontally, the solids of the
suspension deposit evenly on the surface. This
process of manufacturing thin layers has the fol-
lowing advantages:

• Easy and straightforward handling.
• Series production, if automated.
• Excellent quality of the produced layers.
• Reproducibility of the layer thickness, uniform

thickness, and structure throughout the layer.

• 2 mm to 50 mm layers can be realized.
• Low amount of waste (the solvent can be

reused).
• Long-term stable suspensions can be produced

with little effort.

The disadvantage of this process is the han-
dling of large quantities of solvents and the limi-
tation in the thickness of the layer. There is also a
big influence of the structure of the substrate
(surface topography, pore size, pore distribution,
density distribution, and absorbency) on the
quality of the layer in terms of voids and
impermeability [66].

Solid Oxide Fuel Cells:
Sustainability Aspects,
Fig. 16 Tape casting
equipment at
Forschungszentrum Jülich

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 17 Vacuum slip casting equipment for production
of planar SOFCs
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Cathode
Wet Powder Spraying Bilayer cathodes
consisting of cathode and cathode current collec-
tor layer can, for instance, be manufactured by wet
powder spraying (WPS). The cathode contact
layer is also applied on the metallic interconnects
by spraying. Limitations of the technology are the
overspray (the amount of suspension which is
sprayed past the object to be coated) and the
formation of a suspension mist which needs to
be extracted by suction. The overspray can be
recycled, though.

By WPS, a suspension composed of solvent,
powder, and additives is sprayed by a nozzle
(cf. Fig. 18). The thickness of the coating is
adjusted by the amount of spray runs with inter-
mediate drying steps. Various geometries, e.g.,
planar-type or tubular-type SOFC, can be coated
by a PC-controlled x-y-axis system and a rota-
tional system in case of the tubes. The thickness
obtained so far varies between 5 and 100 mm. The
major parameters affecting the spray result are the
spray pressure, the spray distance, the nozzle type
(with varying apertures), the viscosity and the
solid fraction of the suspension, and the grain
size distribution and grain morphology of the
powder. The intermediate drying steps to obtain
thicker layers are necessary to suppress cracking
during drying.

The major advantages of WPS compared to
screen printing or plasma spraying are the low-
cost fabrication, the possibility for automation, the
flexibility concerning size and shape of the sam-
ples to be coated, and the facile integration into an
industrial process chain.

Screen Printing With the screen printing process,
a standard industrial manufacturing process can
also be applied to manufacture the cathode.

In this process, the cathode material paste is
squeezed through the mesh openings of a screen
and onto the underlying object. The high-viscosity
paste contains particles, binder, and solvent. After
drying, i.e. evaporation of the solvent, the layer
adheres to the object (cf. Fig. 19). Reproducibility,
continuity, and the low materials consumption are
the main advantages of this state-of-the-art pro-
cess. Increasing the cycle time reduces the costs.
A variety of patterns can be printed (used, for
instance, in electronics industry for integrated cir-
cuits) on various surfaces, depending on the size
of the printer. Evenness of the substrate and size
and resolution of the screen, given by the mesh
openings, are the main limitation factors. Another
limitation is the layer thickness. Only certain
thicknesses are producible as the thickness of the
resulting layer is given by the screen [67].

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 18 Wet powder spraying process for planar (left) and tubular
(right) geometries
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Screen printing is expected to replace wet pow-
der spraying in cathode production in the long run.
The same procedure can also be applied for elec-
trolyte production. With electrolyte layers, special
care has to be taken to produce an even layer with
little impact of the screen on layer smoothness and
thickness. The development target is multilayer
printing, i.e., all layers will be printed on top of
an anode substrate to form the SOFC cell,
followed by co-sintering. This would result in a
reduction of sintering steps and therefore in con-
siderable effort and cost reduction.

Material and Energy Demand for Processing/
Manufacturing
Table 5 gives an overview of the materials used for
SOFC fabrication. The third column refers to the
rawmaterial and the upstream processes, preparing
the final product/material from the raw material.

Figure 20 illustrates that stainless steel is the
main material of a stack. The interconnects, which
separate the cells, are metallic, and their weight
dominates the complete unit.

The second most used material is nickel oxide
which is processed from nickel ore and used for
the anode substrate and anode together with
yttrium-stabilized zirconia in the form of a cermet
and as a nickel mesh for the anode contact layer.
Yttrium-stabilized zirconia is produced from rare
earths and mineral sands.

The manufacturing process is relatively energy
intensive as several electricity-operated high-
temperature processes are necessary, for instance,
the sintering of the anode substrate, the sheet
metal working, the melting of the sealing material,
or the heating while assembling, as shown in
Table 6. Major processes contributing to environ-
mental impacts are the anode substrate sintering,
the production of the metallic interconnectors, and
of course the assembling of the components to a
stack.

Lightweight SOFC Cassette-Type Stack Design
Since automotive applications require a rather
robust SOFC design with rapid starting capability,
good thermal cycling properties, and high

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 19 Concept of screen printing (left); schematic screen printer
(right)
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tolerance of the anode to oxidizing atmospheres,
the replacement of the nickel cermet anode sub-
strate by a material less sensitive to oxygen and
with improved thermomechanical stability
appears advisable.

In an alternative approach to standard SOFC
manufacturing techniques using sintering of
ceramics, various groups such as Ceres Power
are developing cells with a porous metal sheet as
the supporting layer for the thin active layers of
the cell. The Deutsches Zentrum für Luft- und
Raumfahrt (DLR) has developed a planar thin-
film concept which is based on vacuum plasma
spray technology for the manufacture of the

cell layers. This concept, whose principle is sche-
matically shown in Fig. 21, enables an electrolyte
thickness of 20–30 mmwhich allows for operating
temperatures of 800 �C or below with still suffi-
ciently high performance. Similar to the “station-
ary” concept described previously, the lower
operating temperature allows for inexpensive
materials in the stack as well as for the peripheral
high-temperature components [31]. The metal-
supported cell (MSC) concept is coupled with
thin metal frames and interconnects in a
so-called cassette design [69] especially interest-
ing for automobile applications. Therefore, the
stack concept referred to in this section is termed
“lightweight plasma-sprayed design.” Other
designs of cassette-type SOFC stacks have also
used ASC cells [70].

The mechanical strength of the thin-film cell
and the electrical and thermal conductivity are
provided by an open porous metallic substrate
which also serves as a fuel gas distributor. The
functional layers of the cell – anode, electrolyte,
and cathode – are consecutively deposited onto
this substrate by a multistep vacuum plasma spray
process. The contact from the cathode to the fer-
ritic steel interconnect (bipolar plate) is provided
by a flexible and ductile perovskite coating. An
important precondition for this design concept is
the availability of a long-term stable and
corrosion-resistant substrate material with an ade-
quate thermal expansion behavior related to the
ceramic cell components [31, 68].

SOFC Components and Stack Manufacturing
Processes
Interconnect, cell frame, and metallic substrate
are made of the ferritic steels CroFer22APU [55]
and IT-11 (Plansee) [71].

For the soldering of substrate and interconnect,
a nickel-based solder foil is required.

The anode of the lightweight SOFC is made
from nickel oxide (NiO) and yttria-stabilized zir-
conia. For the electrolyte, yttria-stabilized zirco-
nia is also used, while the cathode is made from
lanthanum strontium manganite (LSM)
(cf. previous section). The same material is used
for the contact layer. Lanthanum strontium chro-
mite is applied as a ceramic protective coating for

Solid Oxide Fuel Cells: Sustainability Aspects,
Table 5 Materials for the stationary design SOFC. The
processing includes mining and metallurgical and chemical
processes for all these materials

Material Abbreviation Occurrence

Nickel oxide NiO nickel ore

Yttrium-
stabilized
zirconia

8YSZ Y: rare earth
metal

Zr: in minerals

Lanthanum
manganite
doped with
strontium
oxide (LSM)

(La0.8Sr0.2)0.98MnO3-d La: rare earth
metal

Sr: as mineral

Mn: ore
component

Lanthanum
nitrate
hexahydrate

La(NO3)3*6H2O La: rare earth
metal

Strontium
nitrate

Sr(NO3)2 Sr: alkaline
earth metal

Lanthanum
cobalt oxide

LaCoO3 La: rare earth
metal

Co: cobalt ore

Manganese
nitrate

Mn(NO3)2*4H2O Mn: ore
component

Barium
oxide

BaO Ba: alkaline
earth metal

Calcium
oxide

CaO Ca: component
of minerals

Aluminum
oxide

Al2O3 Al: component
of minerals
(i.e., bauxite)

Silicium
oxide

SiO2 Si: quartz,
silicate
minerals

Nickel Nickel mesh Nickel ore
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chromium retention. The noble gas argon is used
as an auxiliary medium in the vacuum plasma
spraying process [72].

A summary of the material categories used in
this lightweight concept is given in Table 7.

Three technical processes are characteristical
for the plasma spray SOFC manufacturing.

The central technology is the multistep vac-
uum plasma spray process (Fig. 22) by which
the SOFC cell is deposited onto the substrate-
interconnect unit. For an optimum cermet anode
layer, doped zirconia (with yttria) and NiO pow-
ders are internally injected into a nozzle. At a
pressure of 200 mbar and a power level of
30 kW resulting in a relatively low velocity of
the particles at impact in the range of
250–350 m/s, a porous cermet anode layer is
formed as a result of the weak flattening and
densification. At the cell’s operating conditions,
the NiO in the anode is later completely reduced
by hydrogen to pure Ni. This leads to a further
increase in porosity to about 20–25 vol% which
ensures sufficiently high gas diffusion. The thick-
ness of the anode layer depends on the surface
properties of the substrate used; generally, it is in
the range of 30–40 mm. For the production of
high-performance SOFCs, it is necessary to
spray thin gastight electrolyte layers with high
deposition efficiency. This is only achievable
with completely molten particles which are

accelerated to high velocity in the plasma jet and
therefore flattened to dense lamellae on impact.
Lamellar microstructured and dense electrolyte
layers with high interparticle bonding can be
achieved with a thickness of only 20–40 mm [31].

The plasma-sprayed cathodes are obtained in a
similar way as the anodes. The variation of the spray
parameters has shown that the perovskite phase
tends to decompose, especially when H2 is added
to the plasma gas. With an Ar/He or a pure Ar
plasma, best results were achieved with a standard
F4V nozzle at a power level of 20 kW, 100 mbar,
and internal injection of the powder with 15� in
opposite direction to the plasma gas flow. With
identical parameters, LSF and LSCF powders in
addition to LSM have also been processed to cath-
ode coatings. The lack of a “pore-forming process”
as it is used with the reduction process of the anodes
leads to a significantly lower overall porosity of
plasma-sprayed cathodes in the range of only
10 vol%. This results in a relatively high cathodic
polarization resistance, and hence, strong efforts are
made to improve the cathode’s pore structure.
A promising approach is given by the possibility
of in situ synthesis and deposition of cathode coat-
ings by applying RF plasma technology.

Avacuum soldering process is the second tech-
nical process of relevance. It is used to solder the
porous metallic substrate to the interconnect,
whereby a nickel-based solder foil is applied [74].

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 20 Single repeating units and 15 kW class stack of the stationary
SOFC design
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The third characteristic process is wet powder
spraying, by which the contact layer (between
cathode and interconnect) is applied to the cath-
ode or interconnect.

Feedstock Material for the Cell Components
The “lightweight plasma-sprayed” SOFC concept
in principle uses the same materials set as the
“stationary” concept. The plasma spray process
consumes a certain amount of the noble gas argon,
which has its own process chain and the specific

feature that it is produced by air separation tech-
nologies [75, 76].

Integrated Planar SOFC Concept
The “integrated planar” (IP) SOFC stack concept
specifically applied by Rolls-Royce Fuel Cell
Systems (today LG Fuel Cell Systems Inc.) uses
an array of series-connected cells deposited by
screen printing onto a flat support tube, a sche-
matic cross section of which is shown Fig. 23. The
support tube, an inert, porous ceramic, is fabri-
cated from a magnesia-magnesium aluminate
(MMA) spinel, whereby the desired coefficient
of thermal expansion is adjusted by the ratio of
the base materials [78].

On the left, Fig. 24 shows an IP-SOFC assem-
bly and on the right the ceramic substrate with
the channels shown in front. These channels
enable the fuel supply through the support struc-
ture and the removal of the reaction products
(H2O, CO2). The support tube is made by extru-
sion. The properties of the MMA ceramic are a
function of the precursor powder and the extru-
sion process used to produce the support tubes.
The extrusion process involves combining the
MMAwith a binder system to produce a dough-
like mix.

This is then extruded through an appropriately
shaped form to produce a 1.5 m length of support
module. Following a drying process, the module
supports are cut to approximate length before
firing at high temperature to burn out the binders
and partially sinter the extrudate. The module
supports are then finished by accurately machin-
ing to length [79].

Each of the three functional layers of the cell,
anode, electrolyte, and cathode, is deposited onto
the substrate using screen printing. In practice,
each of the functional components requires mul-
tiple layers to provide the necessary functionality
and manufacturability. Unlike other SOFC
designs and similar to the metal-supported cell,
the IP-SOFC uses neither the electrolyte nor elec-
trodes to provide structural support. This allows
very thin cells with consequently very small mate-
rial quantities (cf. previous section). The cell func-
tional layers again are made of conventional
SOFC materials: yttria-stabilized zirconia

Solid Oxide Fuel Cells: Sustainability Aspects,
Table 6 Electricity intensive steps in stationary SOFC
design production

Anode substrate

Preparation of powder and
suspension

Anode substrate Coat-Mix

Sintering 1250 �C
Anode substrate and functional layer

Mixing powder and suspension

Applying anode functional layer Slip casting
process

Electrolyte

Prepare powder and suspension

Applying the electrolyte Slip casting
process

Firing 1400 �C
Cathode functional layer

Cathode functional layer – paste

Applying cathode functional layer Screen printing

Cathode

Cathode-paste, preparation

Applying the cathode Screen printing

Co-firing 1100 �C
Interconnector, cell frames

Metal plate processing Sheet metal
working

Facing the interconnector

Ceramic-powder suspension
preparation

Interconnect coating Wet powder
spraying

Glass sealing

Glass preparation Melting

Glass sealant paste preparation Milling-mixing

Stack assembling

Joining and sealing the stack ~ 800 �C
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electrolyte, nickel cermet anode, and rare earth
manganese oxide cathode. The choice of conven-
tional materials allows the use of standard mate-
rials suppliers. This ensures that bulk quantities of
high-quality materials can be obtained which is
essential in producing the quantity of product for
scale-up future production. It also allows the
efforts in research activities to focus on fine-
tuning the material performance and not develop-
ing fundamentally new materials. New materials
can be introduced as future enhancements after a
first product is introduced to the market [78].

For the anode, a nickel oxide-YSZ cermet is
applied, though the limitations of the current state
of that type with respect to redox stability, coking,
and sulfur tolerance are known. More recently, the
integration of oxide anodes into the concept has
been analyzed and tested [79].

Like other concepts, the IP-SOFC design uses
yttria-stabilized zirconia as electrolyte material.
By screen printing, the electrolyte is fabricated
with a layer thickness of about 10 mm, which
leads to a minimal ionic resistance so that the
electrolyte resistance has only a small contribu-
tion to the total losses in the cell [78].

For the cathode, a mixture of strontium-doped
lanthanum manganite (LSM) proved most

suitable, and as the slurry spray process was not
scalable to larger modules and production vol-
umes, the screen printing process was chosen for
the cathode fabrication [78].

The stack assembly includes ceramic manifold
components not further specified, metallic inter-
connect compounds, and glass ceramics for
sealing and joining. The main components are
silicon dioxide, calcium oxide, aluminum oxide,
and barium oxide.

Environmental Impacts

LCA Studies of SOFC
Life cycle assessment of SOFC technology is still
uncommon due to the relatively early stage in
technical development. However, several studies
have been performed since the end of the 1990s.
Since there is a lack of “standard” commercial
equipment that could serve as a basis and refer-
ence point for analysis, LCA studies mostly refer
to hypothetical concepts and/or extrapolate from
laboratory and early market prototypes to com-
mercial units. While the first studies had only little
access to operation data at all (for the fuel cell
system itself but also for production processes),

oxygen/air not used air

Bipolar plate
protective coating
contact layer
cathode current collector
cathode active layer
electrolyte
anode

porous metallic substrate

Bipolar plate

fuel channel

fuel brazing not used fuel + H2O

air channel

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 21 Principle of the planar metal substrate-supported lightweight
SOFC concept [68]
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the main effort was set in the assessment of inven-
tory data using assumptions, simplifications, and
correlations [80, 81]. The main outcomes of these
studies were the identification of weak points and
the setting of benchmarks for further develop-
ment. With more information about fuel cells
available today and a simultaneous advancement
in LCA methodology, the studies became more
reliable and detailed, regarding system descrip-
tion [82] as well as the assessment of environmen-
tal impacts connected with inputs and outputs
[83]. Especially the extensive data of these two
studies found their way to commercial databases
for LCA [84] and thereby became available to
LCA practitioners. In 2005, the Federal Ministry
for the Environment, Nature Conservation and
Nuclear Safety (BMU) commissioned a study
investigating ecological aspects of fuel cells

besides economical factors [85]. The most recent
LCA analyses were performed in the European
integrated projects Real-SOFC [86, 87] and Large
SOFC [27]. In the NEEDS project, fuel cells are
one technology among others to build up future
sustainable energy systems [88]. The European
H2FC-LCA project was the latest to systemati-
cally develop analysis spreadsheets for LCA
assessment of various fuel cell types, among
others SOFC [89].

LCA Results
With increasing environmental operating stan-
dards for modern energy conversion systems, the
upstream and downstream processes, e.g., fuel
supply or system component production as well
as waste treatment or recycling, are increasingly
gaining in relevance. More important than the
relative contribution of the production is the abso-
lute impact of production. Very often, technolo-
gies showing good characteristics in the use phase
lead to high absolute environmental impacts in the
production phase due to the use of more “sophis-
ticated” materials and components as well as
newly developed or adjusted production pro-
cesses. Therefore, the entire life cycle has to be
included in the investigation.

Goal and Scope
In the different LCA studies, the investigated fuel
cell systems vary in their system boundaries.
While some studies focus exclusively on the
stack itself, others also include the balance of
plant (BoP) into the investigations. Major impacts
on the results can also be identified due to the
variation of fuels used and the end-of-life concept
considered in the analysis.

The main goals of the studies are twofold:

• Determination of weak points along the life
cycle of fuel cells through identification of
materials or processes with potentially high
environmental impacts. The results can be
used to give some recommendations to avoid
or reduce impacts.

• Comparison of ecological characteristics of
fuel cell systems and future competing systems

Solid Oxide Fuel Cells: Sustainability Aspects,
Table 7 Materials for metallic substrate, plasma-sprayed
lightweight SOFC [31, 68, 72]. The processing includes
mining and metallurgical and chemical processes for all
these materials

Material Abbreviation Occurrence

Nickel
oxide

NiO Nickel ore

Yttrium-
stabilized
zirconia

8YSZ Y: rare earth
metal

Zr: in minerals

LSM (La0.8Sr0.2)0.98MnO3-d La: rare earth
metal

Sr: as mineral

La0.8Sr0.2MnO3 Mn: ore
component

LSCr La0.7Sr0.15Ca0.15CrO3 La: rare earth
metal

Sr: as mineral

Ca: in minerals

CrO3: in minerals

Barium
Oxide

BaO Ba: alkaline earth
metal

Calcium
Oxide

CaO Ca: component of
minerals

Alumina
(aluminum
oxide)

Al2O3 Al: component of
minerals (i.e.,
bauxite)

Silicium
oxide

SiO2 Si: quartz, silicate
minerals

Nickel Nickel mesh Nickel ore
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to help decision-makers in terms of optimal
applications for fuel cells.

Depending on the focus of the study, the func-
tional unit varies for the different studies. In all
studies, the manufacturing of the fuel cell itself is
included. Input and output data are related to a
1 kWel fuel cell stack, distinguished in tubular or
planar cell concepts. The Real-SOFC study
focused exclusively on the stacks, accompanying
the research activities performed in that project.
The other studies include the balance of plant
(BoP) and auxiliary components as well. All
other studies expand the investigated life cycle

by integrating the use phases as well, thus defining
1 kWh of electricity produced as the basis for
comparison.

The impact assessment varies between the pro-
jects. While older studies consider mostly mate-
rial and energy inputs as well as selected
emissions to the atmosphere, the newer studies
describe the environmental effects using aggre-
gated impact categories.

Parameters with high impact on the results are
technical data such as cell performance, electrical
efficiency, technical lifetime of the stack, the end-
of-life concept considered, and the fuel used.
Methodologically speaking, the evaluation and

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 22 Principles of direct current plasma (left) and radio-frequency
plasma (right) torches [73]
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Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 23 Integrated planar solid oxide fuel cell concept [77]
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allocation of the coproduct “heat” play an impor-
tant role. These parameters are not handled
equally in the different studies and thus make
comparison between the studies difficult.

Inventory

Stack Manufacturing The environmental
impacts of the fuel cell stack can be classified
on the one hand into the life cycle stage “material
provision and manufacturing of the stack” and on
the other hand into the “operation phase of the
fuel cell.” The sensitive parameters for the stack
system manufacturing are the material input, the
manufacturing processes, and the cell perfor-
mance. The materials used in the planar, sintered
fuel cell concept are described in detail in section
“Stationary SOFC Stack Design.” It is typical for
this type of stacks for stationary applications that
the stacks include a high amount of chrome alloy
for the interconnect. More recent designs already
tackle this issue for reasons of materials, weight,
and cost reduction. The relatively high amount of
NiO is specific for cells with a thick anode sub-
strate (up to 1.5 mm in Fig. 12, for instance).
Again, more recent developments reduce this
thickness to 300 to 600 mm. The amount of
ZrO2(Y2O) is caused by the comparatively low
yield of the first sintering phase (~80%), where a
number of plates crack or bend and have to be
rejected [82]. In contrast, the materials used in
tubular cell design are dominated by ceramics.
However, the manufacturing process is far more
complex. The major materials contribution is

from LaMnO3. ZrCl4 and YCl3 amounts are
increased due to a low material utilization of
electrochemical vapor deposition (EVD)
(~20%). This process consumes about 15% of
the energy necessary for the production of the
cell. Together with atmospheric plasma spraying,
it sums up to almost 90% of the total energy
required for manufacturing. This equals the
energy necessary to supply the materials used.
The sum of this energy requirement for the tubu-
lar concept is lower than that for the sintered
ceramic planar design (stationary design), almost
by a factor 7. For the sintered ceramic planar
concept, energy inputs for materials production
are almost 100 times higher than the energy used
during manufacturing, mostly related to the sup-
ply of the chromium alloy. However, detailed
information about the production of some key
materials is not available. To compensate the
data gaps, assumptions had to be made. The
materials affected are LaMnO3, doped LaCrO3,
ZrCl4, YCl3, and YSZ. In a sensitivity study [82],
it was shown that a doubling of the energy values
of these materials only results in a 1.6% increase
in total energy requirement. For tubular concepts,
this source finds the opposite trend. With the
dominant material being LaMnO3, a doubling of
materials energy expenditure would cause an
increase of the total figure of energy effort by
about 96%. For the sintered ceramic planar con-
cept, a possible recycling of the interconnect Cr
alloy material would reduce the energy require-
ment significantly [83]. The energy demand for
the manufacturing stage is dominated by thermal
processes such as sintering and drying.
According to furnace manufacturers, the energy
demand for a sintering furnace can be decreased
by 65% for series production in an industrial
furnace and optimized packing of samples in the
furnace [83]. The Real-SOFC project showed that
the manufacturing processes of slip casting
(Fig. 17) and screen printing (Fig. 19) require
more than five times more energy than the vac-
uum plasma-sprayed layers (Fig. 22) of the
plasma spray metal support concept. The
energy-intensive manufacturing processes for
the tubular concept are expected to decrease for
mass production [82].

Solid Oxide Fuel Cells: Sustainability Aspects,
Fig. 24 Active tube and extruded porous support tube
[77, 78]
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Balance of Plant Manufacturing The balance
of plant (BoP) of a fuel cell system consists of all
system components except the fuel cell stack
itself. The BoP therefore includes the complete
set of heat exchangers, reformer, afterburner,
pumps, blowers, control, etc. that is necessary to
build the operational fuel cell system. In contrast
to the stack, the BoP for both planar and tubular
designs consists mostly of conventional materials.
This is predominately steel (~99% for the station-
ary planar concept). Additionally, alumina (~7%)
is used in the tubular concept to a greater extent.
As the components are well established, the
energy requirements for the manufacturing pro-
cesses are lower compared to the stack
manufacturing. In the NEEDS project, which is
more oriented toward future developments and in
which technology descriptions for 2025 and 2050
are evaluated, no improvements for heat
exchanger, inverter, or gas turbine are expected
due to the high maturity of these components. The
other BoP components are expected to reduce
material intensity by 20% until 2025 and further
30% until 2050, which results in a 42% material
reduction (mainly steel). For the fuel cell stack

itself, an improvement of 10% for each time step
is estimated.

Sensitivity Analysis of Power Density Another
sensitive parameter for the results is the cell per-
formance, regulating the amount of cells neces-
sary to provide a given level of power. In a
sensitivity analysis, Karakoussis [82] showed the
effects of a change in power density of the cell
from 0.2 to 0.5 W/cm2. As more cells with lower
power density are necessary for a 1 kW stack, the
material and energy demand for manufacturing
increases in a linear relationship. A shift from
0.2 to 0.5 W/cm2 decreases the values for mate-
rials consumption by 40%.

Key Emissions The key emissions to air for
BoP-related emissions are higher than those for
manufacturing the stack. This reflects the higher
specific mass of the materials used for the BoP and
the associated energy requirements. Figure 25
shows the share of some key emissions differen-
tiated for materials production and process
energy [82].

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 25 Share of key atmospheric emissions from materials
production and process energy [82]
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All emissions are much higher from activities
related to materials production than from the pro-
cesses involved in manufacturing fuel cell and
BoP. The share of some process-related emissions
is more significant for the tubular type, reflecting
primarily the much higher process energy require-
ments for manufacturing. The Real-SOFC project
additionally showed high argon emissions for the
plasma deposition process [86].

Comparison of the Manufacturing and the
Operation Phase Finally, the manufacturing
phase must be compared with the operation
phase of the fuel cell. Because fuel cell systems
do not involve a combustion process like that of
reciprocating engines, most of the atmospheric
emissions during operation are much lower. Due
to the low operating temperatures, the NOx emis-
sions are very low. The higher reaction tempera-
tures lead to low CO and hydrocarbon emissions.
The SO2 emissions are derived from the sulfur
content of the fuel. Because sulfur is toxic to the
catalysts, it is removed before entering the fuel
cell. The SO2 emissions therefore do not occur
during operation but when the catalyst is
regenerated.

Table 8 shows emission values during opera-
tion with natural gas from some studies.

Including also the fuel supply into the investi-
gation, CO2 and other GHG are mainly emitted
during operation, with about 80% of the total. The
rest is mainly related to the fuel supply, whereas
the manufacturing is negligible. For all other
emissions, the fuel supply is responsible for the
biggest share (between 50% and 90%), with the
construction phase mainly causing the rest. In the
case of SO2 emissions, the construction phase is
significant because no SO2 is emitted during oper-
ation and natural gas has a low sulfur content.

Additionally, some materials employed in the
fuel cells (e.g., nickel and other metals) are pro-
duced from sulfidic ores [88].

Impact Assessment
In the third phase of an LCA, the life cycle impact
assessment (LCIA), the inventory data are allo-
cated to possible environmental impacts. Thereby,
different impact categories can be considered.
Table 9 summarizes the different impact catego-
ries considered in the various studies, the allo-
cated inventory data, and the chosen
characterization factor.

Stack Manufacturing The differences in the
stationary planar and integrated tubular concepts
are also visible in the impact assessment, as
shown in Fig. 26. The high amount of chromium
in the stationary planar concept is decisive for the
impacts in all emission-related categories. Also
for energy-related emissions, the chromium pro-
duction shows the highest figures. It has to be kept
in mind that no recycling of the interconnect is
considered in any of the studies reviewed, but it is
technically possible and would result in a consid-
erable reduction in emissions. For the cassette-
type designs mentioned earlier, the amount of
steel used could be reduced by a factor of up to
ten. The impacts of the yttrium-stabilized zirco-
nium are significant in all categories. Although the
mass fraction of yttrium is only 8%, it has a high
environmental impact and in some categories
shows higher impacts than the production of
ZrO2. For the integrated tubular concept, this
environmental sensitivity becomes visible in the
impact of YCl. Although its specific amount is
quite small, it is noticeable in the environmental
impacts. However, LaMnO3 dominates the envi-
ronmental impacts, being the material with the

Solid Oxide Fuel Cells: Sustainability Aspects, Table 8 Atmospheric emissions for SOFC systems operated on
natural gas

CO [g/kWh] CO2 [g/kWh] Sox Nox [g/kWh] Hydrocarbons [g/kWh] Sources

0.001 218 0.005 0.021 0.202 Karakoussis [82]

0.004 218 0.005 0.021 0.15 Bauen and Hart [90]

0.006 213 0 0.003 0.03 Pehnt [83]

0.006 202 0.002 0.007 0.016 Ecoinvent [84]
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highest weight fraction in the support tube. Addi-
tionally, the use of electricity in the production
phase has a considerable impact on the
environment.

During manufacturing of the cells, solvents are
used. Although some of them are specified in the
inventory of some studies, the environmental rel-
evance is not analyzed in any of the studies due to
the lack of detailed information. It is often not
clear whether these solvents have a toxic potential
or contribute to the creation of photochemical
ozone. Therefore, further analysis on the solvent
management (for instance, venting of solvent
vapor to the atmosphere or condensation and

recycling) is necessary. Due to the impact on the
working environment, companies today are
increasingly moving toward aqueous-based pro-
duction processes.

Environmental Impacts of the Life Cycle
Stages The particular life cycle stages have dif-
ferent effects on the various environmental
impacts. Figure 27 compares the qualitative dis-
tribution of impacts for the two fuel cell systems
investigated in the Real-SOFC project [86], dif-
ferentiating in the three life cycle stages
manufacturing (only fuel cell without BoP), oper-
ation, and fuel supply (of natural gas).

Solid Oxide Fuel Cells: Sustainability Aspects, Table 9 Impact categories of LCIA (Adopted from [91])

Impact category Allocated inventory data Characterization factor Studies

Resource depletion Material and energy
resources

Cumulated energy demand
(CEA) kg antimony-eq.

[DLR], [Large SOFC],
[Pehnt], [Real-SOFC]

Global warming potential
(GWP)

CO2, CH4, N2O, C2F6,
CF4

kg CO2-eq. [DLR], [LargeSOFC],
[Pehnt], [Real-SOFC]

Acidification potential
(AP)

SO2, Nox, NH3, HCI, HF,
H2S

kg SO2-eq. [DLR], [LargeSOFC],
[Pehnt], [Real-SOFC]

Eutrophication potential
(EP)

Nox, NH3 kg PO 4
3�-eq. [DLR], [LargeSOFC]

[Pehnt], [Real-SOFC]

Human toxicity potential
(HTP)

Particles, SO2, Nox,
NMHC, CO

Years of Lost Life (YOLL) [DLR], [Pehnt], [Real-
SOFC]Unit risk Factor kg 1.4

DCB-eq.

Photochemical ozone
creation potential (POCP)

NOx, NMHC, CH4,
ethanol, butane, hexane,

kg ethylene-eq. [DLR], [LargeSOFC],
[Pehnt]

Ecotoxicity potential
(FAETP, FSETP)

NH3, chromium, HCI,
Ni, NO2, SO2

kg 1.4 DCB-eq. [Real-SOFC]

Ozone depletion potential
(ODP)

CFC, trichloroethane kg CFC-11-eq. [LargeSOFC]

[DLR] = [85], [LargeSOFC] = [27], [Pehnt] = [83], [Real-SOFC] = [86]

Ress. depletion

GWP

EP

AP

POCP

HTP

0%

YSZ

Trichloroethylene

Chrome

Other materials

Ethanol

Electricity supply
LaMnO3 YCI3 Others Electricity supply

20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%

Ress. depletion

GWP

EP

AP

POCP

HTP

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 26 Material- and energy-related impacts for the planar (left) and
the tubular system (right) [85]
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Both fuel cell designs have almost the same
impact distribution for all chosen impact catego-
ries. Especially the global warming potential is
dominated by the operation phase. It is directly
connected to the assumed efficiency of the system
and the use of natural gas fuel. With comparable
efficiencies assumed in all studies, the results are
similar. Further contributions are related to meth-
ane emissions in fuel extraction and supply.

As expected, the use of resources is nearly
exclusively related to the fuel supply chain
(about 98%). The eutrophication potential, the
potential to form photochemical ozone (only con-
sidered in [27, 83, 85]), and the acidification
potential are strongly affected by the supply of
fuel. However, the results of the stationary
sintered cell concept show a high impact of the
fuel cell manufacturing also for AP. This is caused
by the amount of steel used in this concept. Again,
no recycling is considered here.

The effect of fuel cell manufacturing of the
cells on human toxicity is not consistent in the
different studies. While [86] shows a high share
for both concepts analyzed, [83, 85] estimate a
higher share of the fuel supply chain.

Variation of Fuel Supply As many impact cate-
gories are dominated by emissions from the fuel
supply chain, the analysis in [27] focuses on the
variation of fuels. The study compares methanol
(conventional and produced from biomass), natu-
ral gas, syngas, and biogas from landfill sites.
Figure 28 summarizes the impacts of the overall
system for the different fuels used during
operation.

For the different categories, no clear winner
can be defined. The SOFC fueled with landfill
biogas shows the lowest values for all impact
categories except global warming potential.
Methanol from biomass has the lowest global

100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%
GWP EP HTP ADP

FZJ
AP FAETP FSETP EP HTP ADP

DLR
AP FAETP FSETPGWP

natural gas supply in use emissions Fuel cell manufacturing

Solid Oxide Fuel Cells: Sustainability Aspects, Fig. 27 Qualitative distribution or the impacts for the stationary
sintered cell and lightweight plasma-sprayed planar concepts [86]
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warming potential but in nearly all other catego-
ries the worst performance. In the Real-SOFC
project [88], another fuel option considered was
hydrogen produced by water electrolysis using
electricity from wind turbines. All figures, except
the results related to human toxicity, show a sig-
nificant reduction in impacts. The ten times higher
HTP value is exclusively linked to the high
amount of steel consumed in the manufacturing
of wind turbines.

Allocation Between Electricity and Heat As
the SOFC systems produce electricity and heat
simultaneously, it is necessary to allocate the
emissions to the two products. The different stud-
ies proceed differently. While some studies allo-
cate all emissions exclusively to the production of
electricity, some studies value the heat as well.
Two ways are possible to allocate the emissions.
One is to give the system a credit for producing
heat as a by-product, and the other is to allocate in
a way that reflects the physical relationship. Ref-
erences [83, 85] credit the heat production with
reference to a modern natural gas burner. This
means the impacts of producing the same amount
of heat with a natural gas burner are subtracted
from the impact of the fuel cell CHP system
because it substitutes this energy conversion pro-
cess (cf. sections “SOFC as High-Efficiency
Energy Converters” and “CO2 Emission Reduc-
tions from SOFC Implementation”). This leads to
a reduction in the overall impacts of the system
proportionally to the amount of heat produced
(and utilized). In the NEEDS project, it was cho-
sen to share the emissions between the two prod-
ucts. An often used allocation basis for combined
heat and power systems is the exergy. Exergy
describes the amount of useful energy that is
contained within a product. As exergy of heat is
very low, this implies that fuel cell systems with
high amounts of heat generated turn out worse in
the comparison of electricity compared to fuel cell
systems with higher electrical efficiency [88]. In
the Real-SOFC project [86], both methods are
used. The impacts obtained using the credit
method differ much more than those using exergy
as allocation base. However, both methods do not

lead to a change in ranking of the different sys-
tems investigated.

End-of-Life Treatment No study considers end-
of-life treatment in its analysis due to the lack of
information available at this point of develop-
ment. However, nearly all studies point out that a
reuse or recycling of components would decrease
the impacts considerably. In the Real-SOFC pro-
ject, possible end-of-life options are described
qualitatively considering high thermal and chem-
ical processes to show possible solutions to
decrease the amount of primary material [86].

Future Directions

Efficiency and emission balances, as well as mate-
rials inventories and end-of-life considerations,
are necessary tools in evaluating the environmen-
tal performance of fuel cell technology. Due to the
complex system of materials and the integration
into energy supply systems, for instance, as com-
bined heat and power (CHP) units, the results are
not intuitively predictable.

All in all, SOFCs show a considerable potential
for increasing energy conversion efficiencies,
especially in electricity generation and in CO2

emission reduction. They do not cause major con-
cerns due to environmental impacts emanating
from manufacturing or recycling. SOFCs have
the advantage that they do not rely on noble
metal catalysts, and the ceramic materials used
cause little environmental harm. One of the more
serious problems is the working environment haz-
ard of nickel powders that has to be addressed
when designing SOFC cell manufacturing plants.

As SOFC technology progresses toward a
reduction in the amounts of material, especially
for interconnects (cf. section “Materials Inventory
of SOFC Concepts”), the analyses presented in
the previous sections have to be updated and
modified. The same is true for the analysis of the
types of materials implemented and their environ-
mental impact from ore mining over materials
processing to recycling. New materials and new
recipes for pastes and raw materials will be grad-
ually introduced and processes for application of
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layers modified or totally changed. Physical vapor
deposition, atomic layer deposition, and sol-gel
techniques may be used in the manufacturing of
high-performance layers [92], as well as roll coat-
ing and inkjet printing as cheap and fast methods
of applying pastes. These processes have not been
evaluated to date.

Further analysis is necessary for all
manufacturing processes as they are implemented
in industry. The principal methods used in labora-
tories may deviate considerably from large-scale
industrial procedures for a variety of reasons. On
the one hand, there is of course the necessity to
reduce costs, often at the expense of quality,
which may also be coupled to inferior qualities
of raw materials with a different environmental
footprint (both positive or negative, depending on
the circumstances). On the other hand, some pro-
cesses cannot be implemented under conditions of
large-scale manufacturing, whether for reasons of
a low throughput of the process, unfulfillable
requirements to process parameter control or the
workspace, or simply size restrictions. Therefore,
the exact layout of an industrial production will
have to be analyzed and assessed for every man-
ufacturer separately, unless specific standardized
processes establish themselves in SOFC industry.

As the analysis in section “CO2 Emission
Reductions from SOFC Implementation” indi-
cates, the potential of SOFC for contributing
toward CO2 emission reduction obviously
depends on the fuels but also on the footprint of
the electricity grid an SOFC unit is connected
to. This is a rather complex problem that has
been recognized by the European Commission
and the Fuel Cells and Hydrogen Joint Undertak-
ing (FCH JU) in the formulation of the FCH JU
Multi-Annual Implementation Plan [93]. A
European project – FC-EuroGrid – will be
performing a comprehensive analysis of this prob-
lem in the years 2010–2012 [94]. This will lead up
to a better understanding of the dependencies of
SOFC CO2 reduction potential on electricity grid
carbon footprints and integration of CHP units
into heating and electricity supply systems. Even-
tually, the formulation of minimum efficiency
requirements for electrical efficiency as well as
for total energy efficiency and CO2 release – for

a particular fuel – will result from this project.
These figures can form the basis for funding deci-
sions in the European programs or, for instance,
become elements in certifying fuel cell CHP units
under the specific European regulations [10].
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Definition of the Subject

This chapter examines the topic of hydrogen
production from a range of different feedstocks
and through various production processes. These
processes include electrolysis, gasification,
pyrolysis, fermentation, photosynthetic algae, as
well as through emerging photo- and thermo-elec-
trochemical, high temperature fuel cell, and nuclear
cycle–assisted systems. Hydrogen is a widely used
industrial molecule and energy carrier that can
readily be converted into electricity through fuel
cells, now being used in new markets such as
vehicle fuel and stationary power production.
Hydrogen is expected to be more widely used in
the global energy economy moving forward, based
on emerging markets and rapid technological pro-
gress in production and distribution methods.

Introduction

Hydrogen is an abundant element that is currently
produced in molecular form for a wide range of

industrial uses. In recent years, it is also starting to
be used for stationary power production in fuel
cell systems and to power fuel cell electric vehi-
cles including buses, forklifts, and passenger cars.
One highly compelling attribute of hydrogen is
that it can be produced in many different ways and
using a variety of feedstocks; however, it does
have to be produced through one of a variety of
processes rather than simply “discovered” and
delivered to market as is, for example, natural gas.

Approximately 10–11 million metric tonnes of
hydrogen are produced in the USA each year
[1]. For reference, this is enough to power 20–30
million cars (using 700–1,000 gallon energy
equivalents per car per year) or about 5–8 million
homes. Globally, the production figure was esti-
mated at 22 million metric tonnes in 2013, with
growth at 3.5% annually reaching about 27million
metric tonnes in 2018 [2]. Major current uses of
the commercially produced hydrogen are for oil
refining, where hydrogen is used for hydro-
treating of crude oil as part of the refining process
to improve the hydrogen to carbon ratio of the
fuel, food production (e.g., hydrogenation),
treating metals, and producing ammonia for fer-
tilizer and other industrial uses.

A range of potential hydrogen production
methods and pathways is presented in Fig. 1.
These include reformation, gasification, electrol-
ysis, and other advanced processes. In addition to
these well-established pathways, there are various
emerging production pathways also possible.
These are mostly at the laboratory scale and pre-
sent and include such concepts as direct “photo-
electrochemical” water splitting; a wide array of
biological processes involving biogas conversion,
algae, and microbial electrolysis cells; and other
novel methods such as high-temperature thermo-
chemical systems.

This entry reviews a variety of established and
emerging hydrogen production methods and their
current status. Key remaining issues and research
and development (R&D) challenges are
highlighted for many of the pathways.
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Review of Hydrogen Production
Methods

Hydrogen in molecular form can be produced
frommany different sources and in many different
ways. Hydrogen is most typically produced today
for industrial uses through the steam reformation
of natural gas (known as “steam methane
reforming”) and from other hydrocarbons in oil
refinery locations but also is produced through
electrolysis of water and as a by-product of some
industrial processes such as chlor-alkali produc-
tion. While hydrogen production methods often
have several aspects and can be grouped in vari-
ous ways, they can be organized as follows for
purposes of this review:

• Reformation of fossil hydrocarbons and bio-
derived liquids

• Gasification of coal and other hydrocarbons
• Electrolysis of water
• Biomass gasification and pyrolysis
• Biological production
• Nuclear-related pathways
• Photo-electrochemical methods
• High-temperature thermochemical methods
• Fuel cell-based co-production

Figure 2 presents a potential timeline for these
production methods to become commercial, along
with their anticipated scale per production facility.

A review of the primary of these production
pathways is presented below, along with identifi-
cation of key remaining challenges for those that
are not yet commercially viable. A section that
compares production cost estimates of hydrogen
by several of the methods is then presented
followed by the overall conclusions of this entry.

Reformation of Fossil Hydrocarbons and Bio-
derived Liquids
The most widely used hydrocarbon reformation
process is steam methane reforming (SMR). SMR
is the process by which natural gas, other hydro-
carbon, or other methane-rich stream such as bio-
gas or landfill gas is reacted with steam in the
presence of a catalyst to produce hydrogen and
carbon dioxide. In the SMR process, carbon mon-
oxide is first produced with hydrogen (this blend is
known as “syngas”), and then a series of water-gas
shift reactions converts the carbon monoxide to
carbon dioxide and additional hydrogen through
the injection of additional steam. The water-gas
shift occurs first in a high-temperature step at
about 350 �C and then in a lower-temperature
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step at about 190–210 �C. Four hydrogen mole-
cules are produced for every one carbon dioxide
molecule, making SMR a relatively low-carbon
process when, for example, the use of SMR-based
hydrogen is used in a fuel cell vehicle compared
with the use of gasoline in a combustion engine
vehicle on a “full fuel cycle” basis [4, 5].

The overall SMR reactions are as follows:

CH4 þ H2O steamð Þ ! CO
þ3H2 syngas productionð Þ

COþ H2O steamð Þ ! CO2

þ H2 water � gas shiftð Þ

Overall : CH4 þ 2H2O ! CO2 þ 4H2

SMR produces a hydrogen-rich gas that is typ-
ically on the order of 70–75% hydrogen on a dry
basis, along with smaller amounts of methane
(2–6%), carbon monoxide (7–10%), and carbon
dioxide (6–14%) [6]. The efficiency of the SMR
process using natural gas as a feedstock is typi-
cally about 74% on an LHV basis [7].

Bio-liquids such as ethanol, sugars, and bio-
oils can also produce hydrogen through reforma-
tion processes as well as via gasification and
pyrolysis. Anderson and Carole [8] provide a
useful review of the key advantages and disadvan-
tages of various feedstocks as well as potential
feedstock prices, hydrogen yield rates, and com-
mercial production timeframes. They examine
ethanol, glucose, glycerol, sorbitol, ethylene and
propylene glycol, cellulose/hemicellulose, metha-
nol, and bio-oils as potential hydrogen feedstocks
that are viable for use in reformation processes.
They find that ethanol, glucose, glycerol, and bio-
oils are potentially viable in the 2012–2017
timeframe, while sorbitol, ethylene and propylene
glycol, cellulose/hemicellulose, and methanol are
possible in the 2017+ longer-term timeframe.

For the medium-term feedstocks, they find that
the highest yield rates are possible for ethanol
(0.26 kg hydrogen/kg ethanol) and crude glycerol
(0.24 kg hydrogen/kg crude glycerol), with lower
rates possible for pure glycerol (0.15 kg hydro-
gen/kg pure glycerol), glucose (0.13 kg hydrogen/
kg glucose), and bio-oils (0.13 kg hydrogen/kg

Hydrogen Production Science and Technology, Fig. 2 Estimated readiness and scale of hydrogen production
pathways. (Source: [3])
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bio-oil). The longer-term options all have similar
yield rates, ranging from 0.22 kg hydrogen/kg of
feedstock (for methanol and propylene glycol) to
0.13 kg hydrogen/kg for sorbitol and cellulose/
hemicellulose, while ethylene glycol has a more
intermediate estimated hydrogen yield of 0.15 kg
per kg of feedstock [8]. Based on the feedstock
prices and yield rates presented, it appears from
this analysis that glucose, crude glycerol, and cel-
lulose/hemicellulose could be particularly attrac-
tive from a rough feedstock cost and yield rate
perspective (not yet considering any differences
in capital equipment and process energy required).

Key technical challenges for achieving hydro-
gen cost goals from bio-derived liquids
(previously set by the US DOE at under $3.00
per kg in 2017) include advances in catalyst sys-
tems, purification technologies, and system inte-
gration. A key issue is catalyst deactivation due to
coking, when products from side reactions
become deposited on the catalyst. An additional
important area of research is low-temperature
(<500 �C) reforming, including aqueous-phase
reforming that can be applied to glucose, ethylene
glycol, sorbitol, glycerol, and methanol. Advan-
tages include reduced energy intensity, better
characteristics for the water-gas shift reactions,
minimization of decomposition reactions (that
can lead to the coking issue described above),
and compatibility with membrane separation/
purification techniques [8].

Gasification and Pyrolysis of Coal and Other
Hydrocarbons
In the partial oxidation (POX) process, also
known more generally as “gasification,” hydro-
gen can be produced from a range of hydrocarbon
fuels, including coal, heavy residual oils, and
other low-value refinery products. The hydrocar-
bon fuel is reacted with oxygen in a less than
stoichiometric ratio, yielding a mixture of carbon
monoxide and hydrogen at 1,200� to 1,350 �C.
Hydrogen can also be produced through
pyrolysis-based hydrocarbon gasification pro-
cesses in the absence of oxygen.

The chemistry of hydrogen production from
gasification of coal and other heavy hydrocarbons

is complex, involving molecular cracking, POX,
steam gasification, water-gas shift, and methana-
tion reactions. The first stages involve progressive
devolatilization of the feedstock with increasing
temperature, yielding a mix of oils, phenols, tars,
and light hydrocarbon gases. This is followed by
water-gas shift reactions, where additional hydro-
gen along with carbon dioxide are produced from
carbon monoxide and water, and methanation
reactions where methane (which can be later
reformed into additional hydrogen) instead of
hydrogen is formed with any remaining carbon
monoxide. Depending on temperature and pres-
sure conditions, the “syngas” produced from
hydrocarbon gasification can have varying
amounts of carbon dioxide, methane, and water,
along with trace other components [9]. Several
metals and metal oxides have been found to cata-
lyze the gasification reactions and can alter the
kinetic constants. Iron oxides such as Fe2O3 and
Fe3O4 affect the rates of steam gasification of coal
and other hydrocarbons, and some gasification
reactions are also catalyzed by nickel- and
calcium-based substances [9].

One study [10] examined the potential life cycle
impacts of hydrogen produced through gasification
and pyrolysis of coal, along with two other
pathways – the thermochemical sulfur-iodine
cycle and the thermochemical “Westinghouse”
cycle that both make use of solar thermal energy
(or other source of waste heat such as from nuclear
power) and sulfuric acid to produce hydrogen.
These other chemical cycles are discussed in
more detail in the thermochemical and nuclear
power-assisted hydrogen production sections later
in this review. The study uses SimaPro™ life cycle
analysis software for the analysis, which includes
major indices for human health impacts, ecosystem
impacts (including air, water, and soil impacts), and
resource use.

The study referenced above finds that, of these
four methods of hydrogen production, from a life
cycle (system construction and operation) per-
spective, gasification of coal has the lowest
human health impacts and almost as low ecosys-
tem quality impacts as the Westinghouse cycle,
while the Westinghouse cycle has the lowest
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resource impacts. The sulfur-iodine cycle has
somewhat higher ecosystem impacts, comparable
human health impacts to the Westinghouse cycle,
and comparable resource impacts to coal gasifica-
tion (i.e., somewhat higher than for the Westing-
house cycle). Pyrolysis of coal, meanwhile, has by
far the highest impacts across all three categories,
primarily because the amount of hydrogen pro-
duced through coal pyrolysis is about 3.5 times
lower than for gasification per unit of coal used as
feedstock [10].

An interesting aspect of gasification is that it
could lend itself to carbon dioxide capture, owing
to the large scale of many gasification systems and
the production of carbon dioxide through the
water-gas shift reactions. Particular attention has
focused on calcium oxide (CaO) as an inexpen-
sive carbon dioxide acceptor, yielding calcium
carbonate that could then be sequestered
[11]. This could prevent the product carbon diox-
ide from entering the atmosphere, if appropriate
geological or oceanic reservoirs are available in
the area for long-term storage.

Electrolysis of Water
Electrolysis is the process through which water
molecules are split into hydrogen and oxygen
molecules using electricity and an electrolyzer
device. Electrolyzers are effectively fuel cell
devices that operate in reverse. The overall elec-
trolysis reaction is:

e� þ H2O ! ½O2 þ H2
“water splitting”
� �

The two most common types of electrolyzers
are alkaline (using a potassium hydroxide electro-
lyte) and PEM (using a solid polymer membrane
electrolyte). A picture of a commercial hydrogen
electrolysis system is provided in Fig. 3. The
electrolysis reaction produces pure oxygen as a
by-product along with pure hydrogen. The oxy-
gen can then be used for productive purposes such
as enriching the oxygen content of greenhouses
for food production. Hydrogen electrolyzers
based on both alkaline and PEM technology
have now been well established at the megawatt
scale. The PEM system pictured in Figure 3 is
capable of producing up to about 16,000 SCF of
hydrogen per hour, or around 900 kg/day, with a
high level of hydrogen purity [12].

Hydrogen can be produced via electrolysis of
water from any electrical source, including utility
grid power, solar photovoltaic (PV), wind power,
hydropower, or nuclear power. The ▶ “Electro-
chemical Hydrogen Production” entry of this
encyclopedia reviews the basic science and mate-
rials issues with electrochemical hydrogen pro-
duction in detail.

Electrolysis is currently done at a wide range of
scales, from a few kW to up to 2,000 kW per
electrolyzer device. Additional research involves
high-temperature electrolysis, where heat that is
co-produced from another process, such as

Hydrogen Production Science and Technology, Fig. 3 Commercial hydrogen production system for proton-
exchange membrane electrolysis. (Source: [12])
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nuclear power as discussed below, is used to gen-
erate steam that can then be electrolyzed into
hydrogen and oxygen with less electrical energy
input than with lower-temperature electrolysis.

Biomass Gasification and Pyrolysis
Biomass conversion technologies can be divided
into thermochemical and biochemical processes.
Thermochemical processes tend to be less expen-
sive because they can be operated at higher tem-
peratures and therefore obtain higher reaction
rates. They involve either gasification or pyrolysis
(heating biomass in the absence of oxygen) to
produce a hydrogen-rich stream of gas known as
“syngas” (a blend of hydrogen and carbon mon-
oxide). They can utilize a broad range of biomass
types. In contrast, enzyme-based fermentative-
type processes (discussed below) are at present
mainly limited to wet, sugar-based feedstocks
but could include cellulosic feedstocks in the
future with continued improvements in process
techniques and systems.

Biomass feedstocks can be gasified in a similar
manner as fossil hydrocarbons as discussed above
and can also be converted through pyrolysis. Gas-
ification involves POX and/or steam reforming to
produce a combination of gas and char products,
where the char can then be reduced to ultimately
produce a mix of hydrogen, carbon monoxide,
carbon dioxide, and methane. Water-gas shift
can then be used to produce additional hydrogen
from carbon monoxide and water, and the meth-
ane can also be further reformed into additional
hydrogen using SMR. Example chemical reac-
tions include these, using glucose as an example
hydrocarbon [13]:

C6H12O6 þ O2 þ H2O ! COþ CO2 þ H2

þ other species

COþ H2O ! CO2 þ H2

þsmall amount of heat “water � gas shift”
� �

A key issue with biomass gasification is the
formation of tar that occurs during the process,
which is an unwanted product because it cannot
be readily reformed into hydrogen. In order to

minimize tar formation, careful design of the gas-
ifier, incorporation of additives or catalysts, and
careful control of operation variables can be effec-
tive strategies [13].

Biomass can also produce oxygenated oils
through pyrolysis (without oxygen input), which
can then be cracked and steam reformed to pro-
duce hydrogen and carbon dioxide syngas.
An advantage of this method is that bio-oils are
easier to transport than either biomass or hydro-
gen, and hydrogen can thus be produced in a
two-step process at different locations with opti-
mization of feedstock supply and hydrogen
distribution [13].

A recent area of research has included the
production of hydrogen from relatively high
water content municipal and food waste streams.
A recent investigation has established a process
for first converting food wastes into a solid fuel
called hydro-char. This process of hydrothermal
carbonization followed by steam gasification has
been reported to produce 28.8 mmol of hydrogen
per gram of dry waste. The study determined that
the steam gasification produces more hydrogen
than an alternative process of supercritical water
gasification. Using the identified steam gasifica-
tion process, the maximum hydrogen yield was
achieved at 450 �C in the presence of a potassium
carbonate (K2CO3) catalyst [14].

Depending on application, there are potential
additional cleanup steps (with associated costs)
that may need to be added for hydrogen produced
from biomass and municipal wastes for the provi-
sion of high-purity hydrogen (e.g., for low-
temperature fuel cell applications for transporta-
tion and stationary markets). These may be similar
to those required for hydrogen production from
other fossil hydrocarbons but with considerable
variability in both cases depending on the nature
of the application requirements and fuel feedstock
(i.e., biogas, natural gas, or refinery coke), the
amount of sulfur present, and other factors related
to details of the production process.

Additional Biological Production Methods
There are a wide range of additional biological
production methods, beyond gasification or
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pyrolysis and reformation of biomass and refor-
mation of biogases. These include:

• Photolytic hydrogen production from water
• Photosynthetic bacterial hydrogen production

including dark fermentative methods
• Hydrogen production from algae
• Microbial electrolysis cells
• Other concepts such as combined biological

systems

The primary of these additional biological pro-
duction methods (the first four from the above list)
are briefly discussed below.

Photolytic Hydrogen Production from Water
The photolytic hydrogen process produces hydro-
gen from water directly, without the use of a more
conventional electrolyzer device. This is accom-
plished through the use of a photo-
electrochemical (PEC) cell that employs a semi-
conductor material and involves movement of
electrons through the material. This is similar to
the operation of solar photovoltaic systems, but
where instead of the current being collected, it is
immediately used at the site of the PEC to split
water molecules in either an aqueous or flat-plate
type of system.

In the photo-electrochemical water-splitting
process, discussed in detail in the ▶ “Photo-
catalytic Hydrogen Production” entry in this
encyclopedia [15], a photo-anode is subjected to
solar radiation, generating an electronic charge
and an electron-hole pair (as in photovoltaics).
Second, however, oxidation of water occurs at
the holes of the anode, yielding molecular oxy-
gen. Then hydrogen ions and electrons are trans-
ported from the photo-anode by way of an
electrolyte (for the hydrogen ions) and an electri-
cal connection (for the electrons), forming molec-
ular hydrogen as the hydrogen ions are reduced
with the electrons at the cathode. PEC cells can
thus use sunlight as the only energy input to
produce hydrogen [16].

Since only some of the solar spectrum involves
photons with sufficient energy to generate these
voltage levels, multilayer photovoltaic junction
materials can be used to allow multiple low-

energy photons to be grouped together to exceed
the electrolysis threshold. For example, early
research investigated GaInP2/GaAs “p/n, p/n tan-
dem cells” at the National Renewable Energy
Agency, that incorporated a top GaInP2 junction
with a band gap of 1.83 eV, to absorb the visible
part of the light spectrum, with a bottom GaAs
junction with a band gap of 1.42 eV to absorb the
near-infrared portion that gets transmitted through
the top junction. This type of system was shown to
have a hydrogen production efficiency of 12.4%,
based on the estimated hydrogen yield and the
incident light intensity of 1,190 mW/cm2, consis-
tent with theoretical calculations showing a 24%
maximum efficiency. However, efficiencies of
more like 10–16% are expected for practical
two-layer devices of these types [16].

The selection of semiconductor materials for
the photo-anode is critical for PEC cells, as
discussed extensively in the ▶ “Hydrogen via
Direct Solar Production” contribution to this
encyclopedia [17]. Key issues identified in the
entry are for the semiconductor to have the proper
bandgap (the level of energy in electron volts
needed, between about 1.6 and 2.0 eV for the
primary cell) and the ability to avoid immediate
recombination of the charge carriers.

Challenges to PEC cell-based hydrogen pro-
duction include materials issues including corro-
sion problems and uncertain performance over
time. The lifetimes of current cells being tested
in laboratories are on the order of hundreds of
hours where tens of thousands of hours of opera-
tion are needed for practical systems [18, 19]. Fur-
thermore, there are challenges with the physical
assembly of the supramolecular complexes
needed for PEC cells, in order to make sure that
the various sequential reactions needed are not
restricted at any step by poor collection and dis-
tribution to the water substrate of the reducing
equivalents. It is also important to note that under-
standing the factors that control multi-electron
photochemistry is still at an early stage, meaning
that there are both knowledge deficiencies and
opportunities for future system improvements.

Practical PEC systems of several different
designs can be contemplated, and four of these
have undergone recent economic analysis for the
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US Department of Energy for an example
10 tonnes per day hydrogen production plant. Of
the four types studied – single-bed aqueous sus-
pension, dual bed aqueous suspension, fixed flat
panel, and tracking concentrator – the first type
was estimated to have the lowest costs of hydro-
gen produced ($1.63/kg) compared with $3.19/kg
for the dual bed suspension system, $4.05/kg for
the tracking concentrator system, and $10.36/kg
for the fixed flat panel system [20]. These esti-
mates are consistent with findings from a recent
study where the lowest-cost PEC options are esti-
mated to be able to produce hydrogen in the range
of $1.34–2.27/kg at the production site [21].

Photosynthetic Bacterial Hydrogen Production
Anumber of fermentative processes for producing
hydrogen using bacteria strains are being investi-
gated. These can generally be categorized into
“photobiological” methods where solar energy is
captured to help drive the fermentation process or
those that use organic materials that were previ-
ously produced from photosynthetic process con-
tain hydrogen that is associated with the fixation
of carbon. Key issues with the direct photobiolog-
ical methods are the relatively low conversion
efficiencies of solar systems and the fact that
oxygen is produced along with hydrogen, creating
safety risks as well as difficulties in regulating the
oxygen level in the fermentative environment
(an important factor to the efficacy of these
systems) [22].

Another option that involves conversion of
existing organic materials to hydrogen is known
as anaerobic or “dark” fermentation. This process
uses some type of hydrogenase as an enzyme (the
two main types being NiFe and FeFe hydroge-
nases), uses pyruvate as a key intermediate in the
fermentation pathway, and works best with
carbohydrate-rich feedstocks. Fermentation of
proteins does not yield much hydrogen because
protein amino acids are mostly fermented in pairs
through “Strickland” reactions where one amino
acid is an electron receptor for oxidation of the
second amino acid, without hydrogen production
[22]. Fermentation of carbohydrate-rich materials
such as glucose can yield a series of products
following the pyruvate intermediary, including

formate that yields hydrogen and acetyl-CoA
that yields acetate and acetal dehyde that can be
further processed into ethanol with the addition of
NADH. This is known as “enteric-type mixed-
acid fermentation.”

As with other biological hydrogen production
methods that tend to be relatively slow in terms
of yields, low yield rates for practical systems
are a constraint for photosynthetic/bacterial
methods as well. Based on known metabolic
pathways, thermodynamic and metabolic limita-
tions restrict hydrogen production to a maximum
of 4 moles of hydrogen per mole of glucose
[22]. This is because acetate is necessarily pro-
duced as well as hydrogen and carbon dioxide,
effectively “locking up” half of the available
hydrogen. Strategies to increase yields include
optimizing parameters for the fermentation
bioprocesses, attempting to limit competing
reactions in order to channel more reductant for
hydrogen production, decreasing hydrogen par-
tial pressures in the reactor vessels (but then
leading to more dilute streams of product gas),
using thermophilic strains of bacteria that
increase output at higher temperatures (but then
requiring additional reactor vessel heating), and
identifying and employing more active hydroge-
nases as enzymes [22].

Hallenbeck [22] reviews these strategies in
some detail and concludes that it will be difficult
to exceed the “Thauer limit” of 4 moles of hydro-
gen produced per mole of glucose, even though it
is theoretically possible to produce 12 moles of
hydrogen per mole of glucose by the reaction:

C6H12O6 þ 6H2O ! 12H2 þ 6CO2

The existing conversion efficiency of only
33% (maximum) of this theoretical limit is too
low for practical systems unless additional steps
can be employed to convert more of the organic
feedstock into useful products. These have been
proposed in the forms of a second stage fermen-
tation for methane production, a second stage
photo-fermentation for additional hydrogen pro-
duction, and (more radically) metabolic engineer-
ing to develop novel hydrogen producing
pathways. Active research continues to address
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the current limitations, with the goal of develop-
ing more efficient and complete conversion levels
in practical systems.

Hydrogen Production from Algae
The ability of various strains of algae to produce
hydrogen has been studied for some time, with
particular attention on unicellular green algae and
potential combination of hydrogen production
from green algae with additional hydrogen pro-
duction from bacteria in a co-production concept.
Melis and Melnecki [23] have proposed this type
of system, where photosynthesis is employed in
the first step to produce algae biomass and hydro-
gen gas using the [Fe]-hydrogenase enzyme. In
the second stage, the green algal process is
coupled with production of an anoxygenic bacte-
ria (such as Rhodospirillum rubrum) to produce
adenosine triphosphate (ATP), which is required
for the evolution of hydrogen using the nitroge-
nase enzyme. Finally, during a third stage, fer-
mentative bacteria such as Clostridium
pasteurianum catabolize the algae/bacteria bio-
mass and further enhance the hydrogen yield [23].

In a recent review of microalgae for hydrogen
production system progress, Kethorn et al. [24]
highlight developments in bioreactor design to
improve hydrogen yields for a given amount of
light input. They examine recent research studies,
along with some older studies, and report that the
latest results indicate that hydrogen production
rates of up to about 1.3 ml/l/h are now demon-
strated based on the widely investigated
C. Reinhardtii strain of bacteria, up from around
0.6 ml/l/h in some earlier studies. This strain has
shown a high level of sustained hydrogen produc-
tion with better oxygen tolerance than other
strains. They discuss the trade-offs associated
with different bioreactor designs as well as the
use of mutant C. Reinhardtii and other types of
bacteria [24].

Key areas of continuing research with algal-
based hydrogen production systems include lim-
iting oxygen evolution during the algal growth
phase, exploring the role of sulfate availability to
the chloroplasts to regulate the rate of photosyn-
thesis, examining various means for further
increasing hydrogen yields to enable more

practical hydrogen production systems, and
improving bioreactor design schemes for maxi-
mized production [23, 24].

Microbial Electrolysis Cells
In a related concept to photosynthetic biological
production, microbial electrolysis cells (MECs)
can be used to produce hydrogen by providing
some of the voltage potential needed for electrol-
ysis, thus reducing energy requirements. Experi-
ments have determined that the bacteria can
produce an anode working potential of around
0.3 Vand that only an additional 0.11 Vare needed
to produce hydrogen in theory – but that in prac-
tice more like an additional 0.25 Vare needed due
to overpotential at the cathode [25]. This means
that it appears that approximately halving the
energy needed for electrolysis is possible with
MECs but with still unexplored overall system
efficiency. The complete system includes
maintaining MEC operating conditions, deliver-
ing feedstocks to the production facility, replacing
other expendable materials, and performing any
gas separation and cleanup needed.

The MEC-based production concept requires
two key steps. First, one group of bacteria turns
unused sugar and unwanted vinegar from
improper fermentation into electricity. Only a
small amount of electricity is produced, however,
and not enough to reach the 1.2 V necessary to
split water in a typical electrolysis reaction. There-
fore, some additional electricity from the power
grid is also used. Second, another group of bacte-
ria uses the electricity to split water molecules into
oxygen and hydrogen in what is known as “micro-
bial electrolysis” [25].

One of the biggest problems that practical sys-
tems have to overcome is the bacteria variability
of the runoff water, making production rates dif-
ficult to predict because the bacteria have to build
to a certain level of concentration to be effective.
Another issue is that much of the hydrogen can be
consumed by “methanogenic” microbes before
leaving the solution, leading to much greater pro-
duction of methane than hydrogen. While this
methane could then be “reformed” into hydrogen
by SMR, direct production would be far prefera-
ble from an overall energy-use standpoint.
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Research is underway in the laboratory to improve
this hydrogen-to-methane production ratio [25].

Nuclear-Related Pathways
Many nuclear energy-based hydrogen production
schemes are possible. These include nuclear ther-
mal conversion of water using various chemical
processes such as the sodium-iodine cycle, elec-
trolysis of water using nuclear power, and high-
temperature electrolysis that additionally would
use nuclear system waste heat to lower the elec-
tricity required for electrolysis. The basic concept
is that heat from nuclear plants can be used to
assist the production of hydrogen in various
ways, with over 100 identified cycles that could
benefit from association with nuclear power [26].

A recent US national laboratory study exam-
ined hydrogen production costs from nuclear
cycles based on the sulfur-iodine (S-I) thermo-
chemical water-splitting cycle, a hybrid sulfur
(HyS) thermochemical water-splitting cycle
(a modified Westinghouse type cycle), and a
high-temperature steam electrolysis (HTSE)
cycle. The study focused on various sensitivities
associated with cost estimates for these systems
and generally found somewhat higher expected

costs than have been reported previously (see
Table 1 for details).

The S-I cycle has been studied since the 1970s
and involves a three-step chemical reaction pro-
cess. The first produces HI and sulfuric acid
(H2SO4) from I2, SO2, and water at about
120 �C; the second produces SO2, water, and O2

from the H2SO4 at about 830 �C (assisted with
heat from nuclear power); and the third produces
I2 and H2 from the initial HI at about 450 �C
[27]. The sulfur and iodine compounds are
recovered and reused. Based on a reactive distil-
lation design, hydrogen production costs of about
$7.27/kg are believed possible with this design
with a system producing 380 tonnes per day of
hydrogen, assuming some future system cost
reductions [28].

The HyS design differs from S-I in that it uses
thermal input energy for oxygen generation and a
separate low-temperature electrolysis step for
hydrogen generation but also involves sulfuric
acid decomposition. The HyS cycle was first
explored by Westinghouse in the 1980s and is
sometimes called the “Westinghouse hybrid
cycle.” The key steps in the Westinghouse HyS
cycle are [29]:

Hydrogen Production Science and Technology, Table 1 Estimated hydrogen production costs

Technology and fuel
Production capacity
(1,000 kg/day)

Hydrogen production cost ($/kg)

SourceCapital Feedstock O&M Total

Central SMR of natural gas 380 $0.16 $1.15 $0.14 $1.47 [1]

Distributed SMR of natural gas 1.5 $0.40 $1.72 $0.51 $2.63 [1]

Central coal gasification with CCS 308 $0.83 $0.56 $0.43 $1.82 [1]

Central coal gasification w/out CCS 284 $0.57 $0.56 $0.09 $1.21 [1]

Biomass gasification 155 $0.37 $0.52 $0.55 $1.44 [1]

Distributed electrolysis 1.5 $0.96 $5.06 $0.73 $6.75 [1]

Central wind electrolysis 124.5 $1.46 $1.69 $0.65 $3.82 [1]

Distributed wind electrolysis 0.5 $3.00 $3.51 $0.74 $7.26 [1]

Central nuclear thermochemical 1,200 $0.76 $0.20 $0.43 $1.39 [1]

Nuclear S-I 343.5 $2.61 $0.35 $5.31 $7.27 [28]

Nuclear HyS 343.5 $1.48 $0.22 $2.25 $4.95 [28]

Nuclear HTSE 343.5 $1.05 $0.03 $3.15 $4.23 [28]

Single-bed aqueous PEC 1 – – – $1.63 [20]

Dual bed aqueous PEC 1 – – – $3.19 [20]

Fixed panel PEC 1 – – – $4.05 [20]

Tracking concentrator PEC 1 – – – $10.36 [20]

Notes: CCS carbon capture and sequestration, HTSE high-temperature steam electrolysis, HyS hybrid sulfur cycle, O&M
operations and maintenance, PEC photo-electrochemical cell, S-I sulfur-iodine, SMR steam methane reforming
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H2SO4 ! H2Oþ SO3 ! SO2

þ1=2O2 þ H2O thermal decomposition, 871
�
C

� �

2H2Oþ SO2 ! H2SO4

þ H2 electrolysis, 87
�
C

� �

Hydrogen production costs of about $4.95/kg
are believed possible with this type of hybrid
system designwith a system producing 345 tonnes
per day of hydrogen [28]. A schematic of the HyS
cycle is presented in Fig. 4.

The third design explored in the recent study,
HTSE, involves electrolysis of water at about
800 �C, assisted with heat from nuclear power
systems. Key elements of the system include
sweep gas coupling heat exchangers, process cou-
pling heat exchangers, solid oxide electrolyzer sys-
tems, and feed and product purification systems.
Hydrogen production costs of about $4.23/kg are
believed possible with HTSE with a system pro-
ducing 345 tonnes per day of hydrogen [28].

Thermochemical Production Methods
In this set of pathways, high-temperature
(500–2,000 �C) heat is used to drive chemical
reactions to produce hydrogen, including via
direct thermolysis of water. This can be done in
conjunction with solar thermal power, nuclear
power, or other heat sources. Of the over 200 path-
ways that have been identified, several are being
pursued by the US DOE for further research [30].

Thermochemical production typically involves
the use of metal oxides in a two-step process
where a metal oxide is first decomposed into the
metal and oxygen in an endothermic step and then
the metal is then combined with water to re-form
the metal oxide and hydrogen in a second exo-
thermic step [31]. In one example known as the
zinc oxide cycle, zinc oxide powder passes
through a reactor heated by a solar concentrator
operating at about 2,300 K. At this temperature,
the zinc oxide dissociates to zinc and oxygen
gases. The zinc cools, separates, and reacts with
water to form hydrogen gas and solid zinc oxide:
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2 ZnOþ heat ! 2 Znþ O2

2 Znþ 2 H2O ! 2 ZnOþ 2H2

The net result is hydrogen and oxygen, pro-
duced from water, where the hydrogen can be
separated and purified for subsequent use. The
zinc oxide can be recycled and reused to create
more hydrogen through subsequent phases of
the process. Key limitations at present include
the rapid reoxidation of the zinc vapor and chal-
lenges with keeping the receiver windows clean
when the system is coupled with solar thermal
systems for delivery of the heat required [31].

An additional type of thermochemical system
has been proposed that would also involve a pho-
ton component, essentially coupling thermochem-
ical and photo-electrochemical hydrogen
production pathways. One concept would use a
carbon dioxide/carbon monoxide cycle, where
carbon dioxide molecules would absorb near-
ultraviolet photons and high temperatures and
dissociate into carbon monoxide, helping to
enable the production of hydrogen. Research has
demonstrated that this can be done at temperatures
of around 2,000–2,500 K, which would be com-
patible with solar thermal concentrator
systems [31].

Other concepts involve modifications to the
Westinghouse cycle discussed above, including a
proposed sulfur-ammonia cycle that makes use of
solar power in two ways – to drive both a solar
photo-catalytic reactor and a sulfuric acid decom-
position reactor. The process would use ammonia,
sulfuric acid, and aqueous ammonium sulfate –
(NH4)2SO4 – at various stages, with the principal
advantages using solar photons to directly pro-
duce the chemical energy of hydrogen along
with using solar heat in the thermochemical step,
thus eliminating the need for electrical energy
input [31].

Fuel Cell Co-production
High-temperature fuel cells based on molten car-
bonate (MCFC) or solid oxide (SOFC) technol-
ogy operate at sufficiently high temperatures to
run directly on methane. This is sometimes called

“internal reforming.” Thus, MCFC and SOFC
systems do not need a pure or relatively pure
hydrogen stream as do proton-exchange mem-
brane (PEM) and phosphoric acid (PAFC) sys-
tems but can run directly on natural gas or
biogas or landfill gas. Furthermore, such systems
can be designed to produce additional purified
hydrogen as a by-product (e.g., for use as a vehicle
fuel), by feeding additional fuel and then purify-
ing the hydrogen-rich “anode tail gas” from the
fuel cell into purified hydrogen. This concept is
discussed in some detail in the case studies section
below. A detailed review of this concept for
hydrogen production can be found in the
▶ “Hydrogen Production from High-Temperature
Fuel Cells” entry in this encyclopedia [32].

FuelCell Energy (FCE) of Danbury, Connecti-
cut, has teamed up with Air Products and
Chemicals, Inc. (APCI) to demonstrate renewable
hydrogen production based on the FCE molten
carbonate fuel cell technology and a novel hydro-
gen gas cleanup system. The system was tested at
a landfill site at the Orange County Sanitation
District in southern California starting in 2012,
with performance expectations based on prior
hydrogen tri-generation analysis work at the Uni-
versity of California-Irvine [33]. A figure of the
system installation is presented in Fig. 5.

The basic concept behind the tri-generation sys-
tem is that hydrogen and electricity are co-
produced, where the electricity is produced using
methane (natural gas or biogas) as a feedstock in the
high-temperature fuel cell, but additional hydrogen
is produced within the fuel cell stack leading to a
hydrogen-rich stream of gas leaving the fuel cell
unit. This hydrogen-rich “anode tail gas” can then
be purified for other uses, such as fuel cell vehicles
or other types of fuel cells (e.g., PEM and PAFC)
that require pure hydrogen. The following sche-
matic presents the concept and how there are also
opportunities for waste heat recovery to help boost
overall efficiency.

Analysis of this type of system suggests that
125 kg/day of hydrogen can be produced along
with an electrical output of 250 kW, based on
over 8,500 h of system testing and a pressure-
swing adsorption (PSA) process for hydrogen
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separation. The purity of the product hydrogen was
measured at 99.99%, while also meeting a target of
0.2 ppm of carbon monoxide. The project team
believes that a novel electrochemical hydrogen
separation unit, that they are also testing, could
offer up to a 50% reduction in operating cost com-
pared to the more conventional PSA hydrogen
purification unit, while offering an overall electrical
power plus hydrogen production efficiency
increase to 68% from 66% (with no waste heat
recovery) on a lower-heating value basis [35].

Hydrogen Production Costs

Table 1 presents a set of hydrogen production-
only costs (i.e., not including delivery if central-
ized production) by some of the production
methods discussed in this entry that are either
used at present or that are possible in the future.
These estimates are all as reported by the US
Energy Information Administration or based on
analysis for the National Academy of Science or
the US Department of Energy. These and other
estimates were used to report the production cost
ranges by production method that were discussed

in the preceding sections of this entry. Note that
some of the cleanest methods of producing hydro-
gen are currently the most expensive (e.g., based
on electrolysis from wind or other clean electricity
sources), but biomass gasification offers a renew-
able hydrogen pathway with costs that can poten-
tially be competitive with fossil sources.

These results are consistent with reported pro-
gress in a broad review that shows a similar range
in production cost estimates. The review shows
similarly that the lowest-cost PEC options are
estimated to be able to produce hydrogen in the
range of $1.34–2.27/kg, at the lower end of the
spectrum of all hydrogen production methods and
becoming comparable to conventional SMR and
other methods. In comparison with other renew-
able hydrogen production options, the review
study suggests that the biological methods
discussed above are promising, but efforts are
still needed to improve their production rates.
Meanwhile, low conversion efficiencies in com-
bination with high capital costs are the key restric-
tions for water-splitting technologies to compete
with more conventional methods [36].

In comparison with these basic hydrogen pro-
duction cost projections, in the current hydrogen

Hydrogen Production Science and Technology, Fig. 5 Fountain Valley, California tri-generation pilot project.
(Source: [34])
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market, deliveries of industrial-grade high-purity
(99.95%+) hydrogen at medium to large volumes
of hundreds to a few thousands of kilograms are
typically priced at around $4–5 per 100 standard
cubic feet (SCF) (or $17–21/kg), plus freight,
rental, and hazmat charges. For smaller volumes
of between 4 and 15 kg, or about 1,600–6,100
SCF, gas costs are estimated to vary widely from
$5 to $20 per 100 SCF ($21–83/kg) depending on
service model, delivery frequency, and distance
from the gas supplier fill plant [37]. Hydrogen
delivery to the site of use can add considerable
costs depending on delivery distance, providing
an advantage for onsite production where
possible.

Hydrogen at Scale

With hydrogen as an energy carrier now prolifer-
ating in stationary and transportation power mar-
kets, and produced in quantities of tens of millions
of metric tonnes per year globally, future planning

is now considered a further scale-up of hydrogen
production to meet a range of value-added appli-
cations for industry and transportation. Shown in
Fig. 6 is a concept for a scaled-up and more deeply
embedded role for hydrogen in the global econ-
omy. Initial analysis of this concept has shown a
significant ability to divert fuels production away
from the use of fossil fuels, providing the potential
for major energy system and emissions benefits.
The “H2@Scale” concept by the US Department
of Energy shown in the figure considers the poten-
tial to increase the role of hydrogen in the US
energy economy from approximately 1.2 quadril-
lion BTUs (or “Quads”) at present to up to 9.2
quads by 2040 by expanding its role in industrial,
transportation, and power generation markets
[38]. Note that along with the hydrogen genera-
tion pathways shown in the figure, additional
pathways for hydrogen generation are possible
based on biological production, municipal and
forest wastes, wastewater treatment, and
advanced solar-based applications as discussed
above.
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Conclusion

In conclusion, hydrogen is a promising energy
carrier and fuel for stationary and transportation
uses, but the potential expanded use of hydrogen
involves many technical and infrastructure-related
challenges. Approximately 10–11 million metric
tonnes of hydrogen are used each year in the USA
and about 40 million tonnes globally but mostly in
internal industrial settings. Dispensing hydrogen
to wider consumer and fleet-use markets, such as
for private and fleet vehicles and for stationary
power uses, involves considerable challenges due
to hydrogen’s low-energy density (by volume)
and other unusual characteristics (i.e., small mol-
ecule size, relative ease of ignition in mixes with
air, and need for high gas purity when used in
certain applications such as in PEM fuel cells).

There are many available and emerging hydro-
gen production pathways based on a myriad of
thermochemical, photochemical, and electro-
chemical mechanisms and reactions. Perhaps the
most compelling aspect of hydrogen as a potential
fuel is the incredible diversity in the means and
methods by which it can be produced – literally by
everything from basic algae to high-temperature
fuel cells using ceramic materials and customized
catalysts. Hydrogen can be produced from a wide
range of feedstocks – from fossil sources such as
natural gas or coal to a variety of renewable
sources including those based on solar power
and wind, geothermal, and biomass energy.

The varied options for hydrogen production
include pathways using fossil hydrocarbons or
biogas using gasification or pyrolysis processes,
steam methane reforming, electrolysis of water,
nuclear power-assisted cycles including the
sulfur-iodine cycle, fermentative, algae-based,
and other biological pathways. Also included are
more recently developed electrochemical and
thermochemical processes including the use of
PEC cells, microbial electrolysis cells, and tai-
lored molecules that can facilitate the splitting of
water molecules into hydrogen and oxygen with
lower energy requirements than conventional
electrolysis.

Of these, several pathways have been studied
with regard to potential production costs at

commercial-scale operations. While cost estimates
are somewhat preliminary for some of the more
novel production methods, particularly attractive
hydrogen production costs appear possible for cen-
tralized SMR of natural gas, gasification of coal and
biomass, nuclear thermochemical systems, and
single-bed aqueous photo-electrochemical methods.
Also potentially attractive are smaller-scale
decentralized production systems based on SMR
or electrolysis, as these can avoid the expense and
difficulty of transporting bulky hydrogen gas or
cryogenic liquid by generating the hydrogen close
to the point of end use.
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Glossary

Applied voltage Eap (V) is also called supple-
mental voltage, in order to to obtain measur-
able current and hydrogen at the cathode of
MEC from the combination of these protons
and electrons, 0.2 Vor more is needed

Biocathode A biocathode can be defined as an
electrode from cheap material (e.g., carbon)
with a microbial population present at the elec-
trode or in the electrolyte that catalyzes the
cathodic reaction. To act as a biocathode in an
MEC, microorganisms need to be able to take
up electrons from the electrode material and
use these electrons to produce hydrogen

British thermal unit (Btu or BTU) A BTU was
originally defined as the amount of heat
required to raise the temperature of 1 avoirdu-
pois pound of liquid water by 1 degree Fahr-
enheit at a constant pressure of one atmosphere

COD removal (%) DCOD = CODf - CODin /
CODin � 100% Where CODin was the initial
COD concentration of the electrolyte; CODf

was the final COD concentration of the effluent
after each batch cycle

Coulombic efficiency (CE) the number of elec-
trons or H2 recovered in the circuit over the
number of electrons or H2 theoretically avail-
able from the substrate

Electrochemically active bacteria (EAB) EAB
are a group of microorganisms which are able to
consume organic matter and transfer the electrons
derived frommetabolic processes to the electrode

Extracellular electron transfer (EET) EET is a
microbial metabolism that enables efficient
electron transfer between microbial cells and
extracellular solid material

Hydrogen recovery is a significant index for
MEC performance, which was defined as the
ratio of the hydrogen recovered and the maxi-
mum theoretical hydrogen produced based on
substrate utilization

Hydrogen yield is the theoretical number of
moles H2 produced based on substrate usage
(DCOD)

HPR is volumetric hydrogen production rate,
unite of HPR is m3 H2/m3 reactor/d

Microbial electrolysis cell (MEC) MEC is a
promising and cutting-age technology for the
disposal of wastewater treatment and eco-
friendly hydrogen and other bioenergy/biofuel
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production including CH4, acetate, H2O2, eth-
anol, and formic acid

Volatile fatty acids (VFAs) The three main vol-
atile fatty acids produced in ruminants are ace-
tic acid, butyric acid and propanoic acid

Definition of the Subject

Microbial electrolysis cell (MEC) is a promising
sustainable technology for wastewater treat-
ment, bioenergy and value-added chemicals pro-
duction. MECs have both operational and
functional superiorities over the other technolo-
gies presently used for producing hydrogen (H2)
from renewable biomass. Nevertheless, this tech-
nology is still in its infancy period and poses
various performance limitations and obstacles in
real-world applications. Thus, the present chapter
mainly focuses on the comprehensive discussion
of development of a practical MEC technology
and structured as follows: First, a general intro-
duction to MECs, their working principles, ther-
modynamics and electrochemistry of MECs are
provided. Afterwards, key performance parame-
ters and their impacts on the MEC performance
are comprehensively discussed. Finally, their var-
ious applications beyond hydrogen production
and outlooks for future research directions of
MECs are highlighted. All in all, the main aim
of the current chapter is to assist researchers and
engineers to gain fundamental understandings of
MEC, and to highlight several future research
directions.

Introduction

Currently, the world is facing the challenges of
energy confrontation and clean water shortage. In
2012, the global energy consumption was
549 quadrillion British thermal units (BTUs) that
is predicted to increase to 629 quadrillion BTUs in
2020 and to 815 quadrillion BTUs in 2040 (48%
increase from 2012 to 2040) [19]. Presently, the
fossil fuels (FFs) are the most exploited energy
sources (up to 90%) in the world that are not only
depleting the natural resources but also damaging

the environment and changing our climate
[19]. FF combustion produces greenhouse gasses,
for instance, carbon dioxide (CO2), which con-
tribute to climate change. As part of sustainable
energy production, transportation, and use frame-
work, there is a high demand for energy recovery
technologies to supplement the renewable energy
for powering the Earth.

Hydrogen is an environment-friendly, high-
energy fuel, with an energy content of
121 MJ/kg. H2 is used as fuel in turbines, internal
combustion engines, fuel cells, as well as ovens
and heaters [68]. H2 has the lowest flash point of
most common fuels, which allows for simpler
starting and ignition equipment. Devices that use
H2 can perform well even at low temperature
[68]. H2 is also a reagent for Haber process to
produce ammonia, the single most important com-
pound produced at industrial scale, 144 million
metric tons/year worldwide, which is the major
intermediate for fertilizers [12]. Among other
industrial applications, H2 is needed to convert
heavy oil to engine fuels and as a reducing gas
in industrial processes.

A number of approaches are available for H2

production, namely, coal gasification, natural gas
steam reforming, thermochemical conversion
(pyrolysis), and water electrolysis (WE) [1, 40,
51], but most of these processes are not feasible
for large-scale application by reason of high elec-
tricity cost and excessive CO2 emissions. Cur-
rently, 4% of global total H2 production is
accounted by water electrolysis, which relies on
the burning of FFs to produce the electrical power
needed for the water splitting process [75]. The
development of sophisticated technologies for
producing H2 from biomass and other renewable
energy resources that reduce environmental issues
is now given high priority. In recent times, H2

productions from biological processes such as
direct/indirect biophotolysis, photo/dark fermen-
tation, and microbial electrolysis cell (MEC)
using renewable resources are gaining consider-
able attention because of reduced catalytic cost
and process energy requirements [48]. Nonethe-
less, the efficiency of these approaches changes
with the types of substrate, working mechanisms,
end products, and energy inputs [28].

800 Hydrogen Production Through Electrolysis



Advantages of MECs over Other
Hydrogen Production Technologies

MEC is an innovative technology forH2 production
that utilizes domestic and industrial wastewater as a
substrate through the catalytic action of bacteria in
the presence of electric current and absence of
oxygen (O2). The MEC was firstly nominated as
“electrochemically assisted hydrogen generation”
[57], then “biocatalyzed electrolysis” [82], “electro-
hydrogenesis” [10], and was finally accepted by
researchers as “microbial electrolysis cells
(MECs)” [60]. MECs have numerous advantages
over other biological H2 production processes.
First, the substrates can be from renewable and
waste materials rather than FFs: various organic
matters such as cellulose, glucose, glycerol, acetic
acid, sewage sludge, and different wastewater can
be converted to H2 in MECs [10, 43, 57, 60,
76]. Furthermore, the H2 production efficiencies
are greatly higher in MECs (80–95%) [2, 6, 34,
100] in comparison with the fermentation process
(33%) [26, 29] and WE (65%) [101]. Moreover,
MECs need relatively low electrical or applied volt-
age (0.2–0.8 V) [45, 51], which is much smaller

than that needed for traditional WE (typically
1.8–2.0 V) [44, 92]. The phototrophic conversion
of organic substrate to H2 by microalgae and pho-
tosynthetic bacteria because of low solar efficien-
cies and large surface area requirements could not
produce higher energy than MEC, which is 90% at
the rate of 0.5 kW h/m3 H2 [13, 20, 60].

Microbial Electrolysis Cell (MEC):
Fundamentals

The main focus of this section is to introduce the
fundamental concepts of MEC technology, for
instance, operating principles, thermodynamics
and electrochemical evaluation of MECs, and
various extracellular electron transfer (EET)
mechanisms in MECs.

The Major Hydrogen Production Route in
MECs
Basically, a typical MEC is composed of three
major components: anaerobic anode chamber,
cathode chamber, and separator or membrane.
Figure 1 illustrates the essential physical

Hydrogen Production Through Electrolysis, Fig. 1 Schematic illustration of a typical two-chamberMEC reactor and
its operation
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components of an MEC that consists of an anode,
a cathode, an exchange membrane, electrochemi-
cally active bacteria (EAB), and an external power
supply.

In anMEC, EAB colonize on the anode surface
and break down the organic matter or wastes into
CO2, electrons (e

�), and protons (H+) as a part of
its metabolism. The EAB transfer the produced
electrons to the anode, while the protons are dif-
fused directly into the electrolyte solution of MEC
to participate in reduction reactions at the cathode.
In the meanwhile, the electrons then transfer con-
tinuously through an electrical circuit to the cath-
ode with the help of external power supply and
combine with the free protons in the solution
produce H2. When acetate is used as a substrate,
the process can be described in the following
electrochemical reactions:

Anode : CH3COO
� þ 4H2O

! 2HCO3� þ 9Hþ

þ 8e E∘
an ¼ 0:187 V

� �
(1)

Cathode : 8Hþ

þ 8e� ! 4H2 EHþ=H2
¼ � 0:414 V vs: NHE

� �

(2)

Overall reaction in an MEC

: CH3COO
� þ 4H2O

! 2HCO3
� þ Hþ þ 4H2 (3)

It is worth to mention that the final reduction of
protons to H2 is a thermodynamically non-
spontaneous reaction. Therefore it demands an
external energy input, supplemental or applied
voltage [46, 62, 82].

Thermodynamics and Electrochemical
Evaluation of an MEC
At pH of 7, the theoretical reduction potential of
each half cell reactions in the MEC is written and
calculated according to Nernst equation. For the
cathode half reaction, the theoretical reduction
potentials are written and calculated based on
Eq. (4):

Ecat ¼ E∘
cat � RT

2F
1n

PH2

Hþ½ �8
¼ 0

� 8:314 � 298:15ð Þ
2 � 96485ð Þ 1n

1

10�7
� �8

¼ � 0:414 V

(4)

where E∘
cat is the standard electrode potential for

H2 (0 V), R is the universal gas constant (8.314 J/
K/mol), T (K) is the absolute temperature, and F is
Faraday’s constant (96,485 C/mol e�). For the
anode half reaction, the theoretical reduction
potential is written and calculated as stated in
Eq. (5):

Ean ¼ E∘
an � RT

8F
1n

CH3COO
�½ �

HCO3�� �2
Hþ½ �9

¼ 0:187 � 8:314 � 298:15ð Þ
8 � 96485ð Þ 1n

0:0169

0:005½ �2 10�7
� �9

¼ �0:3000 V

(5)

where E∘
an is the standard electrode potential for

acetate oxidation (0.187 V), for a solution with
HCO3� = 0.005 M, CH3COO

� = 0.0169 M,
pH = 7 [60]. Thus, the cell voltage (Ecell) neces-
sary for aMEC to produce H2 at the cathode under
these conditions is

Ecell ¼ Ecat � Ean ¼ �0:414 Vð Þ
� �0:300 Vð Þ ¼ �0:114 V

(6)

Equation (6) demonstrates that the Ecell is neg-
ative, and this shows that H2 cannot be produced
from acetate spontaneously. In order to make the
reaction favorable and produce H2, an additional
input voltage (>0.114 V) must be supplied. In
practice, the applied voltage (Eap) is generally
higher than the theoretical (Ecell) by cause of
ohmic loss, activation loss, and mass transport
loss in the MECs. Previous MEC studies demon-
strated that Eap= 0.2 Vor more is needed to obtain
measurable current and H2 production in MEC
[51, 62]. Nevertheless, this voltage (0.2 V) is
much lower than the voltages needed for WE
(typically 1.8–2.0 V) [111].
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Main Extracellular Electron Transfer Pathways
in MECs
EAB play a key role in H2 production in MECs.
The performance of MECs is greatly influenced by
the ability of EAB on the anode to facilitate the
transfer of electrons from substrate to anode
(electronic generation). Extracellular electron
transfer (EET) refers to the transfer of electrons
obtained from a substrate to the anode electrode.
A better understanding about the microbial EET
may promote the development of new strategies for
engineering MECs. The experiments conducted by
Torres et al. [94] demonstrated that most forms of
respiration involve a soluble compound (e.g., oxy-
gen, nitrate, and sulfate) as an electron acceptor;
nevertheless, some microorganisms are able to
respire solid electron acceptors, for instance,
metal oxides, carbon, and metal electrodes, in
order to obtain energy. Although the mechanism
of EET has not yet been fully elucidated, however
several possible pathways have been proposed.
Currently, the most persuasive general descriptions

on the EET mechanisms are illustrated in Fig. 2.
The first mechanism is the direct electron transfer
between electron carriers in the bacteria and the
solid electron acceptor [94]. The second mecha-
nism occurs in the presence of a soluble electron
shuttle, which is a compound (e.g., melanin, phen-
azines, flavins, and quinones) that carries electrons
between EAB and the electrode by diffusive trans-
port [72, 97]. The thirdmechanism proposes a solid
component (cellular pili as nanowires) that is part
of the extracellular biofilm matrix and is conduc-
tive for electron transfer from EAB to the solid
surface [25, 79].

Crucial Operating Factors Affecting H2

Production in MECs

In the MEC, the major operating parameters
including pH, temperature, substrate, applied
voltage, conductivity, and cathode materials affect
the H2 yield and production (Fig. 3).

Hydrogen Production Through Electrolysis,
Fig. 2 Schematic diagram describing the EET mecha-
nisms in an MEC anode: (a) direct electron transfer – cell
in direct contact with electron acceptor via surface c-type

cytochromes, (b) electron transfer through electron shuttle,
(c) electron transfer through conductive biofilm and con-
ductive pili (Adapted from [47, 53])
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pH
The pH of electrolyte solutions plays a crucial role
in MECs, as it governs both the kinetic and ther-
modynamics of the anode and cathode reactions.
A research effort shows that Ecell is inversely
proportional to the pH, for instance, for each unit
rise in the pH, the anodic potential decreases by
�0.059 V [58]. The potential associated with the
hydrolysis of acetate (CH3COO

�) producing
electrons, H+, and HCO3

� is approximately
�0.28 V at the pH of 7 [59]. In case of MECs
using ion-exchange membranes, variation in the
pH is a common phenomenon that results in MEC
under performance. Liu et al. [58] reported that
pH of 9 is optimum for H2 production and chem-
ical oxygen demand (COD) removal. While, the
gas production rate decreases at the pH value
higher or lower than the optimum pH value.
Since the anodic potential drops with an increase
in the pH, thus the overall potential difference
raises as the pH of the anolyte increases.

To ensure the growth of EAB in MECs, con-
trolling the pH is an essential factor. An alkaline
pH is always favorable for bacteria although the
case for fungi is opposite that needs an acidic pH
for its microbial growth activity. The EAB

population also needs a high pH for transferring
their electrons to anode [49]. Nimje et al. [74]
employed cyclic voltammetry to investigate the
effects of the pH on the performance of MEC.
Their experimental results showed a raise in the
electrochemical activity with increase in pH value
of the anolyte solutions from 7 to 9. Similarly,
Rozendal et al. [84] reported a loss of output cell
potential by 0.38 V, when the pH is raised by
approximately 6 units.

Temperature
Temperature (K or �C) is another vital parameter
that affects the current density (IV) and energy
efficiency of MECs, since the major part of
MECs is anaerobic (anodic chamber where the
actual substrate degradation occurs), wherein the
activity of microbes is temperature dependent
(mesophilic phase; 35–40 �C) [50]. What’s more,
the performance of MEC is hugely affected by
fluctuations in temperature; however, the extent of
variation of EAB is lower than methanogenesis
[35]. Additionally, Lorenzo et al. [61] evaluated
the performance of MEC at three different temper-
atures of 20 �C, 25 �C, and 30 �C and reported that
COD removal and coulombic efficiencies
(CE) were highest with 30 �C. Interestingly, MEC
can operate even at lower temperature (� 20 �C) in
comparison to the methanogenic reactors
[77]. Overall, it may be said the effects of temper-
ature on EAB reflect in: (a) the microbial growth of
EAB, (b) the transfer rate ofmass, (c) the activity of
the substrate, and (d) the potential of the electrodes.
The appropriate temperature directly and signifi-
cantly impacts H2 yield in MECs.

Type and Amount of Substrate
Substrate or fuel source is considered as one of the
most crucial factors affecting H2 production in
MECs. Different types of substrate lead to differ-
ent organic degradation rates and protons release
and, hence, consequence in various H2 yields [10,
43]. Acetate (CH3COONa) is the most exten-
sively used substrate in MECs, by the reason of
it is a common end product of dark fermentation.
The best MEC performance was achieved using
acetate as the fuel source. Jeremiasse et al.
(2010b) achieved the highest hydrogen

Hydrogen Production Through Electrolysis,
Fig. 3 Schematic representation of key operating factors
affecting performance of MECs

804 Hydrogen Production Through Electrolysis



production rate (HPR) of 50 m3 H2/m
3 d in a two-

chamber MEC with the Eap of 1 V. Hydrogen
recoveries (RH2) were also high applying the ace-
tate as fuel sources and approached close to the
theoretical limitation of 4 mol H2/mol acetate
[4]. Cheng and Logan [10] studied different fer-
mentable (glucose, cellulose) and non-
fermentable substrates (e.g., VFA: acetic, butyric,
lactic, propionic, and valeric). They achieved
lower results for fermentable substrates in terms
of RH2: 71% and 68% for glucose and cellulose,
respectively, while 91% for acetic and lactic acids.
Overall energy efficiencies were 64%–63% with
glucose and cellulose, compared to 82% for acetic
and lactic acids. Cellulose had the lowest HPR
with 0.11 m3 H2/m

3 d compared with over 1.0 m3

H2/m
3 d for acetic acid, lactic acid, and glucose.

Khan et al. [50] reported the differences in output
power densities, CEs, and the microbial commu-
nity profiles in two identical BESs that were fed
with two different substrates, for instance, azo
dye-reactive orange 16 and acid navy blue r
(a naphthalenedisulfonate dye). The substrate
concentration was very high at the time of fresh
batch addition that favors the growth of non-EAB
population, including methanogens [3].

Applied Voltage (Eap)
Research efforts demonstrate that applying the
lower voltage results in lower H2 yield. Particu-
larly, when the Eap is kept below 0.3 V, the HPR is
low. If the applied voltage is raised to 0.8–1.0 V,
the HPR reached a peak [60]. The commonly used
Eap value appears to be 0.5 V [55, 98]. Further-
more, fermentation coupled with hydrogenolysis
into the two-stage H2 production system achieved
9.95 mol H2/mol glucose [55]. Using an
ethanol–H2 coproducing fermentation with Eap

of 0.5–0.8 V, the overall RH2 could achieve 96%,
while using the effluent as the feed of MEC and
maintaining the Eap of 0.6 V achieved 83% of the
overall RH2 [63].

As to the research efforts of a voltage regulator
for enhancing anode potential, Nam et al. [70]
found that when the anode potential in a single-
MEC was kept on �0.2 V, both the overall H2

production were higher than those for the same
conditions under Eap = 0.6 V [70]. With the

applied voltage, temperature, and pH of
0.2–0.8 V, 25 �C, and 7, respectively, both of the
fermentative H2 production and the MEC could
obtain superior hydrogen yield. On the other
hand, lower anode potential without current limi-
tation could reduce the energy loss of anode [56].

Solution Conductivity
Electrolyte conductivity also affects the HPR in
MECs; however this affect is not very consider-
able. Electrolyte solution of higher conductivity
supports better ion transfer that may enhance the
overall performance of MEC. Solution conductiv-
ity is inversely related to the internal resistance of
the MEC system. Call and Logan [4] demon-
strated an increase in HPR when the conductivity
was raised from 7.5 to 20 mS/cm. Furthermore,
Logan et al. [59] showed that ohmic losses can be
decreased by applying solutions of higher conduc-
tivity. Moreover, these losses can be decreased by
reducing the electrode distances and checking the
connections properly and employing a membrane
of low resistivity [59]. A small variation in elec-
trode distances results in a substantial reduction in
internal resistance (IR) of the systemwith solution
of low conductivities. While in solution of higher
conductivities, the effect of electrode distances on
IR is not remarkable [84]. Hutchinson et al. [38]
reported that raising the electrode distances from
0.4 to 1.4 cm and decreasing solution conductivity
from 7.8 mS/cm to 1.8 mS/cm would raise the IR
of MEC system.

Cathode Catalyst
A catalyst is employed to accelerate the reaction
and to decrease the kinetics hurdle occurring in
the reduction of proton to H2 gas [8]. The use of
catalyst loading on the cathode surface enhances
the HPR (Table 1). Platinum (Pt) is the most
widely used catalyst for cathode in MECs by the
reason of its excellent catalytic properties, inert
nature, and low overpotential [8]. Liu et al. [58]
investigated the effect of Pt loadings on output
power densities and concluded that 0.2 g/cm2 of
Pt catalyst would be adequate for maximum
power density in MECs. If the loading is very
low, the power density and energy efficiency of
MECs will be consequently low. The major
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Hydrogen Production Through Electrolysis,
Table 1 Summary of cathodic electrode materials and
catalysts used in MECs. It includes key performance

parameters of MEC tests, hydrogen production rate
(HPR), cathodic hydrogen recovery (RCAT), over all
energy efficiency or recovery (�E + S)

Type of cathodic catalyst used in
MECs

Hydrogen production rate
(HPR) (m3H2 /m

3d)

Cathodic
hydrogen
recovery
(RCAT) (%)

Overall energy
efficiency or
recovery (%) ReferenceCathode Catalyst

Stainless steel (SS)-based cathode catalyst

Stainless steel
A268

– 1.50 � 0.04 61 � 3 46 � 3 [86]

Stainless steel
304

– 0.59 � 0.01 53 � 1 38 � 1

Stainless steel
316

– 0.35 � 0.08 27 � 6 19 � 4

Stainless steel
420

– 0.58 � 0.07 43 � 2 30 � 1

Stainless steel
brush

1.7 � 0.1 84 78 � 5 [5, 9, 92]

SS 304 (mesh
size #60)

2.1 � 0.3 98 � 4 74 � 4 [110]

3D
macroporous
stainless steel
fiber felt (SSFF)

3.66 � 0.43 76.37 � 15.04 79.61 � 13.07 [89]

Stainless steel
wool (SSW)

0.52 0.7 � 0.01 0.55 � 0.02 [81]

Stainless steel
mesh

Pt coated 1.4 0.98 � 0.02 0.75 � 0.02

Stainless steel
mesh

MoS2 0.67 0.57 � 0.01

Stainless steel
mesh

1.13 � 0.02 1.08 � 0.02 76 � 1 76 � 1 [66]

Stainless steel
A286

NiOx 0.76 52 [86]

CNT-based electrode alternatives to Pt

Carbon cloth Pt/
multiwalled
carbon
nanotube

1.42 65 [99]

Multiwalled
carbon
nanotube

1.20 62

Polyaniline/
multiwalled
CNTs

1.04 57 [106]

CNT
nanocomposites

75%wt PANI/
MWCNTs

1.04 56.7 [107]

MoS2 0.0078 � 0.0014 46.2 � 4.3 [109]
MoS2/CNT-30 0.0077 � 0.0002 43.2 � 0.6
MoS2/CNT-60 0.0081 � 0.0008 46.0 � 4.0
MoS2/CNT-90 0.0101 � 0.0007 49.0 � 5.5

Pt 0.0103 � 0.0013 48.0 � 6.1

(continued)
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Hydrogen Production Through Electrolysis, Table 1 (continued)

Type of cathodic catalyst used in
MECs

Hydrogen production rate
(HPR) (m3H2 /m

3d)

Cathodic
hydrogen
recovery
(RCAT) (%)

Overall energy
efficiency or
recovery (%) ReferenceCathode Catalyst

Ni and Ni-based cathode catalysts

Carbon-fiber
weaved cloth

NiMo 2.0 86 [35]

Carbon-fiber
weaved

NiW 1.5 75

Gas diffusion
cathodes

Nickel
(Ni) particles

5.4 L/LR/day [33]

Ni 210 0.38 � 0.04 27 � 4 20 � 3 [86]

Ni 400 0.41 � 0.10 31 � 5 23 � 5

Ni 625 0.79 � 0.27 43 � 9 31 � 8

Ni HX 0.55 � 0.11 40 � 8 29 � 5

Ni 625 NiOx 0.76 52

NiFe LDH Nickel foam 2.01 � 0.01 2.11 � 000 97 � 1 99 � 0 [66]

Pt/nickel foam 2.12 � 0.09 2.01 � 0.00 84 � 3 84 � 0

Nickel foam 1.13 � 0.01 1.07 � 0.01 73 � 0 69 � 0

Ni foam 50 [42]

Ni foam 1.1 0.65 � 0.01 [81]

Ni mesh Electroformed 4.18 � 1 119 � 5 62.9 � 5 [44]

Ni mesh 0.28 � 0.01 75.7 � 0.2 46.7 � 0.5 [21]

Ti mesh 0.23 � 0.01 73.3 � 0.9 44.4 � 0.9

Other metal and composite cathode materials

Ti mesh 0.23 � 0.01 73.3 � 0.9 44.4 � 0.9 [21]

Carbon paper Pd
nanoparticles

2.6 � 0.5 L/(m2 d) 46.4 � 8.5 26.0 � 4.8 (COD) [36]

CC 0.0087 � 0.0007 67.7 � 10.6 [105]

Carbon cloth NeFe/
Fe3C@C

0.0181 � 0.0011 79.8 � 8.4

N–Fe/
Fe3C@C
(after 20 days)

0.0144 � 0.0002 79.5 � 0.8

Spiral wound
electrode

132 A/m3 76 � 5 (COD) [32]

Nano-Mg(OH)2/
Gr

0.63 � 0.11 83 � 9 71 � 6 [17]

Carbon cloth MoS2 10.7 A/m2 [93]

Biocathode or biocatalyst

Biocatalyst 0.63 49 [84]

Biocatalyst 0.04 21 [41]

Biocatalyst Thermophilic
biocathode

0.376 70 [24]

Biocatalyst 0.266 � 0.001 mol
Co/mol COD
0.113 � 0.000 mol
CH4/mol COD
0.103 � 0.003 mol
acetate/mol COD

3.7 � 0.05%
(Co) 17.5 � 1.4%
(CH4)
0.5 � 0.001%
(acetate)

[37]

(continued)
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disadvantages of applying Pt are the high cost and
poisoning by impurities that led the researchers to
look for alternatives. Selembo et al. [86]
employed nickel oxide catalyst that enhanced the
HPR and energy efficiency of MEC; however, its
catalytic activity drops with time. Furthermore,
Hu et al. [35] developed an inexpensive NiMo
alloy catalyst that showed higher HPRs; neverthe-
less, they were toxic and caused environmental
issues. This has led to the development of
biocathodes; compared with chemical catalysts,
the use of microbes as cathode catalysts has the
advantage of being low priced and self-generating
without causing secondary pollution.

Rozendal et al. [83] for the first time studied the
use of biocathodes in MECs. The results indicated
that the use of biocathode resulted in eightfold
enhancement in HPR (0.63 H2 m

3/m3 d) in com-
parison to control electrode [83]. Furthermore,
Huang et al. [37] employed biocathode MECs to
recover some metals, and in their study, the cobalt
was effectively recovered with simultaneous CH4

and acetate production. At Eap = 0.2 V, up to
88.1% of Co(II) was reduced concomitantly
obtaining yields of 0.266 � 0.001 mol Co/mol
COD, 0.113 � 0.000 mol CH4/mol COD, and
0.103 � 0.003 mol acetate/mol COD [37].

Various Applications of MECs Beyond
Hydrogen Production

MEC produces H2 from a variety of wastewater
such as industrial, domestic, and synthetic. This

makes the MEC technology a veritable and com-
plimentary source of bioenergy and biofuels.

Treatment of Domestic Wastewater (DWW)
Ditzig et al. [18] first time reported hydrogen
production using DWW as substrate in the MEC
process and evaluated system performance in
terms of RH2, BOD, COD, and DOC removal.
Furthermore, to determine the possibilities of
treating DWW in larger-scale MECs, a 120 L of
MEC was constructed on site in Northern
England, using raw DWW to produce H2 for a
period of over 3 months [30]. Additionally,
A 100 L of MEC was built and tested for
12-month period fed with raw DWW with tem-
peratures ranging from 1 �C to 22 �C. The MEC
produced an average of 0.6 L/day of H2, with the
RH2 of 41.2% [31]. Moreover, Ivanov et al. [39]
developed a simple quantitative method for com-
paring the performance of different wastewaters
in MECs operated under fed-batch operation
mode. The MEC reactors were inoculated using
DWW and industrial wastewater (IWW).

MECs for Treatment of Industrial Wastewater
and Other Types of Wastewater
In other studies, Tenca et al. [91] examined two
different types of wastewater in MECs, a
methanol-rich IWWand a food processing waste-
water (FPWW). The FPWW contained high con-
centrations of complex carbohydrates
(1940 � 17 mg/L) and acetate, while the IWW
(from a specialty chemical manufacturing facility)
had a high concentration of methanol

Hydrogen Production Through Electrolysis, Table 1 (continued)

Type of cathodic catalyst used in
MECs

Hydrogen production rate
(HPR) (m3H2 /m

3d)

Cathodic
hydrogen
recovery
(RCAT) (%)

Overall energy
efficiency or
recovery (%) ReferenceCathode Catalyst

Modified
biocathodes

PANI/
MWCNT

0.67 42 86.8% COD [8]

Biocathode 7.33 � 0.37 mg/L/h and
0.301 � 0.005 m3 /m3 /d
(acetate) &
6.56 � 0.38 mg/L/h and
0.127 � 0.024 m3 /m3 /d
(NaHCO3)

[9]
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(1537.4 � 48.6 mg/L) and a lower concentration
of biodegradable organic matters. Substantially,
more biogas was recovered in MECs through
cathodic process with the Pt/CC. Furthermore,
Cusick et al. [15] investigated H2 production per-
formance and costs of MECs fed with DWW and
winery wastewater; the respective HPRs were
0.28 � 0.04 m3 H2/m

3 d and 0.17 � 0.09 m3 H2/
m3 d. The resulting H2 production costs were
$4.51/kg H2 and $3.01/kg H2 for winery waste-
water and DWW, respectively [15]. According to
these results, the first pilot-scale continuous-flow
MEC (1000 L) having 144 electrode pairs in
24 modules was constructed and evaluated for
current generation and COD removal with winery
wastewater [16]. In their experiment, enrichment
of EAB biofilm required ~60 days, the volumetric
current density reached a peak of 7.4 A/m3 by the
end of the test (after 100 days), while the HPR
reached a peak of 0.19� 0.04 L/L/day [16].More-
over, Kiely et al. [52] attempted to treat potato
processing and dairy manure wastewater in
MECs. Potato processing wastewater was col-
lected from the primary clarifier of the wastewater
treatment system and diluted with ultrapure water
in order to lower the organic loading rate. At
Eap = 0.9 V, the MECs fed with potato processing
wastewater produced 4.5 mA (0.64 mA/cm2) of
electrical current and HPR of 0.74 m3 H2/m

3

d. The biogas produced by potato processing
wastewater MEC was on average 73%, H2; 13%,
CH4; and 14%, CO2. The RH2 was 80%, with
COD removal of 79%.

These results showed that the MECs fed with
dairy manure wastewater did not generate mea-
surable quantities of biogas. The current produc-
tion was extremely low (<1 mA). It was
concluded that potato processing wastewater was
a favorable substrate for MECs. It was reported
that a single-chamber MEC with a graphite-fiber
brush anode produced the HPR of 0.9–1.0 m3 H2/
m3 d using a full-strength or diluted swine waste-
water. COD removals ranged from 8% to 29% in
20 h tests and from 69% to 75% in longer tests of
184 h using full-strength wastewater [98]. The
results revealed that the MEC is an efficient
method for hydrogen recovery from swine waste-
water treatment, although the process needs to be

further studied for decreasing CH4 production,
enhancing the efficiency of converting the organic
matter into current, and raising RH2 at the cathode.
Similarly, refinery wastewaters were employed as
fuels in MECs for the first time by Ren et al. [80].
The treatability of six different refinery wastewa-
ter samples collected from different points were
examined in the MECs. the experimental results
were similar to those obtained using DWW.

Wang et al. [102] examined the Pt/CC cata-
lyzed and microbial catalyzed at cathodes for
their hydrogen production performance at a low
temperature of 9 �C using molasses wastewater as
the fuel. In their work, the overall RH2 of 72.2%
(Eap = 0.6 V) was obtained when the Pt/CC was
used. In contrast, when a cheaper catalyst
(biocathode; Eap = 0.6 V) was applied, H2 can
still be generated but at a lower overall RH2 of
45.4%. Pre-fermentation of poorly biodegradable
landfill leachate (BOD5/COD ratio of 0.32) was
evaluated for enhanced current density (IV), RH2,
CE, and removal of organics (BOD and COD) in
MECs. Semi-continuously fermented leachate to
the anode of an MEC remarkably enhanced its
performance: 83% BOD removal, 68% RH2,
17.3% CE, and 23A/m3 IV (or 16 mA/m2), com-
pared to 5.6% BOD removal, 56% RH2, 2.1% CE,
and 2.5 A/m3 IV (or 1.7 mA/m2) for the raw
leachate [67].

What’s more, the use of synthetic wastewater
containing carbon sources of glycerol, milk, and
starch was tested in a single-chamber MEC. H2

production was only sustained with milk as a
single substrate and with the simultaneous degra-
dation of the three substrates. The latter had the
best results in terms of volumetric current density
(IV), 150 A/m3); HPR, 0.94 m3 H2/m

3 d; and
Rcathode, 91% with Eap = 0.8 V [69].

Additionally, waste-activated sludge, which
contains a large amount of carbohydrates
undegradable by EAB, was tested as a substrate
in MECs [64, 65, 90]. From the raw waste-
activated sludge, an extremely low H2 was gener-
ated (0.056 � 0.008 m3 H2/m

3 d) in a two-
chambered MEC, though with alkaline-pretreated
waste-activated sludge, a larger quantity of H2

was generated (0.91 � 0.10 m3 H2/m
3 d)

[64]. An anaerobic-baffled reactor (ARB) was

Hydrogen Production Through Electrolysis 809



utilized to degrade complex organic compounds
into volatile short-chain fatty acids and ethanol,
with the ARB effluent then being supplied to
MECs for H2 production [65]. An integrated
dark fermentation-MEC process was evaluated
for H2 production from sugar beet juice [104],
the overall H2 production was 25% of initial
COD (equivalent to 6 mol H2/mol hexose
added), and the energy recovery from sugar beet
juice was 57% using the combined biohydrogen.

More recently, spent yeast (SY) is a great chal-
lenge for the brewing industry, which was treated
using an MEC to recover energy [87]. Concentra-
tions of SY from bench alcoholic fermentation
and ethanol were tested, ranging from 750 to
1500 mg COD/L and from 0 to 2400 mg
COD/L, respectively. COD removal efficiency
(CODE), RH2, CE, hydrogen production, and cur-
rent density (IV) were evaluated. The best treat-
ment condition was 750 mg COD/L
SY + 1200 mg COD/L ethanol giving higher
CODE, RH2, and CE (90 � 1%, 90 � 2%, and
81 � 1%, respectively), as compared with
1500 mg COD/L SY (76 � 2%, 63 � 7%, and
48� 4%, respectively). Future work should focus
on electron sinks, acclimation, and optimizing SY
breakdown.

Application of MECs in the Removal of
Ammonium or Nitrogen from Urine
Kuntke et al. [54] showed the use of a MEC for
ammonium removal, COD removal, and H2 pro-
duction from diluted urine. During operation with
a batch cathode, IV, HPR, ammonium removal
rate, and COD removal were obtained as of
23.07 � 1.15 A/m2, 48.6 � 7.47 m3 H2/m

3 d,
173.4 � 18.1 g N/m2 d, and 171.0 � 16.9 g
COD/m2 d, respectively. The stable operation
period was prolonged via addition of new cathode
media (HRT 6 h), but this resulted in a lower IV
(14.64 � 1.65 A/m2), HPR (32.0 � 0.89 m3 H2/
m3 d), ammonium removal rate (162.18� 10.37 g
N/m2 d), and COD removal (130.56 � 4.45 g
COD/m2 d). The role of current generation in
MECs on nitrogen fate and the potential of cation
exchange membrane (CEM) for nitrogen trans-
mission were addressed through an experimental
work carried out by Haddadi et al. [27].

MECs for Valuable Product Synthesis
The obvious and more common application of the
MEC systems is the production of eco-friendly
hydrogen and other biofuels. Apart from H2, cath-
ode reactions of MECs can also be used to gener-
ate a variety of value-added compounds
[45]. Table 1 shows some reported value-added
bioproducts from MECs, including CH4, acetate,
H2O2, ethanol, and formic acid.

Methane
Methane (CH4) is the most well-known fuel and is
being widely consumed worldwide. CH4 is com-
monly detected in MECs during H2 production as
a result of the methanogen growth. This will
decrease the commercial value of H2 and raise
the energy and economical cost for its purification
[76]. A novel perspective on this issue is to
employ MECs to produce CH4 as an alternative
energy source. Direct production of CH4 in MECs
has several advantages over the conventional
anaerobic digestion (AD) CH4 processes. Firstly,
organic matter oxidation and CH4 production are
two separated processes in MECs which allow
high CH4 content in produced biogas. Secondly,
the process occurs at ambient temperature, i.e.,
heating is not required, thereby saving input
energy. Thirdly, methanogens can accept elec-
trons directly from cathode, which may make the
process more tolerant to toxic compounds, for
instance, ammonia [14]. Fourthly, MECs can use
waste streams with low organic matter content,
where AD cannot function [96].

Cheng et al. [11] for the first time reported the
production of CH4 from CO2 in a two-chamber
MECs, with CH4 production rate reached
0.06 mmol/L/h under Eap = 1.2 V. Likewise,
Villano et al. [95] measured a CH4 production
ratio of 0.055 � 0.002 mmol/d-mg VSS from
CO2 in a two-chamber MECs with a biocathode
incubated with a hydrogenophilic menthanogenic
culture at potentials more negative than 0.65 V
(vs. SHE) (corresponding to 0.85 V vs. Ag/AgCl).
It was noted from the work of Chae et al. [7] that
the CH4 production from MECs is varied with
inoculum, substrate, and reactor designs. Further-
more, Clauwaert et al. [14] demonstrated that H2

produced from theMECs can be further converted
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to CH4 in an external AD, where the process was
not inhibited even at ammonium concentration of
5 g N/L. Moreover, a two-chamber MEC
containing a carbon biocathode was developed
and tested to understand the mechanisms for
CH4 bioelectrosynthesis [113]. Significant quan-
tity of CH4 was obtained at a poised potential of
0.9 V (vs. Ag/AgCl), reaching 2.30 � 0.34 mL
after 5 h of operation with a faradaic efficiency of
24.2 � 4.7%.

These results demonstrated that electrode
material is the crucial factor that governs electron
exchange and CH4 formation efficiencies in
MECs. To promote CH4 production, biocathode
via modifying plain carbon stick with a layer of
graphite felt (GF) was developed and examined in
a two-chamber MEC [114]. CH4 production with
hybrid GF-biocathode reached 80.9 mL/L with
the potential of �1.4 V after 24 h of incubation.

Acetate
An experiment carried out by Nevin et al. [71]
demonstrated that the possibility of reduction of
CO2 to acetate by acetogenic microorganism
Sporomusa ovata with electrons transferred
directly from a graphite cathode (GC) (Table 2).
It was found from the work of Nevin et al. [71]

that S. ovata biofilms on the GC surfaces con-
sumed electrons from electrode and converted
CO2 to acetate and small quantities of
2-oxobutyrate. Up to 85% of supplied electrons
were captured into these products. It is for the first
time that the concept of microbial electrosynthesis
(MESs) has been proposed, which provides a
highly attractive and innovative route that might
convert solar energy to valuable organic products
more effectively than conventional approaches.
As a novel technology, the related mechanisms,
foundation theory, and process understanding are
still being developed. In this topic, a review article
describes and addresses the principles, challenges,
and opportunities of MESs and gives important
point of view on MESs at the nexus of microbiol-
ogy and electrochemistry [78].

Ethanol
Recently, the feasibility of ethanol (C2H5OH) pro-
duction by using electrode instead of H2 as elec-
tron donor in a biocathode MEC was
demonstrated (Table 2) [88]. In a two-chamber
MEC, acetate was reduced to C2H5OH via the
assistance of electron mediator such as methyl
viologen (MV). When the cathode potential was
set at 0.55 V, a maximum IV of 1.33 A/m2 was

Hydrogen Production Through Electrolysis, Table 2 Summary of the value-added biochemicals from MECs

Value-added
chemicals

Input
voltage
(V)

MEC
reactor Cathode

Electron
acceptora

Production Rate
(mmol/L/h)b References

Acetate
(C2H3O2

�)
0.4 Two-

chamber
Graphite sticks CO2 -c [71]

Methane (CH4) 0.7–1.0 Single-/
two-
chamber

Biocathode CO2 0.06 [11]

Hydrogen
peroxide
(H2O2)

0.5 Two-
chamber

Carbon cloth gas
diffusion electrode

O2 1.17 [85]

Ethanol
(C2H6O)

�0.55d Two-
chamber

Biocathode Acetate 0.00003 [88]

Formic acid
(CH2O2)

1.13e Two-
chamber

Pb CO2 0.09 [112]

aElectron acceptor in the cathode chamber
bCalculated based on total reactor volume with the available data
cNot stated
dCathode potential
eThe power source is MFC stack
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achieved after MV addition, leading to 1.82 mM
C2H5OH production. The C2H5OH production
was hugely dependent on the MV concentrations,
and the production stopped after 5 days when MV
was depleted [88]. MEC platform provides a new
approach to overcome the limitation of conven-
tional biological C2H5OH production. However,
there are several challenges that need to be
addressed. The mechanism of acetate reduction
in the cathode is still unknown. Since H2

(0.0035 normalized m3 H2/m
2 d) was observed

in the cathode, it could also be involved in acetate
reduction. Furthermore, the requirement of irre-
versibly electron acceptors will add the operation
cost, which is a critical challenge for the practical
application. Selection of electroactive bacteria
which can accept electrons directly from cathode
rather than via mediator for C2H5OH production
could be interesting in future work. Moreover, the
C2H5OH production rate and the final concentra-
tion produced in the reported system are still low.
What’s more, further reduction of electrode over-
potential, system internal resistance, and energy
losses could boost the C2H5OH production and
make the C2H5OH production in MECs commer-
cially applicable.

Hydrogen Peroxide
Hydrogen peroxide (H2O2) is a vital industrial
chemical, which can also be produced by MECs.
The feasibility of H2O2 production was recently
demonstrated, based on the microbial oxidation of
organic substrate in the anode coupled to O2

reduction in the cathode of MECs [85]. With Eap

of 0.5 V, this system was capable of producing
H2O2 at a rate of 1.17 mmol/L/h in the aerated
cathode, consequent in an overall efficiency of
83% based on acetate oxidation [85]. Compared
with conventional electrochemical method, the
H2O2 production in MECs needs less energy,
which was 0.93 kWh/kg H2O2 in the reported
study. Theoretically, H2O2 can be produced in
MFCs with simultaneous electricity production,
which was showed by several studies [22, 108].
However, the production rate of H2O2 in MFCs
was much lower than that of MECs. H2O2 pro-
duction has greatly expanded the application

possibilities of MECs. The most attractive appli-
cation is the combination of Fenton reaction with
MECs, as the MECs can serve as the relatively
low-priced H2O2 source for the Fenton reaction
[23, 115].

To become a mature technology, more efforts
should be put on the enhancement of H2O2 con-
centration. The reported maximum H2O2 concen-
tration that can be achieved in MECs is only
0.13 wt% [85], which is still an order of magni-
tude lower than the expected level for real-world
implications. A life cycle analysis (LCA)
suggested that production of H2O2 in MECs is
more feasible than conventional routes [22]. How-
ever, the technology is still limited by several
challenges, among which include H2O2 supply
and the presence of residual H2O2 after the Fenton
reaction which are two critical issues [73,
103]. An innovative bioelectro-Fenton system
capable of alternate switching between MEC and
MFC operation mode was developed to meet the
abovementioned challenges [111].

Formic Acid
Formic acid (HCOOH) is an essential chemical
used in pharmaceutical syntheses as well as in
paper and pulp production and was achieved
based on substrate oxidation in the anode and
CO2 reduction at the cathode [112] (Table 2).
The electricity needed for this process was sup-
plied by a five series connected MFCs units,
which produced an open circuit voltage (OPC)
of 2.73 V. Consequently, HCOOH was produced
at a rate of 0.09 mM/L/h, and a CE of 64.8% was
obtained [112]. This innovative approach will
contribute to recover and recycle the CO2 pro-
duced during wastewater/waste treatment without
energy input, thereby promoting the GHG reduc-
tion. Nevertheless, the production rate and the
final obtained concentration of HCOOH are still
low at the present stage. The mass transfer and the
cathode electrodes are two most crucial factors to
enhance the conversion rate. Strategies, for
instance, gas diffusion through hollow fiber mem-
brane, could be adapted in future work to raise the
dissolution of CO2, thereby improving the mass
transfer.
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Conclusions and Future Application
of MECs

MECs have become a promising technology and
nature friendly in the fields of hydrogen production
and wastewater treatment. The last decade of
research efforts has made significant strides toward
practical application of MECs. In this chapter, we
have provided an up-to-date review of current
application and future perspectives of MEC tech-
nology from a practical application point of view.
The following conclusions have been drawn:

(a) A better understanding of basic fundamentals
and theories of MECs such as operating prin-
ciples; the EET mechanisms are vital for
upscaling of this technology.

(b) Selection of different types of efficient EAB
and further investigation about the mecha-
nism of EET.

(c) Amplifying oxidation of hydrogen at the cath-
ode of MECs. With the appropriate process
parameters, it is essential to control the condi-
tions of MEC for enhancing the growth
of EAB.

(d) Selection of appropriate substrate. The types
of substrate directly influence the H2 yield.
Among different substrates, wastewater is a
sustainable rich medium which can be treated
by MECs. When MECs are fed with DWW,
they can accomplish above 75% COD
removal with an associated energy consump-
tion below that traditionally associated to con-
ventional processes. However, RH2 is usually
low, while IWW usually presents higher
organic concentration which normally results
in higher HPR. However, they often demand
some kind of amendment before being fed to
the MEC.

(e) CH4-producing MECs could be regarded as a
suitable alternative to H2-producing MECs to
accelerate the commercial development of
MEC technology.

(f) Future prospects of MEC technology are
promising: during the last years, several
pilot-scale reactors have been developed, and
first commercial experiences are in course.

(g) Other application possibilities of MECs such
as chemical synthesis, pollutant removal or
control, and heavy metal recovery/removal
have not yet moved out from lab. A step-
change improvement in performance is
needed for many applications, which includes
much higher power densities and energy
efficiencies.

The application scopes of MECs could be fur-
ther expanded, e.g., for nutrient recovery. MECs
can be an alternative and promising technology to
store electrical energy generated from renewable
energy sources such as wind and solar into
biofuels as well as contribute to CO2 mitigation.
Furthermore, the integration of MECs with
existing separation, convention, and treatment
processes, e.g., AD, is helpful for overcoming
drawback and bringing benefits to each other,
thereby boosting the waste conversion and H2

production. Moreover, the development of the
integrated MECs with hydrolysis acidification,
as to the nonbiodegradable pollutants, the pre-
treatment of the hydrolysis acidification process
is the main technology. The bottleneck of this
technology is to strengthen the effect of fermen-
tation. Therefore, hydrolysis acidification coupled
with MEC process is the trend of the field.
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Definition of the Subject

The electrochemical production of hydrogen by
photo-electrolysis or electrolysis is one of the
most promising ways for making high-purity
hydrogen. Water electrolysis is as old as the field
of electrochemistry itself, and this entry focuses
on some of the fundamental principles that have
been established through the years.

Introduction

Hydrogen (H2) is considered by many as the fuel
of the future. In view of the current interest and
importance in securing the sustainability of our
society’s energy needs, many research efforts are
invested in making hydrogen, storing hydrogen,
and converting hydrogen back to work. One of
the most promising ways to make clean “solar
hydrogen” is by electrochemistry or electrolysis,
either in combination with a photovoltaic cell or
in an integrated photo-electrochemical device.

A crucial component of such a device is the cata-
lyst converting water (or protons) into hydrogen.
Such a catalyst must be efficient, stable, robust,
cheap (or “cost-effective”) and be made from
abundant sources.

This entry will consider some fundamental
considerations associated with the catalysis of
the electro-chemical hydrogen production. The
entry will focus on the energetic and thermody-
namic requirements for such a catalyst [1–3] as
opposed to the more usual approach (especially in
the field of hydrogen evolution by molecular cat-
alysts) in which emphasis is often on structural
aspects of the catalyst. Of course, in an all-
encompassing approach or theory, the two must
be related, but in the author’s view the approach
emphasizing the energetic relationships provides
a very useful general and basic framework for
later, more detailed, approaches. The entry will
also discuss these more detailed electrochemical
models as well as the role of the solvent in the
hydrogen evolution reaction (HER).

General Theory

Thermodynamic Theory
The hydrogen evolution reaction (HER), or the
reverse hydrogen oxidation reaction (HOR), is a
classic example of a two-electron transfer reaction

2Hþ þ 2e� ⇆ H2 (1)

The reaction has a standard equilibrium poten-
tial E0

H2=Hþ of 0 V. The mechanism for the hydro-

gen oxidation/evolution reaction on metals will be
considered first [4]. Later, this will be extended to
a more general mechanism that encompasses the
framework suggested for molecular catalysts. The
classical electrochemical mechanism consists of
three steps:

Hþ þ � þ e� ⇆ Hads (1a)

Hads þ Hþ þ e� ⇆ H2 þ � (1b)
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2Hads ⇆ H2 þ 2� (1c)

known as the Volmer, Heyrovsky, and Tafel steps,
respectively. The symbol � stands for a free adsorp-
tion site on the metal electrode surface, but it may
also be considered as a coordination site for hydro-
gen in a molecular catalyst. The Hads intermediate
is a hydrogen species chemisorbed to such a site on
the surface or in the molecular catalyst. Note that in
reactions 1a and 1b, the proton and electron transfer
are assumed to take place simultaneously. The
concerted character of the proton–electron transfer
for the Volmer reaction on Pt(111) is supported by
recent detailed ab initio density functional theory
(DFT) calculations [5, 6].

The above multistep mechanism needs to sat-
isfy thermodynamic constraints in the sense that
the combined equilibrium constants need to con-
form to the Nernst equation of the overall reaction
[7]. Let us assume that the reaction follows a
Volmer–Heyrovsky mechanism, in which case:

E0
Hþ=Hads

þ E0
Hads,Hþ=H2

2
¼ E0

Hþ=H2
¼ 0 (2)

The equilibrium potential of a redox reaction
involving an adsorbed or chemisorbed state can be
calculated if one defines the concomitant standard
state. Consider the Volmer reaction 1a, for which
the equilibrium condition is

DG Hadsð Þ ¼ DG Hþ þ e�ð Þ (3)

Following Nørskov et al. [8], the term on the
right-hand side is 0 at E = 0 (vs NHE) by defini-
tion, and �e0E at any other potential E, assuming
that when the potential is changed only the energy
of the electrons changes, and nothing else. The
latter assumption may be tested by DFT calcula-
tions, showing that the binding energy of Hads

does not depend strongly on potential, or on an
applied electric field [9–12]. This implies that the
static dipole moment of the Hads bond to the
surface is close to 0, and that the electrosorption
valency corresponding to reaction 1a is close to
1 [12]. Therefore, the standard equilibrium poten-
tial for the Volmer reaction follows as:

E0
Hþ=Hads

¼ �DG0 Hadsð Þ
e0

(4)

where DG0(Hads) is the free adsorption energy
of Hads at some suitably defined standard state “0”
(for instance, one-fourth coverage on a (111) sur-
face), with respect to the energy of H2, which is
equal to 0 also by virtue of the above definition. If
DG0(Hads)< 0, i.e., Hads formation onto the catalyst
surface yields a thermodynamically more favorable
situation than H2 evolution, E

0
Hþ=Hads

> 0. A well-

known example of this is hydrogen underpotential
deposition (UPD) on platinum and other transition-
metal electrodes. Note, however, that in terms of the
overall reaction, such a situation implies

E0
Hþ=Hads

¼ �E0
Hads,Hþ=H2

< 0 (5)

so that the Heyrovsky reaction would have a stan-
dard equilibrium potential (defined for the same
standard state) below 0 V. Neglecting kinetic fac-
tors, this analysis would suggest that if in the
HER, Hads formation would be a thermodynami-
cally favorable reaction at E = 0, molecular
hydrogen formation as in the Heyrovsky reaction
must be thermodynamically unfavorable. Follow-
ing Nørskov et al. [8], one could argue that in such
a case, the minimal “thermodynamic overvoltage”
for the overall reaction, �T, would be equal to the
standard equilibrium potential of the thermody-
namically least favorable reaction, i.e.,
�T ¼ E0

Hþ,Hads=H2
� E0

Hþ=H2
. This “thermodynami-

cally least favorable reaction step” is termed the
potential-determining step (not to be confused
with the rate-determining step, though often they
may correspond to the same reaction step). Since
the lowest possible “thermodynamic overvoltage”
is 0, it follows that, on the basis of these thermo-
dynamic considerations, we are looking for a cat-
alyst with:

�T ¼ E0
Hþ=Hads

¼ E0
Hads,Hþ=H2

¼ DG0 Hadsð Þ
e0

¼ 0 (6)
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Any catalyst with DG0(Hads) 6¼ 0 will have a
�T> 0 as either the Volmer reaction has a standard
equilibrium potential more negative than
0 (DG0(Hads) > 0) or the Heyrovsky reaction has
a standard equilibrium potential more negative
than 0 (DG0(Hads) < 0). Fig. 1 plots �T for the
HER as a function of DG0(Hads), and illustrates
how the optimal catalyst is a compromise between
strong and weak binding of Hads, as expressed by
the classical Sabatier principle [13]. Figure 1 is
similar but not identical to a volcano relationship,
in which the catalytic activity for a reaction is
plotted as a function of some property of the cata-
lyst, in this case the catalyst’s ability to bind an
intermediate. Typically such a plot leads to peak-
shaped relationship of the catalytic activity versus
the catalyst property, whence the name “volcano
relationship.” Such a catalyst property is also
known as a “descriptor,” as it gives a general but
essential description of the catalyst properties.
Although the “thermodynamic overpotential” of
multistep electron transfer reactions is not a kinetic
measure, the concept of the volcano relationship
and associated Sabatier principle straightforwardly

follow from thermodynamics combined with some
very mild kinetic assumptions (one of the assump-
tions that one may make is that of a relation between
activation energy and thermodynamic driving force,
i.e., the Brønsted– Evans–Polanyi postulate [14]).
Therefore, I consider Fig. 1 as a thermodynamic
version of the kinetic volcano plot (i.e., log i0 vs
DG0(Hads), with i0 the standard exchange current
density), as originally suggested for the HER by
Parsons [15] andGerischer [16], and recently revived
on the basis of DFT-calculated values for DG0(Hads)
by Nørskov et al. [17]. Note that the same analysis
can be applied to theHOR, leading to the dashed-line
volcano plot in Fig. 1, illustrating that for a reduction
reaction we obtain a “^”-shaped plot, and for an
oxidation reaction we obtain a “_”-shaped plot.

The same analysis may be applied to a
Volmer–Tafel mechanism for the HER/HOR. The
only difference now is that reaction 1c does not have
a standard equilibrium potential, because it is not an
electrochemical reaction. However, combined with
reaction 1a, it must still satisfy the overall thermo-
dynamic constraints of reaction 1. Defining the stan-
dard equilibrium constant of reaction 1c as:

H2
H2

0

0

2 Hads

H2 2 HadsH++ e–

Hads

Hads

H++ e–

Hads+ H++ e–

H2 Hads+ H++ e–

HOR

ΔG0 (Hads)

HER

hT

Electrochemical Hydrogen Production, Fig. 1 “Ther-
modynamic” volcano plot for the hydrogen evolution reac-
tion (HER) and the hydrogen oxidation reaction (HOR):
thermodynamic overpotential (standard equilibrium poten-
tial of the potential-determining step) versus the free

binding energy of hydrogen on the electrode surface
[15, 17]. The dashed line gives the same plot for the
HOR. The potential-determining steps corresponding to
the various legs of the curves are indicated
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KHads=H2
¼ exp

�DG0 Hadsð Þ
RT

� �
, (7)

the Tafel–Volmer mechanism has to obey the fol-
lowing relation:

E0
Hþ=Hads

� DG0 Hadsð Þ
e0

¼ 0 (8)

In case E0
Hþ=Hads

< 0, the thermodynamic over-

voltage is �T ¼ E0
Hþ=Hads

, as in the
Heyrovsky–Volmer mechanism. In case
E0
Hþ=Hads

> 0, the Tafel reaction becomes endother-

mic (Eq. 8), and therefore thermo-dynamically unfa-
vorable. The most straightforward definition of a
“thermodynamic overvoltage” would then follow
from Eq. 8, leading to �T ¼ �E0

Hþ=Hads
. As a result,

we see that the Heyrovsky–Volmer and the
Tafel–Volmer mechanisms lead to “thermodynamic
volcano curves” that are identical, and that more
mechanistic assumptions are needed in order to
distinguish between these two mechanisms. One
important consequence of a volcano-type relation-
ship such as that illustrated in Fig. 1 is that the
potential-determining step is different on each side
of the maximum. “Potential determining” means
that this step determines the (over)potential at
which a certain current density may be reached.
For DG0(Hads)> 0, the Volmer reaction is potential
determining; for DG0(Hads) < 0, either the
Heyrovsky or Tafel reaction is potential determin-
ing. It is important to point out the difference
between potential-determining and rate-determining
step. Potential-determining steps are not always rate
determining at the relevant potentials, as potential-
determining steps suffer from an unfavorable ther-
modynamics, but not necessarily from an unfavor-
able kinetics at the potential at which the current
finally starts flowing. Nevertheless, this simple anal-
ysis lucidly illustrates the thermodynamic con-
straints applicable to multistep multi-electron
transfer reactions, and how catalysis may influence
the “thermodynamic overvoltage” by optimizing the
binding energy of the key intermediate, in this case
Hads. The best catalyst, according to this analysis, is
the one that binds hydrogen in such a way that there
is no thermodynamic sink or barrier in going from

reactant through intermediate to product. This is the
essential point made already by Parsons more than
50 years ago [15]. Experimental volcano plots of the
exchange current density of the HER have been
suggested many years ago by Trasatti, [18] and
such plots may be criticized for various
(experimental) reasons [19, 20]. In this section, we
will summarize some of the main objections. The
section “Hydrogen Evolution at Metal Electrodes”
will review the experimental evidence for the exis-
tence of a volcano relationship for the HER. At this
point, it is stressed again that the approach discussed
here does not include explicitly any kinetic aspects
of the reaction.

The idea recently suggested by Nørskov et al.
[17] is that DG0(H�) may be calculated for many
potential catalysts from first principles by using
DFT in combination with some mild assumptions
on entropic contributions. In a DFT calculation,
one typically calculates the binding energy of the
hydrogen atom (or radical):

Catalystþ H • ! Catalyst� H E ¼ Ebind (9)

The free binding energy using H2 as a reference
can then be estimated from

DG0 Hadsð Þ ¼ Ebind � T�DS þ DZPE
þ E H •ð Þ (10)

The term T� DS takes into account the entropy
contribution due to the vibration of hydrogen in its
adsorbed state, and DZPE is the corresponding
zero-point energy of the adsorbate. Their com-
bined (�T* DS + DZPE) value has been estimated
for H adsorbed on metals as ca. 0.24 eV by
Rossmeisl et al. [11]. E(H●) is half the bond
energy of the hydrogen molecule, which is
2.24 eV (including the molecule’s ZPE).

Trends in DG0(Hads) or Ebind among different
metals often conform to the so-called d-band
model proposed by Hammer and Nørskov [14,
21]. This model claims a close correspondence
between the strength of a surface bond (of H, but
also of other adsorbates such as O, OH, and CO)
and the location of the center of the d band of the
metal surface. The energy of the d band may be
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“engineered” by changing the properties of the
metal surface, for instance by (surface) alloying
and overlayer formation [22]. The d-band center
also influences the activation energy for dissocia-
tive adsorption, primarily through the
Brønsted–Evans–Polanyi relationship [14],
which assumes a linear relation between reaction
energy and activation energy. The role of the d
band in bond breaking electron transfer reactions
was recently modeled by Santos and Schmickler
[23], and will be discussed briefly in the next
section.

The above mechanism, based on reactions 1a,
1b, and 1c, is rather specific to the HER on metal
electrodes. If such a mechanism takes place on a
molecular catalyst, the catalyst typically has two
nearby (metal) centers to coordinate the hydrogen
and adsorbed hydrogen is often referred to as
“hydride.” The mechanism may be termed
“homolytic” in this case, akin to the Volmer–Tafel
mechanism. On many molecular catalysts or
enzymes, however, the general mechanism tends
to be different, and may be considered a variant of
the Tafel–Heyrovsky mechanism, with the differ-
ence that the proton is not dissolved in the liquid
phase, but also bound to a nearby “docking” site
[1]. In such mechanisms, it is typically assumed
that the release of the hydrogen molecule from the
active site is an activated process (though the
activation barrier may be small). Such a hetero-
lytic mechanism may be written as follows:

Hþ þ 2e� þ � ⇆ H�
ch (11a)

Hþ þ �0 ⇆ Hþ
ch0 (11b)

H�
ch þ Hþ

ch0 ⇆ H2,ch (11c)

H2,ch ⇆ H2 þ � þ �0 (11d)

where the two different coordination sites have
been labeled as � and �0. The two-electron transfer
character of reaction 11 should be considered as
formal; the charge distinction between H� and H+

may be exaggerated. Note that we have now the
binding energies of H�

ch and Hþ
ch as the main

descriptors for the thermodynamics of hydrogen

evolution, so strictly speaking we have two
descriptors now. It is not difficult to understand
from Eqs. 11 that the properties of this mechanism
will depend on the basicity/acidity of the coordi-
nating sites � and �0. As a result, the overall activity
for hydrogen evolution will normally be strongly
pH dependent. By contrast, hydrogen evolution
on metals, which only involves neutral hydrogen
as intermediate (at least formally), is typically not
strongly pH dependent [1, 4].

More Detailed Theories and Simulations

The phenomenological theory of the previous
section has an old history in the electrochemistry
literature, and can be given a much more detailed
treatment than given here, for which reference is
made to the original literature [15–18, 20]. More
detailed molecular-level simulations of the hydro-
gen evolution (and hydrogen oxidation) reaction
have been carried out in recent years, and it is of
interest to discuss the main results from those
investigations.

Santos and Schmickler consider that modeling
hydrogen oxidation or hydrogen evolution fully
from first principles is currently still too ambitious
a task, and more general insight can be obtained
from taking a simpler approach [23–26]. They
have formulated a simple Hamiltonian which
includes two hydrogens and the metal, and the
electronic interaction between them [27]. The
interaction with the solvent is treated in a spirit
similar to the Marcus model. The ground-state
energy of the model Hamiltonian may be calcu-
lated (with some approximations) and the interac-
tion parameters entering the expression for the
ground-state energy (strength of electronic inter-
action between hydrogen atoms; strength of elec-
tronic interaction of the hydrogen with the metal
states; metal surface electronic band structure;
strength of interaction of the hydrogen with the
solvent) may obtained from more detailed calcu-
lations, such as DFT. Although the effect of the
simplifications of such an approach are some-
what difficult to estimate, the great advantage of
this method is that it allows for a more detailed
description of the HER/HOR without having to
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resort to extremely complicated calculations,
which may have their own drawbacks. Moreover,
the coupling between bond breaking and electron
transfer can be followed in an instructive way. The
activation energy in the theory of Santos and
Schmickler is determined by the interaction of
the bonding orbital of the hydrogen molecule
with the d band of the metal catalyst as it passes
the Fermi level of the metal. At this critical stage,
the occupation probability of the bonding orbital
is about one, so that one electron has already been
transferred to the metal (in terms of the HOR).
However, the activation energy for bond making
or bond breaking does not only depend on the
center of the d band as also predicted by the theory
of Hammer and Nørskov. There is an additional
important role of the electronic coupling between
the hydrogen and the metal surface. The strength
of the electronic coupling determines the broad-
ening and splitting of the orbitals involved in the
charge transfer reactions, and normally a stronger
electronic coupling leads to a lowering of the
activation energy. Electronic coupling strengths
typically increase toward the lower left-hand cor-
ner of the relevant part of the periodic table
containing the coinage and transition metals,
because of the diffuseness of the metal orbitals
involved in the interaction increases in that direc-
tion. Based on their detailed calculations, Santos
and Schmickler have criticized the use of volcano
relationships in understanding trends in the metal-
dependent reactivity of the HER/HOR. First of all,
for most of the metals for which calculations can
be performed, the data points lie on the ascending
branch of the volcano curve. Metals that bind
hydrogen very strongly also tend to bind oxygen
very strongly, and therefore points on the
descending branch of the volcano (increasing
hydrogen binding strength) pertain to metals cov-
ered by an oxide film under aqueous electrochem-
ical conditions. Hence, the experimental evidence
for a volcano relationship is weak, if any,
according to Santos and Schmickler. While this
argument may be correct for the “older” volcano
curves encompassing a wide variety of metals, it
may not apply to some recent volcano curves
(to be discussed in the section “Hydrogen

Evolution at Metal Electrodes”). Secondly, the
activation energy for hydrogen evolution and
hydrogen oxidation depends not only on the
strength of the interaction between hydrogen and
the metal surface, but also on effects not (directly)
incorporated into the simple model discussed in
the previous section, such as the strength of the
electronic coupling. The weak electronic coupling
between nickel and hydrogen may explain the
rather low activity of nickel, whereas the strong
electronic coupling between rhenium and hydro-
gen may explain the high HER activity of rhenium
[28]. Santos and Schmickler have argued that
these two metals indeed appear to deviate from
the volcano plot, precisely for the reason men-
tioned. A final point raised by Santos and
Schmickler that is not explicitly included in the
analysis of the previous section is that the binding
energy of hydrogen is coverage dependent and
that different metals may show their optimum
activity at different coverages. As a result, Santos
and Schmickler refer to the volcano curve, as
applied to the HER/HOR as a “venerable” but
effectively “defunct” and “oversimplistic”
concept.

One of the simplifications made in the
Santos–Schmickler approach to the HER/HOR is
the way in which the role of the solvent is
included. The atomic level modeling of the sol-
vent in the initial stages of proton reduction, with-
out resorting to fully ab initio methods, was
considered by Wilhelm et al. [29, 30]. They took
the so-called empirical valence bond model
(EVBM) to describe proton exchange in water to
include proton transfer to a Pt(111) electrode sur-
face. The model was parameterized on the basis of
density functional theory calculations. The advan-
tage of this approach over fully ab initio simula-
tions (see below) is that much longer simulation
times can be probed and therefore a more mean-
ingful statistics can be obtained. This setup allo-
wed the authors to study the dynamics of proton
transfer to Pt(111) as a function of the charge
density on the electrode surface. Figure 2 shows
the charge dependence of two rate constants
obtained from their detailed simulations: the
inverse time needed for the proton to reach the
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“final” adsorption state, still being a proton, and
the inverse time needed for “adsorption-to-
discharge.” Figure 2 indicates that at strongly
negative surface charge, the proton transfer reac-
tion is dominated by the time the proton needs to
approach the surface, and proton discharge is very
fast. At less negative surface charge density, the
rate for establishing an orientational fluctuation
suitable for proton transfer to the surface is rate
determining.

Otani et al. [5] have carried out a full ab initio
molecular dynamics simulation of the proton
transfer reaction on a Pt(111) surface. This was
the first ab initio dynamical simulation of an elec-
trode reaction, but it should also be emphasized
that this was a single-trajectory simulation, with-
out statistical sampling, and that proton transfer
was obtained only if excessively high electric
fields were applied. Nevertheless, expect more of
this kind of work in the future, and combined with
rare-event sampling techniques, this is a poten-
tially very powerful method. More recently,
Santana et al. have used a similar approach to
study the HOR on Pt(110) [31].

An alternative approach to studying the
dynamic aspects of proton reduction and/or
hydrogen evolution is to compute the potential

energy surface for such reactions from detailed
DFT calculations. A potential energy surface is
generated at zero temperature, and therefore it
does not include any finite temperature effects.
Such an ab initio treatment of the hydrogen evo-
lution reaction has been carried out recently by
Skulason et al. [6, 32]. They included the effect of
the electrode potential by considering various
concentrations of protons (simulating different
surface charge densities) within simulation cells
of varying size, and extrapolating the obtained
energies to infinite cell size to simulate a
potentiostatic experiment. For the Volmer reaction
on Pt(111), a barrier of ca. 0.5 eV was calculated.
The Heyrovsky reaction was concluded to be the
reaction with the highest barrier at 0 V, ca. 1.4 eV
for the HER, whereas the Tafel reaction has a
potential-independent barrier of ca. 0.8 eVat 0 V.
As a result, the Tafel reaction is predicted to be the
rate-determining step.

Hydrogen Evolution at Metal Electrodes

HER at Platinum Electrodes
As platinum is one of the best and most studied
catalysts for the HER/HOR, as well as the one
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used in fuel cells and in many (acid) electrolyzers,
it is useful to summarize here some of the perti-
nent experimental results. Platinum is generally
agreed to be a very active catalyst for HER/HOR,
and considered to be located near the apex of the
volcano. Standard exchange current densities for
the HOR are not easy to obtain because in general
it is difficult to correct accurately for mass trans-
port limitations and double-layer charging. Values
from 10�3 to 1 A cm�2 have been reported for
platinum [4, 33, 34] which would roughly corre-
spond to a turnover rate of 0.1–100 s�1 per Pt
active site, at the standard equilibrium potential.
The Pt “active site” is not well known, and there
has been quite some controversy as to whether the
HER/HOR is structure sensitive on platinum or
not. In contrast to early studies, [35] the groups of
Markovic [33] and Conway [34] have found that
the Pt(110) surface is the most active in catalyzing
the HER/HOR, typically being an order of mag-
nitude more active than the other low-index
surfaces.

In electrochemical experiments, rate-
determining steps are usually inferred from
so-called Tafel slopes, which essentially express
the overall potential dependence of the reaction
rate (i.e., the current) in a certain potential range.
If the Volmer reaction is rate determining and its
rate obeys the Butler–Volmer model, then the
potential dependence is equivalent to a Tafel
slope of ln 10 � RT/(aFE) � 120 mV/dec if
a � 0.5. If, on the other hand, the Heyrovsky
reaction is rate determining, and the preceding
Volmer reaction in “quasi-equilibrium,” the
potential dependence of the reaction is equivalent
to a Tafel slope of ln 10 � RT/[(1 + a)
FE] � 40 mV/dec if a � 0.5. Finally, if the Tafel
reaction is rate determining, the Tafel slope will be
ln 10 � RT/[2FE] � 30 mV/dec. In these pre-
dictions of the Tafel slope, saturation effects on
the surface are not included.

Markovic et al. [33] have measured Tafel
slopes for both the HER and the HOR on Pt
single-crystal electrodes in acidic media. Tafel
slopes also appear to depend on the crystal
plane; the most active Pt(110) surface exhibits
the 30 mV/dec Tafel slope well known from poly-
crystalline Pt [34, 36]. This Tafel slope

corresponds to a Tafel–Volmer mechanism, i.e.,
a combination of reactions 1a and 1c.

The HER/HOR reaction kinetics is first order
in the proton concentration over a wide pH range
(0–14), implying that overpotentials are similar on
the RHE (reversible hydrogen electrode) scale, in
full agreement with the idea that proton and elec-
tron transfer are coupled over the entire pH range.
However, there is a nontrivial pH effect in the
sense that in alkaline media, the rate of the reac-
tion tends be about an order of magnitude lower
than acidic media, at the same overpotential
[37]. Conway et al. [37] have explained this effect
by a more difficult abstraction of H fromH2O than
from H3O

+. Pt(110) is still the most active surface,
also in alkaline media, but the Tafel slope seems to
be different, closer to 60 mV/dec, although no
clear straight line was obtained.

An important discussion in the surface electro-
chemistry literature concerns the nature of
surface-adsorbed hydrogen that acts as a precursor
for hydrogen evolution in the HER, or for proton
formation in the HOR [4, 38]. It is well known that
at potentials above the reversible hydrogen poten-
tial, from ca. 0.05 to 0.3 V versus RHE (i.e., where
no hydrogen evolution takes place), adsorbed
hydrogen is formed on platinum. This form of
adsorbed hydrogen is referred to as
“underpotential deposited” (upd) hydrogen
[38]. The surface coverage of this Hupd follows a
Frumkin isotherm on Pt(111) and Pt(100) [38–40]
with weak repulsive interactions between the
adsorbed hydrogens. The coverages of Hupd in
acidic and alkaline media on Pt(111) are almost
identical at the same overpotential, but again the
kinetics of its formation is much slower in alkaline
media [41]. The adsorbed hydrogen that partici-
pates in the HER at potentials around 0 V, is
usually termed “overpotential deposited” (opd)
hydrogen. The exact relation between Hupd and
Hopd has lead to ample discussion and specula-
tion; for an illustrative account, see the paper by
Conway and Jerkiewicz [42]. Most probably, Hupd

and Hopd should primarily be distinguished on the
basis of the different overall hydrogen coverages
applicable to both states, with a typical Hupd cov-
erage being lower than 0.5–1.0, and a typical Hopd

coverage being close to or higher than 1 (i.e.,
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including the Hupd coverage, implying more than
1 H per surface Pt atom), suggesting that Hupd and
Hopd reside at different sites on the surface. The
different coverages lead to different lateral inter-
actions, different energetics, and site preferences,
and therefore different activities toward H2

evolution.
There have been a number of attempts to probe

the adsorbed hydrogen on platinum using vibra-
tional spectroscopy. A recent surface-enhanced
infrared (IR) study on a platinum film electrode
by Kunimatsu et al. [43] confirmed earlier results
by absorption–reflection IR [44] that for potentials
lower than ca. 0.1 VRHE, atop-bonded Pt-H is
formed. The signal of this band correlated with
the hydrogen evolution current, and therefore this
species was identified as the intermediate in the
HER. Kunimatsu et al. suggest that Hupd adsorbs
below 0.3 VRHE in hollow sites, though this state
has not been resolved spectroscopically, and that,
in addition toHupd, Hopd adsorbs below 0.1 VRHE at
atop sites, and serves as the reaction intermediate.

Experimental Evidence for Volcano Behavior
on Strained Monolayer and Bimetallic
Systems

The evidence for a volcano-type relationship has
been collected by Trasatti [18], and more recently
by Nørskov and Stimming and coworkers
[17]. One problem with such a correlation is that
it is partially based on including metals that under
experimental conditions are most likely covered by
an oxide [20]. Recent studies by Kibler et al. [45,
46] have employed the idea of using palladium
monolayers on different substrates [from Pd on
Re(0001) to Pd on Au(111)] to tune the reactivity
toward hydrogen adsorption and hydrogen evolu-
tion. Since the potential of the Hupd peak observed
in voltammetry is directly related to the adsorption
energy of hydrogen (or more accurately, of Hupd),
the authors could relate the peak potential to the
theoretically predicted d-band shift with respect to
Pd (111). The good correlation found suggested
that this monolayer approach is a viable and con-
trolled way to tune reactivity. In a subsequent
study, the same systems were studied for their
HER activity. Figure 3 shows the plot of the

standard exchange current density versus the free
energy of adsorption of hydrogen, clearly in agree-
ment with the predictions of the Sabatier principle
and the volcano plot. Note that from these results,
an optimum standard exchange current density of
ca. 0.01–0.1 A cm�2 is predicted.

Clearly, a catalyst consisting of Pd, Ru, and Pt is
hardly an economical alternative for Pt, which is
already quite a good catalyst for the HER/HOR.
Therefore, Greeley et al. [47] have carried out an
extensive computational study of bimetallic sur-
faces, screening for specific combinations with a
DG0(H�) close to 0, with a negative formation
energy to ensure stability of the material, and pref-
erably consisting of cheaper elements. The coun-
terintuitive combination of Pt and Bi emerged as
one of the possibly attractive materials, with a
DG0(H�) closer to zero than Pt. An appropriately
prepared Pt-Bi surface alloy was subsequently
found to indeed have a higher activity for the
HER than Pt, showing the promise and usefulness
of this computational screening strategy.

Hydrogen Evolution at (Electrodes
Modified with) Molecular Catalysts in
Aqueous and Nonaqueous Solvents

There have been ample efforts to develop molec-
ular catalysts for hydrogen evolution, the majority
of them inspired to mimic the activity of natural
hydrogenases, resulting in an extensive literature
on this subject that will not be summarized here.
For some recent reviews, the reader may consult
various recent sources [48–51]. These biomimetic
complexes are usually organometallic compounds
containing Fe, Ni, Co, and/or Ru. It is also known
that certain nonmetal containing organic mole-
cules (such as bipyridine) may enhance the HER
on metal electrodes otherwise not particularly
active for the HER, such as mercury or gold
(see, e.g., Ref. [52] and references therein).

Hydrogenases themselves have also been
investigated as hydrogen evolution catalysts, and
when adsorbed on graphitic electrodes, have been
shown to exhibit very good catalytic properties,
comparable to platinum. This latter subject has
been discussed and reviewed extensively by
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Armstrong and coworkers [53]. To elucidate the
catalytic function of these enzymes, it is useful to
discuss some existing DFT calculations on com-
putational hydrogenase models within the frame-
work of the theory discussed in the section
“General Theory.”

All hydrogenases catalyze both HER and
HOR. The [FeFe] hydrogenases are most active
for hydrogen formation, while [NiFe] hydroge-
nases are poised for hydrogen oxidation. Mecha-
nistic information has been obtained from enzyme
kinetics, spectroscopy, X-ray structural data, and
DFT calculations. A general feature is that hydro-
gen binding or dissociation, proton exchange, and
electron transfer are separate steps. A second dis-
tinct difference with the metal surface-catalyzed
reaction is the heterolytic splitting or formation of
hydrogen (reactions 11). A proton is abstracted by
a nearby base, and hydride is stabilized by the
metal ions rather than H�, although electron and
spin densities are substantially delocalized. This is
somewhat similar to the Heyrovsky reaction

proposed for the mechanism on metals (reaction
1b). As mentioned, on a platinum electrode the
homolytic bond splitting or making (Tafel reac-
tion 1c) seems to be the preferred pathway.

The mechanism of the HER/HOR by [FeFe]
hydrogenases, as suggested by DFT calculations
and experimental data, can be summarized as
follows: [54]

FeIIFeI
� ��1 þ Hþ ! FeIIFeIH

� �
(12a)

FeIIFeIH
� �þ e� ! FeIFeIH

� ��1
(12b)

FeIFeIH
� ��1 þ Hþ ! FeIFeIHH

� �
(12c)

FeIFeIHH
� �þ e� ! FeIFe0HH

� ��1

! FeIIFeI� � H2

� ��1
(12d)

FeIIFeI� � H2

� ��1 ! FeIIFeI
� ��1 þ H2 (12e)
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Electrochemical Hydrogen Production, Fig. 3 Hy-
drogen evolution exchange current density as a function
of the theoretical differential free energy of hydrogen
adsorption, DG0(H*). The dashed line shows the func-
tional form of the theoretical exchange current density,
and the black diamonds correspond to the predictions for

specific overlayers. The black circles represent experimen-
tal measurements (the measured exchange current density
determines the ordinate for these points, and the abscissa is
specified by the theoretical DG0(H*) value). Pd*/X
denotes a pure overlayer of Pd on a substrate of metal
X. (Reproduced with permission from Ref. [46])
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The electrons are rapidly transferred from the
reductant (or the electrode) to the active site via
the chain of [FeS] clusters. From an electrochem-
ical perspective, these [FeS] clusters thus are
intramolecular mediators. Although Fe–H–Fe
bridging intermediates have been proposed, the
most likely mechanism involves one-Fe bound
H-species and side-on bound H2. The secondary
amine in the bridging ligand and FeI appear to be
equally potent as catalytic base. The iron most
distant from the nearby [FeS] cluster, called the
Fed site that shuttles between the formal 1+ and
neutral state in reactions 12a, 12b, 12c, 12d, and
12e, appears as the actual binding site for H and
H2. By taking together the proton and electron
transfer steps in reactions 12a, 12b, 12c, and
12d, we can compare the DFT calculations
performed by Sbraccia et al. [54] to the model
presented in the section “General Theory.” For
reactions 12a and 12b together

FeIIFeI
� ��1 þ Hþ þ e� ! FeIFeIH

� ��1
(12f )

the DFT-calculated reaction energy is �15.98 eV.
Compared to the H2 molecule, with a calculated
total energy of 31.70 eV, the reaction energy is
therefore �0.13 eV. For reactions 12c and 12d
together:

FeIFeIH
� ��1 þ Hþ þ e� ! FeIFe0HH

� ��1

! FeIIFeI� � H2

� ��1

(12g)

the DFT-calculated reaction energy is �15.43 eV,
implying a reaction energy of +0.42 eV. For the
final H2 release, reaction 12e, the reaction energy
is �0.29 eV (with a calculated activation energy
of 0.07 eV). Note that the three calculated reaction
energies now add up to 0, implying that we are
considering the reaction at thermoneutral condi-
tions. Although this is an analysis based on total
energies, as calculated by DFT, and not on free
energies, these numbers still suggest that: (1) for
hydrogenases, the key to an efficient catalyst is
also to have an active site that binds H just as
strong as H2 (see also Ref. [55]), and (2) that the
addition of the second hydrogen, reaction 12g, is

thermodymically uphill and hence the potential
determining step, if we neglect zero-point energy
contributions and entropy.

The organometallic nature of hydrogenase
structural mimics makes them more soluble in
nonaqueous solvents than in water. This has led
to the development of activity tests in acetone,
propylene carbonate, or acetonitrile for evaluation
of model compounds. This is obviously not with-
out consequences for the definition of pH and of
the equilibrium potential of the redox couples.
The equilibrium potential of the reference couple,
E0
H2=Hþ, is indeed strongly dependent on the nature

of the protic species (solvated protons or weak
acid). The overpotential for hydrogen evolution,
which is the relevant experimental quantity when
comparing different catalysts in different solu-
tions, must therefore be referred to the reversible
potential of the H+/H2 redox couple in the solvent
under consideration. Working in a nonaqueous
solvent has two important consequences for the
determination of the reversible potential. First of
all, the solvation energy of the proton is solvent
dependent, and leads to a concomitant shift of the
standard equilibrium potential. Second, many
proton donors dissociate only incompletely in
organic solvents, and therefore the dissociation
constant should be taken into account in the def-
inition of the standard equilibrium potential.
Felton et al. [56] have described how to correct
for both effects properly, and have given a useful
comparison of various catalysts in a typical non-
aqueous solvent, i.e., acetonitrile.

Considering the acid dissociation constant,
Ksol

a,HA, in solvent “sol,” of the reaction:

HA so1ð Þ ⇆ Hþ þ A� (13)

the standard equilibrium potential of the overall
half reaction

2HA so1ð Þ þ 2e� ⇆ H2 gð Þ þ 2A� (14)

in the solvent “sol” is given by

E0,sol
H2=HA

¼ E0,sol
H2=Hþ � 2:303 RT

F

� �
pKso1

a,HA (15)
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In nonaqueous solvents, values for E0,sol
H2=Hþ or

E0,sol
H2=HA

are often referred to the ferrocenium/fer-

rocene couple in the same solvent. The value of
E0,aq
H2=Hþ would be a fundamentally more interesting

reference, and if one is not interested in determin-
ing absolute electrode potentials, a simple way to
look at the solvent dependence of E0,sol

H2=Hþ , as
referred toE0,aq

H2=Hþ, is by considering the difference
in the absolute solvation energies of the proton in
“sol” and water:

E0,sol
H2=Hþ ¼ E0,aq

H2=Hþ þ msol Hþð Þ � maq Hþð Þ� �
F

(16)

Values for the absolute solvation free energy
(i.e., the Gibbs free energy of solvation not taking
into account the surface potential of the solvent)
of the proton in various solvents have been
reconsidered recently by Fawcett [57] and the
thus calculated values of E0,sol

H2=Hþ (vs E0,aq
H2=Hþ) are

given in Table 1. The experimental estimates of
E0,sol
H2=Hþ have also been the subject of much work

and debate. Fourmond et al. [58] have recently
discussed their proper determination in a limited
number of representative solvents, based on orig-
inal data of Daniele et al. [59]. These values are,
however, quoted versus an internal solvent stan-
dard, i.e., the ferrocenium/ferrocene Fc+/0 couple.
The equilibrium potential of this couple is usually
considered solvent independent, although water
appears to be an exception [60].

Using the tabulations provided in Ref. [60], the
third and fourth columns in Table 1 have been
generated, by first referring to decamethyl-
ferrocenium (DMFC)/decamethylferrocene cou-
ple (third column), which appears to be more

solvent independent, and then rescaling such that
in water the reference is at 0 V (fourth column).
Although there is clearly a lack of data in this table
to make any far-reaching conclusions, the differ-
ences between the theoretical and experimental
values in acetonitrile and dimethylsulfoxide
(DMSO) are typically within �0.15 V. More
data are obviously needed to further elucidate
this correspondence.

To illustrate the influence of a nonaqueous
solvent on the HER activity, a comparison of
different catalysts in acetonitrile is given in
Figs. 4 and 5 [56]. It is seen that Pt is still the
best catalyst of the four catalysts illustrated in
Fig. 4, and also significantly better than the
hydrogenase mimic in Fig. 5, but the overpotential

Electrochemical Hydrogen Production, Table 1 Dependence of the equilibrium potential of the hydrogen electrode

Sol

E0,sol
H2=Hþ versus SHE/V (From

Eq. 16, Ref. [57])

E0,sol
H2=Hþ versus EDMFcþ=0 /V (From

Refs. [58, 60])

E0,sol
H2=Hþ versus. SHE/V

Combining [58, 60]

Water 0 �0.099 0

Acetonitrile 0.414 0.435 0.534

DMSO �0.207 �0.202 �0.103

DMF – �0.162 �0.063

Methanol 0.083 – –
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Electrochemical Hydrogen Production, Fig. 4 Linear
sweep voltammograms of hydrogen evolution for 10 mM
acetic acid in acetonitrile with 0.10 M tetra-
butylammonium hexafluorophosphate at 1.0 V/s. Elec-
trodes as indicated (GC is glassy carbon). Reversible
potential for reduction of acetic acid shown for compari-
son. (Reproduced with permission from Ref. [56])

830 Electrochemical Hydrogen Production



is rather high compared to the situation in an
aqueous solvent. As a practical compromise to
comparing overpotentials, it has been suggested
to compare halfwave potentials. A detailed dis-
cussion on the proper comparison of these half-
wave potentials has been given recently by
Fourmond et al. [58].

Concluding Remarks

This entry has attempted to address some funda-
mental issues with studying the electrochemical
production of hydrogen under various conditions
and with various catalysts. The aimwas to provide
a common theoretical framework first, and then to
show how to build on this framework and to
understand the similarities and differences
between the different catalytic approaches that
have been used to tackle this important problem.
It is hoped that this approach may be useful in
ultimately developing a cheap, robust, and active
catalyst for the electrochemical production of
hydrogen. A main future direction for the devel-
opment of new catalysts for electrochemical
hydrogen production could be the combination
of heterogeneous and molecular catalysis.
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Definition of the Subject

The wide utilization of fossil fuels has led to
massive emission of greenhouse gases. It is urgent
to develop clean energy sources. Hydrogen is
considered a potential alternative to fossil fuels,
due to the cleanliness of its use and high energy
density by mass. However, to date, a clean hydro-
gen production technique has not been defined
and commercialized. Conventional hydrogen pro-
duction techniques usually consume large
amounts of fossil fuels and are highly energy-

intensive. In contrast, clean hydrogen may be
derived from environmentally friendly biological
routes using biomass and organic waste under
ambient temperatures and pressures. Among var-
ious biological candidates, dark fermentation
exhibits advantages in high hydrogen production
rate, high hydrogen content and use of a wide
range of substrates, has a stable process and
requires small amounts of investment. Hydrogen
derived from dark fermentation by hydrogen-
producing bacteria may play an important role in
the future. However, there still are many chal-
lenges to realize fully such a process on a large
scale. It is important to understand the hydrogen
production and consumption mechanisms, and the
inhibition, as well as the enhancement strategy of
dark fermentation. Additionally, further utiliza-
tion of the fermentation residue is important to
improve the energy balance and economic feasi-
bility of dark fermentative hydrogen production.

Glossary

Anaerobic digestion An anaerobic biological
process, which contains hydrolysis,
acidogenesis, acetogenesis, and methanogenesis,
degrading organic components while producing
metabolites primarily consisting of methane and
carbon dioxide, through a complex community
of bacteria and archaea

Biomass Organic compounds which are sourced
from living or recently living organisms

Fermentation Ametabolic process that converts
organic compounds to acids, alcohols, and
gases, by bacteria and yeast

Hythane A gaseous mixture containing 10–25%
of hydrogen and 75–90% of methane by
volume

Mass transfer The net mass movement from one
location to another

Volatile fatty acids Short-chain fatty acids with
fewer than six carbon atoms
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Introduction

Hydrogen Energy
In 2015, the world primary energy consumption
increased to 13,147Mtoe (or 552.2 EJ), exhibiting
shows a 20.2% increase compared with 2005
[1]. Meanwhile, the fossil fuels, including coal,
oil, and natural gas, still played the major role,
contributing 86.0% of the total primary energy
consumption. The excessive utilization of fossil
fuels has led to fast release of carbon dioxide and
other greenhouse gases (GHGs), which can
increase the global average temperature of surface
air, acidify oceans, and disrupt weather patterns
[2]. The increase of GHGs in the atmosphere and
the related temperature increases can cause a num-
ber of further environmental problems, including
acceleration in the shrinkage of the Antarctic and
Greenland ice sheets, a rise in sea level, and the
loss of biodiversity [2, 3]. As a result, the use of
clean energy sources in place of fossil fuels is an
environmentally friendly and sustainable strategy
for the future.

Hydrogen is a promising alternative to fossil
fuels due to its clean combustion product (water)
and high energy density by mass (120 kJ/kg)
[4]. Nowadays, hydrogen is mainly produced
from steam reforming of natural gas and via water
electrolysis. However, such techniques are expen-
sive and energy consuming; they either directly
consume fossil fuels or consume electricity which
ismainly derived from fossil fuels [5, 6]. Therefore,
the current source of hydrogen is not as clean as it
might be. A clean and efficient production process
for hydrogen is urgently required to help make
hydrogen a more viable fuel source.

Biological Hydrogen Production via Various
Routes
Hydrogen production via a biological route using
biomass as a substrate usually operates under
ambient temperature and pressure, with relatively
low parasitic energy demand [6, 7]. As compared
with the conventional hydrogen production pro-
cesses, the biological process is considered more
energy efficient and environmentally friendly,
especially when the organic wastes are used as
substrates [7–9].

Biological hydrogen production may be
achieved by various microorganisms under dis-
tinct environmental parameters (see Table 1); it
can be mainly classified into (1) direct photolysis
by green microalgae, (2) indirect photolysis by
cyanobacteria, (3) photo fermentation by photo-
synthetic bacteria (PSB), and (4) dark fermenta-
tion by hydrogen-producing bacteria (HPB) [6, 7].

The green microalgae may employ the direct
photolysis pathway to split water into hydrogen
and oxygen [10]. Nevertheless, the hydrogen pro-
duction rate (HPR) and hydrogen content are very
low. The produced oxygen can inhibit the activity
of hydrogenase, which is the key enzyme respon-
sible for hydrogen production. Furthermore, the
presence of hydrogen and oxygen may make the
gas mixture explosive [11].

An indirect photolysis process by
cyanobacteria (also known as blue-green micro-
algae) may overcome the issue of photosynthetic
oxygen, by separating the location and the time of
photosynthesis and hydrogen generation. In the
first stage, photosynthesis occurs to convert car-
bon dioxide and water to organic materials while
producing oxygen. Subsequently, the generated
cyanobacteria cells are transferred to a dark anaer-
obic environment, which causes the intracellular
carbohydrates to degrade to hydrogen, carbon
dioxide, and soluble metabolites [12, 13]. Finally,
the mixture is transferred to a photo bioreactor for
fermentation conducted by cyanobacteria, which
further degrades the soluble metabolites to hydro-
gen and carbon dioxide [13]. The oxygen inhibi-
tion can be avoided through separating the
photosynthesis and fermentation; however, the
hydrogen production efficiency is still low. This
can be attributed to the fact that the cyanobacteria
act in both roles of hydrogen producers and
organic sources. Moreover, the three-stage pro-
cess requires a complex system, which results in
high capital requirements and operational costs.

Photo fermentation is conducted by PSB,
which can degrade low-molecular weight
organic compounds, such as volatile fatty acids
(VFAs), alcohols, and sugars to hydrogen, and
produce hydrogen and carbon dioxide, under an
anaerobic and nitrogen-deficient environment in
the presence of light [6, 14, 15]. The key
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enzymes in this process are nitrogenase and
hydrogenase, both of which are very sensitive
to oxygen [16, 17]. Fortunately, PSB cannot
split water to produce oxygen. High organic con-
tent wastewater may be used as a source for
photo fermentation. However, this process is
very sensitive to ammonium, which may rapidly
inhibit photo hydrogen production with concen-
trations as low as 20 mM [16].

The abovementioned processes are dependent
on the light sources. As a result, the availability
of light is a crucial factor for light-driven

hydrogen production processes. Due to the
mutual shading effects between cells, the light
penetration photo bioreactor is quite heteroge-
neous. The light intensity is reduced significantly
with increasing the cell biomass concentration
and light path length [18, 19]. An efficient
photo bioreactor requires a high surface-to-
volume ratio; this would significantly increase
the cost of bioreactor construction and mainte-
nance. Artificial light is not realizable for hydrogen
production processes on a large scale, as it consumes
electricity and is expensive. Sunlight is a cheap

Hydrogen Production from Biological Sources, Table 1 Hydrogen derived from biological processes (Adapted
from [6–8])

Element Dark fermentation Photo fermentation Direct photolysis Indirect photolysis

Microorganism Fermentative bacteria Photoheterotrophic
bacteria

Green microalgae Cyanobacteria

Substrates Organic sources Sugars, volatile
fatty acids, and
alcohols

H2O H2O

By-product Volatile fatty acids,
alcohols, and CO2

CO2 O2 O2

Specific H2

yield
(mol/mol
hexose)

4 12 / 12a

Volumetric
energy
productivity

High Medium Low Low

Light
requirement

No Yes Yes Yesb

Operation cost Medium High Very high Very high

Technology
level

Demonstration Pilot Lab-scale Lab-scale

Advantage High H2 production rate
Light independent
Wide range substrates
Various products
No O2 limitation
Possible to treat organic
wastes

High specific H2

yield
High hydrogen
content
No O2 limitation
Possible to treat
organic wastes

H2 from water
No requirement for
organic substrate
input
Clean products

H2 from water
No requirement for
organic substrate
input

Drawback Further treatment of
fermentation effluent
required

Light dependent
Slow H2 production

Oxygen hazardous
Light dependent
Low efficiency
Low H2

concentration
High cost

Low H2

concentration
Partial light
dependent
Complex process
Low H2

concentration
Difficult H2

separation process
aPer mol hexose derived from photosynthesis
bPhotosynthesis and photo fermentation stages
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and widely available source; however, it is dis-
continuous, divided by day and night. Conse-
quently, photo-driven hydrogen production is not
stable, and is limited by the availability of sun-
light. Furthermore, the increased temperature by
excessive solar irradiation can cause damage to
the hydrogen system and should therefore be con-
trolled and prevented. In addition, due to the low
areal sunlight intensity, as well as the low photo-
synthetic efficiency, the light-driven hydrogen
production techniques usually suffer from the
low HPR per unit volume, which results in a
difficulty for commercializing such techniques.

In contrast, hydrogen derived from dark fer-
mentation by HPB does not require light input;
this facilitates continuous hydrogen production
with high performance. Not limited by the light
sources, the fermenter can easily achieve a large
volume with a relatively simple structure and low
cost. The HPB can utilize a wide range of organic
substrates, which enables the treatment of bio-
mass and organic wastes. Furthermore, the
hydrogen-producing ability of HPB is usually
higher than PSB and microalgae, which is advan-
tageous in achieving a high HPR and sufficient
hydrogen content. Consequently, dark fermenta-
tion is considered as a promising future
hydrogen-producing technique and has received
extensive research attention in recent years
[20–24].

In this entry, biological hydrogen production
through dark fermentation is detailed discussed,
with the main focus on the areas of pre-treatment,
metabolic pathways, bioreactors, and fermenta-
tion process control. The further use of hydrogen
and VFAs are also reviewed. The potential and
challenges for dark fermentative hydrogen pro-
duction are highlighted.

Substrates for Dark Fermentation

Principle of Dark Fermentation
During dark fermentation, the high-molecular-
weight organic components, such as carbohy-
drates, are hydrolysed to smaller compounds,
such as reducing sugars, and subsequently
degraded anaerobically to hydrogen, carbon

dioxide, and soluble metabolites, such as VFAs
and alcohols, by hydrogen-producing bacteria
(HPB) [6, 25]. Generally, hydrogen is formed
through the combination of electrons and protons
with the catalysis by hydrogenase [26]. HPB
strains may belong to the families Clostridiaceae,
Enterobacteriaceae, Thermoanaerobacteriacea,
Sporolactobacillaceae, Bacillaceae, etc. [27,
28]. Dark fermentation can be considered as the
hydrolysis and acidogenesis steps of anaerobic
digestion.

Mechanism of Metabolic Pathways of
Hydrogen Production and Consumption
Low-molecular-weight organic components or
monomers such as monosaccharides and amino
acids, which may be derived from hydrolysis of
polymers such as carbohydrates and proteins, are
able to diffuse across the cell membrane and
transported into HPB cells. Mechanism of hydro-
gen fermentation is associated with anaerobic
degradation of monomers [29]. Glucose is the
most common monomer in biomass, such as lig-
nocellulosic biomass, manures, food wastes, and
algal biomass, and may be derived from a variety
of carbohydrates such as starch, cellulose, glyco-
gen, laminarin, sucrose, and trehalose [8]. The
metabolic pathways of glucose during dark fer-
mentation are shown in Fig. 1.

Glucose is anaerobically metabolized to pyru-
vate, producing reduced nicotinamide adenine
dinucleotide (NADH). Pyruvate is further metabo-
lized to acetyl coenzyme A (acetyl-CoA), accom-
panying by generation of (a) hydrogen and carbon
dioxide, (b) NADH and carbon dioxide, or
(c) formic acid (which can be further split into
hydrogen and carbon dioxide, as shown in Eq. 1)
[21]. Alternatively, pyruvate can also be directly
converted to end products, such as lactic acid,
coupled with NADH consumption. Subsequently,
the generated acetyl-CoA is converted to the end
products such as acetic acid, butyric acid, and
ethanol, without or with NADH consumption.
Hydrogen can be produced with the hydrogenase
as a catalyst through the combination of protons
and electron donors (Eq. 2), which can be sourced
from reduced ferredoxin or NADH. The consump-
tion of electron donors can also be considered the
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Hydrogen Production from Biological Sources, Fig. 1 Metabolic pathways of fermentative hydrogen production
using glucose as a substrate (Adapted from [8])
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same as the consumption of hydrogen production
potential [23, 30].

HCOOH ! CO2 þ H2 (1)

NADHþ Hþ ! NADþ þ H2 (2)

Hydrogen can be generated or consumed upon
the metabolic pathways. The acetic acid pathway
provides the highest specific hydrogen yield
(SHY; 4 mol H2/mol glucose or 497.8 mL H2/g
glucose; Eq. 3), which is followed by butyric acid
pathway (2 mol H2/mol glucose or 248.9 mL H2/g
glucose, Eq. 4). Lactic acid (Eq. 5) and ethanol
(Eq. 6) pathways do not produce hydrogen. In
contrast, hydrogen-consuming routes also exist
in glucose fermentation, such as propionic acid
(�2 mol H2/mol glucose or �248.9 mL H2/g
glucose, Eq. 7) and caproic acid (�4 mol H2/mol
glucose or �497.8 mL H2/g glucose, Eq. 8) path-
ways [9, 27].

C6H12O6 þ 2H2O ! 4H2 þ 2CO2

þ 2CH3COOH (3)

C6H12O6 ! 2H2 þ 2CO2

þ CH3 CH2ð Þ2COOH (4)

C6H12O6 ! 2CH3CHOHCOOH (5)

C6H12O6 ! 2CO2 þ 2CH3CH2OH (6)

C6H12O6 þ 2H2 ! 2H2O

þ 2CH3CH2COOH (7)

C6H12O6 þ 4H2 ! CH3 CH2ð Þ4COOH
þ 4H2O (8)

Homoacetogenesis is considered as a major
hydrogen consumption pathway which can con-
vert hydrogen and carbon dioxide to acetic acid
and water (see Eq. 9), particularly for multi-
species cultures. Homoacetogenic bacteria are
strict anaerobic bacteria, which exhibit fast
growth rates; they may be related to the families
Eubacteriaceae, Clostridiaceae, and Veillone-
llaceae. Some of such bacteria are spore-forming

microbes [9, 30]. Homoacetogenic hydrogen con-
sumption is not dependent on the substrate, origin
and pre-treatment of inoculum, fermentation
parameters and type of reactor, and is usually
accompanied with hydrogen production; overall
11–43% of produced hydrogenmay be consumed.
Unfortunately, no method to fully block homo-
acetogenic pathways has yet been reported [30].

4H2 þ 2CO2 ! CH3COOHþ 2H2O (9)

Methanogenesis is another possible hydrogen
consumption route during dark fermentation. The
presence of hydrogenotrophic methanogenic
archaea can convert the fermentative gaseous
products to methane and water (see Eq. 10). How-
ever, methanogenesis is usually not activated in
dark fermentation. This is attributed to the fact
that the short hydraulic retention time (HRT; usu-
ally below 2 days) can cause the wash out of slow
growth methanogenic archaea. Furthermore, the
low pH, which is caused by production of VFAs,
can significantly inhibit the growth and metabo-
lism of methanogenic archaea [31].

CO2 þ 4H2 ! CH4 þ 2H2O (10)

In dark fermentation, hydrogen production and
consumption pathways are usually thermodynam-
ically favorable with negative Gibbs free energy
changes [30, 32]. However, accumulated hydro-
gen can increase the partial pressure of hydrogen
and improve the thermodynamic favorability of
hydrogen consumption pathways, while reducing
the thermodynamic favorability of hydrogen pro-
duction pathways [27, 33]. As a result, the hydro-
gen consumption reactions may be the dominant
pathway in dark fermentation. Moreover, the
increased carbon dioxide level in the later stage
of dark fermentation can also boost homo-
acetogenesis, resulting in significant hydrogen
consumption [30].

Hydrogen Production Potential of Monomers
Table 2 presents a summary of theoretical values
for SHYs from various monomers. Carbohydrate
monomers are well understood and considered as
the major contribution to fermentative hydrogen
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production [34]. The theoretical SHYs of glucose,
galactose, and fructose are 4 mol H2/mol mono-
mer (497.8 mL H2/g monomer), while that of
xylose is 10/3 mol H2/mol monomer (497.8 mL
H2/g monomer) [9, 27]. Mannitol exhibits a
higher SHY of 5 mol H2/mol monomer
(615.4 mL H2/g monomer); this is because it has
more reducing power, which generates extra
NADH during dark fermentation as compared
with glucose [23]. Glycerol derived from lipids
is another important hydrogen-producing sub-
strate. The theoretical SHYs of glycerol achieves
3 mol H2/mol monomer (730.4 mL H2/g mono-
mer), which is comparable with carbohydrate
monomers. There are numerous existing litera-
tures reported on fermentative hydrogen produc-
tion from carbohydrate monomers and glycerol
[20, 23, 25, 29]. The experimental values are
usually in the range of 15–95% of the theoretical
values, mainly depending on the sources of inoc-
ulum and operation parameters [8].

In contrast, long-chain fatty acids (LCFAs)
derived from lipids are difficult to be degraded
during dark fermentation; this is attributed to the
fact that fermentation of LCFAs to shorter chain
equivalents is usually thermodynamically unfavor-
able, unless coupled with the methanogenesis reac-
tion [35]. Unfortunately, methanogenesis is usually
inhibited in most cases of hydrogen fermentation
process [30, 36, 37].Moreover, LCFAs tend to form
insoluble hydrophobic aggregates, which adversely
affect hydrogen fermentation [38].

Also, protein monomers (i.e., amino acids) have
minor contribution to the direct hydrogen produc-
tion, although they can provide nitrogen sources for

HPB growth during dark fermentation. The exper-
imental SHYs of proteinsmonomers are very low in
common fermentation environments with acidic or
a neutral conditions [29, 39, 40]. Such low SHY
values are probably due to the slow hydrogen pro-
duction rates as compared with the fast hydrogen
consumption rates during fermentation. However,
amino acids do produce a certain amount of hydro-
gen in extremely alkali environment (pH 10–12)
with the aid of chloroform to block the hydrogen
consumption pathways [41].

Pre-treatment of Raw Materials

The rates of hydrolysis and acidogenesis steps dur-
ing dark fermentation need to be matched to facil-
itate a balanced and efficient dark fermentation
process. However, the hydrolysis step usually acts
as the rate-limiting step due to its low rate. This is
attributed to the fact that the biomass substrate may
contain recalcitrant structures, which are not advan-
tageous for the release and subsequent degradation
of organic macromolecules by hydrolytic bacteria
[31, 42]. A proper pre-treatment step is desired to
disrupt the biomass structure to increase the acces-
sibility of the bacterial enzymes and to degrade the
macromolecules to micromolecules to boost the
hydrolysis process [9].

Pre-treatment for Lignocellulosic Substrate
Lignocellulosic biomass, which may be derived
from agricultural residues, herbaceous, hard/soft-
wood, cellulose wastes, and industry coproducts,
contains abundant amounts of the carbohydrate

Hydrogen Production from Biological Sources, Table 2 Hydrogen fermentation reactions using monomers
(Adapted from [8, 23, 27])

Monomer Fermentation reactiona
Specific hydrogen yield Hydrogen content

(%)b(mol/mol) (mL/g)

Glucose
Galactose
Fructose

C6H12O6 + 2H2O ! 4H2 + 2CO2 + 2CH3COOH 4 497.8 66.7

Xylose C5H10O5 þ 5
3
H2O ! 10

3
H2 þ 5

3
CO2 þ 5

3
CH3COOH 10/3 497.8 66.7

Mannitol C6H14O6 + 2H2O ! 5H2 + 2CO2 + 2CH3COOH 5 615.4 71.4

Glycerol C3H8O3 + H2O ! 3H2 + CO2 + CH3COOH 3 730.4 75.0
aOptimal pathway for hydrogen production
bBiogas is mainly composed of H2 and CO2
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polymers cellulose (12–61% of TS) and hemicel-
lulose (14–37% of TS), the aromatic polymer
lignin (8–31% of TS), as well as small amounts
of pectins, soluble sugars, and proteins [43]. Such
carbohydrate polymers are built with hexose (e.g.,
glucose and mannose) and pentose (e.g., xylose),
and they are tightly bound to lignin, which pro-
vides the structural rigidity and resistance against
microbial and enzymatic attacks as well as oxida-
tive stress [36, 44].

Various physical, thermal, chemical, and bio-
logical pre-treatment approaches have been
employed to alter the lignin structure, to dissolve
the lignin and hemicellulose, to increase the
accessible surface area, to reduce the crystalliza-
tion of cellulose (see Table 3), thereby enhancing
the hydrogen production performance during dark
fermentation [36, 42, 43, 45].

Thermal pre-treatment with or without acid, is
well understood (see Table 4). Lopez-Hidalgo
et al. [46] investigated the impacts of mechanical
and thermal pre-treatments on hydrogen fermen-
tation of wheat straw. The biomass was hammer
milled to 425 mm and then heated at 121 �C with
steams for 1 h with 0.75% v/v H2SO4. The max-
imum SHY of 140.1 mL/g sugar and HPR of
18 mL/L/h were achieved when the liquid frac-
tion of hydrolysate was used as a substrate. How-
ever, the presence of furfural derived from pre-
treatment may adversely affect hydrogen fer-
mentation [46]. Gonzales et al. [47] investigated
hydrogen fermentation of empty palm fruit
bunch, rice husk, and pine tree wood as sub-
strates pre-treated by mechanical mill and auto-
clave heated at 121 �C for 60 min with 5% v/v
H2SO4. As a result, the total reducing sugar
recovery achieved 56.6–60.7%. Meanwhile, the
maximum HPRs of 1510–1860 mL/L/day were
achieved, and the maximum SHYs of
0.96–1.25 mol/mol sugar (or 119.5–155.6 mL/g
sugar) were obtained. However, in the pre-
treatment process, fermentable monosaccharides
were partially degraded to VFAs and furans, with
hydroxymethylfurfural (HMF) and furfural con-
centrations of 0.9–1.2 g/L and 3.4–3.6 g/L,
respectively [47].

Furanic compounds, such as furfural (derived
from pentose) and HMF (derived from hexose),

are considered as common by-products generated
via thermal processes, particularly in an acidic
environment [36]. Such compounds are known
to have a critical impact on microbes through
inducing DNA damage and inhibiting enzymes
as well as cell growth [48, 49]. Although the
inhibitory threshold level varies and is depending
on the inoculum and fermentation environments,
high concentration of furanic compounds (e.g.,
above 1 g/L) can significantly inhibit hydrogen
fermentation [50–52]. To reduce the inhibitory
effects and improve hydrogen production perfor-
mance, extra detoxification process (e.g., active
charcoal adsorption, solvent extraction, alkaline
treatment, and evaporation) may be applied [36,
48].

Datar et al. [53] reported hydrogen fermenta-
tion of corn stover soaked in 1.2% v/v H2SO4 for
approximately 2 h and subsequently steam
exploded at 190 �C for 2 min. Activated charcoal
was employed to reduce the concentrations of
by-products (i.e., furfural and HMF). Conse-
quently, the lag-phase time of hydrogen fermen-
tation was reduced, with maximal SHY of
3.0 mol/mol sugar (or 373.3 mL/g sugar) and
HPR of 176.4 mL/L/h. Most of the glucose and
xylose were consumed, with the utilization effi-
ciencies of 91% and 94%, respectively [53]. How-
ever, the detoxification process may constitute a
major cost of fermentative biofuel production pro-
cess and may cause a loss of fermentable sugar
[24, 36]. A highly selective detoxification process
for the removal of by-products derived from ther-
mal pre-treatment with low cost needs to be fur-
ther explored.

Thermal alkaline pre-treatment also effects lig-
nin disruption and changes to the biomass surface,
while it has a minor effect on the formation of
furfural and HMF (see Table 3). Lin et al. [54]
employed microwave-heated alkali pre-treatment
to enhance the enzymatic digestibility of water
hyacinth. The biomass was oven-dried, powdered
to 0.02 mm, soaked in 0.2% w/v NaOH for 24 h,
and then microwave-heated at 190 �C for 10 min.
Scanning electron microscopy (SEM) results indi-
cated that the lignocellulose matrix had
deconstructed, and the biomass surface had
swelled. X-ray diffraction (XRD) results
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Hydrogen Production from Biological Sources, Table 4 Pre-treatment to enhance hydrogen fermentation

Substrate Pre-treatment Result Reference

Wheat straw Hammer mill to 425 mm and then
steam heating at 121 �C for 1 h with
0.75% v/v H2SO4

Straw hydrolysate mainly contained
21 g/L of reducing sugars, 1.0 g/L of
formic acid, 3.59 g/L of acetic acid
and 0.12 g/L of furfural
Specific hydrogen yield increased to
140.1 mL/g sugar
Maximum hydrogen production rate
increased to 18 mL/L/h
Presence of furfural may adversely
affect hydrogen production

[46]

Empty palm fruit
bunch, rice husk, and
pine tree wood

Mill to 1–2 mm and autoclave at
121 �C for 60 min with 5% v/v H2SO4

Total sugar recovery achieved
56.6–60.7%
Fermentable monosaccharides were
partially degraded to volatile fatty
acids and furans
HMF and furfural concentrations were
0.9–1.2 g/L and 3.4–3.6 g/L,
respectively
Maximum hydrogen production rates
achieved 1510–1860 mL/L/d
Specific hydrogen yields achieved
0.96–1.25 mol/mol sugar
(or 119.5–155.6 mL/g sugar)

[47]

Corn stover Soaked in 1.2% v/v H2SO4 for
approximately 2 h and then steam
explosion at 190 �C for 2 min

Hydrolysate was mainly derived from
hemicellulose and contained xylose,
glucose, arabinose, galactose, and
mannose
The hydrogen lag-phase time can be
reduced by the by-product (i.e.,
furfural and HMF) removal using
activated charcoal
Specific hydrogen yield increased to
3.0 mol/mol sugar (or 373.3 mL/g
sugar)
Maximum hydrogen production rate
increased to 176.4 mL/L/h
Approximately 91% of glucose and
94% of xylose consumed during
fermentation

[53]

Miscanthus stems Chop to a length of 0.5–5 cm,
extrusion-NaOH pre-treatment at
70 �C for 4 h, and then enzymatic
hydrolysis for 72 h

Sixty-nine percent of cellulose and
38% of hemicellulose were converted
to glucose, xylose, and arabinose
Thirty-three percent of the initial
biomass was converted into
monosaccharides
Thermotoga elfii was able to grow on
hydrolysate, producing higher
hydrogen yield compared with
glucose medium

[55]

Water hyacinth Oven-dried, powdered to 0.02 mm,
soaked in 0.2% w/v NaOH for 24 h,
microwave heated at 190 �C for
10 min, and enzymatic hydrolysis for
24 h

SEM results indicated that
lignocellulose matrix was
deconstructed, and the biomass
surface was swelled
XRD results suggested the decrease of
crystallinity index from 16.0 to 13.0
due to cellulose amorphization

[54]

(continued)
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Hydrogen Production from Biological Sources, Table 4 (continued)

Substrate Pre-treatment Result Reference

FTIR results confirmed the destruction
of lignin structure and the disruption
of the crystalline cellulose to reduce
crystallinity
Optimal reducing sugar yield of
0.296 g/g VS was achieved
Specific hydrogen yield increased to
63.9 mL/g VS

Cassava residues Thermal heated at 110 �C for 2 h with
85% NMMO solution and the
enzymatically hydrolysed by cellulase
for 72 h

SEM results revealed the formation of
deep grooves and numerous pores in
the surface
XRD results showed the decrease of
crystallinity index from 40 to 34
FTIR results indicated the partially
transformation of crystal cellulose I to
amorphous cellulose II
The subsequent reducing sugar yield
of 51.7 g/g VS, corresponding to 85%
of the theoretical value
Specific hydrogen yield of
enzymatically hydrolysated biomass
increased from 92.3 to 126 mL/g VS
Maximum hydrogen production rate
increased from 174.4 mL/L/h to
227.2 mL/L/h
Soluble metabolites increased from
41.8 mM to 50.8 mM

[57]

Sugarcane top Autoclave at 121 �C for 15 min and
fungal pre-treatment at 28 �C for 21 d

Lignin was reduced by 60.4%
SEM results indicated biomass was
degraded with formation of cavities
inside, and microfibrils were separated
and fully exposed
FTIR results suggested dissolution of
lignin and hemicellulose
Hemicellulose and cellulose losses
were 24.3% and 5.0%, respectively
Acetate and butyrate and
concentrations were increased by
119.7% and 150.3%, respectively
Specific hydrogen yield increased by
40.4% (77.2 mL/g VS)
Maximum hydrogen production rate
increased by 34.3% (11.0 mL/g VS/h)
Lag-phase time reduced by 5.6%

[56]

Microalgae
Chlamydomonas
reinhardtii

Cell wall disruption and then
simultaneous saccharification by
a-amylase and fermentation at 75 �C

Almost no hydrogen was produced
using intact microalgal cells without
pre-treatment as substrates
Specific hydrogen yield increased to
2.5 mol/mol glucose equivalent with
hydrogen content of 64%
Maximum hydrogen production rate
increased to 227.3 mL/L/h

[67]

Microalgae
Nannochloropsis
oceanica

Microwave irradiation at 140 �C with
1% H2SO4 for 15 min

Significant increase of reducing sugars
and amino acids yields to 0.29 g/g VS
and 0.05 g/g VS
Specific hydrogen yield increased

[32]

(continued)

Hydrogen Production from Biological Sources 843



Hydrogen Production from Biological Sources, Table 4 (continued)

Substrate Pre-treatment Result Reference

from near zero to 39.0 mL/g VS
Maximum hydrogen production rate
increased from near zero to
50.3 mL/L/h

Macroalgae
Laminaria japonica

Washed with water, oven-dried,
powdered to 0.5 mm, heated at 170 �C
for 20 min

Negligible lignin content in
macroalgal biomass effected a high
SHYof 69.1 mL/g CODadded without
harsh pre-treatment, compared with
terrestrial lignocellulosic biomass
Increasing temperature from 150 �C to
180 �C improved biomass
solubilization, and reduce the
cellulose and hemicellulose contents,
thereby enhancing the hydrolysis
performance
Furfural concentration increased from
1.1 to 3.2 g/L with increasing
temperature from 150 �C to 180 �C,
which may adversely affect hydrogen
fermentation
Specific hydrogen yield increased by
63.9% (110.8 mL/g CODadded);
Maximum hydrogen production rate
increased by 221.1% (0.61 L/L/h);
Total organic acids increased by
91.7% (12.9 g/L)
Lag-phase time reduced by 14.4%
(10.7 h)
Carbohydrate removal efficiency
increased by 50.9% (80%)

[68]

Canteen food waste Selected manually to remove
undesirable materials, mixed in
blender, and then enzymatically
hydrolysed by Aspergillus awamori
and Aspergillus oryzae at 55 �C

Maximum glucose yield of 0.39 g/g
substrate was obtained in hydrolysate,
corresponding to the starch conversion
efficiency of 87%
Most of the glucose was consumed
during fermentation
Specific hydrogen yield achieved
219.9 mL/g VSadded
Pre-treatment can effectively boost the
hydrolysis rate, enhance substrate
utilization, and improve hydrogen
production

[69]

Food wastes from a
fruit wholesaler,
catering kitchen, and
brewery

Chopped, pressed, washed, blended,
and then hydrothermal pre-treated at
200 �C and 50 bar for 15 min

Hydrolysate was detoxicated by
activated carbon to remove HMF
Specific hydrogen yield of 3.0 mol/
mol hexose was achieved during
electro-fermentation
Up to 99% of food waste was
destructed via hydrothermal pre-
treatment and subsequent
fermentation

[70]

TS total solids, VS volatile solids, HMF hydroxymethylfurfural, SEM scanning electron microscopy, XRD X-ray
diffraction, FTIR Fourier transform infrared spectroscopy, NMMO N-methylmorpholine-N-oxide
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suggested the decrease of crystallinity index
because of cellulose amorphization. Fourier trans-
form infrared spectroscopy (FTIR) results con-
firmed the destruction of lignin structure and the
disruption of the crystalline cellulose to reduce
crystallinity. Consequently, the pre-treated bio-
mass was effectively hydrolysed by enzymes,
generating a reducing sugar yield of 0.296 g/g
VS and an SHY of 63.9 mL H2/g VS [54]. Vrije
et al. [55] suggested a one-step extrusion-NaOH
(12% w/v) pre-treatment at 70 �C for 4 h for
Miscanthus stems. The pre-treated biomass was
enzymatically hydrolysed, resulting in the conver-
sion 69% of cellulose and 38% of hemicellulose to
glucose, xylose, and arabinose. Normal growth of
Thermotoga elfii on biomass hydrolysate under a
thermophilic environment was reported, produc-
ing more hydrogen when compared with glucose
medium [55].

Fugal pre-treatment is one of representative
biological pre-treatments for lignocellulosic bio-
mass; it can selectively degrade lignin and hemi-
cellulose while consuming little cellulose
[42]. Kumari and Das [56] carried out fungal
pre-treatment of sugarcane top inoculated with
white rot fungus Pleurotus pulmonarius for
21 d. SEM results indicated the biomass was
degraded, with cavities having formed inside,
andmicrofibrils were separated and fully exposed.
FTIR results suggested dissolution of lignin and
hemicellulose. The contents of lignin, hemicellu-
lose, and cellulose were reduced by 60.4%,
24.3%, and 5.0%, respectively. As a result, the
maximum SHY and HPR were enhanced by
40.4% and 34.3%, respectively, with a slight
reduction in lag-phase time. Meanwhile, 119.7%
increase of acetate and 150.3% increase of buty-
rate concentrations were observed [56]. It should
be noted that the long pre-treatment period and the
loss of fermentable component (particularly of
hemicellulose). Further work needs to be devoted
to boosting hydrolysis while preserving the fer-
mentable organic materials.

Recently, ionic liquids have been employed to
pre-treat the lignocellulosic biomass; this
approach has shown advantages in cellulose

de-crystallization and the increase of accessible
surface area (Table 4), with little inhibitor produc-
tion [42]. Cheng et al. [57] assessed the impacts of
N-methylmorpholine-N-oxide (NMMO) pre-
treatment on subsequent enzymatic hydrolysis
and fermentation. SEM results revealed the for-
mation of deep grooves (ca. 4 mm width) and
numerous pores in the surface. XRD results
showed a decrease of the crystallinity index from
40 to 34. FTIR results confirmed the partial trans-
formation of crystal cellulose I to amorphous cel-
lulose II, with the lateral order index decreased
from 0.86 to 0.7. The NMMO pre-treatment facil-
itated the subsequent enzymatic hydrolysis, with a
reducing sugar yield of 51.7 g/g VS,
corresponding to 85% of the theoretical value;
this equals to a 16.7% increase as compared with
direct use of raw biomass for enzymatic hydroly-
sis. Consequently, the SHY increased from 92.3 to
126 mL/g VS, the maximum HPR increased from
174.4 to 227.2 mL/L/h, and the soluble metabo-
lites increased from 41.8 to 50.8 mM [57]. The
ionic liquid pre-treatment is considered as a green
route to efficiently pre-treat lignocellulosic bio-
mass; however, this process may be expensive.
An economic assessment should be carried out to
evaluate such a process. Furthermore, the efficient
recovery of ionic liquids should be further inves-
tigated and optimized.

Pre-treatment for Algal Substrate
Aquatic algae, which may be classified as micro-
algae (such as Chlorella and Chlamydomonas) or
macroalgae (such as Laminaria and Ulva) based
on their size and morphology, are considered as
promising substrates for biofuel production [8,
58, 59]. Algal biomass contains little or no lignin,
which is advantageous for fermentative hydrogen
production [59, 60]. The composition of algal
biomass is various and is mainly dependent on
the species and environmental conditions [59, 61,
62]. Microalgal biomass contains abundant car-
bohydrates (10–67% of TS), proteins (8–61% of
TS), and lipids (6–40% of TS), whereas macro-
algal biomass contains abundant carbohydrates
(28–84% of TS), proteins (7–39% of TS), and
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small amounts of lipids (1–7% of TS) [36, 60].
It should be noted that the typical organic com-
ponents in micro- and macroalgae are quite
different. For instance, starch, glycogen, gluco-
sylglycerol, and trehalose are the typical carbo-
hydrates in microalgae, while agar, carrageenan,
laminarin, fucoidan, cellulose, and mannitol
are the typical carbohydrates in macroalgae
[12, 60, 63].

The algal cell wall structure can significantly
reduce bacterial accessibility and resist bacterial
attack [64–66]. Nguyen et al. [67] found hydrogen
production by Thermotoga neapolitana was near
zero when intact microalgal cells of
Chlamydomonas reinhardtii were used as sub-
strate. Sonication and methanol exposure can
effectively disrupt the cell wall structure, and the
subsequent simultaneous saccharification and fer-
mentation process generated a high SHY of
2.5 mol/mol glucose equivalent with high content
of 64%. Meanwhile, the maximum HPR achieved
227.3 mL/L/h [67]. Xia et al. [32] investigated
hydrogen fermentation using microalgae
Nannochloropsis oceanica as a substrate. When
N. oceanica biomass was pre-treated by micro-
wave irradiation at 140 �C with 1% H2SO4 for
15 min, the SHY significantly increased to
39.0 mL/g VS, and the maximum HPR increased
to 50.3 mL/L/h [32]. Jung et al. [68] used macro-
algae Laminaria japonica as a substrate for hydro-
gen fermentation. The washed, oven-dried, and
powdered L. japonica showed a relative high
SHY of 69.1 mL/g CODadded without harsh pre-
treatment, as compared with terrestrial lignocellu-
losic biomass. This can be attributed to the negli-
gible lignin content in macroalgal biomass. When
the powdered biomass was further pre-treated by
thermal heating at 170 �C for 20 min, the SHY
increased by 63.9%, the HPR increased by
221.1%, the total organic acids concentration
increased by 91.7%, and the carbohydrate
removal efficiency increased by 50.9%. Mean-
while, the hydrogen-producing lag-phase time
was reduced by 14.4%. An increase of the pre-
treatment temperature improved the hydrolysis
performance but also increase the furfural concen-
tration, which can inhibit the subsequent fermen-
tation process [68].

Pre-treatment for Food Wastes
Food waste contains complex polysaccharides
and proteins, which usually require an extra
hydrolysis step for their utilization as fermenta-
tion substrates [69, 70]. Han et al. [69] pre-treated
food waste with solid-state fermentation by
Aspergillus awamori and Aspergillus oryzae at
55 �C. The maximum glucose yield of 0.39 g/g
substrate was achieved, which corresponded to
the starch conversion efficiency of 87%. Such
biological pre-treatment can effectively boost the
hydrolysis rate, enhance substrate utilization, and
improve hydrogen production [69]. However, the
biological pre-treatment may take a few hours to a
few days to fully hydrolyse the substrate. The
slow reaction rate may reduce the feasibility for
large-scale application. Furthermore, food waste
may contain competitor organisms and pathogens,
which are not advantageous for dark fermentation
and can cause environmental issues. In contrast,
high temperatures and pressures during hydro-
thermal pre-treatment can sterilize the feedstock
while reducing the pre-treatment time signifi-
cantly. Redwood et al. [70] employed hydrother-
mal pre-treatment to hydrolyse food waste at
200 �C and 50 bars for 15 min and used activated
carbon to remove the formed HMF. The maximal
SHYof 3.0 mol/mol hexose was obtained in sub-
sequent fermentation, and 99% of food waste was
destructed [70]. Yin et al. [71] investigated the
impacts of temperature on the hydrothermal pre-
treatment and subsequent fermentation of food
waste. The optimal temperature for organic disso-
lution was 180 �C, effecting a 42.5% increase in
soluble COD. However, the optimal temperature
for fermentation was 160 �C, with a total VFA
yield of 0.91 g/g VS removal [71].

Process Control and Optimization

Inoculum
The inoculum for dark fermentation can be clas-
sified into single-species and multi-species cul-
tures (see Table 5) [26, 72, 73]. High
performance single-species cultures may be iso-
lated from the natural environment [20]. Alterna-
tively, they may be derived from physiochemical
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mutation and genetic modification [74, 75]. Multi-
species cultures are usually isolated and enriched
from anaerobic digestion inoculum through vari-
ous pre-treatment approaches, such as the appli-
cations of heat, aeration, irradiation, acid, and
alkaline conditions, to inhibit most of the hydro-
gen consumers [29, 76, 77].

Single-species cultures can achieve high
SHYs, particularly under a thermophilic environ-
ment, and are highly efficient in conversion of
simple substrates (such as sugars and glycerol)
to hydrogen and other distinctive products [8,
72]. Nevertheless, multi-species cultures are con-
sidered more promising for future large-scale
applications, because they are able to utilize a
wider range of organic materials, thus increasing
the potential of energy production using complex
biomass as substrates [29, 72]. Furthermore,
multi-species cultures contain more diverse
microorganisms, which provide resilience to con-
tamination during the treatment of biomass wastes
without sterilization, improving the stability for
long-term hydrogen fermentation [78]. Neverthe-
less, the microbial community can be changed
during treating various substrates. Xia et al. [79]
reported that the microbial community of AFB
was simple and was contained one dominant spe-
cies (Clostridium butyricum), when glucose was
used as a substrate. However, the microbial com-
munity developed a complex structure with three
major species (Clostridium cochlearium, Clos-
tridium acetireducens, and Sporanaerobacter

acetigenes), when microalgae Chlorella
pyrenoidosa was used as a substrate for a long-
term fermentation [79]. The variation of microbial
communities may change the fermentative path-
ways and products, thereby affecting the hydro-
gen fermentation performance. The microbial
community should be monitored and controlled
for long periods of time to ensure stable
fermentation.

Temperature
Temperature has a significant impact on AFB
activity and hydrogen fermentation [28]. Hydro-
gen fermentation performance may increase with
increasing temperature within a proper range.
However, a significant drop in hydrogen produc-
tion occurs at excessively high temperatures. Fer-
mentation can be successfully conducted in
mesophilic (ca. 37 �C), thermophilic (ca. 55 �C),
or hyperthermophilic (>65 �C) environments [6,
8, 22]. Mesophilic environments have been
applied widely in dark fermentation due to the
low amounts of energy consumption required to
maintain the fermenter temperature. Increase in
the temperature to thermophilic and hyperthermo-
philic levels has significant advantages, such as
inhibition of hydrogen consumers, enhancement
of thermodynamic favorability of hydrogen pro-
duction pathways, increase of SHYs, and
improvement of hydrogen tolerance and meta-
bolic activity of HPB [25, 26]. Nevertheless, the
HPR per volume may be reduced in such a heated

Hydrogen Production from Biological Sources, Table 5 Inoculum for hydrogen fermentation (Adapted from [8, 29,
72])

Element Single-species culture Multi-species culture

Source Isolated from environment or modified by
physiochemical mutation and genetic methodologies

Pre-treatment of mixed bacteria derived
from anaerobic digestion

Specific
hydrogen
yield

Up to approximately 4 mol/mol hexose Usually, below 2.5 mol/mol hexose

Advantage High specific H2 yield especially under a thermophilic
environment
Highly efficient in conversion of simple substrates to
H2 and other distinctive products

Resilience to biological contamination and
inhibitors
Highly adaptable to various substrates
High substrate degradation efficiency

Drawback Sensitive to inhibitors
Require a sterilization environment
Difficulty in degradation of complex substrates

Low specific H2 yield due to hydrogen-
consuming pathways such as
homoacetogenesis
Various by-products
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environment, as the cell densities of HPB are
lower compared with those in a mesophilic envi-
ronment [78]. The thermophilic conditions may
be more competitive if waste heat sources are
available.

pH
The pH is another critical parameter for hydrogen
fermentation, and may affect the metabolic path-
ways and hydrogenase activity [28]. Increase of
pH level in a certain range can improve the hydro-
gen fermentation performance, whereas further
increases may inhibit hydrogen production [23,
28]. The optimal pH values have been reported
in the range of 5.5–6.5 [26, 80, 81].

Hydrogen fermentation is accompanied with
the production of VFAs, which may cause a sig-
nificant drop of pH in the fermentation system.
The low pH (e.g., <5) is not advantageous for
hydrogen production, due to the shift of metabolic
pathways (e.g., ethanol production) that consume
more NADH, decrease of hydrogenase activity,
and charge variation of cell membrane [26, 80].

A stable and optimal pH level is very ben-
eficial for hydrogen fermentation. The addition
of alkaline chemicals, such as NaOH and
KOH, is usually employed in lab scale fermen-
ters [29, 82]. Nevertheless, such pH adjustment
is costly and introduces a high level of ions,
which may adversely affect HPB growth and
metabolism [9]. The use of slightly alkaline
wastewater, such as the effluent from anaerobic
digestion, may be a cost-effective strategy to
maintain the pH of dark fermentation
[83]. Alternatively, the addition of protein-
rich substrates may be useful for maintaining
pH. Anaerobic degradation of protein com-
pounds can generate ammonia, which further
dissolves in water and neutralizes excess pro-
tons to form ammonium (Eq. 11) [79].

NH3 þ Hþ ! NH4
þ (11)

Hydraulic Retention Time (HRT) and Organic
Loading Rate (OLR)
In large-scale applications of hydrogen fermenta-
tion, a continuous mode should be employed

rather than a bath mode. In this case, the HRT
and OLR are the critical parameters for hydrogen
fermentation [9]. HRT indicates the average time
the fermentation liquor remains in the fermenter
unit (Eq. 12). HRT should be sufficiently high to
improve the substrate degradation and to avoid
HPB washout of the reactor. However, excess
HRT is also not advantageous for hydrogen pro-
duction. Long HRTs can lead to accumulation of
homoacetogenic bacteria, resulting in rapid
hydrogen consumption. To ensure a high perfor-
mance of dark fermentation, the HRT is usually
maintained at 0.5 h–2 d [30, 73, 83].

HRT dð Þ ¼ Fermenter capacity Lð Þ
Daily fresh substrate added L=dð Þ

(12)

OLR reflects the daily treating capacity of
organic materials of the fermenter per unit vol-
ume (Eq. 13). OLR directly corresponds to the
organic concentrations of the influent and the
HRT in traditional homogeneous reactors (such
as continuous stirred tank reactor, CSTR). A
high OLR may lead to the accumulation of
VFAs that can significantly reduce the pH and
inhibit hydrogen production [8, 28]. Further-
more, insufficient substrate degradation occurs
with a high OLR. However, the low OLR
would reduce the biomass degradation capacity
of the fermenter per volume and result in
requiring larger fermenters, thereby increasing
the capital and operating costs for dark fermen-
tation. Therefore, a proper OLR should be
selected, based on the substrate origin, pre-
treatment, inoculum, fermentation temperature,
etc., to ensure a cost-effective hydrogen fer-
mentation process.

OLR g=L=dð Þ ¼ Daily organic drysolids added g=dð Þ
Fermenter capacity Lð Þ

(13)

Macro- and Micronutrients
The supply of nutrients is a critical issue for the
long-term operation of hydrogen fermenter. Suf-
ficient levels of macro- and micronutrient would
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ensure a stable hydrogen fermentation [84]. Mac-
ronutrients, for instance, nitrogen, phosphorus,
potassium, sodium, magnesium, iron, and cal-
cium, are essential for the fermentation process.
Moreover, the micronutrients, for instance, cop-
per, zinc, and molybdenum, can also play impor-
tant roles during hydrogen fermentation [84,
85]. Such nutrients are associated with cell
metabolism and growth, organic component syn-
thesis of HPB, and enzyme activation and func-
tion [28, 84, 86]. Nutrient deficiency may occur
when the fermentation process only involves
mono-substrate, particularly for the
carbohydrate-rich substrates such as straw and
grass [9, 87]. Maintenance of the nutrients at
certain levels is very beneficial for the fermenta-
tion process [84]. The nutrients may be supplied
by the addition of refined chemicals [9]. Never-
theless, this approach can be expensive and may
be not practical for a large-scale fermenter. Alter-
natively, the co-fermentation with various sub-
strates, for instance, animal excreta and food
waste, is a cost-effective strategy for the nutrient
supply [88].

Inhibition
The experimental values of SHYs of substrates
are usually much lower than their theoretical
values; this can be attributed to the pathways
that consume or do not produce hydrogen, as
well as the inhibition of hydrogen production.
The inhibitors may originate from substrates, the
degradation of substrates, and formation of meta-
bolic products.

Hydrogen and Carbon Dioxide
The accumulated hydrogen improves the hydro-
gen concentration in the fermentation liquid
phase, while reducing the thermodynamic favor-
ability of hydrogen production pathways
[84]. Meanwhile, the increased carbon dioxide
level facilitates hydrogen consumption reactions,
such as homoacetogenesis [30].

Removal of hydrogen and carbon dioxide has
the potential to increase the hydrogen production
[89]. Sparging with external gas (e.g., nitrogen
and argon) has been demonstrated as an effective
approach [90–92]. Nevertheless, the gas-sparging

method requires large quantities of external gases
and results in the dilution of the hydrogen mix-
ture, which can significantly increase the costs for
the subsequent hydrogen upgrading and utiliza-
tion processes. Alternatively, hydrogen fermenta-
tion can be enhanced by applying a vacuum
environment to reduce the hydrogen and carbon
dioxide concentrations, by employing chemicals
(such as KOH and NaOH) to absorb carbon diox-
ide from the headspace and by removing the
dissolved gases [30]. Recently, Massanet-Nicolau
et al. [89] proposed an effective approach inte-
grating electrochemical hydrogen removal (EHR)
and carbon dioxide removal (CDR) for
biohydrogen systems. The use of CDR can
improve the SHY from 0.07 to 0.72 mol/mol
hexose. The combination of CDR and EHR can
further enhance the SHY to 1.79 mol/mol
hexose [89].

Volatile Fatty Acids (VFAs)
The hydrogen fermentation generates high levels
of VFAs, usually dominated by acetic acid and
butyric acid [32, 80]. Furthermore, thermal pre-
treatment of biomass may also form VFAs such as
formic and acetic acids [36]. The formation of
VFAs can significantly reduce hydrogen produc-
tion because of the end product inhibition and
may cause the cell lysis of HPB [93–95].

Increase of the dilution rate of the fermenter
can reduce the VFA inhibition; however, the
reduced HRT may have negative impacts on
hydrogen fermentation, such as the washout of
HPB. VFAs in hydrogen fermentation liquor can
be effectively removed through bipolar membrane
electrodialysis, thereby enhancing hydrogen pro-
duction [70, 93, 96]. Nevertheless, this approach
can be expensive. A cheaper route to remove
VFAs, using conventional electrodialysis (CED),
has been reported by Jones et al. [95]. High
removal efficiencies of VFAs (up to 99%) can be
achieved by treating model solution and fermen-
tation liquor with CED for 60 min [95].

Ammonia
In dark fermentation, ammonia can be generated
via the degradation of nitrogen-based organic
compounds, such as proteins and urea, or via the
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reduction of nitrates by nitrate-reducing bacteria.
Also, some substrates, such as manures, may con-
tain high levels of ammonia. An appropriate
ammonia level is beneficial for protein synthesis
and growth of HPB cells [34, 97]. However, a
high ammonia concentration may result in
inhibition.

Total ammonia nitrogen (TAN) includes free
(unionized) ammonia nitrogen (FAN) and ionized
ammonia nitrogen (ammonium). FAN is consid-
ered more inhibitory to HPB, because it easily
penetrates the cell membrane; this can cause pro-
ton imbalances as well as a potassium deficiency
[98]. FAN concentration is increased with increas-
ing TAN concentration, pH, and temperature
(Eq. 14) [99].

FAN ¼ TAN

1þ 10�pH

10
� 0:09018þ2729:92

T Kð Þ

� �
(14)

When the fermenter operates with a mesophilic
environment (37 �C), FAN only constitutes 0.01%
of TAN at pH 5, significantly increases to 1% at
pH 7, and further increases to 56% at pH 9. How-
ever, dark fermentation operates at low pH due to
VFA accumulation, under which conditions the
inhibitory effect from FAN is usually not signifi-
cant. For instance, FAN only represents a minor
fraction of TAN (0.04–0.4%) at the optimal fer-
mentation pH of 5.5–6.5.

The optimal TAN concentrations for hydrogen
fermentation have been reported in the range of
7–71 mM, which equals to 98–994 mg/L; this is
mainly dependent on the inoculum source, pH,
and temperature [97, 100]. However, slight
ammonia inhibition and hydrogen reduction
have been observed when the TAN level increased
to 1000–3000 mg/L [23]. Further increase of TAN
level to 7000–10,000 mg/L may lead to serious
ammonia inhibition with poor substrate degrada-
tion and hydrogen production [23, 97, 100].

The protein-rich substrates, such as manures
and microalgae, usually have high nitrogen con-
tents and low carbon to nitrogen (C/N) ratios; this
may result in ammonia accumulation in the fer-
menter. Co-fermentation of carbon-rich substrates

to improve the C/N ratio would be a cost-effective
strategy to reduce the ammonia concentration.
The optimal C/N ratio for dark fermentation is
usually in the range of 15–40 [101, 102]. Xia
et al. [101] found co-fermentation of microalgae
C. pyrenoidosa and cassava starch at a C/N ratio
of 25 can significantly enhance hydrogen fermen-
tation, achieving an SHY of 276.2 mL/g VS,
which was 3.7 and 1.8 times higher compared
with the mono-fermentation of C. pyrenoidosa
and cassava starch. Alternatively, many
approaches, such as acclimation or immobiliza-
tion of inoculum, adjustment of pH, temperature
control, dilution of fermentation liquor, and
ammonia removal by adsorption (zeolite treat-
ment), can effectively reduce the ammonia inhi-
bition [84, 100, 103, 104].

Nutrients
Proper levels of nutrients (both macro- and micro-
nutrients) can boost hydrogen fermentation,
whereas excessive nutrients may exhibit inhibi-
tory effects. For instance, the hydrogen fermenta-
tion is not efficient with low SHY and HPR in a
sodium-free environment [23]. A proper sodium
concentration can increase the activity of NADH-
ferredoxin oxidoreductase, leading to enhancing
the reduction of ferredoxin, which can further
provide more potential electron donors during
hydrogen fermentation. Moreover, increased
sodium concentration is advantageous for another
reason: substrates can be actively transported into
HPB cells, driven by a sodium gradient created by
a high extracellular sodium concentration
[105]. Nevertheless, excessive sodium concentra-
tions can seriously inhibit HPB, as a massive
expenditure of cellular energy is required to
pump out the excess sodium. In addition, a high
ion concentration can result in HPB cell lysis
[106, 107]. A number of existing literatures
reported the toxicity of excessive nutrients on
hydrogen fermentation [28, 86, 108]. For
instance, Li and Fang [86] found that the relative
toxicity of six metals is as follows: copper> nickel
and zinc > chromium > cadmium > lead. The
threshold concentration of each nutrient varies and
is dependent on factors such as the source of inoc-
ulum and fermentation operation parameters. The
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strategy to overcome inhibition includes dilution to
reduce the nutrient concentration below the inhib-
itory concentration thresholds and the use of long-
term acclimatized inoculum. Alternatively, detoxi-
fication and extra removal processes may be
employed to reduce the excessive nutrient
levels [84].

Furanic and Phenolic Compounds
Pretreatment, especially of lignocellulosic bio-
mass, can form furanic and phenolic compounds,
which may be inhibitory for dark fermentation
[36]. Furanic compounds, such as furfural and
HMF, are derived from the dehydration of pentose
and hexose [36, 84]. Furanic compounds can
damage the DNA, suppress cell growth, reduce
enzyme activity in glycolysis, alter metabolic
pathways, and oxidize NADH, which further
reduces the hydrogen potential [48, 109, 110].

Phenolic compounds, such as vanillin and
syringaldehyde, can be formed during the degra-
dation of lignin polymers [84, 111]. Furanic com-
pounds have negative impacts on cell membranes
either by causing damage or by increasing their
permeability [84, 112]. Consequently, the leakage
of intracellular components as well as the inacti-
vation of essential enzymatic systems may occur,
reducing the cell growth and activity and chang-
ing the metabolic pathways of HPB cells [36, 45,
113, 114].

The inhibitory thresholds for furanic and phe-
nolic compounds affecting hydrogen fermentation
have been reported to be near zero; this means
such compounds, at very low levels, can
adversely affect hydrogen production [84]. Sev-
eral studies have employed activated carbon to
remove the inhibitory compounds [24, 115,
116]. Cheng et al. [24] found that the removal
efficiencies of vanillin, HMF, and furfural by
using activated carbon achieved 84.8%, 45.4%,
and 39.5%, respectively. However, the slight loss
of glucose (13.8%) was also observed, which may
reduce the hydrogen potential. These authors also
confirmed the combination of activated carbon
detoxification and HPB acclimation can improve
the SHY and HPR by 29.7% and 84.7%, respec-
tively, using hydrolysed water hyacinth as a sub-
strate [24]. Alternatively, biological or chemical

techniques can be applied in detoxification pro-
cess. In addition, the full understanding of the
formation mechanism of furanic and phenolic
compounds as well as the optimization of the
pre-treatment process are important topics of the
future research.

Bioreactors for Hydrogen Production

For large-scale hydrogen production, the fermen-
ter should be operated continuously. In addition to
HRT, the solids retention time (SRT) and micro-
bial retention time (MRT) are also critical param-
eters, which indicate the average time of the solids
and microbes, respectively, remaining in the fer-
mentation system [13].

SRT dð Þ ¼ Total solids in fermenter gð Þ
Daily solids removed g=dð Þ

(15)

MRT dð Þ ¼ Total microbes in fermenter gð Þ
Daily microbes removed g=dð Þ

(16)

Conventional CSTR has been widely
employed in dark fermentation [117]. HPB
cells and substrates are suspended homoge-
neously in the liquid phase. HPB and substrates
have the same MRT and SRT, respectively,
which are also equal to the HRT. With a short
HRT, insufficient SRTs can lead to a poor deg-
radation of substrates, and low MRTs can result
in the washout of microbes, which may further
cause the failure of the fermentation process [28,
117, 118].

To separate the MRT and SRT from the HRT,
advanced bioreactors, such as sludge retention
and attachment-type reactors, have been devel-
oped (see Table 6). The upflow anaerobic sludge
blanket (UASB) reactor is a breakthrough tech-
nology that facilitates the sludge retention by
forming a granular sludge blanket rich in
microbes suspended in the reactor [13]. The
organic components flow with fermentation
liquor upward through the blanket and are
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degraded by the microbes. The settling action
from gravity, combined with the upward flow,
ensures suspension of the solid materials. As a
result, the MRT and SRT are much longer than
the HRT. This facilitates the high volume and
mass of substrate input, while improving the
solid and microbe retention, to ensure a high per-
formance fermentation process [13, 117].

In the fermentation of organic wastewater with
low solids content, the attachment-type reactor via
cell immobilization technology (e.g., adsorption,
entrapment, encapsulation) offers an effective
solution [119]. Interestingly, such a reactor is
more tolerant to metal toxicity and hydraulic
shock loadings [120]. An anaerobic filter (AF) is
a typical attachment-type reactor, which contains
filter medium immobilizing active HPB. The
wastewater flows through the filter, while the
organic components are efficiently degraded by
the microbes. The AF technique can effectively
retain the high performance HPB while achieving
a short HRT and stable hydrogen fermentation
performance [13].

UASB and AF are more stable than traditional
CSTR under a short HRT [118, 121]. Kongjan and
Angelidaki [121] reported reducing HRT to 2.5 d
led to HPB washout in the CSTR, while fluctua-
tions and reduction of hydrogen production were
observed in UASB and AF at an HRT of 0.5
d. Design of novel bioreactor with sufficient
MRT and SRT while short HRT would be very
beneficial for hydrogen fermentation. Further-
more, the mass transfer in the bioreactor is very
critical in the hydrogen fermentation process [14,
15, 122]. Low-molecular-weight substrates (such
as glucose) are dissolved in the liquor phase and
then transported into the HPB cells for hydrogen
production. Meanwhile, the gaseous products
(such as hydrogen and carbon dioxide) and solu-
ble metabolites (such as acetic acid) are inversely
released to the environment. The poor mass trans-
fer of substrates can lead to insufficient substrate
supply for HPB, which would reduce the HPR.
Additionally, the poor mass transfer of the prod-
ucts can lead to the accumulation of metabolites,
which can further cause the intracellular

Hydrogen Production from Biological Sources, Table 6 Bioreactors for hydrogen fermentation

Element Traditional reactor
Sludge retention type
reactor Attachment type reactor

Example Continuous stirred tank reactor Upflow anaerobic sludge
blanket
Expanded granular sludge
bed
Anaerobic fluidized bed
reactor

Anaerobic filter
Anaerobic membrane
bioreactor

Growth
mode

Suspension Granular Attachment

Retention
timea

HRT = SRT = MRT SRT and MRT > HRT MRT > HRT and SRT

Advantage Wide range substrate
Homogeneous process
Highly efficient mass transfer between
substrate and bacteria
Simple structure
Low investment and operation cost

High OLR and short HRT
Lowland footprint
High activity and
performance granular

High OLR and short HRT
Resistant to environment
changes
No stir requirement
Fast restart process

Drawback Low OLR and high HRT required
Large reactor volume
Wash out of inoculum

Low substrate TS content
required
High operation and
control requirement

Low efficiency in high TS
content substrate
Replacement of packed
materials
Easily blocked

HRT hydraulic retention time, SRT solids retention time, MRT microbial retention time, OLR organic loading rate, TS total
solids
a[13]
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acidification and change the thermodynamic
favorability of hydrogen production reaction,
thereby inhibiting the hydrogen fermentation.

Use of Hydrogen as a Transport Fuel

The gas mixture derived from dark fermentation
mostly contains hydrogen and carbon dioxide, as
well as small amounts of ammonia, hydrogen
sulfide, water, nitrogen, oxygen, etc. To meet the
standards of compressed gaseous biofuels or grid
injection, the product gas mixture should be
cleaned by having harmful trace components
removed. To improve the heating value, the gas
should also be upgraded by the removal of the
carbon dioxide to improve the heating value.
Alkaline solutions (e.g., NaOH) are usually used
to purify and upgrade the gas mixture at the lab-
scale [23]. Unfortunately, such a topic has not
been investigated at a large scale, because the
hydrogen fermentation has yet to be commercial-
ized and only exists in a few demonstration and
pilot projects [123]. However, the cleaning and
upgrading processes for biohydrogen can be
related to biomethane in biogas industry. The

technologies for biogas purification and
upgrading have been comprehensively reviewed
by Weiland [31], Ryckebosch et al., [124] and
Petersson and Wellinger [125]. In addition, the
common biogas upgrading techniques are listed
in Table 7 [124–127].

Hydrogen is considered the fuel with the
highest energy density by mass (excepting nuclear
sources) with that results in clean products, and
has a great potential for use in the transport sector
[5]. Table 8 presents a comparison of physical and
chemical characteristics of typical transport fuels.
The lower heating value (LHV) of hydrogen by
mass (120 MJ/kg) is 2.7 and 2.4 times higher than
isooctane (44.3 MJ/kg) and methane (50 MJ/kg),
respectively [128]. Hydrogen offers a wide range
of flammable limits (0.1 < ’ < 7.1), with the
flammable mixtures ranging from as lean as
l= 10 to as rich as l= 0.14; this is advantageous
to produce a wide range of engine power outputs
by the varying the mixture equivalence ratio
[4]. The burning speed of hydrogen
(265–325 cm/s) is approximately seven times
higher than isooctane and methane, thereby lead-
ing to a shorter combustion time and less heat loss
from the hydrogen flame, compared to isooctane

Hydrogen Production from Biological Sources, Table 7 Current techniques for biogas upgrading with carbon
dioxide removal (Adapted from [124–126])

Element Gas scrubbing Adsorption
Membrane
separation

Cryogenic
separation

Principle Removed by using
scrubbing fluids such as
water and amines

Adsorbed by using
carbon molecular sieves
and activated carbon

Separated via
different
permeation rates

Separated via
different boiling
and sublimation
points

Distribution
of upgrading
techniquesa

60.7% 16.8% 20.6% 0.2%

Advantage No pre-treatment
Low investment
High gas quality

Dry process
No water demand
High gas quality

Flexible scale
Fast start-up
Low mechanical
abrasion

No chemical use
High gas purity
Low extra energy
input for methane
liquefaction

Drawback Water demand
Waste water treatment

High investment
H2S pre-treatment
required
Parallel sheets required

High investment,
operation energy
demand and cost
Pre-treatment
required
Low methane
recovery

High investment,
operation energy
demand, and cost
Complex process

aData are collected from [127]
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and methane flames. As a result, only approxi-
mately 17–25% of the thermal energy generated
in hydrogen combustion is lost to the environment
via radiative heat transfer, compared to 30–42%
for isooctane and 22–33% for methane [128].

The gaseous fuels, such as hydrogen and meth-
ane, have low energy densities by volume
(hydrogen: 10.0 MJ/m3, methane: 32.6 MJ/m3 at
normal temperature and pressure) compared with
diesel (37 MJ/L) and gasoline (19.6 MJ/L)
[128]. To make such gases amenable for use in
transportation, they should be compressed to
achieve high volumetric energy density.

The typical pressure of compressed methane
is in the range of 20–22 MPa; the compression
process may consume 3.3% of the chemical
energy stored in methane. To achieve a similar
energy density by volume, hydrogen needs to be
compressed to approximately 70MPa, which can
consume 15% of the total energy in hydrogen
[129]. Apart from the energy consumption,
safety is an important issue for high pressure
hydrogen [5]. Furthermore, the introduction and
subsequent diffusion of hydrogen to metals can
cause the metals to become brittle and fracture
(viz. hydrogen embrittlement); the everyday use
of hydrogen requires massive projects to

construct the hydrogen distribution and storage
infrastructure [5, 130]. This may be achieved by
significant modification of existing natural gas
systems.

Further Use of Volatile Fatty Acids as a
Biorefinery

According to the Eq. 3, the optimal case for
hydrogen fermentation only converts one-third
of the energy in glucose to hydrogen, whereas
two-thirds of the energy remains in the liquid
phase in the form of VFAs. The theoretical
value may vary, depending on the substrate type
(e.g., sugars, amino acids, and glycerol)
[8]. However, the energy in produced hydrogen
only represents a small fraction of the substrate,
compared with that further available from the
soluble metabolites. Xia et al. [23] used mannitol
as a substrate for hydrogen fermentation. The
optimal run generated an SHY of 224.2 mL/g
mannitol, corresponding to an energy conversion
efficiency (ECE) of 17.2%. Meanwhile, the over-
all ECE of 96.1% was achieved, dominated by
butyric acid (38.3%) and ethanol (34.2%)
[23]. Another study used glucose and glutamic

Hydrogen Production fromBiological Sources, Table 8 Use of hydrogen as a transport fuel (Adapted from [4, 128])

Element Isooctane Methane Hydrogen

Formula C8H18 CH4 H2

Molecular weight (g/mol) 114.236 16.043 2.016

Carbon to hydrogen molar ratio 0.44 0.25 0

Density at NTP (kg/m3) 692 0.65 0.08

Mass lower heating value (MJ/kg) 44.3 50 120

Mass higher heating value (MJ/kg) 47.8 55.5 142

Mass diffusivity in air (cm2/s) ca. 0.07 0.16 0.61

Minimum ignition energy (mJ) 0.28 0.28 0.02

Flammability limits in air (vol%) 1.1–6 5–15 4–75

Flammability limits (l) 1.51–0.26 2–0.6 10–0.14

Flammability limits (’) 0.66–3.85 0.5–1.67 0.1–7.1

Burning speed in NTP air (cm/s) 37–43 37–45 265–325

Flame temperature in air (K) 2470 2148 2318

Stoichiometric air-to-fuel ratio (kg/kg) 15.0 17.2 34.2

Stoichiometric air-to-fuel ratio (kmol/kmol) 59.666 9.547 2.387

Quenching distance in NTP air (cm) 0.35 0.203 0.064

NTP normal temperature (293.15 K) and pressure (1 atm)
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acid as substrates, and an ECE of 83.3% was
achieved by considering hydrogen and soluble
metabolites. However, produced hydrogen only
constituted a small fraction of the energy from
the substrates (15.6%) [29].

To increase the feasibility of dark fermentation,
a further integration with the utilization of soluble
metabolites would be of importance, as shown in
Fig. 2. The produced alcohols, mainly ethanol,
can be purified and then used as a vehicle fuel.
Meanwhile, the VFAs may be used as substrates
for hydrogen production through photo fermenta-
tion, methane production via anaerobic digestion,
electricity generation through microbial fuel cell
technology, and biodiesel production by yeasts
and microalgae [8, 131]. Moreover, a higher eco-
nomic benefit can be achieved by VFA purifica-
tion and use of VFAs as substrates for the
production of value-added chemicals, such as
aldehydes and polyhydroxyalkanoates
[131–133].

Potential of Biomass Wastes: A Case
Study in China

In 2014, the energy consumption of the trans-
port sector in China consumed 271 Mtoe,
corresponding to 11.4 EJ; this is equal to
13.6% of total final energy consumption in
China or 11.2% of global transport energy con-
sumption [1, 134]. The transport sector of China
in 2014 was mainly dominated by oil products
(90.8%), followed by natural gas (5.5%). The
biofuel fraction is relatively small but it is
growing [134].

The hydrogen sourced from the treatment of
biomass wastes may play a significant role in the
transport sector in the future. Various organic
wastes are abundant in China, predominantly
manure (3800 Mt/a), food waste (83 Mt/a), straw
(830 Mt/a), and domestic wastewater (73,532 Mt/
a) [135–137]. By applying the simplified calcula-
tion indicated in Table 9, manure, food waste,
straw, and domestic wastewater can generate
119.1 Gm3, 2.5 Gm3, 95.4 Gm3, and 3.3 Gm3 of
hydrogen, respectively. Meanwhile, the fermenta-
tion process can co-generate 225.8 Mt of alcohols

(simplified to ethanol) and 295.2 Mt of VFAs
(simplified to acetic acid). The hydrogen and eth-
anol can fulfill 20.9% and 57.2% of the final
consumption of the transport sector in China.
The VFAs can be further fermented to hydrogen
and methane, which may double the energy pro-
duction of gaseous biofuel, as estimated from the
energy value of VFAs. Alternatively, the VFAs
can be used in other applications as shown in
Fig. 2.

Concluding Remarks and Future
Perspectives

Fermentative hydrogen derived from biomass
waste has significant advantages in waste treat-
ment and renewable energy production. It may
play an important role in the future as a clean
energy supply, particularly in the transport sector.
Until now, however, such a process has not yet
become commercially available. There are only a
small number of pilot-scale fermenters; more
research should be devoted to improving the via-
bility of large-scale dark fermentation through
increasing the fermentation efficiency while
reducing the cost of the hydrogen production
process.

• The pre-treatment of biomass waste can
improve subsequent fermentation performance
via increasing the SHY, HPR, and substrate
degradation efficiency, as well as reducing
HRT. However, the optimal pre-treatment
strategy has yet to be defined. Different sub-
strates and fermentation systems require vari-
ous pre-treatment parameters. A viable pre-
treatment should simultaneously minimize the
parasitic energy use and economic investment.
Thermal and chemical pre-treatments can
effectively hydrolyse the biomass; however,
the cost and the environmental impacts should
be carefully assessed. Moreover, such pro-
cesses can generate by-products, such as
furanic and phenolic components, which may
inhibit the subsequent fermentation. The
mechanism of inhibitor formation and control
during pre-treatment should be further
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explored. Alternatively, biological pre-
treatment may reduce the energy demand
while minimizing inhibitor production. How-
ever, the reaction rate of biological pre-
treatment requires further improvement, and
the loss of the substrates should be minimized.

• Multi-species cultures, such as heat pre-treated
anaerobic digestion sludge, are widely
employed as inoculum in dark fermentation.
Such cultures are able to utilize a wide range
of substrates and are resistant to bacterial con-
tamination, compared with the single-species
cultures. Nevertheless, the full understanding
of microbes in multi-species cultures and their
functions, interactions, and metabolic path-
ways, would be very beneficial to improve
the performance and stability of hydrogen fer-
mentation. More work should be devoted to
enhancing the hydrogen production pathways
and to reducing the hydrogen consumption
pathways. High performance hydrogen-
producing strains may be isolated from the
natural environment, or produced through
genetic modification or physiochemical muta-
tion. The addition of such novel strains to
multi-species cultures may be advantageous
for hydrogen production. Meanwhile, in long-

term continuous fermentation, the microbial
community should be monitored and
controlled.

• Enhancement of mass transfer in the fermenter
is beneficial for hydrogen production. The fer-
menter design and the control of mixing and
flow can significantly affect the mass transfer
in the fermenter. More work should be carried
out to develop a quantitative model relating the
mass transfer to the production of hydrogen
and other metabolites, and to intensify the fer-
mentation process.

• The energy remaining in VFAs contained in
dark fermentation effluent should be recov-
ered. Many approaches may be integrated to
improve the energy conversion, with examples
including anaerobic digestion, photo fermenta-
tion, bioelectrochemical processes, microbial
biodiesel, etc. Anaerobic digestion may be an
attractive candidate to combine with dark fer-
mentation. The two-stage process integrating
dark fermentation and anaerobic digestion can
produce hythane, which is considered as a
cleaner and more efficient fuel as compared
with methane. Compared with single-stage
biogas systems, the addition of a dark fermen-
tation stage to biogas systems can achieve a

Hydrogen Production from Biological Sources, Table 9 Energy and products derived from hydrogen fermentation:
a case study in China

Biomass
wastes

Productivity (fresh
weight, Mt/a)

Volatile
solids
content

Productivity
(volatile solids, Mt/
a)

Hydrogen fermentationa,b

Hydrogen
(Gm3/a)

Volatile fatty
acids (Mt/a)

Alcohols
(Mt/a)

Manure 3,800c 21%d 798 119.1 159.6 122.1

Food
wastes

83e 20%f 16.6 2.5 3.3 2.5

Straws 830c 77%g 639.1 95.4 127.6 97.8

Domestic
wastewater

73,532h / 22.2h,i 3.3 4.4 3.4

aFermentation substrate was simplified to glucose with 60% of degradation efficiency
bGlucose was used as a model substrate during fermentation, which is then converted via mixed metabolic pathway
including 50% volatile fatty acids (acetic acid) and 50% alcohol (ethanol) production
c[135]
d[138]
e[136]
f[139]
g[140]
h[137]
iMt COD/a
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higher energy yield, a more stable process,
make it more resistant to inhibitory com-
pounds, and attain a shorter overall HRT
while increasing the OLR. This can be realized
in a biogas system by adding a hydrogen fer-
menter. Alternatively, VFAs from dark fermen-
tation may also be extracted or used as
substrates to produce chemicals. Detailed
technical-economic analyses for various inte-
grating systems should be carried out to further
elucidate the relative technical and economic
feasibility of these options.
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Glossary

Microalgae As a general terminology, this word
covers all the prokaryotic and eukaryotic algae
without considering the taxonomic specifica-
tions. However, from a taxonomic point of
view, it specifically comprises the eukaryotic
photosynthetic microorganisms such as green
algae and diatoms.

Green algae The unicellular or colony-forming
single-celled eukaryotic photosynthetic organ-
isms abundant in aquatic environments.

Cyanobacteria The unicellular or filamentous
single-celled prokaryotic photosynthetic
organisms abundant in aquatic environments,
also known as blue-green algae.

Photobiological hydrogen production The
capability of microalgae to catalyze the con-
version reaction of H+ to H2 in gas form via
hydrogenase enzymes under illuminated
conditions.

D1 protein A major photosynthetic protein
responsible for the constant repair of the pho-
tosystem II (PSII) damage from the oxygen
generation.

Homologous expression The expression of a
gene in the same species using recombination
and transformation techniques.

Heterologous expression The expression of a
gene in the bacteria of another organism,
plant, animal, fungi, or algae.

Targeted genome engineering The site-specific
endonuclease activated genome-editing tools,
which can generate custom-made genome
alterations.

Definition of the Subject

Today, humans come to a junction where they can
choose a way for the future considering energy
sources and the environment and, in fact, their
existence. In a route to a better future, using
every option and tool will be the key and any
alternative should not be underestimated. In this
regard, renewables and with a special emphasis on
microorganisms like microalgae are worth
discussing as a promising source of energy. Con-
sidering that various microorganisms produce
biofuels such as biodiesel, bioethanol, and
biomethane, one of the highest priorities will be
focused on the production of hydrogen. Hydrogen
is known to be an energy carrier rather than an
energy source; however, due to its favorable spec-
ifications, hydrogen will always be an important
player in the arena of energy. Putting aside the
conventional fossil industry–based processes,
renewable processes especially using microalgae
for biohydrogen production through photosyn-
thetic and fermentative pathways are becoming
important topics for science but similar to the
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other biological processes, low efficiency and
productivity is a great challenge for a reliable
commercialization route. At this point, using
genetics to modify the microalgae to achieve a
meaningful level on a commercial scale is an
important tool that cannot be ignored. Within
this scope, the aim of this entry is to highlight
the possibility of biohydrogen production from
microalgae with regard to genetic modification
within the framework of tools, options, and risks.

Introduction

Today, energy sustainability is one of the main
threats to the future of planet Earth, because it is
in a dynamic interrelation between other critical
factors as the environment. In its present form, the
energy web of our society spins between the
blocks of fossil fuels, which are irreversibly
destructing the environment. The average person
hearing some pessimistic news everyday about the
energy crisis, wars, or pollution can develop a
defensive behavior, but this will not be sufficient
for an immediate change in energy policy unless
this behavior becomes a strong awareness that will
force policy makers as well as society to take the
lead inmaking changes to protect the environment.

At the junction of possibly the last turn before a
dead end, which only leads to a great wall of
extinction, humanity should determine how to
slow down and then stop the negative effects of
energy consumption on the environment. In this
regard, hydrogen can be a valuable alternative to
provide a solution to the problem of sustainable
energy. Hydrogen is the most abundant element in
the universe with the lightest atomic weight. It is a
highly combustible, nontoxic gas that should be a
part of the future of energy.

Currently, apart from the minimal share of
water electrolysis, global hydrogen production is
dominated by the conventional fossil fuel pro-
cesses such as steam reforming and gasification
[1]. On the other hand, bio-based processes, e.g.,
obtaining hydrogen from biomass as a substitute
for fossil sources through conventional chemical
conversion or biochemical conversion reactions,
are also important routes to mention especially

when considering a clean, renewable, affordable,
and sustainable energy future [2]. The use of
microorganisms for direct or indirect hydrogen,
or popularly termed as biohydrogen, production
is becoming an important alternative process
[3]. Basically biohydrogen production is accom-
plished bymicroorganisms such asmicroalgae and
bacteria through biological conversion processes
like biophotolysis or photofermentation in which
the metabolic pathways take the control [4–6].

Specifically considering the great advantage of
using solar energy as the main driving force in
metabolic reactions, photobiological hydrogen
production is prominent among the other
biohydrogen production processes [7]. Therefore,
microalgae having the ability to convert solar
energy to biohydrogen in an efficient way should
be taken into account [8]. Briefly compared to
photosynthetic bacteria, microalgae having a sim-
pler nutrient need such as sunlight (artificial illu-
mination sources are also possible) and minerals
other than air, easy cultivation methods and a
potential CO2 utilizer make microalgae a good
candidate for hydrogen production [9, 10].

From an engineering point of view, microalgae
in general terminology comprise all the prokaryotic
cyanobacteria and eukaryotic green algae without
considering the taxonomic specifications [3,
11]. On the other hand, the routes for biohydrogen
production from microalgae will be different from
that of cyanobacteria depending on the taxonomy
[12]. Basically, the difference between prokaryotic
and eukaryotic biohydrogen mechanism lies in the
enzymes of the process [13, 14]. In cyanobacteria,
nitrogenase is the main enzyme for indirect
biohydrogen production, in which the bidirectional
hydrogenase enzyme is the key in both direct and
indirect biophotolysis in green algae [4, 15, 16].

Starting with the first attempts of Gaffron and
Rubin in the 1940s [17], microalgal hydrogen
metabolism has attracted the researchers. How-
ever, meaningful productivity can only be reached
by the two-stage protocol based on the sulfur
starvation during anaerobic cultivation, with the
model microalgae Chlamydomonas reinhardtii of
the Melis Lab. This approach more rapidly
increased the attention on microalgae when the
authors published their findings in 2000 [18].
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Following this development, the number of
papers focusing on microalgal biohydrogen
increased. Although there are disadvantages to
the use of microalgae in the biohydrogen produc-
tion process, an increase in the interest in the
scientific arena was also supported by the high
fossil fuel prices and the need to search for alter-
native fuel sources.

The main bottlenecks in microalgal bio-
hydrogen production can be classified into two
aspects: the physical constraints that comprise
the production and downstream systems and the
biological constraints comprising solar energy uti-
lization capacity and cellular productivities.

Starting with the first bottleneck, microalgal
production conventionally runs on the open
pond systems which are simple cultivation units
having a direct interaction with the environment
[18, 19]. Thus, their use is limited with regard to
biohydrogen production, in which the culture con-
ditions should be well controlled and require
anaerobic conditions [20]. In this regard, the
photobioreactors, in other words, the fully con-
trolled cultivation systems leading to isolating the
microalgae from the outdoor environment, are an
important focus of interest [21]. With their advan-
tages over open systems, photobioreactors and
their various designs play a key role in current
biohydrogen research [22, 23]. Progress toward
an economic design and an energy efficient man-
agement will lead to a conventional microalgal
biohydrogen process. Another key issue is the
downstream processes that comprise one of the
main economic loads on the microalgal industry
in terms of the scale-up, separation efficiency, and
stages for the product. Even if biohydrogen can be
separated directly from the culture medium, the
microalgal cells will depend on the downstream
processes, especially in respect of a biorefinery
approach [24–26].

The second bottleneck focuses more on the
cell. Basically, all the cells in their natural routine
have a limit to their biohydrogen productivity.
From an engineering point of view, all the effort
is given to the overproduction of the desired prod-
uct. To motivate or, in a more realistic term, to
force the cells to produce the required amount,
protocols such as applying stress through different

factors and providing optimum culture conditions
can be followed [15]. However, it is not always
possible to reach the desired productivity, espe-
cially considering the limits of an economic pro-
cess. In this situation, the micro approaches of
targeting the cells informatics or the genetics are
the strongest trigger [27–29]. With the progress in
genetics which considers each cell as a production
factory, physical dominators such as the design of
the production system are reaching engineering
heights from which a leap can be accomplished
with support from the molecular level.

Metabolic Machinery Microalgal
Biohydrogen Production

When Hans Gaffron focused on biohydrogen
mechanism in green algae in the 1930s, the impor-
tance of hydrogen was considered from a biolog-
ical perspective rather than an energy issue.
However, with the increasing demand for energy,
this topic has become one of the keys to providing
sustainable and renewable energy solutions.

After Gaffron’s work on hydrogen metabolism
[30], studies on microalgae considering both
green algae and cyanobacteria attracted scientific
attention more than before. Microalgae are a
diverse group of microorganisms that can produce
hydrogen through their metabolic machinery
using different routes, which makes them a valu-
able source in biohydrogen production (Fig. 1).
Their main ability of converting solar energy to
carbon sources and O2 by utilizing water and CO2

through photosynthesis makes these microorgan-
isms an excellent tool to harvest the Earth’s big-
gest fuel source, the Sun [31, 32].

Starting with cyanobacteria, nitrogen fixation
is the dominant route in terms of hydrogen gener-
ation. On the other hand, in green algae, the basic
biohydrogen route depends on the electrons from
photosynthesis as the reducers of hydrogen (H+)
[33]. In order to determine the overall machinery,
a more concentrated analysis is required because
the cellular metabolism is like a web with almost
every pathway affecting another pathway or is
affected by another pathway.
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Cyanobacterial Biohydrogen Production
Biohydrogen production in cyanobacteria is dom-
inantly catalyzed by bidirectional and uptake
[NiFe] hydrogenases. In addition, nitrogen-fixing
heterocystous cyanobacteria may have molybde-
num, vanadium, or iron atoms in the prosthetic
group of nitrogenases [34, 35]. Biohydrogen pro-
duction in cyanobacteria can follow three alterna-
tive routes. First is the photolysis of water using
photosystems (PS). Collaboration of PS II and PS
I via light-based electron transfer from water to
ferredoxin produces nicotinamide adenine dinu-
cleotide phosphate (NADPH), which is the key
mechanism for biohydrogen production [13].

Second, the fermentative pathway in which
light-dependent photosynthetic storage carbon

sources are catabolized in light-independent reac-
tions; in other words,NADPH fromdegraded poly-
saccharides or lipids is the main supplier of
electrons which are transferred to the plastoqui-
none pool (PQ-pool) for the hydrogen production
mechanism as a light-independent route [36].

Third is the photofermentative pathway which
is a hybrid of the other two pathways
[34]. Cyanobacteria with the nitrogen fixation
ability use this mechanism in nitrogen fixing
units referred to as heterocysts. Heterocysts are
used as the sites of the spatial separation of oxy-
genic photosynthesis and hypoxic nitrogen fixa-
tion reactions for an indirect biophotolysis.
A vegetative cell-originated NADP triggered
from the electrons and H+ transported to the
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Biohydrogen Production, Fig. 1 Basic light reactions
with special emphasis on hydrogen production during pho-
tosynthesis taking place in the chloroplast thylakoid mem-
branes of green algae (a) or photosynthetic membranes of

the cyanobacteria (both nitrogen fixing (b) or not (c) in
other words with or without heterocyst) (Modified from
Ref. [42])
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PQ-pool is reduced through PSI alone inside the
heterocysts where the anoxygenic environment is
dominant. During the process inside this cell,
anaerobic conditions take up hydrogenase Hup
[34] and the bidirectional hydrogenase is
inactivated, leading the vegetative cell originated
saccharides to become the source of electrons for
nitrogenase reactions [37–40].

Green Algae Biohydrogen Production
In green algae, there are two light-dependent path-
ways and possibly one light-independent fermen-
tative pathway for hydrogen evolution mediated
by either [Fe] or [FeFe] hydrogenases, both of
which are unidirectional [41]. Similar to
cyanobacteria, hydrogen is the key secondary
metabolite that is used during the balance of
redox energetics in green algae to balance the
cell’s interior redox potential. Green algae have
different routes for hydrogen production, cata-
lyzed by unidirectional [Fe] or [FeFe] hydroge-
nases, in which the reduced ferrodoxin is the basic
electron supplier of the process [42].

The first route is the direct biophotolysis of
water into hydrogen and oxygen where the water
splitting PSII and ferredoxin-reducing PSI act
together using water as a sink for electrons
[43]. The second route is the PSII-independent
route of the indirect biophotolysis where the elec-
trons from the glycolysis or citric acid cycle are
transferred to the electron transport chain and
utilized only by a PSI active hydrogen evolution
pathway. This pathway is basically utilized for
endogenous carbohydrate storage or other
resources such as lipids. A third route other than
these light-dependent routes is the dark fermenta-
tion of the decarboxylated pyruvate from glycol-
ysis by pyruvate ferredoxin oxidoreductase. In
this pathway, cells under dark anaerobic condi-
tions utilize their endogenous starch reservoirs to
survive and produce formate, acetate, ethanol, and
hydrogen [18, 29, 44–46].

Chlamydomonas reinhardtii a Key Model for
Photobiohydrogen Production
Chlamydomonas nominalized from the Greek
chlamys (a cloak) and monas (solitary) is a
genus of the Chlorophyte algae under which

various members can be differentiated under
microscope depending on their size, shape, chlo-
roplast, pyrenoids, flagella, contractile vacuoles,
eye spot organelle, and other cellular features.
Chlamydomonas has nine basic morphological
groups having two interior flagella, a basal chlo-
roplast surrounding one or more pyrenoids, and a
significant cell wall [47].

Among the other members,C. reinhardtii is the
dominant specie especially due to its ability to
utilize acetate as a carbon source other than
photo-synthetically. It is a unicellular haploid
green alga which has been used as a model micro-
organism for various topics, e.g., photosynthesis,
respiration, light acclimation, nitrogen assimila-
tion, flagellar motility, and basal body function
[48, 49]. With the increasing attention on
biohydrogen, C. reinhardtii has also become a
model tool for biohydrogen studies [50]. Specifi-
cally, the key features of C. reinhardtii in becom-
ing the model tool for laboratory studies can be
summarized as follows [3, 47–52]:

• Ability to grow rapidly in defined liquid
or agar media at neutral pH, without the
need for supplementary vitamins or other
cofactors.

• Ability to utilize acetate makes this species an
isolation- and maintenance-friendly microalga.

• Ability to cultivate photoautotrophically,
mixotrophically, or heterotrophically with
great survival rate.

• Acetate assimilation helps the survival of non-
photosynthetic mutants.

• It is a powerful tool to study light sensitivity and
acclimation due to heterotrophic cultivation.

• It has both mitotic and meiotic life cycles;
therefore, gametic differentiation, zygote pro-
duction, induction of meiosis, isolation of dip-
loid strains, and haploid cytoductant studies
make this species a valuable platform for the
studies of genetic analysis in nuclear, chloro-
plast, and mitochondrial genomes.

• Chlamydomonas is a model platform for strain
selection and engineering, especially for valu-
able products with a fully sequenced genome.

• Effective spectroscopic and transformation
methods led this species to be a platform for
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investigating genetic, biophysical, and bio-
chemical manipulations.

• Being sensitive to sulfur deprivation makes an
ideal model for the efficient two-stage hydro-
gen production method.

The key issue in biohydrogen production from
microalgae is the oxygen sensitivity of the
hydrogenase enzymes [53]. In order to circumvent
this sensitivity, the basic approach is to understand
the oxygen-evolving process in the photosynthe-
sis, i.e., the PSII reaction center which is respon-
sible for the oxygen evolution. Locking the PSII
mechanism is essential to downregulate the oxy-
gen production. There are some possible methods
such as the dark and light cycle applications or the
use of PSII inhibitor chemicals, e.g., DCMU,
SAL, and C1-CCP. Unfortunately, these methods
have low productivities of biohydrogen, and in
particular, using inhibitors is irreversible due to
the damage to the cell [3, 44, 54].

The clue to achieving a higher biohydrogen
production was found in the oxygen down-
regulating effect of the deprivation of a nutrient,
such as sulfur [55]. Under sulfur-starved condi-
tions, anaerobiosis can be established, giving the
opportunity for the hydrogenase enzyme to work
[45]. The downregulation of oxygen in photosyn-
thesis leads to the relation of the PSII reaction
center and its D1 protein [56]. This 32 kD protein
turns over rapidly with photo damage and should
be repaired in order to continue its activity. During
sulfur starvation, which is the key component of
cysteine and methionine in the D1 protein, the
repair mechanism of the D1 protein will be blocked
resulting in the oxygen downregulation and a
decline in the water oxidation rate [44, 45, 54].
This phenomenon is the construct of the basics of
the two-stage protocol introduced in 2000 [54].

The two-stage protocol is the temporal separa-
tion of the aerobic photosynthetic activity in
which the active PSII mechanism produces oxy-
gen that inhibits the hydrogenase enzyme, the
key enzyme for hydrogen production from the
hydrogen producing stage, in which sulfur starva-
tion is applied under anaerobic conditions in order
to lock the PSII mechanism to maintain a sustain-
able hydrogen production under illuminated

conditions [54]. The relation between photosyn-
thesis and mitochondrial respiration, utilization
of cellular storage molecules, and hydrogenase
activity are of significance in the two-stage pro-
tocol [17, 44]. Today, most studies have focused
on the two-stage sulfur deprivation protocol,
but some microalgae such as Platymonas sub-
cordiformis, Platymonas helgolandica, and
Chlamydomonas moewusii are not as sensitive
to sulfur deprivation as C. reinhardtii; however,
the utilization of inhibitors and nitrogen starva-
tion is still an option to enhance hydrogen
production [3].

Considering C. reinhardtii, the two-stage pro-
tocol has several steps in the light-mediated
biohydrogen process. The photosynthetic produc-
tion of the cells provides the opportunity to
increase their population, i.e., biomass. The cells
increase in number and density and also accumu-
late higher amounts of chlorophyll. Later, the
grown culture is continued until all the sulfur has
been consumed. This stage also needs the anaer-
obic environment; thus, the cells need to be trans-
ferred to a sealed culture vessel.

After the transfer, the sulfur deficiency will react
with the photosynthesis and respiration mechanism
of the cells in a way that the photosynthetic activity
declines due to the photo damage of PSII which
cannot be repaired without sulfur. The mitochon-
drial respiration activity stays constant, leading the
cells to consume all the oxygen and face in about
thefirst 24 h. This response can bemonitored by the
fluorescence measurement which shows the inacti-
vation of PSII with a loss of nearly 90% of its
original value [57]. After this stage, the cells start
to produce biohydrogen under light by utilizing
their storage materials as starch and proteins. This
catabolic mechanism supports the oxidative phos-
phorylation in the mitochondria and a possible
NADPH-related electron transport in chloroplasts
to both produce enough ATP and allow the cells to
survive in an anaerobic environment and produce
sustainable biohydrogen. During the process
RuBisCo declines rapidly while the PSII and PSI
proteins rather gradually lead to a change in the
light harvesting system composition [58]. Also the
amount of starch in the cells will increase in the first
stage until the use of the remainder of the oxygen in
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the environment before crossing the respiration
level; in other words, they try to store as many
substrates as possible with the limited amount of
oxygen [59]. This reaction can also be observed in
the morphology of the cells. Normal ellipsoid cells
become bigger and spherical in the first 24 h
followed by a biomass reduction with the start of
the biohydrogen production. After the maximum
time, about 72 h, the biohydrogen production starts
to decrease overlapping the reduction in biomass,
supporting the idea of using storage materials as the
key for sustainable biohydrogen production [44].

The electron transport related with the hydrog-
enase activity resulting in hydrogen sustains lim-
ited photosynthesis and supports the respiratory
electron transport for ATP production. This helps
the cells to survive under stress conditions, but
prolonged sulfur stress will lead to cell death and a
sharp decline in the biohydrogen productivity [17,
44–46, 60]. However, a batch was tested after
35 days, and the cells still produced a small amount
of hydrogen, which can be a good indicator of the
survival response of Chlamydomonas [61].

Conventional Methods for Genetic
Optimization

Microalgae are photosynthetic organisms that
offer promise for industrial biotechnology appli-
cations. To date, the metabolites from microalgae
have been used in several diverse industries for the
production of pharmaceuticals, food, feed, cos-
metics, and biofuels [62]. To produce a certain
metabolite or a product, the strain selection
and/or media and growth condition optimization
have been tools that are used to enhance the yield
efficiency of a desired product, but they are limited
to the physical environment [63–65]. Limitations
and scientific barriers exist which are derived from
the microalgae’s own metabolism. In order to
manipulate the nature of the species, a deep focus
and understanding of metabolic regulation is
required. Thus, genetic engineering techniques
have become a part of the scientific field investi-
gating cellular regulation, strain development, bio-
fuel production, and other actions to draw
attention to microalgal metabolisms [26, 66, 67].

The basic targets of a genetic modification
using microalgae as a host are either the over-
expression of a desired metabolite for commercial
importance, e.g., astaxanthin, fatty acids, and
omega-3 acids [29, 68, 69], or the heterologous
expression of a metabolite in microalgae
[70]. Both of these approaches are designed to
integrate an algae-dependent commercial applica-
tion that benefits from algal metabolism in a pos-
itive way. However, there is not only one way to
manipulate algae; several approaches and
methods can be applied; therefore, the pros and
cons of the system should be well considered. The
risks of genetic engineering techniques should
also be assessed; thus, from a simple lab protocol
to legal authorization, all the steps should be pre-
cisely evaluated to design a fully controlled sys-
tem that pays particular attention to industrial
strain development [71]. The key term in genetic
manipulation in microalgae should be the long-
lasting effect and standardization of the product
with validated stable transformation techniques,
as well as the strain improvement which will
increase the reliability of the product or technol-
ogy that has been developed.

Genetic engineering strategies have fundamen-
tal benefits and can be a game changer in biotech-
nology field [72]. Today, microalgal chloroplasts
are conventionally used as machinery for heterol-
ogous expression of eukaryotic proteins, hor-
mones, vaccine antigens, antibodies, and other
recombinant therapeutics with the advantage of
having post-translational modification pathways
[73, 74]. Genetically engineered microalgae cells
become an individual bioreactor for the produc-
tion of a desired product [75]. Other than thera-
peutic purposes, microalgal genomes are also
sustainable vectors for biofuel development
[29, 76–79].

Regardless the industry it may serve, genetic
and metabolic engineering techniques aim to
achieve a cost-effective and competitive produc-
tion strategy in the emerging topics [29, 80]. The
other fundamental aim is to exploit the cellular
mechanism for the benefit of life sciences
[81]. The existing methods can be applied to
microalgal genetics; however, the choice of the
right procedure is dependent on the aim of the
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work. There are some species whose genomes are
fully sequenced but they are few in number con-
sidering the thousands of other wild-type strains
found in nature [82]. Known microalgal
sequences highlight the gene functions, annota-
tions, and possibility to respond with a high ratio
to homologous recombination and comparative
genetics [83]. As in the development path of the
genetic engineering techniques, there are a large
number of tools for applications, such as genome
mining [84], trait analyzing, and industrial strain
development [85]. From simple chemical muta-
genesis to programmable genome engineering,
microalgal genomes can be used as sustainable,
reliable, and green hosts.

In order to select the right technique, the regu-
lation of algal genome should be evaluated.
Microalgae including cyanobacteria display
diversities in terms of metabolism and cellular
compartmentation [11]. Green algae, being a
eukaryotic host, have three large genomes of
nucleus, chloroplasts, and mitochondria. How-
ever, as prokaryotic hosts, cyanobacteria lack the
chloroplasts and have a plasmid-like genome. The
special compartmentation of the chlorophyll
containing a thylakoid-like part plays a major
role in photosynthesis and other regulatory
mechanisms [86].

There are two ways to increase the genetic
ability or stability of microalgae, via mutations
or the introduction to a transgene (Fig. 2) using
transformation techniques, such as electropora-
tion, agrobacterium, chemical poration, DNA-
coated gold or tungsten particles, glass bead oper-
ations, and bombardment [87–91]. The mutagen-
esis techniques are the combination of chemical
exposure or exposure to high levels of UV light in
the long or short term. The survival colonies are
cultivated and tested for activity, expression, or
suppression levels of the desired product
[92]. However, in site-directed or site-specific
mutations, the known sequence is mutated in the
host organism via polymerase chain reaction
(PCR)-based methods, which is a more controlled
way to deal with genomes [93]. The PCR products
can be a way to screen the gene expression and the
level of mutagenesis. Mutagenesis can also be
utilized to decipher the activity of a gene or a

gene product, which will also be a useful tool to
annotate the function and the role of the target
gene in the overall metabolism. The introduction
of a transgene to the intracellular environment of

Target gene 

PCR amplification

Introduction
to host cell

Biohydrogen production

Colony selection with desired trait 

Biohydrogen Production, Fig. 2 Transgene expression
inmicroalgae: Gene of interest is transformed into the genome
of microalgae. Mostly the preferred gene insertion is done via
chloroplast transformation due to the stable characteristics.
However, nuclear transformations are also possible for micro-
algae genomes (Photograph: courtesy of authors
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the microalgae cells first requires the design of the
transgene and selection of the transformation
method [89]. In order to deliver the gene into the
cell, the cell membrane should be permeabilized
for a while. In some cases, as in cyanobacteria,
lack of a thick or rigid cell wall is an advantage.
However, in green algae or diatoms, harsh tech-
niques may be required, such as bombardment
and electroporation [94]. When the transgene
passes the membrane barrier, it is inserted into
the nucleus or chloroplast DNA [95]. The latter
is for the cultivation and selection of the trans-
genic colonies.

The main problem of the application of the
genetic transformation techniques is the low per-
centage of stable transformation. Since micro-
algae have various abilities or structures related
to photosynthesis, flagellar movement, photosys-
tems, sulfur uptake lipid pathway, and D1 protein,
being a host for post-translational modifications,
phototaxis, lipid metabolism, photosynthesis,
photorespiration, lipid accumulation, trophic con-
version, RuBisCo enzyme activity, starch deter-
mination, hydrogenase enzyme activation, and
biohydrogen production, it is difficult to develop
a model that includes adequate frequency of stable
transformations [87, 96, 97]. Somehow micro-
algae silence the transgene expression and it can
only be stable only for a couple of months. In
terms of being an industrial application, this is a
major limitation to the process. Genome-wide
analysis shows that microalgae may have an
endogenous protection system as in bacteria to
protect itself from viral, plasmid, or other inva-
sions, and due to that mechanism, transgene
expression may be precluded.

The genetic manipulation can be implemented
by either the nuclear or chloroplast genomes of the
eukaryotic microalgae [70, 87]. However, it is
stated that the stability of heterologous expression
in the chloroplast genome is higher than that of the
nuclear transformation. Thus, chloroplast engi-
neering is mostly used to produce recombinant
proteins or other molecules. The chloroplast, on
the other hand, has a circular structure of almost
200 kb genome. The plasmid structure and code-
pendent genomic information flow is the great
success of independent transgene expression

studies. Successful chloroplast transformation
systems are well defined for C. reinhardtii cells,
and the database of EST is a good tool to design a
new transgene. In other words, nuclear transfor-
mation can be used for metabolic control, such as
sulfur transfer, hexose transport system, trophic
conversion, photosynthetic activity, enzyme con-
trol, and pathway editing. The success of nuclear
transformation is dependent on few factors
because the random transgene expression in the
nucleus is harder to track with regard to the
changes in the nuclear genome. Another issue is
the gene silencing mechanism of the act [98];
thus, a codon optimization approach is a good
basis [99]. It is reported that the C. reinhardtii
nucleus has a G-C rich codon and also its DNA
is rich in terms of introns. Since the activity of the
noncoding regions is still not clear, achieving
stable transformation codon optimization offers
promise [99].

Work onmicroalgae selectable markers, homo-
logues or heterologous expressions, RNA-
mediated transformations, amino acid deletion or
insertions, recombination and gene-silencing
approaches has been undertaken and to date they
have displayed stable transformation and change
in the desired characteristics [100]. Selectable
markers are used as recombination markers and
indicate the success of the applied technique.
Until now, antibiotic resistance (ble, rnnL), pho-
tosynthetic apparatus, and herbicide resistance
traits have been used as controls for marker selec-
tion [87, 101]. The homologous expression of the
nucleus and chloroplast remains low in frequency,
and attempts to overcome this problem by pro-
grammable techniques need to be further
discussed [96, 102, 103].

What is known about the homologous expres-
sion is that it has been successful for the over-
expression of the microalgal metabolites, such as
omega-3 fatty acids, astaxanthin, and other color
pigments [104]. RNA-mediated techniques have
been introduced due to the low survival rates of
the other transformation techniques. Gene silenc-
ing via RNA is a new issue and seems promising
for microalgae [81]. There are sequences, such
as transcription factors, noncoding sections of
the DNA, and noncoding RNA [105]. Thus,
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RNA-mediated silencing of the genes is considered
to be a functional tool for understanding gene regu-
lation and the mechanistics, as well as the response
and stress physiology of the environmental changes.
RNA-mediated silencing is undertaken via 20–30
amino acid sequences of micro RNAs and a small
interfering RNA [106]. These RNAs are mostly
found in genome-sequenced microalgae species,
and the underlying control mechanism should be
further explored [107].

Apart from eukaryotic microalgae genomes,
cyanobacteria species are also a target for recom-
bination techniques [86]. These techniques aim to
explore the photosynthetic apparatus, lipid synthe-
sis, cell development, nitrogen fixation metabo-
lism, secondary metabolite production, and
circadian rhythms in the cells. The photosynthesis
mechanism is mostly enacted through the
cyanobacteria intracellular regulation and effects
of the extracellular environment. The genome of
the cyanobacteria is similar to the chloroplast
genome of the eukaryotic microalgae [108]; how-
ever, cyanobacteria have a special component in
their metabolism, called natural transformation
[86]. Thus, apart from the artificial transformation,
it has the ability to be transformed naturally by
extracellular nuclease enzymes. The number of
strains capable of this mechanism is limited and
how this natural transformation mechanism works
remains unknown; however, it may be similar to
the process in the bacterial immune system. Novel
methods proposed for eukaryotic microalgae are
also applicable for cyanobacteria; however, due to
the taxonomic differences there may be some
problems. The most used tool is rapid mutagenesis
through the induction of chemicals by UV light as
in classical systems. Transformations provide a
better and clear understanding of the mechanism
of the action. The prokaryotic nature of the
cyanobacterial cells makes the survival and trans-
formation of the DNA to the cell more successful
than in eukaryotic microalgae.

Since the cellular metabolism is dependent on
photon energy harvesting, chloroplasts are con-
sidered as a sustainable genome mine for stable
transformations [87]. Chloroplasts are the main
targets for stable expressions of diverse metabo-
lites from fatty acids to human growth hormones

because chloroplasts house the vital pathways in
the algal metabolism and correspond to the regu-
lation of intracellular information flow [66,
109]. The heterologous expression of a certain
gene is one of the easiest and most conventional
ways to engineer microalgal genomes. Each
microalgae host can be considered as a unique
bioreactor to activate the certain gene of interest.
There are various approaches to genetically mod-
ify an algae genome; however, sustainable and
stable platforms for genetic modification are
required to increase efficiency.

This section has briefly presented an overview of
the conventional techniques possible for eukaryotic
and prokaryotic microalgal transformation. This
will be further discussed in relation to biohydrogen
production and how yield-efficient microalgal
biohydrogen production can be achieved.

Genetic Modifications in Terms of
Biohydrogen Production

Metabolic pathway manipulation and genetic
engineering aim to reach sustainable levels of
hydrogen production. In scientific thinking,
genetic engineering can be the toolset that may
help to identify the unknown aspects of the
biohydrogen metabolism and regulatory machin-
ery [67]. Biohydrogen production in microalgae is
highly correlated with the regulation of the photon
energy transformation, photosynthetic activity,
RuBisCo enzyme activity, turnover rate of the
D1 protein for oxygen O2 evolution, and finally
the catalytic activity of the hydrogenase enzymes.
The metabolic engineering of microalgae for
biohydrogen production can be definitive in pre-
venting bottlenecks, the limitation and reorgani-
zation of the electron flow through the H+ via
manipulating photosynthesis, nutrient uptake,
and enzyme activity (Fig. 3). Even if the term
microalgae taxonomically includes eukaryotic
species, it should be noted that cyanobacteria, a
prokaryotic host, are also used as models for
genetic responses for biohydrogen research. As a
brief overview of developments, Table 1 repre-
sents some key studies related to hydrogen pro-
duction via microalgae. However, as a eukaryotic
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host, C. reinhardtii has been used as a model for
H2 production; thus, the next section mostly pre-
sents eukaryotic microalgae with a special focus
on C. reinhardtii-related systematics.

Engineering on Photosynthesis
Light capturing efficiency is fundamental for
biohydrogen production [110]. The active
hydrogenase enzyme is ready to reduce H+ to H2

in gas form under anaerobiosis. However, individ-
ual photosynthetic efficiency defines the output
amount of the H2 generated. As in the mass bal-
ance dynamics, cells should also be in an energet-
ically balanced state. In this balanced state, the
role of the photobiological conversion efficiency
determines the partial utilization of the electrons
via conveyance through the electron transport
chain. In natural environment, 60–80% of the
light energy is lost in the form of heat with a
small portion remaining for cell survival, growth,
and maintenance, and in some cases to generate
H2 [111]. This loss is massive and it depends on
the antenna size [112], the amount of chlorophyll,
and the capacity of the cells to harvest electrons,
which is measured as photosynthetic activity or
chlorophyll fluorescence [113]. To increase the
light to H2 conversion which is around 1–2%, a
sustainable way is to engineer the photosynthetic
regulation [114].

The photosynthesis in microalgae is controlled
via light-harvesting complexes (LHCI for PSI and
LHCII for PSII) [115]. The responsible genes are
nine genes of LHCA1-9 for LHCI and LHCBM1-
11 for LHCII in the C. reinhardtii cells [116,
117]. The activation of these genes and isoforms
controls the regulation of protein complexes in the
thylakoid membrane and also in pigments like the
chlorophylls and carotenoids [118]. LHC genes
are encoded in the nuclear genomes; thus, nuclear
genetic manipulations are required to reorganize
this function and understand the role in microalgal
photosynthesis physiology and relation with
biohydrogen production. A few alterations can
be made to increase the photosynthetic activity
using the LHC. In wild-type strains, the response
to the increasing light intensity is the down-
regulation of the LHC, which results in cells
being triggered to the death path because the
intensity is much higher than the maximum toler-
ance levels. A study published by Melis and
coworkers concluded that mutant strains of
C. reinhardtii with decreased antenna size have
increased the capacity to capture light [119], and
this raises the key question of “What is the func-
tion of the manipulation of antenna size?”

Smaller antenna size in microalgae provides a
homogenous light distribution into the culture
[120]. It is known that photo-oxidation leads to
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production and existing genetic engineering technologies applicable to increase the biohydrogen production yield

Biohydrogen Production 875



Biohydrogen Production, Table 1 The key genetic engineering studies on microalgal biohydrogen production
(Modified from Ref. [82])

Aim Specie/strain Method Results References

Decrease the PSII repair
activity of D1 protein

Chlamydomonas
reinhardtii

Antisense
transformation

Decrease in the SulP synthesis
Impaired sulfate uptake
Decrease the O2 evolution rate
Hydrogen production under
anaerobic sulfur-containing
conditions

[58]

Understanding electron
transfer and its role in
microalgal biohydrogen
production metabolism

Chlamydomonas
reinhardtii

PSII-deficient
strain
(FuD7) and
RuBisCo
deficient strain
(CC-2803)

FuD7 activated HydA1 genes
but no further H2 production
occurred
Strain CC-2803 showed
decreased photosynthetic
efficiency but hydrogen is
produced after a fast
anaerobiosis

[33, 45]

Identifying the role of
hydrogenase coding
genes in hydrogen
production

Chlamydomonas
reinhardtii

Artificial mRNA
silencing

Downregulation of HydA1
(fourfold lower activity),
HydA2 and hydrogenase-like
protein (Hyd3)
HydA2 and Hyd3 mutations
have no significant effect on
hydrogen production

[106]

Role of light-harvesting
complexes

Chlamydomonas
reinhardtii

RNAi knockdown
mutation

Stm6Glc4L01 mutant exhibited
a light green phenotype
Reduced expression of
LHCBM1 (20.6% 60.27%),
LHCBM2 (81.2% 60.037%),
and LHCBM3 (41.4% 60.05%)
compared to 100% control
levels
100 mEm-2s2-1 (180%) and
biomass (165%) conversion
efficiencies
H2 production at increased
solar flux densities (450 instead
of, 100 mEm22 s21) and

[117]

Cyclic electron flow
optimization

Chlamydomonas
reinhardtii

State transition
mutations (stm6)

Increased starch deposits
Reduced cyclic electron flow
around PSI
Increased hydrogen
photoproduction (540 mlL�1,
4–5-fold than wild-type strain)

[123]

Understanding the role
of starch degradation and
hydrogen generation

Chlamydomonas
reinhardtii

DNA insertional
mutations via
electroporation

15,000 mutants are obtained
18 mutants are selected (sta1-8;
sda1-10)
Reduced PSII-independent
hydrogen production
Identification of starch-
dependent hydrogen
production

[135]

(continued)
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Biohydrogen Production, Table 1 (continued)

Aim Specie/strain Method Results References

To overcome oxygen
sensitivity

Rational
mutagenesis
in silico
mutagenesis
and volumetric
oxygen
accessibility
Gene shuffling,
DNA
extraction

Mutant strain L283 W 29%
increase in hydrogen
Redox properties of H cluster is
sequenced. Fe-S bonding
sequence is highlighted
Conserved genetic structure is
observed

[138]

Understanding the role
of isoamylase gene

Chlamydomonas
reinhardtii

DNA insertional
mutations

sta7-10 mutant containing
<3% of the glucose
Rapid changes in HydA1 and
HydA2 transcript levels
Decreased amounts of
hydrogen generation of
isoamylase deficient mutants

[149]

To reduce RuBisCo
levels, activity, and
stability

Chlamydomonas
reinhardtii strain
rbcS�T60�3 mt�

Transformation
with a wild-type
rbcS1 gene

Significant decrease in O2

evolution
RuBisCo mutant Y67A
accounted for 10–15-fold
higher hydrogen production
than wild type

[157]

D1 protein activity and
PSII repair

Chlamydomonas
reinhardtii

Amino acid
substitution at D1
protein

Higher amount of D1 protein
content
Higher carbohydrate storage
capacity
Sustained PSII activity
PAR (photosynthetically active
radiation) reached 3.22%

[162]

Decreased oxygen
sensitivity

Chlamydomonas
reinhardtii

Single or double
amino acid
deletion mutations
at D1 protein

Higher sensitivity to
photoinhibition
Reduced amount of chl/dry
weight and per/cell
Higher respiration-to-
photosynthesis ratio
Higher carbohydrate
accumulation at aerobiosis
Higher synthesis of
xanthophyll-cycle pigments
12–18-fold higher hydrogen
biogas production

[163]

D1 protein activity Chlamydomonas
reinhardtii

Single or double
amino acid
deletion mutations
at D1 protein

Increase in the light intensity
Shortened lag phase of
hydrogen production
Maximum biohydrogen
production with a double-
deletion mutant strain of D239-
40 (490 � 10 mLL�1) and
D240-41 (388 � 10 mLL�1)

[164]

(continued)
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Biohydrogen Production, Table 1 (continued)

Aim Specie/strain Method Results References

Transcriptome analysis
of sulfur-deprived
hydrogen generation

Chlamydomonas
reinhardtii

Time serial
mRNA RT-PCR
microarray
analysis

Repression of photosynthesis-
related transcripts
Abundance of LHCBM9 gene
transcript
Transcriptome-based relation
of hydrogen production with
photosynthesis, carbon
utilization, starch degradation,
and electron transfer has been
modeled

[186]

Increasing the
photobiological
hydrogen production

Chlamydomonas
reinhardtii cc849

Random
insertional
mutants, by the ble
gene encoding the
enzyme with

T1 mutant with 7.8-fold of H2

yield and about increased 23%
of respiration rate
Declined photosynthetic rate
and Fv/Fm, the efficiency of
PSII
Reduced photosynthesis/
respiration capacity ratio

[211]

Truncated light-
harvesting chlorophyll
antenna size

Chlamydomonas
reinhardtii

DNA insertional
mutagenesis

tla1 mutant with a functional
chlorophyll antenna size
Lower amount of light-
harvesting proteins
Lower steady-state levels of
Lhcb mRNA
Higher light intensity for the
saturation of photosynthesis
Greater solar conversion
efficiencies
Higher photosynthetic
productivity

[215]

Increasing the
photosynthetic
efficiency with
regulating LHC size

Chlamydomonas
reinhardtii

DNA insertion
Mutagenesis

Smaller size in the LHC-I and
LHC-II complexes
Increase in the Chl a/Chl b ratio
(from 2.6 to 6)
Decrease in the total
chlorophyll/cell
Ability to work under highlight
conditions (outdoor
experiments)

[216]

Increasing the
photochemical
utilization of light

Chlamydomonas
reinhardtii

RNAi approach to
downregulate
LHC gene family

Stm3LR3 had significantly
reduced levels of LHCI and
LHCII mRNAs and proteins
Reduced levels of fluorescence,
sensitivity to photoinhibition
Higher photosynthetic quantum
yield
Increased efficiency of cell
cultivation

[217]

Expression of [FeFe]
hydrogenases at
chloroplasts

Chlamydomonas
reinhardtii
FUD50

Codon optimized
HydA1 gene
transformation

Chloroplast encoded [FeFe]
hydrogenases
Hydrogenase expression both
aerobic and anaerobic
conditions

[218]
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the transcriptional downregulation of the photo-
synthetic apparatus and changes the direction to a
carotene pathway. However, the aim is to maintain
the photosynthesis active even at high levels of
light exposure. The importance of this issue for
biohydrogen production is that large-scale culti-
vation of microalgae can be successfully
implemented in open pond systems where natural
light can be used. Due to low efficiency of hydro-
gen, light-dependent inhibition of the culture
brings another challenge [121, 122].

Studies investigating truncated antenna size
via genetic engineering techniques are vital to
increase photosynthetic efficiency [112, 113,
119]. After developing an understanding of trans-
lational control of LHC, the findings of another
study showed that the cytosolic RNA-binding
protein NAB1 has a major role in the regulation
of antenna size [120]. This results in the transla-
tional silencing of the LHCBM genes. NAB1 in
the stm6 mutant strain named as Stm6Glc4 which
has reduced antenna size (10–17%) and has
increased chlorophyll fluorescence activity
(50%). This mutant strain can be used for
sustained hydrogen production [120] because the
host-mutated strain is stm6, which has larger
starch reserves and a decreased cyclic electron
flow around PSI, which is a limitation for electron
sinks directed toward hydrogen generation
[123]. One step forward is to observe the effect
of these strains in terms of biohydrogen produc-
tion. An RNAi knockdown study in stm6 mutant
strains provided good results to postulate the rela-
tionship between photosynthesis and H2 genera-
tion [117]. Knockdown strains called
Stm6Glc4L01 represent a decreased total chloro-
phyll ratio, which makes cells light green. The
LHCBM1, LHCBM2, and LHCBM3 genes are
knockdown and the solar to hydrogen and bio-
mass conversion levels are increased, and even at
higher light intensities, the hydrogen photo pro-
duction does not cease [117].

Insertional mutagenesis directed by truncated
antenna size also displays the relation between the
photosynthetic regulations and amounts of chlo-
rophyll [57, 112]. The results of all the studies

describe the importance of the regulation of pho-
tosynthesis and how to manipulate the physiolog-
ical responses of the cells using genetic
engineering techniques. Additionally, the tla1
gene, which has a major role in the regulation of
antenna size, is also described [119]. Light plays a
major role in the regulation of electron flow
through the hydrogenase enzymes, which is
undoubtedly essential for phototrophic or photo-
heterotrophic hydrogen generation studies; how-
ever, strains capable of producing hydrogen under
heterotrophic conditions are not dependent on
light requiring cell signaling [124]. Under hetero-
trophic conditions, the fermentative pathway is
activated rather than photosynthesis; however,
organic carbon assimilation has a major impact
on fermentative hydrogen generation. Most
microalgae cannot survive in dark conditions
and some species cannot metabolize glucose.
Thus, inducing the HUP genes to transport
hexose sugars also shows great variation in the
dark fermentative photobiological hydrogen
production [125].

If the photosynthesis-driven pathway is the key
not only for biohydrogen production but also for
the toleration of light stress and variable light
intensities, the antenna size is a major issue that
should be discussed. The role of antenna regula-
tion is vital for biohydrogen production due to the
photosynthetic active radiation efficiencies. Muta-
genesis, either random or site-directed, needs to
be in correlation with the light to biohydrogen
conversion term, which should be increased to
reach meaningful levels.

Engineering on Hydrogenase Enzymes
Microalgal hydrogenase enzymes are key enzymes
in the hydrogen production mechanism and are
similar in structure to bacterial hydrogenases
[126]. Early research on hydrogenases undertaken
with bacterial (Clostridium, Desulfovibrio spe-
cies) enzymes and from amino acid sequences in
the crystal structure has been defined well
[127]. The hydrogenase enzyme has approxi-
mately a molecular weight of 48 kDa with
350 amino acid residues [41]. The gene activation
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mechanism of hydrogenases is more complex
because the metabolic pathways do not directly
produce the active enzyme; they require a series of
gene expression and assembly of the proteins,
which can also be called a “maturation process”
[128, 129]. These enzymes are localized at the
chloroplasts but the assembly of the protein parti-
cles occurs at the ribosomes [128]. The whole
process and the function of the maturation acces-
sory system have not yet been fully understood
but it is thought to be an evolutionary regulation
against the existence of the oxygen in the envi-
ronment or within the cell to feed the electron
transport chain with the final electron acceptor,
which is H+ in the anaerobic phase.

The hydrogenase enzyme is composed of an
active site, called an H-cluster, where the redox
reactions take place and H2 is generated in gas
form [130]. The enzyme is covered with an apo-
enzyme part containing microchannels where H+,
O2, and e� are transferred through the active site.
The synthesis of the mature hydrogenase enzyme
is regulated by the activation of the HydA1 and
HydA2 genes [123]. The main challenge in
hydrogenase enzymes is their sensitivity to even
trace amounts of oxygen inside the cell or in the
culture medium [44]. Crystallography studies
reveal that many microchannels may exist to
guide the oxygen to reach the active site of the
mature enzyme [42].

Gene expression studies show that the activa-
tion of the maturation genes HydEF, HydG, and
HydA1 is suppressed in aerobic conditions [131,
132]. When anaerobiosis occurs, the genes are
activated and the signalization to build a mature
enzyme starts. This evidence also reveals the
reversible nature of HydA and the hydrogenase
activation [133]. There are few ideas concerning
how to increase the efficiency of the hydrogenase
enzymes. One of these is decreasing the sensitiv-
ity of O2, which is a metabolic suppressor of gene
activation [134]. The main target, in other words
the challenge, is to engineer hydrogenase tolerant
to O2. This can be implemented to modify the
active site (H-cluster domain) or engineer the
microchannels, which is a complex process.
Another point regarding microalgal hydroge-
nases, which are known to have the highest

catalytic activity among the hydrogenase
enzymes (104), is to increase the catalytic conver-
sion efficiency of the H+➔H2 conversion. An
additional indirect option can be the continuous
feed of the electrons and redirection pathway of
electrons to the active site of the enzyme via
decreasing the cyclic electron flow around
PSI [135].

Returning to the gene activation metabolism,
RNA silencing is an effective technique to
observe the knockdown response on the pheno-
type [98]. Apart from HydA1 and HydA2, there is
a third gene called Hyd3 [132]. The artificial
RNA-mediated gene silencing showed that when
HydA1 gene is knocked down, a decrease in the
hydrogen generation efficiency is observed. How-
ever, silencing other responsible components does
not affect the efficiency of the hydrogen genera-
tion [106]. These results offer strong evidence to
recognize what regulates the hydrogen generation
in terms of hydrogenase activation. The inser-
tional mutagenesis of the HydA1 and HydA2
genes were examined to understand the activity
and generate a heterologous expression platform
[131]. The role of HydA2 was determined as
accepting reductants from the fermentative path-
way. Even if the expression level was increased
when anoxia conditions were introduced, the
HydA2 knockdown mutants showed no elevated
hydrogen production. Thus, as the machine for
hydrogen generation, HydA1 is responsible both
for the photofermantative and dark fermentative
H2 generation in microalgae [133, 136]. Based on
this idea and the accumulation or loss of electrons
around the cyclic electron flow through the PSI, it
can be concluded that biohydrogen production is
firstly dependent on the activation of the hydrog-
enase enzyme; however, the yield efficiency is
related to the supplied electrons [136]. Thus,
another approach to increase the genetic engineer-
ing related to H2 generation efficiency is silencing
the electron competing pathways. Due to the com-
petition in the electron share, even though the O2

sensitivity of the active site of the enzyme is
decreased, problems still remain in suppressing
the yield efficiency due to the electron loss [137].

The crystal structure of the hydrogenase
enzymes shows that there is a channel theory in
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which O2 is in competition with other ions
[130]. If the O2 sensitivity can be decreased to a
level in which the hydrogenase enzymes can func-
tion under aerobic conditions, the hydrogen pro-
duction process will be more effective [127]. For
this purpose the random or site-directed mutagen-
esis can be used as an efficient tool [124, 131,
138]. Mutant strains can exhibit increased O2

tolerance, which is a clue that with further
research, the O2 sensitivity can be overcome.
However, to understand the relation with active
site theory and competition between the ions and
molecules, the 3D enzyme structure should be
well defined. Since microalgal hydrogenases are
smaller than the other hydrogenases, active site
confirmation and responsible gene activation has
not been well defined yet.

Considering prokaryotic cyanobacteria,
attempts to overcome the oxygen tolerance in
[NiFe] hydrogenase with amino acid substitution
and this approach may be useful for the [FeFe]
hydrogenases [139]. Membrane-bound hydroge-
nase enzymes are found to tolerate O2, in contrast
to the eukaryotic microalgal hydrogenases
[129]. The main question here is “What drives
bacterial enzymes to tolerate O2 when eukaryotic
microalgal hydrogenases cannot cope with oxy-
gen?” The bacterial membrane-bound hydroge-
nase enzymes have Ni-Fe bimetallic active site
conformation when algal hydrogenase enzymes
have an Fe-S orientation [140]. Thus, there is a
new clue that metal residues in the active site of
the enzyme can be the trigger to the toleration of
oxygen levels.

Engineering on Starch Metabolism
Starch has an essential role in the regulation of
cellular energy metabolism in microalgae to sup-
port maintenance and survival, as well as repro-
duction and growth [141]. The journey of
electrons obtained from water pyrolysis ends
with the formation of starch deposits in green
microalgae and CO2 exhaust as proposed in the
Calvin–Benson–Bassham cycle. In microalgal
biohydrogen production, starch is used as the
primary energy deposits for cells to survive in
anoxic conditions and decomposes to feed the
PQ-pool in anoxia [142]. With this metabolic

adaptation, microalgae cells use chloro-
respiratory pathways to survive, and H2 gas is
produced simultaneously. Keeping this back-
ground information in mind, starch anabolism
and catabolism play a major role in understanding
electron shuttles, energy generation, the role of the
PQ-pool, metabolic regulation in genome basis,
and cell maintenance [143–145]. Thus, the main
question is “How do microalgae cells know when
to accumulate excess amounts of starch which can
later to be degraded when anaerobiosis is intro-
duced?” The response to this question is based on
the genetic codes of the microalgae; firstly, it is
necessary to identify the genes related to the inner
cellular mechanism for starch and lipid production
and regulation. The overproduction of starch
accumulating genes results from the cell signaling
death and increases the starch deposits to provide
more energy in anaerobic conditions. Starch
metabolism through light is associated with not
only pathway-based research but also how the
enzymes in the process can be characterized to
discover the catabolic regression.

The Codependent Pathway of Starch and Lipids
(TAGs)
Lipid biosynthesis and genetic regulation in
microalgae cannot be separated from the other
metabolic pathways including the starch metabo-
lism. In some cases, lipid and starch metabolisms
can confer each other, and this results in the
downregulation of one of these pathways
[146]. Even though pathway-based sequencing
and metabolomics studies are generalized, micro-
algae serve as diversifying organisms in the evo-
lutionary terms. Some species are rich in starch
accumulation, such as C. reinhardtii and Chlo-
rella vulgaris [147–149]; however, other species
including Chlorella pyrenidosa, Nannochloropsis
salina, and diatom species, e.g., Phaeodactylum
tricornutum, deposit higher amounts of fatty acids
[104, 150, 151]. Thus, the very first step for starch
manipulation should be to choose the appropriate
strain for biohydrogen production.

The mass starch production in microalgae cells
is triggered via stress conditions, such as nitrogen
depletion and sulfur starvation. In nitrogen-
depleted cultures, the starch metabolism and
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lipid pathways compete with each other; thus, the
strain selection of a specified production is of
importance [152]. However, with the genetic reg-
ulation, the overexpression of the desired product
can be obtained.

The responsible genes for starch production
in C. reinhardtii revealed that gene expression in
this manner highly conserved and shows simi-
larities with plant ancestors. This evolutionary
mechanism can be identified with UV mutagen-
esis, site-directed mutagenesis, X-ray studies,
and insertional genetic modification techniques
[59, 152, 153]. High throughput screening of the
mutants can provide the required information to
understand the metabolism of cellular starch.
Nitrogen starvation or limitation is the
preferred method because under nitrogen stress,
the cells are triggered to overaccumulate starch.
In this condition, insoluble starch deposits can
be observed even under a light microscope
[154]. An interesting mutant study is related
with the flagella movement of C. reinhardtii
cells in water and the relation with starch accu-
mulation [155]. Considering starch as an energy
carrier for algal metabolism, the starch is
degraded to produce biohydrogen, provide
movement, cell growth and reproduction, and
under anaerobic conditions, the priority is to
survive. These are all ATP-dependent processes.
Considering that flagella require high amounts
of ATP to move through the water, during this
movement, the cells decompose starch to pro-
vide the required energy. The mutants showed
that the cells lacking the ability to move contain
higher amounts of starch. This excess starch can
be used to trigger hydrogen production. Thus,
nonmotile C. reinhardtii cells could accumulate
higher amounts of hydrogen [155]. As men-
tioned above, the relation between the lipid and
starch pathways can be identified with mutant or
knockdown strains which are not capable of
producing starch but are able to produce almost
eightfold lipid accumulation. If silencing a
starch pathway is helpful in increasing lipid
accumulation, “What will be the effect of silenc-
ing the lipid pathway for starch accumulation
and indirectly, what will be the effect on H2

photoproduction?”

DNA insertional mutation studies revealing the
mutant strains with diverse hydrogen production
capacity have presented one major conclusion: in
sustaining the anaerobic electron flow, starch is
the main cellular component [149]. Mutants lack
the ability to synthesize the isoamylase gene
responsible for starch anabolism; thus, they can-
not accumulate starch as with the wild-type
strains. These mutants showed attenuated levels
of hydrogen production, which leads to an idea
that the starch controlling pathways can be a trig-
ger for photobiological hydrogen production. For
example, a C. reinhardtii mutant named sta6 can-
not synthesize starch due to the deformation in the
ADP-glucose pyrophosphorylase enzyme [144];
thus, this mutant is used as an elevated lipid-
producing strain. Studies show that sta6 mutants
have decreased hydrogen production capacities
[135, 141]. High light accumulation can also trig-
ger the starch synthesis. Due to antenna-size lim-
itations, the responses to the changing light
conditions may also change when the tla1 gene
is mutated. These tla1 mutants also show varying
starch levels as a response to photosynthetic activ-
ity, and H2 generation is increased due to the
excellent portioning of the starch-derived
electrons [119].

Rather than knockdown of starch production,
the overaccumulation of the starch in microalgae
results as elevated levels of hydrogen generation.
The decomposition rates of the starch are related
with the electron flow, and these electrons are
shuttled to the hydrogenase enzyme [116]. Ran-
dom insertional mutagenesis showed that the inhi-
bition of the PSI cyclic electron flow recovers the
electron sharing, and the blockage in the stage
transition1 results in the increased hydrogen pro-
duction [123, 156]. Another outcome of the stm6
mutant strain is the increased amount of starch
granules. With random mutagenesis studies, the
isolated stm6 strain has larger deposits of starch
due to the rearrangement in the mitochondrial
respiration. Thus, downregulation of the cyclic
electron flow results in not only elevation of the
levels of electron use but also the reorganization
of starch deposits. Under dark conditions, there is
an opportunity to accumulate larger starch
reserves and cells can access more sources of
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carbon. This is also useful for the dark fermenta-
tive biohydrogen generation. A lower dissolved
oxygen concentration has a significant effect on
the regulation of the PSII and D1 protein repair
cycle. Due to the lower oxygen levels, anoxia can
be obtained earlier, and the hydrogen efficiency
increases.

In the experiments to obtain genetically altered
strains capable of elevated hydrogen production,
strain selection is crucial. Respiration rates, starch
accumulation, photosynthetic activity, and
RuBisCo enzyme activity are the vital parameters
to determine the phenotypic differentiation in
newly formed strains [157]. An ideal starting
point for the mutant strains in terms of starch
accumulation is the existence of the isoamylase
gene and its activity. A DNA insertional mutant
study for selecting the desired strain covers
15,000 species, which is a huge number of selec-
tions, and in the end, the strain should provide
elevated hydrogen generation; thus, it is a good
example showing the potential of mutation.

The approaches to activate the starch response
in genomic basis are mainly to increase the yield
efficiency of biohydrogen production from micro-
algae. The synergistic effect of PSII activity starch
catabolism and the activation of the hydrogenase
enzymes are the main building blocks to firstly
visualize the microalgal biohydrogen production
and later to sustain it in a more energy efficient
way. Most of the starch-related studies as men-
tioned above are focused on the mutant strains that
have no starch production to discover the role and
impact of starch on biohydrogen generation, and
all these studies concluded that starch is one of the
essentials for biohydrogen.

Engineering on D1 Protein and Sulfur
Metabolism
The PSII mechanism activity is dependent on the
turnover rate of the D1 protein, responsible for the
repair of oxygen damage [158]. Hydrogen pro-
duction in photosynthetic machinery resembles a
cascade system in which the reaction steps cannot
be separated. The turnover rate and PSII repair
with the combination of light harvesting capacity
is a rate-limiting step for the gene expression and
the maturation of hydrogenase enzymes [121]. D1

protein and photosynthetic activity are highly
connected with each other; thus, mutations and
gene alterations in the D1 protein may affect pho-
tosynthetic activity and hydrogen production
yield [159]. The repair cycle of the D1 protein is
a continuous process in illuminated conditions.
D1 protein encoding gene psbA is constantly
degraded and expressed to keep the PSII repair
cycle active [160]. The gene expression level and
number of the transcripts are highly regulated by
the environmental conditions, especially light
intensity which is a major factor. Other relations
of the D1 protein with systemic regulation are
metal binding and herbicide pigment production,
which are the current trending subjects of
stable transformation in chloroplast genome
engineering [158].

The D1 protein is encoded in the chloroplast
genome [159]. The psbA gene is found in micro-
algae as two sets consisting of approximately
91 nucleotides and having a bacterial end-loop-
like structure at the 30 UTR. These inverted
sequences are considered to be termination sig-
nals. Algal psbA genes have a self-splice mecha-
nism [160, 161].

The chemicals, such as DCMUwere once used
to sustain hydrogen production, and this chemical
exposure helped to achieve a visible amount of
biohydrogen production. Studies have shown that
the addition of DCMU and similar chemicals
stops the elongation of the D1 protein; however,
the activity of PQ-pool is alive. This kind of study
has inspired the genetic regulation and interfering
the gene regulations and activity of both PSII and
the D1 protein machinery to sustain hydrogen
production via inhibiting the oxygen generation
and achieve yield efficient biohydrogen
generation.

What happens in the D1 repair cycle when a
blockage is observed? A new fully functioning
D1 protein cannot be replaced by the damaged
one. This results in a decrease in the PSII activity
and can be translated as a decrease in the rate of
oxygen evolution. When oxygen evolution is
hampered, the anoxic conditions can be achieved
and easily maintained; thus, the rapid activation of
maturation proteins of the hydrogenase enzyme
and assembly can be prolonged but are highly
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sensitive to even trace amounts of oxygen. As a
final result, hydrogen production is also
prolonged.

For the D1 protein mutations, chloroplast
transformation and/or mutations are required.
The evidence shows that the psbA gene is com-
posed of highly conserved sequences, and its
genetic structure is composed of four introns
[158]. The introns in the gene structure of psbA
indicate that intronless mutants have a 1.1 kb of
length whereas introns occupy a space of approx-
imately 5.6 kb. The results also showed that the
photosynthetic activity and growth of the
IL-Chlamydomonas mutant strain is comparable
with the wild type. This study is a key to under-
standing the intron and exon relation and the
translation of these genetic parts into a mature
D1 protein [158]. Although most of the species
do not have introns in their psbA region, the
existence of introns of a large size must have a
meaning for the C. reinhardtii chloroplast
genomes.

Most of the studies concerning the D1 protein
are related to the amino acid alterations to change
the activity of both the D1 protein rebuilt effi-
ciency and the oxygen evolution rate [162]. The
deleted amino acid or substituted mutants were
reported to produce a higher amount of H2, but
some mutant strains were not capable of hydrogen
evolution. The common responses of these mutant
strains are low chlorophyll/dry weight or cell
number ratio but increased photosynthetic activity
and high respiration rates together with increased
starch accumulation [163]. Increased respiration
rates are an advantage for hydrogen production,
because the oxygen consumption is increased, and
this shortens the time required for anaerobiosis
and elevates the time-dependent efficiency of
hydrogen production. Increased starch deposits
also prolong the cell survival metabolism; in
other words, cells contain larger amounts of starch
for catabolism and survival compared to the wild-
type strains [82, 122, 164].

The mutations are achieved with the D1 pro-
tein either through amino acid deletions or amino
acid substitutions of the different regions and the
active sites of the proteins. The double amino acid
deletion mutants of D239-40 and D240-41 are in

the region of QB binding and the D1 degradation
site whereas L159I/N230Y amino acid substitu-
tion is at a location that is responsible for the
oxygen-evolving complex [60]. Leucine in
159 site is replaced with isoleucine, and aspara-
gine at 230 site is replaced with tyrosine amino
acids. Torzillo et al. claimed that this strain has a
hydrogen revolution capacity five times greater
than the common strain CC124 [60, 162]. The
protein measurement analysis also showed that
the amount of the D1 protein in the L159I/
N230Y mutants were higher than CC124. The
overall H2 production was also measured as two
times more than CC124.

The D1 protein turnover mechanism and sulfur
metabolism in biohydrogen production are highly
dependent on each other [165]. The concentration
of sulfate in the culture medium affects the turn-
over rate of the D1 protein [92]. Microalgae pro-
cess sulfur in the form of sulfates (medium
components composed of sulfated salts). It is an
ATP-dependent process, and the sulfate is con-
sumed for the synthesis of amino acids containing
sulfur as cysteine and methionine [166]. The
transfer of sulfates is undertaken with the sulfate
transport systems which are encoded by nuclear
genes. There are two systems in the algae that are
responsible for sulfate uptake; one is localized at
the outer membrane and the other is placed in the
chloroplasts [58]. The sulfate permease
holocomplex is placed in the chloroplast and the
transported sulfates are utilized for photosynthe-
sis. Sulfates are converted into S�2, and in
machinery, S�2 is consumed for cysteine and
methionine synthesis. These amino acids can be
consumed either for use in another protein body or
for the synthesis and assembly of the D1 protein.
Thus, the sulfurless medium is utilized for the
production of hydrogen at the anaerobic stage.
The sulfurless medium blocks the continuous syn-
thesis of the D1 protein; a decrease in the oxygen
evolution rate occurs; and hydrogen is produced.
There is another way to modify the sulfate and its
relation with algal biohydrogen production. Melis
and coworkers identified the genes responsible for
sulfate transport [58]. Engineering in this gene
body may alter the metabolism of algae, resulting
in sustained and prolonged hydrogen production.
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It has been found that SulP gene in green algae
contains four introns and five exons. Research has
concluded that this gene shows no similarities
with prokaryotic systems. Melis and coworkers
also used an antisense transformation to under-
stand the function of sulP and its relation with
biological hydrogen generation [166]. The anti-
sense transformant mutants exhibited a lower pro-
tein synthesis, and the photosystem machinery
was also affected by the mutations. The authors
reported lower D1 protein synthesis together with
the RuBisCo activity and also oxygen evolution.
However, the mitochondrial respiration activity
was not affected; thus, one of the approaches for
maintaining hydrogen production in microalga
could be the engineering of the sulfate metabo-
lism, which is critical for the responsible acces-
sory proteins.

C. reinhardtii contains four responsible genes:
SulP, SulP2, Sabc, and Sbp [58]. The SulP and
SulP2 genes are mostly interested with transport
in the chloroplasts. However, it is interesting that
these genes are encoded by the nuclear genome
not via the chloroplast genomes. The antisense
transformation technique can diminish the sulfate
uptake rate of the chloroplast and downregulates
the sulfate conversion into amino acids for the
PSII repair mechanism. Even if sulfate exists in
the medium, the chloroplasts lack the capability to
transfer sulfate to the cytosol, and the PSII repair
remains insufficient for a regular oxygenic
photosynthesis.

Systems Biology Approach for
Understanding Biohydrogen Production

Biohydrogen production in the microalgal metab-
olism cannot be separated from other ongoing
metabolic processes within the cell. A holistic
understanding of the mechanism may be benefi-
cial in designing the future hydrogen-dependent
energy systems considering microalgae as a sus-
tainable asset in combination with metabolic engi-
neering [31]. Systems biology is a new
bioinformatics tool to understand the inner
machinery andmetabolism of the cell [167]. Com-
putational tools are novel strategies to design in

silico model applications for biotechnological
aspects however; systems biology limits its utility
via the requirements of the techniques. High-tech
analytical infrastructure tools are necessary, such
as high throughput gene sequencing, microarray
analysis, GC, MS, HPLC, FPLC, and NMR, as
well as MS-equipped analytical devices.

Covering the network balances in the micro-
algae considering photosynthesis, electron trans-
port, starch decomposition, and hydrogen
production metabolism is the key to evaluate the
strain improvement for industrial applications.
These pathways are interpenetrating and the
change in one trait can be observed as a change
in the whole cellular machinery. What should be
known are the gene expression levels, the turn-
over rate of the accessory proteins, such as the D1
and D2 heterodimers, and the catalytic activity of
the enzymes responsible for the reactions and
hydrogen gas production.

Most of the systems biology studies on
biohydrogen production consider sulfur depriva-
tion as a fundamental method to deliver novel
solutions because the current available data of
hydrogen production can only be provided via
sulfur-deprived conditions. This highlights a crit-
ical point that if it was possible to combat
biohydrogen production under sulfur-containing
aerobic conditions, then the response of the cells
and regulation of the pathway would be different
from what it is known today. This can be achieved
in a computational environment where recent data
continuously feed the in silico models. However,
it should not be overlooked that studies on the
manipulation of regular environmental physiolog-
ical conditions limited the responses of hydrogen
generation which was not possible with the con-
ventional methods. Furthermore, genetic engi-
neering, recombination, and mutations have
shown that there is more to be undertaken than
altering nucleotides, amino acid sequencing, and
engineering the genome for certain cases; com-
parative analyses are required. These techniques
provide data to be mined for a more sustainable
understanding. A system-level approach provides
for the realization of a hypothesis for algal
biohydrogen production. The fundamental metab-
olism is replete with challenges which should be
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carefully revised within the perspective of meta-
bolic engineering (Fig. 4).

Considering microalgal cells as a closed sys-
tem, the interactive dynamic changes inside the
cells communications via gene activation, protein
synthesis, metabolite secretion, and changes in the
biochemical composition can be understood as
engineers use thermodynamics to express the
inner and outer energetic mechanisms.

Chlamydomonas cells are mostly preferred for
systems biology studies concerning the synchro-
nization characteristics of the culture since they
allow more accurate data to be mined. As a pho-
tosynthesis model, genome model, and hydrogen
producer, biohydrogen-related systems biology
studies utilize the C. reinhardtii cells for research
purposes [67].

From the genome perspective to the final
metabolites, microalgal metabolism is open for
studies regarding omics. First, it can be used to
differentiate the metabolic regulations of
cyanobacteria and microalgae. Furthermore, the
comparative studies will feed into the understand-
ing how the inner signaling machinery displays
variations even though the final product is the

same; not only on the basis of the current technol-
ogy but also evolutionary studies can also be
represented to discover what lies beneath the
algal cell walls.

To achieve a holistic understanding, matching
the pieces of a puzzle from gene to metabolite,
omics offer a great amount of accessible data to
complete the puzzle in order to see the big picture.
Neither gene activation nor RNA synthesis, pro-
tein production, or final metabolite generation is
sufficient to fully cover the essentials in the cellu-
lar machinery; rather, a comparative and compli-
mentary study is required. Thus, the aim and
scope of genomics, proteomics, transcriptomics,
and metabolomics should be well defined.

Genomics was the very first attempt to fully
annotate the regulatory metabolism of the organ-
ism at the DNA sequence base [168]. It aims to
disclose the whole genome map and integration.
In terms of eukaryotic microalgae, the genomics
are composed of the chloroplast, nucleus, and
mitochondrial genome which increase the number
of deliverables because of the three full large-
scale genome sizes [94, 169, 170]. Genomics
analysis can reveal the native wild nature of an

TRANSCRIPTOMICS

GENOMICS

PROTEOMICS

METABOLOMICS

DNA Microarray DNA Sequence alignment

Transcripts

Transcript mapping 

Protein separation Peptides MS

Metabolites

GC/MS, HPLC
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Biohydrogen Production, Fig. 4 General description and flow diagram of the systems biology omics tools
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organism or it can be used to display the new
regulatory machinery and gene-coding metabo-
lism after genome engineering [171]. The current
tools for screen are next-generation sequencing,
microarray techniques, and functional genomics
[85, 172, 173]. Genomics are considered to ele-
vate understanding to a new level with the
advances in genome-wide analysis. Along with
revealing potential tools, genomics can be used
to explore the gene function while investigating
the role of the gene cluster in the whole cell
physiology and the relation with the phenotype-
genotype relations.

As within the scope of biohydrogen produc-
tion, the dynamics steps are the trigger of
anaerobiosis, activation of hydrogenase
enzymes, enzyme assembly, H2 gas production,
and termination of the H2 gas generation pro-
cesses, and each step has a gene activation res-
ervoir in terms of data collection for genomics
[14, 133]. This idea can be adapted to certain
environmental stress conditions (sulfur, nitro-
gen, phosphorous deficiencies/starvation) or
on/off switches to trigger hydrogenase enzyme
activity [55, 116, 174]. In sulfur depletion for
hydrogen production, it is reported that more
than 100 genes are up- or downregulated
[175]. Tracking the particular genes for the
responsible traits can be defined via genomics
tools. Recently, algal genomics are preferred for
the photosynthesis efficiency and characteriza-
tion of stable nuclear and chloroplast transfor-
mation [176–178]. The results can also be
applied to biohydrogen generation [173].

In conclusion, the insight offered by genomics
through the microalgal biohydrogen studies
shows that the uptake rate of the acetate through
the medium environment under dark conditions
has a significant effect on the H2 formation
[173]. It is found that acetate is converted into
starch and deposited as an energy source for the
production of H2 [179]. Models provide informa-
tion that theHydA enzymes supply electrons from
ferrodoxin and finding the role of the PQ pool, and
the amount of the cyclic electron flow through the
hydrogenase reaction center is critical for the H2

yield [173]. From the model, it is derived that the
cyclic electron flow inhibition may increase the

H2 generation, and the stm6 mutant strains also
display similar results [123].

Transcriptomics is the analysis of whole
transcriptome data obtained in a specific environ-
mental condition [180]. The RNA expression and
the fragments of transcriptomics are aligned with
the utilization of a microarray technology to deci-
pher the expression of certain genes at a transcript
base via the obtained cDNA libraries [177,
181]. The transcriptome analysis provides infor-
mation about the expressed genes and the expres-
sion levels. This analysis can be undertaken either
by a direct analysis of transcripts or by the com-
bination of mutated or engineered cells trans-
criptome [67, 176, 181]. However, the
transcriptome analysis does not represent the
final situation of the gene regulations and the
expression of gene products; it can only be helpful
in understanding the transient state of the
expressed genes and translation of the gene prod-
ucts into proteins. The advantage of the trans-
criptome is derived from the ease in using the
tools rather than sequencing a whole algae
genome [154]. Most of the eukaryotic microalgae
species have a genome size larger than 100 mb
[154]. Thus, rather than making a genomic analy-
sis for a special feature like biohydrogen produc-
tion, transcriptome analysis may be more efficient
and user friendly. The time spent, effort, and
application of the methodology for whole genome
sequencing may be extensive; however, the RNA-
based next-generation technologies will be more
informative in terms of microalgal omics. The
transcriptome data can then be translated into a
language to allow an understanding the functional
genomic regulation.

Lipid accumulation [182], responses to nitro-
gen levels [183] and stress conditions, and rela-
tions with the lipid accumulation have been the
very first topics of the microalgal transcriptomics
with Dunaliella, Chlorella sp., and C. reinhardtii
being used as models [181, 182, 184]. In terms of
biohydrogen, microalgal hydrogen production
machinery requires a large amount of enzymatic
regulation (HydEGF,HydA1,HydA2, SulP, psbA,
tla, stm) and protein assembly mechanisms (i.e.,
maturation of hydrogenase enzyme, assembly of
D1 protein, and reorganization of chloroplast
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membrane attached protein distribution). The
transcriptomic regulation of algal biohydrogen
production is an emerging topic. In particular,
responses to the sulfurless conditions offer
insights into the next-generation genome and in
silico mathematical modeling. RNA-seq analysis
[185], sulfur-deprived modeling, and comparative
analysis of mutant strains have reported to provide
efficient data for hydrogen production machinery.

Transcriptome studies have revealed that in
sulfur-depleted conditions representing an anaer-
obic environment, time-dependent dynamics may
result in changes inside the cell [186]. There is a
transition from an oxygen existing environment to
oxygen abundance, and the opposite is that when
oxygen exists in the chamber, then hydrogen can-
not be generated. It is reduced to a state in which
the hydrogen generation peaks while the oxygen
value is replenished. Thus, the dissolved oxygen
and hydrogen amounts are constantly changing
and a time-dependent analysis will be more effec-
tive to obtain accurate results. The transcripts
show that genes which are responsible for sulfur
metabolism, photosynthesis, carbon metabolism,
amino acid synthesis, and redox cycle are acti-
vated [186]; however, some unknown genes are
also expressed. The transcriptome data revealed
that HydA1 activation is not only dependent on
anaerobiosis, but sulfur starvation was the initia-
tor of the activation process combined with a light
supply. Only anaerobiosis sustained the activity
for a long time. This reveals the S-dependent
activation and downregulation of the PSII and
D1 turnover rates [160].

Proteomics is a new tool used to understand
the protein synthesis and protein data of specific
conditions [170]. The very raw understanding of
the proteomic data started with the electrophoretic
protein analysis on gel surfaces, such as SDS-
PAGE and Western Blot analysis. The idea of
using protein data is to understand the translation
of DNA into a specific product. The key for pro-
teomics studies is the utilization of mass spectros-
copy (MS) [187], which also allows for
quantitative proteomics to be searched
[188]. The large-scale analysis of proteins also
highlights the amino acid sequences. In terms of
biohydrogen, Hyd1A, SulP1, tla1, and other

hydrogen-related gene activation of photosyn-
thesis and electron transport chain suggest
that protein-engineering tools can be used for
further alignments. Proteomics for microalgal
biohydrogen studies are not as highly focused as
transcriptomics and metabolomics, but the results
for general metabolism including photosynthesis,
PSII action mechanism, and quantitative
approaches using comparative tools can be used
to understand the proteome data [146,
189–191]. Before the high throughput proteo-
mics, simple techniques, such as SDS-PAGE,
were used to observe the expression levels of
particular proteins when H2 photoproduction is
induced. SDS-PAGE data represents the activated
photosynthesis proteins with the highest amount
of protein being observed at the 24th hour of the
culture [192]. At that time, H2 production starts,
and the culture becomes anaerobic. The D1 pro-
tein portioning also changes. Most of the proteins
obtained from the proteome data showed that the
Calvin cycle, photosynthesis, and protein synthe-
sis were responsible for the folding and degrada-
tion, sulfur nitrate and acetate assimilation, and
ATP synthesis [172, 192, 193]. These results are
vital in the comparison of genomic, trans-
criptomic, and proteomic data in correlation with
the metabolomics [192].

Metabolomics is also a recent development in
omic tools, which highlights certain metabolite
levels and their expression quantities together
with the up- and/or downregulation of certain
pathways [194]. In a particular condition or as a
response to a stress (in biohydrogen production
light dark cycles, sulfur starvation, light intensity,
and addition of organic sources), cells start to
activate the genes related to the stress physiology
(activation of hydrogenase enzymes), and a shift
occurs in the related metabolic frame (catalysis of
H+ ions to H2 in gas form). This shift is precious in
terms of hydrogen production where microalgae
cells engage in their survival strategy and multi-
coordinated response activation takes place within
the cells [195]. Metabolomics can be constructed
to understand either a single pathway or multiple
pathway interactions. As in the case of microalgal
hydrogen production, the energetic pathways are
highly correlated with starch accumulation using
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the Calvin–Benson cycle [135]. Another cellular
activity is related to the upstream O2 evolution
path, which is a rate-limiting step.

The transcriptome studies for biohydrogen
production are undertaken within a sulfur-
deprived culture, which is the only known culti-
vation strategy to obtain a visible amount of
hydrogen [181]. With metabolomics studies, the
consumed starch, acetate, and other minor ele-
ments can be detected using GC, GC-MS,
GC-TOF-MS, and NMR techniques [194]. Meta-
bolomics studies also require a high throughput
analysis. The metabolomics of the biohydrogen
production should be separated and analyzed as a
four-step approach due to the two-stage cultiva-
tion protocol, which is the most efficient protocol
found to date due to the oxygen sensitivity of the
biohydrogen production in microalgae [196,
197]. The stages are:

(i) The aerobic stage in which the mass produc-
tion of biomass occurs and the cells grow
logarithmically under sulfur-rich acetate-
containing conditions. The cells accumulate
higher amounts of chlorophyll and also the
TGA cycle is activated to produce specific
amounts of fatty acids. Starch is produced
with the Calvin–Benson cycle. In this stage,
the culture cells cannot activate hydrogenase
enzymes; thus, metabolic pathways for
enzyme assembly cannot be observed.

(ii) In the second stage, cells are transferred to a
culture condition in which oxygen is absent
and sulfur is deprived. In this stage, a gene
expression machinery is observed to adapt
H+ as a final electron acceptor. Oxygen is
consumed by the respiratory pathways, and
in 24–36 h, anaerobiosis can be observed.
The culture starts to decompose starch as a
primary metabolite for cell survival. As in
the metabolomics approach, sulfur depriva-
tion and starch pathways are important in
uncovering the metabolic relations.

(iii) In this stage, there is rapid H2 generation in
which hydrogenase enzyme activity is at the
maximum level, triggering a sustainingH2 gas
generation. Starch and some amino acids are
catabolized to provide electron for theH+ ions.

(iv) In the termination stage, O2 evolving from
the deficient PSII system starts to accumulate
within the cell, and hydrogenase enzyme
activity decreases.

These four steps comprise a whole different
area of metabolomics studies, and comparative
and quantitative analyses are required in order to
understand the regulation of metabolic pathway.

Metabolomics data represents the dynamic
pathway analysis of wild-type C. reinhardtii
under sulfur-deprived conditions; however, it
can also be applied to the mutant strains of the
D1 protein, chloroplast antenna size, starch
metabolism, and SulP deficient strains. Studies
reveal that there is a change in an observable
range of H2 photoproduction, and there are also
changes in the size or amounts of the proteins,
hydrogenase enzymes, and/or starch.

The omics data allows for the metabolic engi-
neering of the target product algal biohydrogen
production. The raw data of the wild-type strain,
data acquisition for further gene manipulation of
transgenic microalgae cell physiology and regula-
tion, and comparative omics tools are the funda-
mental approaches for strain improvement. All
studies regarding H2 photoproduction physiology
have concluded that in hydrogenase activity, O2

evolution is highly dependent on sulfur depriva-
tion, PQ-size, cyclic electron flow through the PSI
together with the rate and yield of the water pho-
tolysis to feed required electron.

Targeted Genome Engineering (TGE)

The introduction of TGE tools does not have a
long history with the first tool, zinc finger nucle-
ases (ZFNs), being introduced in the early 2000s,
followed by the transcription activator-like effec-
tor nucleases (TALENs). The latest tool, clustered
regularly interspaced short palindromic repeats
(CRISPR), has been introduced as a specific TGE
with a high expectation of its performance. Both
tools (ZFNs and TALENs) have shown great suc-
cess and a high number of stable mutations in
comparison with the conventional tools. The
high throughput analysis also discusses the
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activity and utility of the methods. The ease of the
tools is that they enable the cells own endogenous
DNA repair mechanism while introducing DSBs
into the genome (Fig. 5). Even though the tech-
nology is relatively new, commercial genome
editing kits exist for the researchers. This rapid
increase in the use of nuclease technology raises
the question, “Can microalgae genomes are
re-written for sustainable hydrogen producing
machinery development?” Thus, the following
text presents the general technical information
concerning the TGE tools and explains how they
can be used in microalgal biohydrogen production
[198, 199] (Table 2).

In 1985, ZF motifs were discovered in
Xenopus oocytes [102]. The ZF motifs and the
special DNA cleavage nucleases FokI are com-
bined to provide an artificial ZF-dependent
genome-editing tool [94]. The ZF domains are
30 amino acid sequences with a zinc atom.
These domains are ligated with a 3 bp in the
genome. Between the ZFs, there are 5–7 bp of
spaces. The ZF domains can be combined to

9–18 bp of the DNA. With the use of programma-
ble DNA restriction enzymes, the genome is
cleaved with FokI from the location where the
ZF domains are paired with its own complimen-
tary sequence.When the domains are attached and
nucleases cleave the DNA, the breaks in the DNA
are rejoined with the insertion of the gene of
interest [102, 200, 201].

TALENs also use FokI endonucleases to create
multiple breaks in the genome. They are com-
posed of a FokI domain and a TALE protein
domain to recognize the cleavage site [201]. The
TALE domain is composed of 30–35 amino acids
which recognize single base pairs, attached to the
genome [202]. With FokI, mediated DSBs are
created in the custom-made gene of interest
which is ligated with the genome’s own repair
system.

As the latest technology in engineering the
genomes of organisms, CRISPR has become one
of the most studied tools [203]. The tool is based
on bacteria having an adaptive immune system
called noncoding repeats (CRISPRs), protecting

Donor DNA

Target DNA 

Endonucleases*

DSB cleavege in DNA

Assembly of donor DNA 

Non-Homologous End Joining (NHEJ)Homologous Recombination (HR)

Biohydrogen Production, Fig. 5 The general sche-
matic representation of targeted genome engineering
tools. Endonucleases break DNA and donor DNA is

attached into the genome via guidance of the guide-
proteins/peptides. “*” represents for TALEN (FokI), ZNF
(FokI), CRISPR (Cas9) tools
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bacteria from the invasion and infections from
viruses [204]. This cluster provides a secure envi-
ronment for bacteria and archea genomes from the
integration of foreign gene pieces of viral or plas-
mid genetic materials, creating a natural environ-
ment with an on/off switch to differentiate
between foreign-DNA and self-DNA. They are

composed of nucleic acid segments divided by a
region called spacer [205]. CRISPR regions are in
association with CRISPR-associated proteins
(Cas). CRISPR/Cas systems scan the DNA to
identify and locate foreign-DNA. Once the
foreign-DNA is found, the immune response is
activated [105].

Biohydrogen Production, Table 2 The objectives of the targeted genome engineering tools

TALENs ZFNs CRISPR/Cas9

Target All living organisms

Aim Induction of double strand breaks (DSBs) in the genome to insert gene of interest

Mechanism of
action

Nonspecific DNA cleavage
regions by nucleases and
domains to bind DNA

FokI restriction nuclease-
mediated DNA insertion via
site specific peptides

CRISPR regions, PAM activator
code, gRNA-mediated DNA
insertion into the genome via
Cas9 endonucleases

Introduction
to
biotechnology

2010s 2000s 2013

Organisms of
success

Bacteria, yeast, mammalian
cell, stem cells, plants,
microalgae (limited
knowledge), transgenic
animals

Bacteria, yeast, mammalian
cell, stem cells, plants,
microalgae (limited
knowledge), transgenic
animals,

Bacteria, yeast, mammalian cell,
embryos, macroalgae cell culture,
stem cells, plants, microalgae
(recently developing), transgenic
animals

Cost Average Average Low

Abilities Gene knockouts, gene silencing, gene editing, gene correction, gene addition, gene repair

Recognition
type in
genome

Protein-DNA Peptide-DNA RNA-DNA

Simplicity ++ + +++

Methylation
sensitivity

Sensitive Sensitive No

Target Thymine at 50 end of target
sequence

Three base pairs to bind ZFs Base pairing at PAM sequences

Advantages Due to small size, effective
delivery into the cell
Successful clinical results
Cost effective

Higher specificity than ZFNs Independent DNA binding
domain
RNA guided no need to protein
Higher specificity than other tools
Cost and time effective
Ability to express multiple
alterations

Disadvantages Engineered protein may
display adverse immune
reactions
Requires extensive identical
sequences

DNA methylation
Time consuming
Possibility of bacterial source
derived immunoresponse
Size-dependent failure into
the delivery of cells

Possibility of bacterial source
derived immunoresponse
Size-dependent failure into the
delivery of cells

Microalgae
genome

Chloroplast
Nucleus

Chloroplast
Nucleus

Chloroplast
Nucleus

Microalgae
genome
enhancement

Increase in the photosynthetic activity, manipulations in the PQ pool size, O2 tolerant hydrogenase,
reorientation of electron flow, increasing catalytic activity of hydrogenase, silencing hydrogen
competitive pathways
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Among the Cas proteins, Cas9 is used in the
CRISPR-mediated genome engineering. The
Cas9 protein, as an initiator for the activation
of gene editing steps, is an RNA-guided DNA

endonuclease enzyme (Fig. 6). There are several
steps in the use of CRISPR/Cas9 as a genome-
editing tool artificially (in lab conditions). In the
process, the Cas9 + guide RNA (gRNA)

DNA 
Match DNA sequence 

Gene drive 

gRNA 

Cas9 

DSB 

Insertion into genome 

Genome edited microalgae 
TARGETS 

* Oxygen sensitivity 

* Light harvesting antenna size

* Starch accumulation 

* Hydrogenase enzyme activity 

Biohydrogen Production, Fig. 6 CRISPR/Cas9-
mediated microalgal genome editing flow diagram and
main targets for photobiological hydrogen production
(CRISPR/Cas9; clustered regularly interspaced short

palindromic repeats–CRISPR-associated proteins 9,
PAM; protospacer adjacent motif, DSB; double stranded
break, gRNA; guide RNA) (Modified from Ref. [201])
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complex will find the target region in the
genome [206].

Microalgal genome editing with endonucle-
ases is also a recent topic; however, in the litera-
ture, the number of studies is limited with
most concluding that the algal chloroplast
may require additional codon optimization for
the effects of the mutations at phenotype level
to be observed [206]. To date, Synecocystis,
Phaeodactylum tricornutum, and C. reinhardtii
species have been examined using ZFNs,
TALENs, or CRISPR/Cas9 [96, 198, 207–209].
Genome-engineering techniques generally uti-
lize high throughput screening, genome-wide
analysis, or a specific investigation of the phe-
notype. One study used TALEN for the site-
specific HR in Phaeodactylum tricornutum in
order to silence the urease gene [210]. The
TALEN-mediated expression of insertional
mutations to the knockdown urease gene was
successful but adding a plasmid to the TALEN
motif showed better results.

TGE tools have showed great success in gene
insertion or knockout mutations in other eukaryotic
organisms [211]. Microalgae and plants somehow
share common and conserved metabolic routes and
photosynthetic ability, representing chloroplast
genomes; however, the experiments showed
that without a codon optimization, the CRISPR
technique has failed at very first trials [206,
212]. Regarding the model green microalgae
C. reinhardtii, the main problem is that
C. reinhardtii genome repairs DSBs via the NHEJ
repair system; however, CRISPR is dependent on
the HR [50]. In order to increase the success rate of
CRISPR for algae, the first mutation transformation
rate should be tuned. One of the recent studies used
Phaeodactylum tricornutum for CRISPR editing
[209]. This study also reports that codon optimiza-
tion is necessary for successful use of the CRISPR
tool. Knockdown and knockin mutations have
been successful in engineering microalgae with
CRISPR. The latest study showed that DNA free
Cas9 and gRNA expression plasmid provided suc-
cessful results for zeaxanthin production from
C. reinhardtii [213]. The knockdown mechanism
of the action blocked the zeaxanthin transfor-
mation, and the cells continued to accumulate

zeaxanthin in the cytosol. In addition, the
knockdown mutations showed diversified pho-
tosynthetic activity, which may be a clue for
biohydrogen production.

Currently, there is no study in the literature that
deals with biohydrogen production using TGE
tools. It is quite possible that these tools may be
efficient for the sulfur assimilation mechanism
and most of all TGE tools may provide a way to
design and rewrite the microalgae genomes
expressing hydrogenase with no sensitivity to
O2. This would be a breakthrough in the micro-
algal biohydrogen generation and may be a game
changer for the commercial scale processes. How-
ever, it is necessary to overcome the current lim-
itations, the most important of which is the
response of microalgae to genome editing. If
microalgae find a way to silence the insertion
gene drives, this will create a further barrier. The
elimination of these mechanistic barriers will pro-
vide data for the metabolic fluxes for the
biohydrogen production regulation and offer a
practical tool to use microalgae as biohydrogen-
generating machineries.

Bioethics

In terms of biofuel production from genetically
modified microalgae species, the extent of bio-
ethics considerations will be argued on the basis
of environmental protection, biosafety and
biosecurity issues, preservation of nature of the
host organism, and interrelation of GM-species
with nature. Algal biofuels have been consid-
ered as a sustainable alternative compared to
land crops and petroleum-based fuel sources;
yet, a long list of limitations and uncertain pro-
duction concepts still exists. Although the food
versus fuel debate has been a long-term ethical
consideration in relation to finding an alternative
source other than using field crops [214], the
level of acceptability of algal biofuels produced
from GM-algae is greater than that of
GM-species for direct human or animal
consumption.

Below are some key points to highlight con-
cerns related to these emerging technologies:
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• The gap that remains between biology and
biotechnological applications

• Lack of knowledge about the environmental
risks of the technology

• Lack of infrastructure and production
technology

• Unknown stability characteristics of the
genome-edited algae strain

• Poorly categorized biosafety and biosecurity
protocols

• Political instability and dynamism in the
bioeconomy

• Lack of consensus on the risk management
issues of genome engineering technologies
and algal biofuel production

• Global investments and the market trend of
both biofuel and genome engineering strate-
gies (e.g., genome engineering technologies
are currently emerging for gene therapy and
pharmaceutical applications)

• Monopoly of the techniques and the fuel
industry

When these key points are considered together
to fully understand the past, present, and future of
the related issues, the ethical considerations can
be well defined for this sustainable concept.

Opinions on Biohydrogen Research

This section focuses on some lead scientists in the
area of microalgae and energy and the realization
of applications that will be catalyzed by genetic
tools. At this point, with the acknowledgment for
their contribution and kindness in providing their
ideas, the quotes will serve as a collection of
opinions for biofuel applications, especially
biohydrogen studies.

Microalgae can provide a great diversity of
biofuels. These include biodiesel from algal
crude oil; biohydrogen; bioethanol from algal
starch; and biogas from algal biomass. In addition,
available technology can be used to convert algal
oils to conventional diesel, gasoline and jet fuel.
Algal biomass can be gasified into syngas to pro-
duce fuels such as ethanol. All this depends, first
of all, on an ability to sustainably and cost-

effectively produce algal biomass. This is not an
easy task. Large-scale production of affordable
algal biomass for fuels is actually highly unlikely
without genetic and metabolic engineering of
microalgae. Priority targets for genetic enhance-
ments should include a substantial increase in the
sunlight capture-conversion efficiency of algae; a
capacity for enhanced capture of inorganic carbon
from a dilute growth medium; triggered mecha-
nisms to auto-flocculate the biomass for easy
recovery; and triggered mechanisms for autolysis
of the cell to facilitate extraction of the intracellu-
lar material. These, of course, are just some of the
options. Without genetic and metabolic engineer-
ing, there is no hope for algal fuels. (Prof. Yusuf
Chisti, School of Engineering, Massey University,
New Zealand)

Photosynthetic microbes are versatile organisms
that do produce (or can be engineered to produce)
a variety of chemicals of interest to a renewable
energy future. Algae, in particular (including
cyanobacteria) are being utilized by various
industries to commercially produce pharmaceuti-
cals and nutraceuticals. In order to optimize them
for production of biofuels at large scale and low
cost, however, additional genetic modifications
are required. Similarly, the importance of devel-
oping renewable sources of H2 is of fundamental
importance for a successful H2 economy. Photo-
synthetic microbes represent an efficient and clean
source of renewable H2, either when H2 produc-
tion is linked to photosynthetic water oxidation, or
when fermentative H2 production of cellulosic
substrate is linked to microbial fuel cells (the latter
extract additional H2 from the products of fermen-
tation). While fermentation coupled to microbial
fuel cells seems to be already reaching high con-
version efficiency at bench scale with existing
microbes, much more research is needed to take
advantage of the high rates (but currently low
duration) of H2 production by photosynthetic
microbes. Most of the limiting factors have been
identified by numerous research groups and exten-
sive genetic engineering work is being performed
to address them. It is my view that only through
genetic engineering will we be able to achieve the
required light conversion efficiency to bring the
system to commercial application. (Prof. Maria
L. Ghirardi, National Renewable Energy Labora-
tory (NREL), USA)

The production of H2 by biophotolysis of the water
is the ultimate purpose regarding “clean” technol-
ogy, as far as only of H2 and O2 are produced and
the only one of the solar energy is used. The con-
tributions of numerous disciplines, as the bio-
inspired chemistry to produce innovative catalysts,
proteins engineering applied to hydrogenases to
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reduce their sensibility to O2, as well as synthetic
biology for the metabolic (re) programming, can
have a major impact in this domain, where the
coupling between the physiology of microorgan-
isms and the production process is absolutely nec-
essary to hope to reach the expected yields. (Prof.
Jack Legrand, University of Nantes, France)

Currently, biohydrogen with Chlamydomonas
reinhardtii is a sequential two stage process, in
which growth and H2 evolution is separated spa-
tially. However, the efficiency of the process in
most cases is below 1% under solar light. The
two-step process also carries a penalty in terms of
maximum attainable photon conversion, since three
photons (instead of two as for direct photolysis) are
required to transfer an electron from water to
hydrogenase (i.e., one photon to extract one elec-
tron from H2O; one photon to transport the electron
through PSI to form NADPH and starch, and one
photon to transport the electron from starch to
hydrogenase through PSI). Moreover, adding exog-
enous acetate is required to promote starch accumu-
lation by cells and establish the anaerobic
conditions necessary for hydrogen production.
However, one important advantage of the two-step
process is that since O2 is almost totally absorbed by
respiration, the purity of the H2 produced is very
high approaching 98% if CO2 is removed by simply
scrubbing system. This fact could have important
economic implications if we consider that purifica-
tion of H2 represents 50–80% of capital costs. In my
opinion, genetically manipulation of strains should
be addressed at generating strains with high carbo-
hydrate accumulation capacity during growth and
coupled by high respiration rate, which should
allow reaching anaerobiosis as soon as possible, in
order to protect PSII from inactivation by O2 and
prevent state 1 to state 2 transition. Indeed, high
productive strains maintain high effective quantum
yield of PSII during the hydrogen production with
high contribution by PSII (above 80%) of the total
hydrogen output. (Dr. Giuseppe Torzillo, Institute
of Ecosystem Study (ISE), National Research
Council (CNR), Italy)

These quotes reveal that microalgae are promising
feedstock for biofuel production, not only for
biohydrogen but other derivatives of biofuels
can be produced using algae. However, the critical
point is the techno-economic feasibility of algae
for large-scale cultivation. Apart from scientific
developments, commercial applications are also
crucial to compete with existing sources. As stated
by researchers, genetic manipulations hold the
key to the gate to enter a commercial phase.

Conclusion

Using genetics as a tool to reach the ultimate goal
of realizing microalgal biohydrogen production is
vital for the future of sustainable energy. It will
also be an important example of the rewarding
symbiosis between genetics and energy with
regard to the useful interaction of a living being
and technology, i.e., a perfect combination of
biology and industry. The success of this example
can also serve as a great game-changing shift by
overcoming the questions related to ethics, effi-
ciency, and economy as well as issues that are of
concern to society.

As a final word to this discussion of the essen-
tials of microalgal biohydrogen production and
revisiting the mechanism from the perspective of
genetic engineering techniques, the existing data
provides researchers with the known fundamen-
tals of the techniques, regulations, and outcomes
of a selection of the current studies. However, if
microalgal biohydrogen production is considered
to be a future biofuel, it should undoubtedly be
accepted that every step from production to stor-
age is essential for success and has their own
advantages and limitations. Genetic engineering
techniques to engineer super hydrogen producing
microalgae are just a small portion of the whole
process but its role is vital to design the pre- and
post-production steps. Thus, in order to achieve a
level of commercial production, an effective way
of genetically enhancing the metabolism must be
found.

Future Directions

As it has been discussed in this chapter; micro-
algae can be named as a promising source for
alternative biohydrogen generation. Apart from
fundamental issues such as biohydrogen produc-
tion systems, scale up operations, storage and
utilization; there are major requirements still
holds the challenge for developing sustainable
production strategies. Even if there are still limited
numbers of algae species for biohydrogen produc-
tion; in the future it is expected to discover more
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microalgae species capable of biohydrogen gen-
eration through direct screening, metagenomic
analysis and in silico tools. Within this regard
genetic engineering is a huge opportunity; espe-
cially targeted genome engineering has a great
potential to increase the volumetric biohydrogen
productivity. On the other hand, increasing toler-
ance to oxygen which is the major drawback for
lab and industrial scale is the key topic for sus-
tainability and reliability. When these bottlenecks
will be passed; novel tools for biohydrogen pro-
duction will be developed in the context of both
science and industry.
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Glossary

Cellulose Homopolysaccharide composed of
D-glucose units linked to each other via
b-(1,4) glycosidic bonds

Dark fermentation Biological hydrogen pro-
duction process when the organic compounds
constitute the sole carbon and energy source
providing metabolic energy

Fermentability Tendency of a pretreated raw
material to improve or inhibit fermentation.

Hemicelluloses Heteropolysaccharides com-
posed of different sugar units, the major hemi-

celluloses being xylans, arabinans, mannans
and galactans.

Hydrogen productivity mmol hydrogen per
L culture medium and h of fermentation

Hydrogen yield Molar amount of hydrogen
divided by the molar amount of consumed
hexose equivalent (mol hydrogen/mol hexose)

Inhibitors Compounds which have toxic effects
on the fermenting microorganisms, thus
decreasing hydrogen yield and productivity

Pretreatment Process used for the release of
fermentable sugars from biomass - typically
followed by enzymatic hydrolysis

Definition of the Subject

Biological methods of hydrogen production
include the use of algae and cyanobacteria, pho-
tosynthetic bacteria, and fermentative bacteria.
Fermentative bacteria have attracted high interest
because of their high yield with respect to hydro-
gen production. The application of thermophilic
bacteria in hydrogen production is advantageous
compared to, for example, industrial yeasts
employed for bioethanol production, since the
fermentative action of these bacteria can lead
to employment of hexose and pentose sugars as
well as oligomeric carbohydrates for hydrogen
production.

Today hydrogen is mainly produced from nat-
ural gas, but its production is more sustainable
when using renewable resources, such as biomass,
as the raw materials of the process. In particular,
the use of lignocellulosic biomass for biological
hydrogen production has increasingly attracted
attention. Lignocellulosic biomass mainly
includes agricultural, forestry and agro-industrial
residues, and energy crops. Agricultural residues
are advantageous against other lignocellulosic
raw materials because they combine the features
of abundance, low cost, and the need for a rela-
tively simple pretreatment.
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Introduction

Hydrogen (H2) is a gaseous biofuel with zero CO2

emission when burnt, and it is the prime energy
carrier to be used in fuel cells for electricity gen-
eration. Conventional hydrogen production tech-
nologies are regarded as high energy demanding.
On the other side, biological hydrogen production
is a viable alternative to chemical methods for
hydrogen production. Biological conversion has
key advantages compared to the other technolo-
gies because it is relatively efficient and it has
relatively low energy demands. In particular,
dark fermentation, commonly termed as “dark
hydrogen fermentation,” is the process when the
organic compounds, which break down toward
hydrogen production, constitute the sole carbon
and energy source providing metabolic energy.
Hereafter the terms “biological hydrogen produc-
tion” and “biohydrogen production” refer to “dark
hydrogen fermentation” unless noted otherwise.

Biomass as a sink of solar energy is an attrac-
tive energy source and includes agricultural and
forestry residues, municipal solid wastes, indus-
trial wastes, and terrestrial and aquatic crops
grown solely for energy purposes. Biomass is
expected to have a major role in providing contri-
bution to the global energy demand in the near
future. In particular, lignocellulosic biomass can
be utilized for biological hydrogen production, as
it is a sustainable source of fermentable substrates
due to its abundance and low cost. Lignocellulosic
biomass mainly includes agricultural, forestry,
and agro-industrial residues and energy crops.

The focus of this chapter is on biohydrogen
production from agricultural residues. Firstly, the
basic principles of biohydrogen production and
the current technology of the process are outlined
(section “Biohydrogen Production via Dark Fer-
mentation”). Then, the influence of the key pro-
cess parameters on biohydrogen production is
summarized (section “Process Parameters”). Sub-
sequently, the types of agricultural residues that
can be used for hydrogen production are
discussed (section “Agricultural Residues”). Pre-
treatment of the agricultural residues is typically
required prior to fermentative hydrogen
production because most hydrogen-producing

microorganisms cannot directly utilize cellulose
or hemicellulose as a carbon source to grow and
produce hydrogen. An overview of the basic pre-
treatment processes that can be used for
biohydrogen production is provided in section
“Pretreatment of Agricultural Residues for
Biohydrogen Production.”Depending on biomass
composition and the pretreatment type, the pro-
duction of fermentation inhibitors can occur.
These substances, which are discussed in section
“Fermentation Inhibitors,” tend to inhibit the
growth of the microorganisms and lead to
decreased hydrogen productivities and yields.
Finally, the challenges of biohydrogen production
from agricultural residues and the perspectives for
further development are discussed in section
“Future Directions.”

Biohydrogen Production via Dark
Fermentation

The production of hydrogen is a natural phenom-
enon under anoxic or anaerobic conditions. A
wide variety of bacteria use the reduction of pro-
tons to hydrogen to dispose of reducing equiva-
lents which result from primary metabolism. This
means that when bacteria grow on organic sub-
strates, these substrates are degraded by oxidation
to provide building blocks and metabolic energy
for growth. This oxidation leads to the production
of electrons which need to be disposed of to
maintain electrical neutrality. In aerobic environ-
ments, oxygen is reduced and water is produced.
In anaerobic environments, other compounds act
as electron acceptors and are reduced to molecular
hydrogen.

Various organic compounds, such as carbohy-
drates, sugars, proteins, and lipids, can be used as
substrates for the production of biohydrogen via
dark fermentation. For the estimation of the theo-
retical yields of fermentative hydrogen, the reac-
tion of glucose biotransformation toward acetate
is generally accepted as reference. According to
Eq. (1) the maximum theoretical yield of
biohydrogen from hexose fermentation is 4 mol
H2 per mol of consumed hexose [1, 2].
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C6H12O6 þ 4H2O ! 2CH3COO
� þ 2HCO�

3

þ 4Hþ þ 4H2

(1)

Concurrent production of energy (206 kJ per
mol of glucose) takes place and is sufficient to
support microbial growth. The remainder of the
hydrogen production from hexose is the
by-product acetate and, under nonideal circum-
stances, more reduced products like ethanol or
lactate. The complete oxidation of glucose to H2

and CO2 yields a stoichiometry of 12 mol H2 per
mol of glucose, but in this case no metabolic
energy is obtained. In general, fermentation of
glucose (and xylose) results in hydrogen forma-
tion, but in addition, depending on the microor-
ganism, also acetate, butyrate, lactate, ethanol,
and some other organic compounds, such as for-
mate, butanediol, and succinate, can be produced.
These coproducts are typically produced in fer-
mentations with mixed cultures. Their distribution
mainly depends on the culture conditions.

Fermentative hydrogen can be produced either
through mixed acidogenic microbial cultures,
derived from natural environments such as soil
or wastewater sludge, or through defined, pure
cultures of hydrogen-producing microorganisms.
Such microorganisms can be mesophilic
(25–40 �C), thermophilic (40–65 �C), extreme
thermophilic (65–80 �C), or hyperthermophilic
(>80 �C), and they have quite diverse require-
ments not only in temperature but also in substrate
preference, pH, and other parameters. The main
advantage of the use of mixed cultures is that no
medium sterilization is required for the control
and operation of the process, so the overall cost
is reduced. The main advantages of the pure cul-
tures are the easier manipulation of the metabo-
lism with modification of the growth conditions
and the higher hydrogen yields as a result of the
reduced production of undesired coproducts.

A wide variety of microorganisms is able to
form hydrogen in dark fermentations. This
includes strict anaerobes (Clostridia, rumen bac-
teria, thermophiles, methanogens), facultative
anaerobes (Enterobacter, Escherichia coli,
Citrobacter), aerobes (Alcaligenes, Bacillus),

and co- and mixed cultures. Clostridium
butyricum [3, 4], Clostridium beijerinckii [5, 6],
Clostridium tyrobutyricum [7, 8], Clostridium
thermocellum [9], and Clostridium para-
putrificum [10] are examples of strict anaerobic
microorganisms that produce hydrogen gas dur-
ing the exponential growth phase. Enterobacter
aerogenes [11, 12] and Enterobacter cloacae [13]
can also be used for hydrogen production. The
highest hydrogen yields have been obtained by
hydrogen-producing extreme thermophilic anaer-
obic bacteria, with the strict anaerobic Clostridia
producing hydrogen with higher yields than fac-
ultative anaerobes. The highest hydrogen produc-
tion rates have been obtained by Clostridia,
Enterobacter and co- and mixed cultures. For the
aforementioned reasons, among the hydrogen-
producing bacteria, Clostridia, Enterobacter and
co- and mixed cultures are the most widely
studied.

Thermophiles and in particular extreme ther-
mophiles and hyperthermophiles are preferred for
the production of hydrogen from agricultural res-
idues because the increase of temperature in prin-
ciple improves the reaction kinetics. Another
advantage of fermentations at elevated tempera-
tures is that the process is less sensitive to con-
taminations by undesirable intruders, so a specific
environment enabling maximum production of
hydrogen is created. Key thermophiles include
Caldicellulosiruptor saccharolyticus [14–17]),
Thermoanaerobacterium thermosaccharolyticum
[18, 19], Thermotoga neapolitana [20–22] and
Thermotoga maritima [23].

Carbohydrates are the main substrates for fer-
mentative bacteria that produce hydrogen. Cellu-
lose and hemicellulose are the most abundant
polysaccharides available in nature, and therefore,
glucose and xylose are the predominant mono-
meric sugars used for hydrogen production.
Moreover, starch and sucrose are available in
large amounts as they are used as storage material
in various plants and can be, therefore, used for
hydrogen production.

The main parameters used to characterize
hydrogen production efficiency are hydrogen
yield and hydrogen productivity. Hydrogen yield
is expressed as mol hydrogen per mol C6 sugar.
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Hydrogen productivity is typically used in its
volumetric version and expressed as mmol hydro-
gen per L culture medium and h of fermentation.
Typically, the maximum volumetric hydrogen
productivity is calculated from the time interval
with the highest percentage of hydrogen in the off-
gas. It should be noted that hydrogen yield has
also been expressed in the literature as mol hydro-
gen per mol C5 sugar. However, for a fair com-
parison of the results, the hydrogen yields should
be reported as H2 on hexose (mol/mol).

Process Parameters

The main process parameters that influence the
growth of the hydrogen-producing microorgan-
isms and the hydrogen yield and productivity are
the organic loading, pH, temperature, hydraulic
retention time (HRT) of the reactor, and gas strip-
ping. These parameters, which also influence the
economic profile of the process, are discussed
below. The growth of hydrogen-producing micro-
organisms can be inhibited with increased sub-
strate loadings; therefore dilution of the raw
hydrolysate is typically required in order to
decrease the substrate loading and thus prevent
inhibition of the process.

Temperature is one of the most important
parameters affecting dark fermentative hydrogen
production. Most studies have been based on
mesophilic temperatures. However, increased H2

yields and rates are observed with change in oper-
ational conditions from mesophilic to thermo-
philic temperatures. It has been suggested that
the optimal temperature for fermentative hydro-
gen production seems to be either close to 37 �C or
close to 55 �C. However, the investigation of the
effect of temperature on fermentative hydrogen
production with real biomass substrates is
recommended, given that so far mainly pure glu-
cose has been used. It should be noted that culti-
vation at high temperatures can be a viable
strategy to inhibit hydrogen consumers and max-
imize hydrogen yield. However, the required
energy for the operation of the reactor needs to
be considerably less than the energy recovered as

hydrogen in order to make the process economi-
cally sustainable.

One of the most studied parameters that influ-
ence dark fermentative hydrogen production is
pH. The concentration of H+ in the extracellular
environment is used not only to control the direc-
tions of the metabolic pathways toward oxidized
products but also to suppress the activity of
methanogenic bacteria. Although there are large
variations among different studies, it seems that
the optimal pH for hydrogen production from
carbohydrates is in the range of 5.2–7.0. This
range is mainly related to different raw materials,
microbial populations and operational conditions.

Mixed reactors for fermentative hydrogen pro-
duction can operate in either batch or continuous
mode. Batch-mode fermentative hydrogen pro-
duction is typically performed at laboratory scale
for research purposes. Batch-mode reactors offer
ease of operation and flexibility. However, con-
tinuous bioprocesses are recommended for
industrial-scale fermentative hydrogen produc-
tion. In particular, a typical reactor for these pur-
poses is the continuously stirred tank reactor
(CSTR). The CSTR offers simple construction
and simple control of pH and temperature. The
most important operating parameter in a CSTR is
the hydraulic retention time (HRT) of the reactor.
Typically a HRT of 12–36 h provides complete
conversion of carbohydrates and high hydrogen
yields, avoiding the production of methane during
dark hydrogen fermentation. A HRT of less than
6 h is known to selectively wash out the
methanogens in continuous reactors. At a high
HRT product inhibition occurs due to accumula-
tion of volatile fatty acids (VFAs).

The partial pressure of hydrogen (pH2) is an
important parameter because high partial pres-
sures of hydrogen inhibit hydrogen production.
It is known that thermophilic bacteria shift their
end product formation upon changes in partial
pressure of hydrogen. In the cases of Caldicellu-
losiruptor saccharolyticus [24] and Caldicellulo-
siruptor owensis [25], increased pH2 leads to
increased lactate formation. One way to avoid
high partial pressures is gas stripping, which typ-
ically takes place with an inert gas such as N2.
CO2 can also be used because it is relatively easy

908 Biohydrogen Production from Agricultural Residues



to separate from hydrogen. Regardless of the type
of gas, the main disadvantage of the gas stripping
techniques is that the stripping gas dilutes the
hydrogen content in the reactor and thus creates
a further decrease in the separation efficiency.
Membrane absorption techniques can be used for
hydrogen removal from a gas mixture. However,
the use of membrane absorption techniques can
result in the development of a biofilm which may
favor the emergence of methanogenic bacteria.

Agricultural Residues

The conversion of lignocellulosic biomass to fer-
mentable sugars and finally hydrogen must be
performed at low cost and with high technical
efficiency, if it is to compete with other fuel con-
version processes. Lignocellulosic biomass repre-
sents a cheap and abundant source for hydrogen
production. However, the collection, transport,
and pretreatment of lignocellulosic biomass pose
significant challenges to its use in hydrogen pro-
duction. Concerning the technical suitability of a
lignocellulosic raw material for hydrogen produc-
tion, the carbohydrate content (Table 1), the pre-
treatment type, and the hydrogen fermentability of
the raw material are the critical factors.

Among other raw materials such as forestry
residues and industrial wastes, agricultural
residues have advantageous use because they typ-
ically require simpler pretreatment. Representa-
tive examples of pretreated agricultural residues
tested for biohydrogen production are wheat straw
[26, 27], barley straw [16, 28], corn stover [29,
30], corn cob [31], and rice straw [21, 32]
(Table 1). In Europe, wheat straw has the greatest
potential of all agricultural residues because of its
wide availability and low cost. Barley straw is also

used in this region. Brazil’s biofuel production
consumes large quantities of sugar cane, while in
the USA, corn is used. Energy crops, such as
Miscanthus [33], energy crop residues, such as
sweet sorghum bagasse [34] and sugarcane
bagasse [3], and agro-industrial residues, such as
potato steam peels [15], sugar beet molasses [35],
and cottonseed cake [36], can also be used for
biohydrogen production. However, these raw
materials are out of the main scope of the current
chapter, which focuses on agricultural residues.

Pretreatment of Agricultural Residues
for Biohydrogen Production

Biohydrogen production from agricultural resi-
dues faces a number of challenges. Biomass
pretreatment is the most important obstacle to
be overcome. The relative difficulty to access
the polymers in agricultural residues, i.e., cellu-
lose and hemicellulose, and produce ferment-
able sugars requires harsher pretreatment than
for sugar-based and starch-based materials. In
the case of sugary biomass, such as sugar beet
and sweet sorghum, most of the sugars are read-
ily fermentable, so the pretreatment is relatively
simple. Pretreatment of starchy biomass, such as
wheat grains and potato steam peels, is also
relatively simple. The starch is typically lique-
fied prior to saccharification to enhance
starch conversion to glucose. Alpha-amylases
are typically used in starch liquefaction, and
glucoamylases are typically used in the
saccharification step.

Cellulose, like starch, is a polymer of glucose
but, unlike starch, has a crystalline structure mak-
ing it water insoluble and resistant to depolymer-
ization. Hemicellulose of agricultural origin is a

Biohydrogen Production from Agricultural Residues, Table 1 Chemical composition of typical agricultural
residues

Component Wheat straw Barley straw Rice straw Corn stalk Corn cob Corn stover

Cellulose 32–42 34–40 32–44 34–40 32–40 36–40

Hemicellulose 21–26 20–25 19–25 25–30 34–37 22–26

Lignin 14–21 14–20 13–22 12–18 12–16 18–20

Ash 6 7 7 4 1 6

Note: Composition is expressed as (%) percentage of dry matter
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branched polymer of glucose and/or xylose,
substituted with arabinose, galactose, mannose,
or glucuronic acid, depending on the species.
Both cellulose and hemicellulose require pre-
treatment to be converted to fermentable sugars.
The pretreatment step is the first step of the
biomass-to-hydrogen process, followed by
hydrolysis and one or more fermentation steps
(Fig. 1). The step of hydrolysis can be performed
with concentrated acids, but today enzymatic
hydrolysis is typically performed using cellu-
lases and hemicellulases. Enzymatic hydrolysis,
using cellulases, is regarded to be the most
attractive way to convert cellulose to glucose.
The milder conditions are advantageous since
less expensive construction materials are
required, as the pH is close to neutral and the
temperature and pressure are close to ambient
conditions. However, due to the recalcitrant
nature of the agricultural residues, enzymatic
hydrolysis is very slow, and it is difficult to
reach high sugar yields if biomass is not pre-
treated prior to enzymatic hydrolysis.

The methods for pretreatment can be classified
according to various criteria, such as the pH or the
principal mechanism during pretreatment. Typi-
cally, the pretreatments can be classified into four
main groups: mechanical pretreatment (including
milling and grinding), thermal pretreatment
(including steam explosion and liquid hot water),
chemical pretreatment (including acids, alkalis,
ionic liquids, oxidizing compounds, etc.), and/or
their combinations [37]. The main characteristics
of some selected pretreatment methods (Table 2)

are discussed below. Focus is given on the pre-
treatments that are particularly suited for agricul-
tural residues.

Mechanical pretreatments increase the avail-
able specific surface area and reduce the degree
of polymerization and cellulose crystallinity. The
objective of chipping is to reduce heat and mass
transfer limitations. Grinding and milling reduce
the particle size and cellulose crystallinity more
effectively than chipping probably as a result of
the shear forces produced during milling. The
type and duration of milling as well as the type
of biomass determine the increase in specific sur-
face area, the final degree of polymerization, and
the net reduction in cellulose crystallinity. The
energy requirements of mechanical pretreatment
mainly depend on the characteristics of lignocel-
lulosic biomass. For example, agricultural resi-
dues require less energy input than woody
materials. However, it is known that mechanical
pretreatment generally has high energy costs.

Steam pretreatment is a relatively low-cost
pretreatment method that is rapid and requires
limited chemical and energy input. In steam pre-
treatment, chips of biomass are conveyed into
large vessels and high-pressure steam is applied
(at 200–240 �C) for several minutes. At a set time,
some steam is rapidly vented from the reactor to
reduce the pressure, and the contents are
discharged into a large vessel to flash cool the
biomass. Although the method is sometimes
referred to as “steam explosion” describing the
disruption of the biomass with the rapid decrease
of pressure, it is known that explosion is not

Pretreatment

Agricultural residues

FermentationEnzymatic 
hydrolysis

H2

C5 sugars

H2

Fermentation

C6 (+ residual C5) sugarsPretreated solids

Residual biomass 
and lignin

Power generation

Biohydrogen Production
from Agricultural
Residues, Fig. 1 A
schematic outline of a
pretreatment process for
biohydrogen production
from agricultural residues.
The dashed arrows on C5
sugars represent the
potential of C5 sugars to be
used for hydrogen
fermentation
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required to achieve good pretreatment and that the
main mechanism is rather similar to dilute-acid
hydrolysis [38].

Unlike other pretreatment technologies, such
as dilute acid that typically require additional size
reduction steps, steam pretreatment is used to
process a variety of substrates such as chopped
straw and conventional pulp chips [39, 40]. The
use of catalysts, such as sulfur dioxide and sulfu-
ric acid, and lower pretreatment severities can
solubilize and recover more of the hemicelluloses
and enhance cellulose hydrolysis, consequently
increasing overall sugar recovery [41]. The ability
of sulfur dioxide to permeate more uniformly
throughout most biomass substrates as compared
to sulfuric acid has indicated that it is a more
effective catalyst. Steam pretreatment has also

been shown to be particularly effective in pro-
cessing agricultural residues, such as corn stover
and wheat straw, as well as hardwoods, such as
poplar, with near-complete hydrolysis of the
water-insoluble cellulosic component achieved
and more than 60% of the hemicelluloses recov-
ered, at typical cellulase loadings in excess of
15 FPU/g glucan [42]. When enzyme loadings
are decreased, one of the few ways to obtain as
good hydrolysis yields as were obtained previ-
ously at the higher enzyme loadings is to pretreat
the biomass substrates more severely. This is usu-
ally achieved at the expense of lignin condensa-
tion [43]. As well as inhibiting enzymatic
hydrolysis, increases in lignin condensation also
decrease the potential utility of lignin as a coprod-
uct [44]. Thus, this lignin fraction is typically

Biohydrogen Production from Agricultural Residues, Table 2 Lignocellulosic biomass pretreatment technologies

Technology Advantages Disadvantages Notes

Steam
pretreatment

Relatively low cost Often catalyst needed Suitable for a wide variety of
feedstocks including agricultural
residues

High glucose yields Lignin for burning

Dilute-acid
pretreatment

Good removal of
hemicelluloses

Release of inhibitors Particularly suited for agricultural
residues

Typically requires
additional size reduction
steps

Organosolv
pretreatment

Clean separation of
lignin and carbohydrates

High capital and operating
costs

Solvent may inhibit cell
growth

Difficult to recover the
hemicellulose-derived
sugars

Alkaline
pretreatment

Low capital costs Need to recycle chemicals

Low inhibitor release

Ammonia fiber
explosion
(AFEX)

Low inhibitor release High cost due to solvent Particularly suited for agricultural
residues

Ammonia needs to be
recycled

Ionic liquids Effective separation of
lignin and carbohydrates

Expensive

Low ionic liquids tolerance
of enzymes and microbes

Mechanical
milling

No inhibitors or residues High energy costs
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utilized as a combustion/energy source to power
the overall process.

Concerning steam pretreatment applied on
agricultural residues for biohydrogen production,
the process has been used with corn stover [29],
corn straw [45] and corn stalks [46], giving good
results. Given that with steam pretreatment the
hemicelluloses is solubilized thus making the cel-
lulose better accessible for enzymatic hydrolysis,
high C5 and C6 sugar yields are achieved with the
method. This is in favor of applying steam pre-
treatment for biohydrogen production because
hydrogen-producing microorganisms are able to
consume both C5 and C6 sugars. In particular,
hydrogen-producing microorganisms, such as
the extreme thermophilic anaerobic bacterium
Caldicellulosiruptor saccharolyticus, consume
simultaneously glucose and xylose [33, 34],
when these sugars are present in ratios that can
be expected in hydrolysates from lignocellulosic
biomass. On the other hand, other microorgan-
isms, such as Thermotoga neapolitana, seem to
prefer glucose over xylose [33]. Notable is
that C. saccharolyticus has a preference for
xylose if both sugars are present at equal
concentration [47].

Acid pretreatment of lignocellulosic biomass
has been studied over the years. Concentrated
acids have been traditionally used to treat ligno-
cellulosic materials but are toxic and corrosive,
and their use disturbs the economic feasibility of
biohydrogen production. Dilute-acid pre-
treatment, which has received extensive research,
can significantly improve the hydrolysis of poly-
saccharides, mainly hemicelluloses. The acid is
mixed with the biomass at an acid concentration
of 0.1–2%, and the mixture is held at temperatures
of 150–200 �C for periods ranging from seconds
to minutes. The hemicelluloses are consequently
hydrolyzed. Hydrochloric acid, nitric acid, phos-
phoric acid, and sulfuric acid have been tested for
use in the pretreatment of lignocellulosic biomass
and specifically agricultural residues, such as bar-
ley straw [16]. Dilute sulfuric acid is commonly
used as the acid of choice.

In addition to hydrolyzing the hemicelluloses,
dilute-acid pretreatment releases substances that
negatively affect the quality of the hydrolysates

by decreasing their fermentability [48]. These
substances, known as inhibitors, include weak
acids (mainly acetic acid), furans [mainly
5-hydroxymethylfurfural (HMF), a hexose degra-
dation product and furfural, a pentose degradation
product], and phenolic compounds from lignin
[49]. Fermentation inhibitors are discussed in
detail in section “Fermentation Inhibitors.”

Various types of agricultural residues can be
dilute-acid pretreated toward the production of
biohydrogen. Corn stover has been pretreated
with dilute sulfuric acid for biohydrogen produc-
tion with Thermoanaerobacterium thermo-
saccharolyticum W16 [30]. The same acid is
known to effectively pretreat rice straw for
biohydrogen production with Thermotoga
neapolitana [21], and wheat and barley straw
with Caldicellulosiruptor saccharolyticus [50].

Alkaline pretreatments use sodium, calcium,
and ammonium hydroxide as reactants. The
extensive use of sodium hydroxide over calcium
hydroxide is mostly due to the higher solubility of
sodium hydroxide and the higher biomass digest-
ibility achieved. Generally, one of the main effects
of the alkali is the disruption of the intermolecular
bonding between xylan and other biomass com-
ponents, such as lignin or other hemicellulosic
components, resulting in increased porosity of
the lignocellulosic material. In addition, applying
alkali in a water solution generally leads to swell-
ing of cell wall material, thereby increasing the
internal surface of the lignocellulosic matrix.
These effects lead to an increase in enzymatic
degradability, as the lignocellulosic matrix is
more accessible for enzymes. Another effect,
less well understood, is the disruption of the lignin
structure during alkaline pretreatment. Depending
on the alkali used and the biomass type, alkaline
pretreatment may lead to lignin depolymerization
and partial dissolution of the lignin components.

Concerning alkaline pretreatment applied on
lignocellulosic biomass for biohydrogen produc-
tion, the process has been used with Miscanthus
[51] and sweet sorghum bagasse [34], resulting in
reasonable delignification, low inhibitor release,
and efficient hydrogen production. However, agri-
cultural residues are typically pretreated with
either steam or dilute acid rather than alkaline
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pretreatment. The main reason for this is that in
alkaline pretreatment, the chemicals need to be
recycled as the used chemical loadings are
relatively high.

Ammonia fiber explosion (AFEX) is an alka-
line pretreatment method that uses liquid ammo-
nia at elevated pressures to pretreat biomass
[52]. The material is treated for 10–60 min at
around 100 �C or less. In a closed vessel under
pressure, the material and ammonia mix is heated
for about 30 min to the desired temperature. After
holding the target temperature for about 5 min, the
vent valve is opened rapidly to explosively relieve
the pressure. The rapid release causes evaporation
of the ammonia and a drop in the temperature. The
chemical effect of ammonia under pressure causes
the cellulosic biomass to swell, thus increasing the
accessible surface area while decrystallizing cel-
lulose. The AFEX pretreatment is particularly
suited for low-lignin content materials, such as
agricultural residues [53], while the effect on
woody biomass is less powerful. The main draw-
back with AFEX is the ammonia itself that needs
to be recycled and handled with caution to make
the process environmentally feasible. Moreover,
from an economic point of view, the ammonia
consumption needs to be minimized.

Organosolv pretreatment is known for its abil-
ity to produce a substrate amenable to hydrolysis,
while maximizing lignin yields. The organosolv
process involves treating lignocellulosic biomass
with a mixture of water, an organic solvent, and a
catalyst at approximately 200 �C and 400 psi. This
results in the delignification of the material
through the cleavage of lignin-carbohydrate
bonds, lignin-lignin bonds, and the solubilization
of the lignin in the organic solvent [54]. The
advantages of this process include a clean separa-
tion of the lignin and carbohydrate components
for potential use in coproduct applications and the
ability to pretreat recalcitrant substrates such as
softwoods. Obviously, organosolv pretreatment is
not a typical method for agricultural residues. This
is reasonable because of the relatively low lignin
content of most of these materials and of the
cellulase-inhibitory effect of the increased free
phenolic groups in the substrate [55] due to the
delignification.

The method of ionic liquids is a new concept in
the fractionation of lignocellulosic biomass, such
as energy crops, agricultural residues, and also
woody biomass [56]. Ionic liquids consist of
ions (cations and anions) and have low melting
points (<100 �C), high polarities, high thermal
stabilities, and negligible vapor pressure. The
mode of action for ionic liquids is a disruption of
the bonds between cellulose, hemicellulose, and
lignin, which results in dissolution of the macro-
molecules without extensive formation of inhibi-
tory compounds. The cellulose fraction can be
recovered by the addition of water, ethanol, or
acetone. The solvent can be recovered and reused
by various methods such as pervaporation,
reverse osmosis, salting out, and ionic exchange.
One of the challenges of ionic liquids, apart from
their very high cost, is the stability and activity of
cellulases in the presence of small amounts of
ionic liquids coprecipitated with the recovered
cellulose [57].

Fermentation Inhibitors

The fermentability of hydrolysates produced
through pretreatment of agricultural residues is a
key challenge in the development of biohydrogen
production. Fermentability is the tendency of a
pretreated raw material to improve or inhibit fer-
mentation. Typically, some pretreatment pro-
cesses release substances that negatively affect
the quality of the hydrolysates by decreasing
their fermentability [48]. These substances,
known as inhibitors, tend to inhibit growth of
hydrogen-producing bacteria and lead to
decreased hydrogen productivities and yields.
They include weak acids (mainly acetic acid),
furans (mainly 5-hydroxymethylfurfural (HMF),
an hexose degradation product and furfural, a
pentose degradation product), and phenolic com-
pounds from lignin [49]. The reduction or elimi-
nation of fermentation inhibitors is a key factor in
the development of pretreatment of agricultural
residues.

Acetic acid is generated from the hydrolysis of
the acetyl groups in the hemicelluloses. Its gener-
ation mainly depends on the temperature and
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residence time of dilute-acid pretreatment until
the acetyl groups are fully hydrolyzed. At low
pH in the fermentation medium, the acetic acid
is in the undissociated form and may diffuse into
the cells. Once in the cell, the acid dissociates
causing a lowering of cell pH that inhibits cell
activity. The toxicity varies according to the fer-
mentation conditions. Since the formation of ace-
tic acid is inherent to hemicellulose hydrolysis, its
release in the hydrolysate cannot be prevented.
However, a higher fermentation pH can reduce
this effect, or the acid can be neutralized before
fermentation. The release of acetic acid during
dilute-acid pretreatment does not seem to be a
barrier in hydrogen fermentations given that the
acetic acid concentrations typically observed with
dilute-acid pretreatment should be tolerable by
hydrogen-producing microorganisms. For
instance, acetic acid concentrations lower than
3 g/L are fully tolerable by C. saccharolyticus
[58]. T. neapolitana is even more tolerant, being
able to grow at acetic acid concentrations as high
as 18 g/L [15].

HMF and furfural are formed by dehydration
of hexoses and pentoses, respectively. Their level
of release in the lignocellulosic hydrolysate varies
according to the type of raw material and the
pretreatment process. Dilute-acid pretreatment of
agricultural residues typically results in the
release of both HMF and furfural. These com-
pounds interfere with glycolytic and fermentative
enzymes and affect cell growth and respiration.
Generally, HMF is considered less toxic than fur-
fural. One possible reason for this is the higher
reactivity of HMF. The production of furfural
strongly increases with temperature and reaction
time. It is known that HMF and furfural concen-
trations of 1–2 g/L result in 50% inhibition of
hydrogen production [33].

Further degradation of HMF can occur,
resulting in the formation of levulinic acid and
formic acid. Moreover, formic acid is formed
when furfural breaks down. Formic acid is more
inhibitory than levulinic acid which, in turn, is
more inhibitory than acetic acid. Increased toxic-
ity of formic acid is associated with a smaller
molecule size, which facilitates its diffusion

through the plasma membrane. The higher toxic-
ity of levulinic acid in comparison with acetic acid
seems to be related to the higher hydrophobicity
of levulinic acid, which helps its penetration into
the cell membrane. It should be noted that the
effect of levulinic acid and formic acid on
biohydrogen production has not yet been
elucidated.

A wide range of phenolic compounds are pro-
duced due to lignin breakdown and also carbohy-
drate degradation during certain types of
pretreatment [59]. The amount and type of phe-
nolic compounds depend on the raw material,
since lignin in different rawmaterials has different
degrees of methoxylation, internal bonding, and
association with hemicelluloses and cellulose in
the plant cell wall. Typical phenolic compounds
are vanillin, syringaldehyde and catechol. They
cause partition and loss of integrity of cell mem-
branes of the fermenting microorganisms, reduc-
ing cell growth and sugar assimilation. Phenolic
compounds have a considerable inhibitory effect
on fermentation and are generally more toxic than
furfural and HMF, even at low concentrations.
However, it should be noted that the inhibition
phenomena in dark hydrogen fermentations have
not been fully elucidated yet.

Inhibitors may also originate from the raw
material itself. Another group of potential fermen-
tation inhibitors, which is relatively less studied,
are the extractives. Extractives are soluble com-
pounds mainly derived from lignocellulosic bio-
mass and include acidic, tannic and terpene acids.
Generally, extractives are generally considered to
be less toxic compared to the aforementioned
lignin degradation products or acetic acid.

Inhibitors can be removed from hydrolysates
by detoxification using chemical, physical or bio-
logical methods [60]. Inhibitory compounds can
be removed before hydrogen fermentation with,
e.g., charcoal, cation exchange resin, activated
carbon, overliming, or yeasts. Optimization of
detoxification conditions is important and can
result in an increase in H2 yield. A different
approach to avoid fermentation inhibition is to
adapt the pretreatment process, for example, by
employing a two-stage pretreatment, where

914 Biohydrogen Production from Agricultural Residues



hemicellulose-derived sugars are released under
mild conditions, followed by more severe cellu-
lose pretreatment. Strategies to overcome inhibi-
tion that do not involve removal of inhibitors
involve changing fermentation conditions in
order to reduce the inhibiting effects of certain
compounds. However, changing fermentation
conditions may also lead to less-than-ideal condi-
tions for the microorganism, longer residence
times, and therefore higher process costs. There-
fore, employment of these strategies to overcome
inhibition should be balanced against possible
disadvantages. Finally, the development of more
robust hydrogen-producing microorganisms can
be an efficient strategy to overcome inhibition.

Future Directions

Fermentative processes for hydrogen production
are advantageous against thermal processes such
as gasification and supercritical water gasification.
This mainly happens because fermentative pro-
cesses convert more efficiently biomass with
high moisture content to hydrogen. Moreover,
fermentative processes do not require large instal-
lations for economy of scale, so they can be small
scale and cost-effective.

Dark fermentative hydrogen production from
biomass is an attractive method for renewable
hydrogen production. Depending on the type of
biomass, pretreatment is needed to make the avail-
able carbohydrates accessible for fermentation
toward hydrogen production. Sugar-rich raw
materials are highly suitable for dark fermentative
hydrogen production. However, sustainable
hydrogen production needs to be based on the
use of lignocellulosic biomass, which needs com-
plicated pretreatment procedures to become ame-
nable to hydrogen fermentation. Among other
lignocellulosic raw materials, such as forestry res-
idues, agricultural residues are advantageous
because they are less recalcitrant and, thus, require
simpler pretreatment. So far the pretreatment
methods that have been developed target primar-
ily toward high sugar yield. The future research on
specific pretreatment for biohydrogen production

will focus on achieving high hydrogen
fermentability of the produced sugars. Moreover,
the ideal pretreatment should limit the release of
inhibitory compounds in the hydrolysate because
some hydrogen-producing microorganisms are
not very tolerant to these compounds. Apart
from the pretreatment, the greatest challenge for
fermentative hydrogen production from agricul-
tural residues is that the hydrogen yield is rela-
tively low, due to thermodynamic barriers.

Bibliography

Primary Literature
1. Thauer RK, Jungermann K, Decker K (1977) Energy

conservation in chemotrophic anaerobic bacteria.
Bacteriol Rev 41(3):100–180

2. Solomon BO, Zeng AR, Biebl H, Schlieker H,
Posten C, Deckwer WD (1995) Comparison of the
energetic efficiencies of hydrogen and oxychemicals
formation in Klebsiella Pneumoniae and Clostridium
butyricum during anaerobic growth on glycerol.
J Biotechnol 39:107–117

3. Pattra S, Sangyoka S, Boonmee M, Reungsang
A (2008) Bio-hydrogen production from the fermenta-
tion of sugarcane bagasse hydrolysate by Clostridium
butyricum. Int J Hydrog Energy 33(19):5256–5265

4. Chong ML, Raha AR, Shirai Y, Hassan MA
(2009) Biohydrogen production by Clostridium
butyricum EB6 from palm oil mill effluent. Int
J Hydrog Energy 34(2):764–771

5. Lin P-Y, Whang L-M, Y-R W, Ren W-J, Hsiao C-J, Li
S-L, Chang J-S (2007) Biological hydrogen production
of the genus Clostridium: metabolic study and mathe-
matical model simulation. Int J Hydrog Energy
32(12):1728–1735

6. Skonieczny MT, Yargeau V (2009) Biohydrogen pro-
duction from wastewater by Clostridium beijerinckii:
Effect of pH and substrate concentration. Int J Hydrog
Energy 34(8):3288–3294

7. Jo HJ, Lee DS, Park D, Park JM (2008) Biological
hydrogen production by immobilized cells ofClostrid-
ium tyrobutyricum JM1 isolated from food waste treat-
ment process. Bioresour Technol 99(14):6666–6672

8. Mitchell RJ, Kim J-S, Jeon B-S, Sang B-I (2009) Con-
tinuous hydrogen and butyric acid fermentation by
immobilized Clostridium tyrobutyricum ATCC
25755: Effects of the glucose concentration and
hydraulic retention time. Bioresour Technol
100(21):5352–5355

9. Levin DB, Islam R, Cicek N, Sparling R (2006)
Hydrogen production by Clostridium thermocellum
27405 from cellulosic biomass substrates. Int
J Hydrog Energy 31(11):1496–1503

Biohydrogen Production from Agricultural Residues 915



10. Evvyernie D, Yamazaki S, Morimoto K, Karita S,
Kimura T, Sakka K, Ohmiya K (2000) Identification
and characterization of Clostridium paraputrificum
M-21, a chitinolytic, mesophilic and hydrogen pro-
ducing bacterium. J Biosci Bioeng 89(6):596–601

11. Tanisho S, Ishiwata W (1994) Continuous hydrogen
production from molasses by the bacterium
Enterobacter aerogenes. Int J Hydrog Energy
19(10):807–812

12. Fabiano B, Perego P (2002) Thermodynamic study
and optimization of hydrogen production by
Enterobacter aerogenes. Int J Hydrog Energy
27(2):149–156

13. Kumar N, Das D (2000) Enhancement of hydrogen
production by Enterobacter cloacae IIT-BT 08. Pro-
cess Biochem 35(6):589–593

14. VanFossen AL, Verhaart MRA, Kengen SMW, Kelly
RM (2009) Carbohydrate utilization patterns for the
extremely thermophilic bacterium Caldicellulo-
siruptor saccharolyticus reveal broad growth substrate
preferences. Appl Environ Microbiol 75(24):
7718–7724

15. Mars AE, Veuskens T, Budde MAW, van Doeveren
PFNM, Lips SJ, Bakker RR, de Vrije T, Claassen PAM
(2010) Biohydrogen production from untreated and
hydrolyzed potato steam peels by the extreme thermo-
philes Caldicellulosiruptor saccharolyticus and
Thermotoga neapolitana. Int J Hydrog Energy
35(15):7730–7737

16. Panagiotopoulos IA, Bakker RR, de Vrije T, Claassen
PAM, Koukios EG (2012) Dilute-acid pretreatment of
barley straw for biological hydrogen production using
Caldicellulosiruptor saccharolyticus. Int J Hydrog
Energy 37(16):11727–11734

17. Willquist K, van Niel EWJ (2012) Growth and hydro-
gen production characteristics of Caldicellulosiruptor
saccharolyticus on chemically defined minimal media.
Int J Hydrog Energy 37(6):4925–4929

18. O-Thong S, Prasertsan P, Karakashev D, Angelidaki
I (2008) Thermophilic fermentative hydrogen produc-
tion by the newly isolated Thermoanaerobacterium
thermosaccharolyticum PSU-2. Int J Hydrog Energy
33(4):1204–1214

19. Cao G-L, Ren N-Q, Wang A-J, Guo W-Q, Yao J,
Feng Y-J, Zhao Q-L (2010) Statistical
optimization of culture condition for enhanced
hydrogen production by Thermoanaerobacterium
thermosaccharolyticum W16. Bioresour Technol
101(6):2053–2058

20. deVrije T, BuddeMAW, Lips SJ, Bakker RR,MarsAE,
Claassen PAM (2010) Hydrogen production from car-
rot pulp by the extreme thermophiles Caldicellulo-
siruptor saccharolyticus and Thermotoga neapolitana.
Int J Hydrog Energy 35(15):13206–13213

21. Nguyen T-AD, Kim K-R, Kim MS, Sim SJ
(2010) Thermophilic hydrogen fermentation from
Korean rice straw by Thermotoga neapolitana. Int
J Hydrog Energy 35(24):13392–13398

22. Eriksen NT, Riis ML, Holm NK, Iversen N (2011) H2

synthesis from pentoses and biomass in Thermotoga
spp. Biotechnol Lett 33(2):293–300

23. Nogales J, Gudmundsson S, Thiele I (2012) An in
silico re-design of the metabolism in Thermotoga
maritima for increased biohydrogen production. Int
J Hydrog Energy 37(17):12205–12218

24. van Niel EWJ, Claassen PAM, Stams AJM
(2003) Substrate and product inhibition of hydrogen
production by the extreme thermophile, Caldicellulo-
siruptor saccharolyticus. Biotechnol Bioeng
81(3):255–262

25. Zeidan AA, van Niel EWJ (2010) A quantitative anal-
ysis of hydrogen production efficiency of the extreme
thermophile Caldicellulosiruptor owensensis OLT. Int
J Hydrog Energy 35(3):1128–1137

26. Kongjan P, O-Thong S, Kotay M, Min B, Angelidaki
I (2010) Biohydrogen production from wheat straw
hydrolysate by dark fermentation using extreme ther-
mophilic mixed culture. Biotechnol Bioeng
105(5):899–908

27. Panagiotopoulos IA, Bakker RR, de Vrije T, Claassen
PAM, Koukios EG (2013) Integration of first and
second generation biofuels: Fermentative hydrogen
production from wheat grain and straw. Bioresour
Technol 128:345–350

28. Özgür E, Peksel B (2013) Biohydrogen production
from barley straw hydrolysate through sequential
dark and photofermentation. J Clean Prod 52:14–20

29. Datar R, Huang J, Maness P-C, Mohagheghi A,
Czernik S, Chornet E (2007) Hydrogen production
from the fermentation of corn stover biomass pre-
treated with a steam-explosion process. Int J Hydrog
Energy 32(8):932–939

30. Cao G, Ren N, Wang A, Lee D-J, Guo W, Liu B,
Feng Y, Zhao Q (2009) Acid hydrolysis of corn stover
for biohydrogen production using Thermo-
anaerobacterium thermosaccharolyticum W16. Int
J Hydrog Energy 34(17):7182–7188

31. Pan C, Zhang S, Fan Y, Hou H (2010) Bioconversion
of corncob to hydrogen using anaerobic mixed micro-
flora. Int J Hydrog Energy 35(7):2663–2669

32. Lo Y-C, W-C L, Chen C-Y, Chang J-S (2010) Dark
fermentative hydrogen production from enzymatic
hydrolysate of xylan and pretreated rice straw by
Clostridium butyricum CGS5. Bioresour Technol
101(15):5885–5891

33. de Vrije T, Bakker RR, Budde MAW, Lai MH, Mars
AE, Claassen PAM (2009) Efficient hydrogen produc-
tion from the lignocellulosic energy crop Miscanthus
by the extreme thermophilic bacteria Caldicellulo-
siruptor saccharolyticus and Thermotoga
neapolitana. Biotechnol Biofuels 2:12

34. Panagiotopoulos IA, Bakker RR, de Vrije T, Koukios
EG, Claassen PAM (2010) Pretreatment of sweet sor-
ghum bagasse for hydrogen production by Caldicellu-
losiruptor saccharolyticus. Int J Hydrog Energy
35(15):7738–7747

916 Biohydrogen Production from Agricultural Residues



35. Özgür E, Mars AE, Peksel B, Louwerse A, Yücel M,
Gündüz U, Claassen PAM, Eroğlu I (2010)
Biohydrogen production from beet molasses by
sequential dark and photofermentation. Int J Hydrog
Energy 35(2):511–517

36. Panagiotopoulos IA, Pasias S, Bakker RR, de Vrije T,
Papayannakos N, Claassen PAM, Koukios EG
(2013) Biodiesel and biohydrogen production from
cotton-seed cake in a biorefinery concept. Bioresour
Technol 136:78–86

37. Mosier N, Wyman C, Dale B, Elander R, Lee YY,
Holtzapple M, Ladisch M (2005) Features of promis-
ing technologies for pretreatment of lignocellulosic
biomass. Bioresour Technol 96:673–686

38. Brownell HH, EKC Y, Saddler JN (1986) Steam-
explosion pretreatment of wood: Effect of chip size,
acid, moisture content and pressure drop. Biotechnol
Bioeng 28(6):792–801

39. Grous WR, Converse AO, Grethlein HE (1986) Effect
of steam explosion pretreatment on pore size and
enzymatic hydrolysis of poplar. Enzym Microb
Technol 8:274–280

40. Ballesteros I, Negro MJ, Oliva JM, Cabañas A,
Manzanares P, Ballesteros M (2006) Ethanol produc-
tion from steam-explosion pretreated wheat straw.
Appl Biochem Biotechnol 129–132:496–508

41. Mackie KL, Brownell HH, West KL, Saddler JN
(1985) Effect of sulphur dioxide and sulphuric acid
on steam explosion of aspenwood. J Wood Chem
Technol 5:405–425

42. Bura R, Chandra R, Saddler J (2009) Influence of
xylan on the enzymatic hydrolysis of steam-pretreated
corn stover and hybrid poplar. Biotechnol Prog
25:315–322

43. Li J, Henriksson G, Gellerstedt G (2007) Lignin depo-
lymerization/repolymerization and its critical role for
delignification of aspen wood by steam explosion.
Bioresour Technol 98:3061–3068

44. Shevchenko SM, Beatson RP, Saddler JN (1999) The
nature of lignin from steam explosion/enzymatic
hydrolysis of softwood. Structural features and possi-
ble uses. Appl Biochem Biotechnol 77–79:867–876

45. Li D, Chen H (2007) Biological hydrogen production
from steam exploded straw by simultaneous sacchari-
fication and fermentation. Int J Hydrog Energy
32(12):1742–1748

46. Lu Y, Lai Q, Zhang C, Zhao H, Ma K, Zhao X,
Chen H, Liu D, Xing X-H (2009) Characteristics of
hydrogen and methane production from cornstalks by
an augmented two- or three-stage anaerobic fermenta-
tion process. Bioresour Technol 100(12):2889–2895

47. Zeidan AA, van Niel EWJ (2009) Developing a ther-
mophilic hydrogen producing co-culture for efficient
utilization of mixed sugars. Int J Hydrog Energy
34(10):4524–4528

48. Larsson S, Palmqvist E, Hahn-Hägerdal B,
Tengborg C, Stenberg K, Zacchi G, Nilvebrant N-O
(1999) The generation of fermentation inhibitors

during dilute acid hydrolysis of softwood. Enzym
Microb Technol 24:151–159

49. Palmqvist E, Hahn-Hägerdal B (2000) Fermentation
of lignocellulosic hydrolysates. II inhibitors andmech-
anisms of inhibition. Bioresour Technol 74:25–33

50. Panagiotopoulos IA, Bakker RR, de Vrije T, van Niel
EWJ, Koukios EG, Claassen PAM (2011) Exploring
critical factors for fermentative hydrogen production
from various types of lignocellulosic biomass. J Jpn
I Energy 90:363–368

51. de Vrije T, de Haas GG, Tan GB, Keijsers ERP,
Claassen PAM (2002) Pretreatment of Miscanthus
for hydrogen production by Thermotoga elfıi. Int
J Hydrog Energy 27:1381–1390

52. Dale BE, Moreira MJ (1982) A freeze-explosion tech-
nique for increasing cellulose hydrolysis. Biotechnol
Bioeng Symp 12:31–43

53. Teymouri F, Laureano-Peres L, Alizadeh H, Dale BE
(2005) Optimization of the ammonia fiber explosion
(AFEX) treatment parameters for enzymatic hydrolysis
of corn stover. Bioresour Technol 96(18):2014–2018

54. McDonough TJ (1993) The chemistry of organosolv
delignification. TAPPI J 76:186–193

55. Sannigrahi P, Ragauskas AJ, Miller SJ (2010) Lignin
structural modifications resulting from ethanol
organosolv treatment of loblolly pine. Energy Fuel
24:683–689

56. Wasserscheid P, Keim W (2000) Ionic liquids – new
“solutions” for transition metal catalyst. Angew Chem
Int Ed 39:3773–3789

57. Datta S, Holmes B, Park JI, Chen Z, Dibble DC,
Hadi M, Blanch HW, Simmons BA, Sapra R (2010)
Ionic liquid tolerant hyperthermophilic cellulases for
biomass pretreatment and hydrolysis. Green Chem
12(2):338–345

58. Panagiotopoulos IA, Bakker RR, Budde MAW, de
Vrije T, Claassen PAM, Koukios EG (2009) Fermen-
tative hydrogen production from pretreated biomass:
a comparative study. Bioresour Technol 100:
6331–6338

59. Popoff T, Theander O (1976) Formation of aromatic
compounds from carbohydrates – part III. Reaction of
D-glucose and D-fructose in slightly acidic, aqueous
solution. A Chem Scand B 30:397–402

60. Jönsson LJ, Alriksson B, Nilvebrant NO (2013) Bio-
conversion of lignocellulose: inhibitors and detoxifi-
cation. Biotechnol Biofuels 6:16

Books and Reviews
Claassen PAM, van Lier JB, Contreras AML, van Niel

EWJ, Sijtsma L, Stams AJM, de Vries SS, Weusthuis
RA (1999) Utilisation of biomass for the supply of
energy carriers. Appl Microbiol Biotechnol
52(6):741–755

Galbe M, Zacchi G (2012) Pretreatment: the key to effi-
cient utilization of lignocellulosic materials. Biomass
Bioenergy 46:70–78

Biohydrogen Production from Agricultural Residues 917



Kengen SWM, Goorissen HP, Verhaart M, van Niel EWJ,
Claassen PAM, Stams AJM (2009) Biological hydro-
gen production by anaerobic microorganisms. In:
Soetaert W, Vandamme EJ (eds) Biofuels. John Wiley
and Sons, Chichester, pp 197–221

Levin D, Pitt L, Love M (2004) Biohydrogen production:
prospect and limitations to practical application. Int
J Hydrog Energy 29(2):173–185

Ragauskas AJ, Beckham GT, Biddy MJ, Chandra R,
Chen F, Davis MF, Davison BH, Dixon RA, Gilna P,

Keller M, Langan P, Naskar AK, Saddler JN,
Tschaplinski TJ, TuskanGA,WymanCE (2014) Lignin
valorization: improving lignin processing in the
biorefinery. Science 344(6185):1246843

Stephanopoulos G (2007) Challenges in engineering
microbes for biofuels production. Science
315(5813):801–804

Stolten D (ed) (2010) Hydrogen and fuel cells – fundamen-
tals, technologies and applications. Wiley–VCH,
Weinheim

918 Biohydrogen Production from Agricultural Residues



Genetic Optimization for
Increasing Hydrogen
Production in Microalgae

Cecilia Faraloni and Giuseppe Torzillo
Istituto per lo Studio degli Ecosistemi, Sede di
Firenze, Firenze, Italy

Article Outline

Glossary
Definition of the Subject
Introduction
Potential of Microalgal Engineering: Application

Fields and Advantages
Enzymes Which Catalyze the Biological

Hydrogen Production: Hydrogenase and
Nitrogenase

Description of the Mechanisms of Biohydrogen
Production Used by Microalgae

Different Pathways for Hydrogen Production in
Microalgae Which May Be Influenced by
Genetic Engineering Approach

Approaches to Promote H2 Production: Two-
Stage Hydrogen Production (Sulfur
Deprivation Technique)

Mutant Strains of Microalgae for Increasing H2

Production
Monitoring the PSII Performance During H2

Production in Mutant Strains by Means of
Chlorophyll Fluorescence Changes During
Sulfur Starvation

Future directions
Bibliography

Glossary

Hydrogen; microalgae; Chlamydomonas
reinhardtii; D1 protein; PSII; Fluorescence yield;
Hydrogenase; Anaerobiosis

Definition of the Subject

In recent years, the increasing depletion of fossil
resources has increased the necessity to search for
alternative sources of energy. What seems imper-
ative is that all efforts have to be addressed to
improve the utilization of renewable source of
energy. It is well known that under particular
conditions, microalgae are capable to produce
hydrogen as almost pure biogas. In this respect,
the goal would be to use the sole solar light energy
and water, a clean and green sustainable source of
energy. However, this process has some limita-
tion. The main bottleneck is represented by the
reduced photosynthetic efficiency of photosyn-
thetic cells to convert solar light energy into chem-
ical energy (or hydrogen). Many studies have
been carried out all over the years in order to
solve this problem, but at the moment, only a
small improvement has been reached.

Concerning the hydrogen production process,
the main problem is the high sensitivity to oxygen
of the hydrogenase enzyme, as both its synthesis
and functioning are inhibited under aerobic con-
ditions. Many studies have been performed trying
to solve the problem by means of genetic engi-
neering. In particular, some microalgae are quite
simple microorganisms, and their genome can be
easily manipulated. Many studies have considered
the microalga Chlamydomonas reinhardtii, which
is known to produce appreciable amount of H2

under anaerobic conditions, imposed by sulfur
starvation. In particular, mutant strains of this
microalga have shown different phenotypic char-
acteristics, with respect to the wild type, which
were favorable to induce anaerobiosis and to sus-
tain the productive process for a long time. These
characteristics were translated into a hydrogen
production higher than in the wild type.

Introduction

The biohydrogen production is currently considered
a promising source of green alternative energy.
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Molecular H2 can be produced by different biolog-
ical processes based on the utilization of light as
energy source. The photosynthetic organisms use
light energy for extraction of electrons from water,
generating oxygen and energy in the form of ATP
and compounds with low redox potential which can
be used as substrate for hydrogen production. As
sunlight is considered one of the most abundant
sources of energy in the world, the photosynthetic
conversion of light energy into fuels has acquired
increasing relevance due to its renewable nature.

However, the photosynthetic H2 production
exhibits some crucial aspects which have to be
considered in order to optimize this “green”
source of energy.

The main problems associated with this form
of green energy production are mainly due to:
(i) hydrogen-evolving enzyme sensitivity to oxy-
gen; (ii) limitation of light energy conversion effi-
ciency by microalgae, which makes the process
not economically viable; and (iii) large-scale cul-
tivation which represents a stressing condition for
microorganisms.

When the microalga Scenedesmus was found
to produce transiently hydrogen under light con-
ditions, after a period of dark incubation [1], it was
observed that the process was stopped under illu-
mination by photosynthetic oxygen evolution.

Indeed, one of the most relevant aspects associ-
ated with the H2 production via photosynthetic
microorganisms is related to the high sensitivity to
oxygen of hydrogenase, enzyme catalyzing the reac-
tion for H2 production. In particular, the sensitivity
to oxygen has been observed for both the expression
and functionality of hydrogenase enzyme. This is a
very limiting factor considering that the hydrogen
production with microalgae is strongly correlated to
photosynthesis, which produces oxygen.

Moreover, the photosynthetic efficiency to
transfer light energy into chemical energy is low.

Theoretical limit to photobiological H2 pro-
duction can be transformed into H2 energy photo-
synthetically according to the following equation:

2H2Oþ 8 quanta ¼ O2
" þ 4 e�þ4Hþ ¼ 2H2

"

About 10% of the photosynthetically active
radiation is reflected by the cultures. Moreover,

under high light, a part of the light energy is not
used for photosynthesis, and it is dissipated by
heat and utilized to synthesize protective pig-
ments such as xanthophylls that dissipate excess
light as heat [2, 3]. Another important aspect is
the fact that photons above 700 nm and below
400 nm are not used by microalgae (as in higher
plants); consequently, about 55% of incident
solar light is unavailable to drive photosynthe-
sis. All these physiological limitations reduce
the available light for photosynthesis to about
41%.

The theoretical light conversion efficiency for
H2 production is 13.4% of solar light. It is worth
noting that this conversion efficiency is signifi-
cantly high, compared to the theoretical limit for
biomass or biodiesel production [4], which
depends on the number of steps necessary to pro-
duce a certain compound (i.e., the more the steps
required in the biomass case, the lower the effi-
ciency of the process). Finally, assuming that
about 20% of the energy can be lost for cell
maintenance in cells subjected to diurnal cycle
[5], consequently the light conversion efficiency
of light into H2 and biomass is reduced accord-
ingly to 10.7% and 7.6%, respectively. With a
light conversion efficiency of about 10%,
it would be possible to produce about
600,000 m3 ha�1 y�1 of H2 in sunny areas.

However, despite this promise, and some
decades of research, serious technical barriers
need to be overcome before this goal may be
reached.

In this respect, genetic engineering represents
a very useful tool, in order to better understand
the physiological and biochemical mechanisms
associated with the photosynthetic biological
hydrogen production [6]. Genetic engineering
applied to microalgal species able to produce
H2 has been successful in the optimization of
H2 production, in terms of both efficiency and
total volume production. In the present chapter,
some of the most relevant physiological aspects
associated with H2 production in microalgae are
analyzed, focusing on the main pathways
involved in H2 evolution, which may be consid-
ered for the improvement of the process by
means of genetic optimization.
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Potential of Microalgal Engineering:
Application Fields and Advantages

The attractiveness aroused by microalgae
derives from their wide range of possible bio-
technological applications. Microalgae repre-
sent a group of microorganisms among the
most ancient and with the greatest phylogenetic
diversity of the planet [7–9], counting at least
70,000 species.

They are distributed in a wide spectrum of
habitat, adapting their metabolism to complex
and extreme environmental conditions (high
salinity, extreme temperature, nutrient deficiency,
UV radiation). For this reason and for their high
capability to adapt to different environmental con-
ditions, they are considered a promising reservoir
of genetic diversity.

Microalgae are capable of producing, under
stress conditions, significant amounts of sub-
stances with high added value (antioxidant carot-
enoids, phenolic compounds, polyunsaturated
fatty acids), and for this reason the study of the
physiology of the growth of these microorganisms
results in a particular interest. Nowadays micro-
algae are the main natural sustainable source of
these compounds [10, 11].

Therefore several studies have been carried out
with the aim of optimizing the production of these
metabolites for the commercialization of these
by-products [12] having as a result the improve-
ment of know-how of microalgal biotechnology.

Moreover, utilization of microalgae for the
production of compounds of commercial interest
offers several advantages, compared to higher
plants, such as the possibility to utilize extreme
environments for cultivation, without subtracting
area for agriculture and farming, and reduced
costs in culture media. In addition, these photo-
synthetic microorganisms are quite easy to manip-
ulate from a genetic point of view, due to their
simple cellular structure.

Considering the high exploitability of these
photosynthetic microorganisms, engineering in
microalgae has aroused a large interest, and they
have allowed gaining more insight to photosyn-
thetic processes from the physiological, meta-
bolic, and biochemical point of view.

However, most enzymes are encoded in the
nucleus but perform their catalytic function in
the chloroplast; therefore microalgae engineering
has to consider transformation at nuclear, chloro-
plast, or mitochondrial level, and this can repre-
sent a limiting factor to the development of tools
for microalgal engineering.

Concerning the capability of certain micro-
algae to produce hydrogen, owing to the hydrog-
enase sensitivity to oxygen, most efforts have
been carried out in order to bypass this problem,
by using experimental procedures aimed to mini-
mize the oxygen concentration in the cultures,
screening different microalgal strains, and using
genetic engineering, interfering at physiological,
metabolic, and biochemical levels, using micro-
algae as platform for biofuel production in
engineered strains.

The microalga Chlamydomonas represents a
model organism for genetic manipulation, and its
chloroplast, mitochondrial, and nuclear genomes
have been sequenced. Its chloroplast and nuclear
genome can be easily transformed, due to its cel-
lular structure simplicity, and it can be used to
obtain mutant strains to study different physiolog-
ical processes, such as induction of antioxidant
carotenoids synthesis, electron transport between
PSII and PSI during the photosynthetic processes,
and light energy utilization under stress condi-
tions [13]. Indeed Chlamydomonas reinhardtii is
one of the most studied microorganisms among
microalgae, for the hydrogen production process,
also by means of mutant strains, as it will be
shown further.

Enzymes Which Catalyze the Biological
Hydrogen Production: Hydrogenase and
Nitrogenase

The main problem associated with H2 photobio-
logical production is the high sensitivity to oxy-
gen of the enzymes involved in the reaction.

The reversible reaction which leads to biolog-
ical hydrogen production is catalyzed by hydrog-
enase [14] and nitrogenase enzymes [15].

Both enzymes catalyze the reaction 2H+ + 2e�

! H2 with the reduction of H+ ions to H2 gas.
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Depending on the active site metal content, the
hydrogenases are classified as [FeFe] hydroge-
nases, [NiFe] hydrogenases, and [Fe] hydroge-
nases [7] (Table 1).

Some authors reported that nonetheless, [FeFe]
and [NiFe] hydrogenases are not related; they
both have dimetallic compartment, CO and CN
ligands attached to iron and cysteine residues [16].

[FeFe] hydrogenases are the best-performing
enzyme from the catalytic activity point of view
[14, 17, 18]. This enzyme has a unique active site
called H cluster characterized by [FeFe] center,
with CO and CN� and dithiolate ligands, bound
with 4Fe-4S cluster via sulfur bridges [14, 19].

Microalgal hydrogenases are known to be the
smallest enzymes among H2 producer microor-
ganisms; even bacteria and different microalgal
species share the same cluster, enzymatic activity,
and active site and oxygen diffusing channel [14].

These hydrogenases are encoded in the nucleus
by hydA (hydA1, hydA2) genes [20–22] with
hydA1 more active than hydA2 [23]. Maturation
of the active enzyme is controlled by a set of genes
hydE, hydF, and hydG [24]. The maturation pro-
cess of the enzyme requires the synthesis of some
proteins, and it is also sensitive to oxygen
[14, 25–27].

Due to the simple structure of theC. reinhardtii
hydrogenase, the enzyme has been widely studied
in this microalga, and it constitutes the model for
studies on the active site maturation [28–30].

Other enzymes which catalyze the reaction of
H2 production are found in cyanobacteria, which
can use [NiFe] hydrogenase (bidirectional or
uptake) or nitrogenase enzyme, located in the het-
erocysts, vegetative cells which forms under nitro-
gen starvation and without oxygen inside [30].

The physiological function of nitrogenase in
cyanobacteria consists in fixing nitrogen into
ammonium ions [31, 32]. The synthesis of this

enzyme can only occur under starvation of nitro-
gen source, like ammonium, urea, and nitrate.
These nitrogenases are known as MoFe nitroge-
nases [6, 33]. Hydrogen production by means of
nitrogenase enzyme requires too much energy,
and it results also in less convenience for its turn-
over, lower than the [NiFe] and [FeFe] hydroge-
nases [6, 14, 24].

Description of the Mechanisms of
Biohydrogen Production Used by
Microalgae

Among microalgae and cyanobacteria, Spirulina,
Synechococcus, Anabaena, Chlorella, and
Chlamydomonas are the most studied genera for
biohydrogen production [34]. For cyanobacteria
and microalgae, Synechococcus [35] and Chlo-
rella, Chlamydomonas reinhardtii, respectively,
are the best hydrogen producers according to
today’s knowledge.

For all photosynthetic microorganisms able
to produce hydrogen, both microalgae and
cyanobacteria, the light harvested by the light-
harvesting complex II (LHCII), associated with
photosystem II (PSII), the first step leads to the
split of water into protons and electrons. This pro-
cess is called biophotolysis, classified as direct or
indirect, according to the electron donor (Table 2).

This first step is shared by photosynthetic evo-
lution of oxygen or hydrogen. In this phase, when
photosynthesis occurs, absorbed light energy is
transferred to the reaction center of PSII and PSI,
with a charge separation which is associated with
the evolution of molecular O2, at PSII level, and
reduction of CO2, at PSI level, where electrons are
driven to ferredoxin PETF (Fdx1) and by
ferredoxin-NADP+ reductase (FNR) to generate
NADPH.

Genetic Optimization for Increasing Hydrogen Pro-
duction in Microalgae, Table 1 Enzymes catalyzing

the biological H2 production in microalgae and
cyanobacteria

Enzymes Active site metal content Microorganism

Hydrogenase Fe-Fe hydrogenase Fe-Fe Microalgae

Ni-Fe hydrogenase Ni-Fe Cyanobacteria

Fe hydrogenase Fe Archaea

Nitrogenase Fe-MoFe protein Cyanobacteria
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Under certain conditions, that is, when oxygen
is absent, Fdx1 can also be the electron donor of
the enzyme catalyzing H2 evolution, which is
placed in the chloroplast.

However, this process represents alternative
mechanisms for the dissipation of reductive
potential accumulated inside the cells, when the
performance of photosynthetic apparatus is not
able to maintain the optimum redox level inside
the cells.

The indirect biophotolysis and dark fermenta-
tion have in common the electron source, that is,
glycolysis, but while the former is light depen-
dent, the latter occurs under dark conditions.

These different pathways contribute in a dif-
ferent manner to the H2 production, and this
aspect will be discussed in more details in the
following paragraph.

Different Pathways for Hydrogen
Production in Microalgae Which May Be
Influenced by Genetic Engineering
Approach

Among microalgae Chlamydomonas reinhardtii
is one of the most studied microalgae for H2

production, for its capability of prolonged H2

production, with a light conversion efficiency of
about 0.1%, under sulfur starvation [36]; it can be
considered a model organism for H2 production
under laboratory and outdoor conditions [37, 38].

In addition, since its genome is well known, as
it has been fully sequenced, many studies have
been carried out in order to increase the
biohydrogen production capacity by means of
genetic optimization of this microalga.

In living Chlamydomonas cells, electrons may
be driven to the hydrogenase through three differ-
ent pathways, which are reported in Fig. 1:

1. PSII-dependent pathway, which directly links
water-splitting activity to H2 evolution through
PSI, in a process usually referred to as
“biophotolysis”

2. PSII-independent pathway, where electrons
derived from glycolysis enter the linear
electron transport chain at the level of PQ
pool, giving rise to a photo-fermentative H2

release
3. Dark fermentative pathway, where pyruvate

derived from glycolysis may be oxidatively
decarboxylated by a pyruvate ferredoxin oxi-
doreductase (PFR), thus likely resulting in a
reduced Fdx1 which, in absence of light, may
act as an electron donor for hydrogenase

The pathway providing the highest amount of
electrons to the hydrogenase is considered to be
the PSII-dependent one. On the other hand, sulfur
[36] or nitrogen [39] starvation imposed to the
culture has been found to significantly enrich
cells in internal reserves (e.g., starch), thereby
supporting glycolytic pathways and leading to
enhanced photo and dark fermentation contribu-
tion. Concerning dark fermentative pathway,
although in C. reinhardtii pyruvate ferredoxin
oxidoreductase has been described at genetic
[40, 41] and protein levels [42, 43], its link to
Fdx1 is not absolutely proven [44]. In any case,
this pathway is generally believed to be poorly
electrogenic and less efficient than those occur-
ring in the light [44].

Genetic Optimization for Increasing Hydrogen Production in Microalgae, Table 2 Summary of the different
pathways for H2 production in microalgae and cyanobacteria

Pathway Main electron source
Light
driven

By-
product

Biophotolysis Direct Water (PSII dependent) Yes O2

Indirect Starches and proteins (PSII independent, endogenous
catabolism)

Yes CO2

Dark
fermentation

Glycolysis Organic substrate No Acetic
acid
CO2
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In more details, the direct H2 production con-
sists of a PSII-dependent pathway, which needs
only water and light to provide electrons and pro-
tons to the hydrogen production pathway
[45]. This reaction is completely independent
from the presence of organic compounds, and it
is believed as one of the most promising processes
for sustainable hydrogen production.

When light reaches PSII, the splitting of water
occurs, generating electrons, protons, and oxygen.

Electrons are moved from PSII to PSI through
the plastoquinone (PQ) pool and then from PSI are
transferred to ferredoxin, which is the final elec-
tron donor to hydrogenases.

The limiting factor of this process is the oxy-
gen generation during the water splitting, as the
presence of O2 has to be avoided for the high O2

sensitivity of hydrogenase enzyme. Some strate-
gies have to be developed in order to remove the
oxygen from the cultures during this process. In
this contest genetic optimization of strains may be
focused on the alteration of metabolism, in order
to change the balance between oxygen evolution

and uptake or to make cultures easily encounter
anaerobiosis under nutrient starvation or under
different light regimes.

It is well known that nutrient starvation
decreases cell growth and photosynthetic activity.
In particular, the sulfur starvation impairs D1 pro-
tein, which is the protein associated with PSII with
a higher turnover rate, which is light dependent,
containing sulfur amino acids as building blocks.
For this reason it is the main target of stress caused
by sulfur starvation, as protein degradation under
light conditions is not balanced by protein synthe-
sis, as sulfur is absent and all enzymatic photo-
synthetic apparatus are strongly suppressed
[46]. Hence, under sulfur starvation, the photo-
synthetic activity decreases, leading to the decline
of O2 evolution rate.

Light drives electrons and protons to the PQ
pool, which are driven to hydrogenases; hence in
the presence of light, there is an increment of
transferred H+ and e�, with respect to dark reac-
tion, leading to an appreciable increase in hydro-
gen production.

Genetic Optimization for Increasing Hydrogen Pro-
duction in Microalgae, Fig. 1 Metabolic pathways in
microalgae for hydrogen production. These pathways have

been well studied in Chlamydomonas reinhardtii cells
(Adapted from Torzillo et al. 2014, see Book and Reviews
section)
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Light acts as a reaction accelerator which sup-
ports that the photosynthetic electron transport
chain is essential for microalgal hydrogen
production.

The indirect pathway process offers the advan-
tage of the possibility to use different carbon
sources to drive protons and electrons to hydrog-
enase [47]. Electrons are provided by glycolysis
and enter to the linear electron chain at the level of
the PQ pool; afterward, they are transferred
through the PSI to the (FeFe)-ase.

To carry out the indirect biophotolysis, starch
or glycogen is required to be accumulated in
the cell.

The interesting aspect of the indirect H2 pro-
duction is that these sources are used via anaero-
bic fermentation and CO2 results as a by-product
rather than O2, contrary to what observed with the
direct biophotolysis.

The indirect biophotolysis mechanism is stud-
ied mostly on cyanobacteria [48]. It is promising
in terms of avoiding oxygen and with the perspec-
tive to use organic substrates from industrial
wastewaters, but it is still a challenging pathway
for microalgae.

Approaches to Promote H2 Production:
Two-Stage Hydrogen Production (Sulfur
Deprivation Technique)

This approach divides the biological hydrogen
production in two stages: the first one is aerobic,
and it is needed for the microalgal biomass pro-
duction which will be used for the hydrogen pro-
duction stage; in the second one, the biomass is
used to produce hydrogen under anaerobic
conditions [36].

This approach took place after the findings that
in sulfur-deprived cultures, the photosynthetic
activity decreased [49]. This was caused by the
reduced protein synthesis, and particularly of the
D1 protein, which is tightly associated with PSII.
Sulfur starvation represented the tool to reach
anaerobiosis in microalgal cultures to make
hydrogenase able to work and produce hydrogen.

The two-stage H2 production finds its best
application with the microalga Chlamydomonas

reinhardtii, which has been largely investigated
concerning all the physiological aspects of H2 pro-
duction also by means of genetic manipulation.

In Chlamydomonas reinhardtii the sulfur star-
vation induces the decrease in photosynthetic
activity, which can be low up to 75% of the initial
value, within 24 h. When the oxygen evolution
rate equalizes the oxygen respiration rate, the
cultures reach anaerobic conditions. After a
period of anaerobic phase, which is variable
according to the strains and light conditions, the
hydrogen production may take place. According
to these different phases, the hydrogen production
phase can be divided into four stages: (I) aerobic
phase, the initial phase during which oxygen is
always present in the cultures and cells can use
already endogenous sulfur reserves; (II) lag phase,
when the balance between oxygen evolution and
respiration is attained and anaerobiosis can be
reached. During this phase, the induction of
hydrogenase enzyme can start, and no-hydrogen
production can be yet observed; (III) hydrogen
production phase, when the hydrogen production
occurs; and (IV) no-hydrogen production phase,
when the permanence under sulfur starvation has
so largely affected protein synthesis, that the cel-
lular metabolism is strongly impaired.

According to the phenotypic characteristics of
each strain, these stages can vary, influencing the
yield of the hydrogen produced. Indeed, it could
be observed that in each stage, some important
physiological changes occur, with implication on
metabolism. Hence, changing the length of these
stages, interfering by genetic manipulation, it has
been possible to increase hydrogen production
yield.

During the aerobic phase, in C. reinhardtii the
starch accumulation can be observed, as a
response to excess reducing power under sulfur
starvation in the light [4, 36]. This phase is very
important, as starch catabolism plays a central role
in H2 production, providing electrons to the
hydrogenase. Hence, the more starch is accumu-
lated, the more starches can be degraded, under
anaerobic conditions, sustaining the H2 produc-
tion phase [36]. In addition starch degradation
sustains O2 respiration, so that the largest amount
of carbohydrates can facilitate the fast occurrence
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of anaerobic conditions. If anaerobiosis occurs
soon, when the PSII protein degradation is not
so large, the PSII contribution to sustain the elec-
tron flow to hydrogenase (direct H2 production)
will be larger than in exhausted cells.

Starch catabolism has been shown to sustain
both mitochondrial and chlororespiratory path-
ways, maintaining anaerobic conditions for the
PSII-dependent direct pathway [46] and provid-
ing electrons to hydrogenase, through a PSI-
dependent process (indirect pathway), respec-
tively [41, 46, 50]. The increase in the pH has
been detected, during the aerobic phase, from an
initial value of 7.2–8.5. This change has been
related to the utilization of acetate, present in the
medium, during the aerobic phase, which contrib-
utes to the carbohydrate accumulation into the
cells [51].

It has been shown that starch breakdown con-
tribution consists in feeding electrons to the PQ
pool [52]. During this phase, the PQ pool reduc-
tion level increases, causing changes in the inter-
nal redox potential, and for this reason the
measurement of the redox potential is a good
tool to evaluate the physiological response of
cells to stress conditions and, more importantly,
in the case of H2 production. In this case, it gives
information on the capacity of the cells to accu-
mulate electrons at PQ pool level, to be driven to
hydrogenase in the following stage. This is a
balance between the starch degradation and the
PSII capacity to perform photosynthesis, that is, to
dissipate electrons from PQ pool. After the occur-
rence of a reducing environment, the redox poten-
tial that has an initial positive value during the
aerobic phase becomes negative up to �550 mV.

This phenomenon may reflect the fact that the
induction of H2 production constituted a response
to the excess reducing power accumulated during
the aerobic phase and served as a valve to relax the
high reduction level inside the cells, by decreasing
the degree of reduction of the plastoquinone.

In the following H2 production phase, during
which H2 is released, both the PSII-dependent (due
to the residual PSII activity) and PSII-independent
pathways represent important sources of electrons.

During the H2 production phase, the pH
declines down to a value of 7.9.

It has been demonstrated that the PSII contribu-
tion to the process is dominant with respect to
starch mobilization [53], providing up to 80% of
the reducing power supplied [54–56]. The length
of the H2 production phase depends on both the
starch catabolism and the PSII contribution and can
vary from 2 days to more than 1 week [51]. Most
important in this respect is the value of the oxygen
respiration rate, as under light exposure and sulfur
starvation the O2 evolution is strongly impaired,
but the O2 uptake is less sensitive to this stress
conditions.

The contribution of the direct or indirect H2

production can change according to the strain, and
what is interesting is that mutant strains with
mutation at level of both starch metabolism and
PSII activity all exhibited increased H2

production.

Mutant Strains of Microalgae for
Increasing H2 Production

The important implication of the D1 protein,
encoded by psbA gene, in the PSII activity and
its high turnover rate have attracted much atten-
tion for investigation on a possible role of muta-
tion at D1 protein level in the increment of H2

production under sulfur starvation. For this reason
the screening of C. reinhardtii mutant strains has
been carried out. An increased H2 production has
been reported in D1 protein mutants [51, 57, 58].

One of the most important sites of the D1
reaction center to drive photosynthetic electron
transport through PSII is the QB binding site,
which is involved in the signaling of the occurrence
of damage. It is placed within a stromal hydrophilic
loop between transmembrane helices IVand V (the
D–E loop), and it contains an amino acid sequence
that is conserved among cyanobacteria, algae, and
higher plants [59, 60]. Moreover, the importance of
this amino acidic region is due to its implication in
the rapid turnover of the D1 protein [61].

Some studies have been carried out on D1
protein mutant strains, obtained from wild-type
(11/32b) genetic manipulation, as previously
described and reported in Fig. 2 [62].
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Mutation in different regions of D1 protein has
been considered, involving several functions of
the D1, which induced diverse phenotypic char-
acteristic and photosynthetic parameters of the
strains.

However, the mutated D1 protein conferred the
capability to a higher H2 production than in the
wild-type strain (Table 3). Only few exceptions
were observed, which did not produce any
hydrogen.

Two mutants with aminoacid deletion, D240
and D239–40, and one mutant with aminoacidic
substitution, L159I/N230Y, resulted very interest-
ing. The deleted amino acids are located in the D1
protein region involved in the binding of QB and
D1 degradation, while the substitution involves a
region implicated in the electron donor capacity to
the oxygen-evolving complex (OEC).

These strains exhibited phenotypic character-
istics which are considered important for the
improvement of the H2 production process. First
of all they exhibited an amount of chlorophyll per
dry weight biomass 36–56% lower than in the
wild type, a useful requisite because the cultures
can grow under relatively high cell densities. This

means that with these cells, under sulfur starva-
tion, it is possible to work with higher-dense cul-
tures, which can reach anaerobiosis faster
(Table 4).

Concerning the photosynthetic parameters, the
deleted mutants exhibited lower oxygen evolution
rates and higher respiration rates than those for the
wild type. By contrast, double amino acid substi-
tution mutant L159I-N230Y led to increase both
oxygen evolution and the respiration rate, 87%
and 164% higher than in the wild type. A high
respiration to photosynthesis ratio is very useful
for the production of hydrogen, because it leads to
a faster occurrence of anaerobiosis and faster
onset of the hydrogen production phase. The
best producer mutant strains showed a H2 produc-
tion which was 12–19 times greater than in the
wild type; these strains exhibited better perfor-
mance also in terms of the rate of hydrogen
production.

Another important contribution to H2 produc-
tion of these mutants came from the great capacity
to synthesize carbohydrates combined with a con-
siderably higher level of fluorescence yield
(0.300) compared to the wild type (below 0.100)

Genetic Optimization for Increasing Hydrogen Production in Microalgae, Fig. 2 Scheme of the psbA mutagen-
esis protocol in Chlamydomonas reinhardtii for obtaining D1 protein mutant strains

Genetic Optimization for Increasing Hydrogen Production in Microalgae 927



during the hydrogen production; thus in these
strains, both direct and indirect processes strongly
contributed to H2 production.

The maintenance of a high fluorescence yield
value may be related to a higher xanthophylls
cycle pool and lutein found in these strains
which allows greater protection of PSII from
photoinactivation [51].

Recently other important results have been
obtained by the selection of C. reinhardtii mutant
sensitive to high temperature [62]. The screened
strains were obtained by random mutagenesis, by
UV exposure, and then mutant strains were
selected by their ability to evolve oxygen and
hydrogen at 25 and 37 �C.

These strains reacted to the high temperature
decreasing the photosynthetic activity, which
resulted useful in order to obtain anaerobiosis.

These studies resulted very interesting because
they helped to better understand the different con-
tributions of the indirect and direct pathways to H2

production.
The strains exhibited a lowered O2 evolution

within 12–24 h of sulfur starvation at 37 �C. Dif-
ferences could be appreciated among the strains, in
terms of PSII fluorescence yield, D1 and CP43
content, and PSI amount, during the starvation.
The mutant with the highest H2 evolution showed
maintenance of the PSII fluorescence yield, and the
content of D1 and CP43 proteins and PSI amount
did not changed, during sulfur starvation
[62]. Nonetheless the other mutants displayed a
H2 production lower than this strain, and they
showed reduced PSII fluorescence yield and
reduced D1 and CP43 proteins. Very important,
they found that these mutants displayed an

Genetic Optimization for Increasing Hydrogen Pro-
duction in Microalgae, Table 3 Hydrogen output rates
measured in wild-type (WT) and the most productive D1

protein mutant strains. The CC124 is shown as a reference
strain being used in laboratories worldwide for hydrogen
production studies

Strain
Lag
time

Production
time

H2 total
volume H2 final production rate

H2 maximum production
ratea

h h ml ml/l/h ml/g
Chl/h

ml/l/h

WT 50 � 20 55 � 5 26 � 5 0.47 � 0.11 39 � 9 1.25 � 0.13

L159I/
N230Y

37 � 6 285 � 53 504 � 22 1.77 � 0.35 166 � 29 5.77

D239–40 33 � 2 183 � 30 475 � 50 2.60 � 0.18 217 � 15 7.10 � 1.10

D240 28 � 4 207 � 40 318 � 23 1.54 � 0.31 128 � 26 3.54 � 0.26
aH2 maximum production rate measured over a period of at least 10 hours, during which the rate remained constant. The
standard deviation (SD) for each parameter is reported in parentheses

Genetic Optimization for Increasing Hydrogen Production in Microalgae, Table 4 Phenotypic characteristics of
C. reinhardtii mutant strains L159I/N230Y, D239–40, and D240 compared with their wild-type (WT) and CC124 strain

Strain Chl Chl a/b Chl cell�1 Cell diameter Pamax Respirationb R/P ratioc

% of dry weight ratio x 10�6 mg mm mmol O2 mg�1 Chl h�1%

WT 3.63 � 0.61 2.90 � 0.01 3.57 � 0.12 7.32 � 0.32 260 � 2.8 72 � 0.25 27.70 � 0.21

D240 1.60 � 0.18 2.89 � 0.04 1.56 � 0.05 9.15 � 0.30 220 � 25.0 95 � 5.8 43.18 � 2.04

L159I/
N230Y

1.80 � 0.20 3.00 � 0.05 3.32 � 0.14 9.43 � 0.27 487 � 36.0 190 � 2.5 39.01 � 2.22

D239–40 2.33 � 0.32 2.99 � 0.05 2.08 � 0.09 7.38 � 0.09 119 � 2.0 78 � 1.75 65.55 � 0.36
aMaximum rate of (oxygen evolution plus dark respiration)
bDark respiration
cRespiration to oxygen evolution rate. The standard deviation (SD) for each parameter is reported in parentheses
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increased or reduced PSI content, with respect to
the wild type, but anyway, theywere always able to
evolve a higher amount of hydrogen, with respect
to the wild type (Table 5). The wild type evolved
H2 within 24 h, and no further accumulation could
be observed, so a production rate was not reported
for this strain. In addition, when DCMUwas added
to the cultures, the hydrogen production in mutant
and wild type was comparable.

These results indicated how PSII contribution
during the H2 production phase is relevant, as the
PSI amount was not the limiting factor for H2

production. Moreover, these findings supported
the idea that the faster occurrence of anaerobiosis
the higher hydrogen production, due to the pres-
ervation of PSII activity under sulfur starvation.

Deep insights on the different contribution of
indirect and direct processes to biogas production
erased from studies with mutants with altered state
transitions. This is a mechanism by which photo-
synthetic cells protect themselves from excess light,
inducing the partial migration (more than 85% in
C. reinhardtii) of the LHC II, associated with PSII,
from PSII (state 1) to PSI (state 2) [63–65].

It is regulated by the redox level of PQ pool,
which signals the oxidative stress level inside
the cell.

However, PQ pool plays a major role in the
transportation of e� and H+ through electron
transport chain either for photosynthesis or for
biohydrogen production [49]. Because the sub-
strates of hydrogenase enzymes are e� and H+,
the effective supply of these components directly
affects the enzyme activity and hydrogen yield.
Thus PQ pool has a crucial role for both of the

processes in both cases either direct or indirect
biophotolysis.

C. reinhardtii mutant locked in state 1 (i.e.,
Stm6) [54] displayed a lower cyclic electron flow
(CEF) around PSI, known to drain electrons out of
the H2 production pathways. With this strain an
increased hydrogen production was obtained.
Also in this strain, interestingly, a higher respira-
tion rate was observed, which contributed to a
faster onset of anaerobiosis than in the WT, pre-
serving PSII from irreversible photodamage [56].

A higher residual PSII activity under sulfur
starvation was found to contribute to increased
H2 production in this mutant, strongly supplying
electrons during the H2 production phase.

A further optimization of productivity with this
strain was reached by using a transformant of the
Stm6 cell line which expressed the active Chlo-
rella HUP1 (hexose uptake protein) hexose trans-
porter and facilitating access to glucose. This
mutation allowed a higher accumulation of
starches, when glucose was added to the growth
medium, enhancing H2 production in sulfur dep-
rivation by 45–50% [66]. The high carbohydrate
content contributed to the higher H2 production
due to prolonged production time, rather than a
higher production rate.

Other studies onC. reinhardtiimutant, denoted
as T1, reported the importance of high oxygen
respiration rate, combined with lowering of PSII
fluorescence yield and O2 evolution [67]. In this
mutant a respiration rate 23% higher than in the
wild type promoted the increase of hydrogen pro-
duction, which resulted in seven to eight-fold
increase, compared to the one with the wild type.

The microalga Chlorella has been also investi-
gated in order to permit the hydrogenase expres-
sion under aerobic conditions [68]. The authors
reported the possibility to engineer the coding
region of the hydA gene, by means of a plastid
and promoters able to work under aerobic condi-
tions. The mutant strain obtained was able to
produce an amount of H2 which was seven to
ten-fold higher compared to the wild type. The
mutation made the mutant able to produce hydro-
gen under aerobic conditions and in the presence
of sulfur, circumventing the problem of O2 sensi-
bility. In this way the concomitant aerobic

Genetic Optimization for Increasing Hydrogen Pro-
duction in Microalgae, Table 5 Hydrogen production
in mutant strain sensitive to high temperature (37 �C).
Elaborated from [62]

Mutant strain H2 production H2 production rate

nmol H2 ml�1 nmol mg�1 h�1

Wild type 30 –

TSP1 850 3.1

TSP2 5330 11.7

TSP3 1340 3.9

TSP4 170 0.5
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respiration of glucose, added to the medium, and
the maintained high PSII activity lead the indirect
and direct processes to simultaneously and
strongly contribute to the production of hydrogen.

Another approach has been undertaken by the
construction of a C. reinhardtii mutant with a
truncated antenna [69]. The findings supported
the idea that a reduced antenna permitted the
cells to capture more light energy, reducing the
self-shading and increasing the light energy utili-
zation efficiency. Interestingly, it was found that
under sulfur starvation, it was impossible to reach
anaerobic conditions, and only under both sulfur
and phosphorus starvation, with immobilized
cells in thin layer of alginate, the mutant strains
produced hydrogen, in a range of 19–350 mmol
photons m�2 s�1. In particular, under higher light
intensities of 285 and 350 mmol photons m�2 s�1,
the H2 production resulted four and six times
higher than with the parental strain, respectively.

Monitoring the PSII Performance During
H2 Production in Mutant Strains by
Means of Chlorophyll Fluorescence
Changes During Sulfur Starvation

Stating the importance of the direct H2 produc-
tion process, monitoring the photosynthetic
activity during the sulfur starvation is extremely
useful in order to evaluate the PSII damage and
its residual activity during the anaerobic phase.
For this purpose, the chlorophyll fluorescence
measurement is considered a useful tool, and it
is commonly used to evaluate the effect of dif-
ferent kinds of stresses on the photosynthetic
apparatus [70].

As a consequence of the sulfur starvation, the
PSII activity decreases, due to protein degradation
and the inability to resynthesize new protein,
which is the desired effect of starvation, to induce
anaerobiosis and, hence, induction of hydroge-
nase synthesis and functioning.

Hence the chlorophyll fluorescence can be
used to measure the changes in PSII maximum
and effective quantum yield during both the aero-
bic phase and the occurrence of anaerobiosis and
hydrogen production.

Figure 3 shows a typical example of kinetics of
chlorophyll fluorescence during sulfur starvation.
Interestingly, the reduction in chlorophyll fluores-
cence, measured as effective PSII quantum yield,
DF/F’m, is concomitant to the oxygen content
decrease.

It can be observed that as soon as the DF/F’m
drop from 0.6 to 0.2, the H2 production starts. This
behavior has been firstly reported [35] and
interpreted as the consequence of a transition
from state 1 to state 2 of the photosynthetic appa-
ratus [71]. As soon as anaerobic condition is
attained, hydrogenase is expressed and becomes
active. The hydrogenase activity partially oxi-
dizes photosynthetic carriers, including the PQ
pool, partially establishing the linear electron
transfer from PSII, and may induce a partial
re-increase in DF/Fm0.

The non-photochemical reduction of the PQ
pool can be estimated by the measurement of chlo-
rophyll induction kinetics. It is generally accepted
that the chlorophyll (Chl)a fluorescence rise
kinetics reflect the progressive reduction of the
photosynthetic electron transport chain [72, 73],
i.e., the reduction of QA to QA

� and the reduction
of the PQ pool. In particular, the increase in the
J-step level is taken as an indication of a reduced
transfer of electrons further than QA and VJ param-
eter and, thus, of an accumulation of reduced QA

�

[70] (Fig. 3).

Genetic Optimization for Increasing Hydrogen Pro-
duction in Microalgae, Fig. 3 Kinetics of chlorophyll
fluorescence in C. reinhardtii cells during sulfur starvation
for H2 production
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The effect of sulfur starvation on PSII reac-
tion centers has been studied using Chla fluores-
cence [49]. The results indicated the formation
of PSII QB nonreducing centers and conse-
quently a limitation of the rapid electron transfer
from QA

� to QB. This retardation may have been
the cause of further PSII damage, with the reduc-
tion of the number of functional PSII reaction
centers. The measure of the rate of closure of the
PSII reaction centers has been determined by
changes in theMo parameter, which is a measure
of the slope of the transient curve [49, 74,
75]. Hence, the shape of the transient curve,
measured during H2 production, can quickly
indicate the level of damage in the photosyn-
thetic apparatus which can be quantified by the
measurements of parameters correlated to it. By
these measurements, it has been possible to gain
more insight to the physiological response of
microalgal cells to sulfur starvation and, more
important, during the H2 production. The indi-
cations of changes in fluorescence parameters
measured in the cultures of different mutant
strains provided useful information on the phe-
notypic characteristics of those mutants able to
produce higher hydrogen amount, at a higher
rate, than the wild-type strain.

In particular it has been observed in
C. reinhardtii that the use of mutant strains with
a reduced constitutive capability to transfer elec-
trons further than QA has been found to be impor-
tant for improving H2 production under sulfur
starvation [51]. It has been shown that D1 protein
mutant strains which exhibited transient curves
with increased Mo and VJ parameters with
respect to the WT strain were able to a higher
H2 production performance. These parameters
were well related to the amplitude of sensitive-
ness the sulfur starvation, and although they
indicated that the mutation reduced the photo-
synthetic activity, for the H2 production under
sulfur starvation, it was not a negative peculiar-
ity. However, these phenotypic characteristics
were translated, under sulfur starvation, into an
earlier decrease of photosynthetic activity, than
in the WT, inducing the anaerobiosis in a very
short time, 2 h, whereas the WT reached anaero-
bic conditions in 34 h [51].

Future directions

The results obtained with all these different
approaches to induce an increase of H2 production
with microalgae demonstrated that genetic engi-
neering may contribute in a very important way,
acting at different levels of photosynthetic path-
ways and metabolism. In particular, the D1 pro-
tein mutations could provide different phenotypes
to the mutated strains, which, altering the yield of
photosynthetic activity and reducing the rate of
oxygen evolution, can meliorate the performance
in terms of hydrogen production. It has been
shown that mutation at the level of QB binding
and OEC-interaction site of D1 protein is impor-
tant in improving H2 productivity.

Moreover, acting at the level of metabolism in
carbohydrates is a crucial step, acting by higher
accumulation of starches from a medium and by
changing the metabolism.

However, the efficiency of the process in most
cases is below 1% under laboratory conditions
and only by using mutants in properly designed
PBRs or by immobilizing algae or by controlling
the partial pressure in the gas phase above the
culture. Moreover, the main problem is always
represented by the loss of yield when the best-
performing mutant strains are transferred outdoor,
which is one of the main final objectives to reach,
thinking in terms of renewable energy.

The results obtained indicate that further stud-
ies have to be carried out, with the aim to cope in
one mutant strain the best peculiarity in terms of
hydrogen productivity and also considering the
robustness of the strain, which have to be able to
produce under solar light irradiation. Also the
changes of solar light intensity during the day
are an important problem to solve, managed with
genetic engineering.

Many studies have been focused on the reduc-
tion of sensitivity of hydrogenase enzyme, or to
reduce the oxygen evolution in the cultures, by
mutation impairing the oxygen evolution rate or
increasing the oxygen uptake, improving the light
capture or the light conversion efficiency, or pro-
ducing strains resistant to outdoor conditions.

With the prospective of a large-scale system for
cultivation and hydrogen production, and in
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particular for the utilization of solar energy, as the
outdoor cultivation in photobioreactors represents
a stressing condition for microorganisms, studies
on the physiological aspects of H2 production
process help for the optimization of mutant strains
and for their screening.
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Introduction: Membrane Reactors

Over several decades, membrane reactor (MR)
technology has been involved in the utilization
of new inorganic materials and the development
of high-temperature membrane processes as well.
The scientific interest about MR technology has
attracted particular attention as testified by the
extensive literature on the different scientific
fields of interest. A general MR sudivision is
summarized below, strictly depending on the
membrane typology used [1, 2]:

(a) Dense and porous inorganic membrane reactors
(b) Electrochemical membrane reactors (fuel cells,

electrolytic cells, etc.)
(c) Zeolite membrane reactors
(d) Photocatalytic membrane reactors
(e) Polymeric membrane reactors
(f) Biomedical membrane reactors or membrane

bioreactors

The main characteristic of the MRs used in
chemical and biochemical reactions is represented
by their ability of intensifying the whole process
in the viewpoint of process intensification strategy
[2–4]. As a consequence, the membrane choice
plays an important role as discussed in the follow-
ing sections.

Looking at the category of dense and porous
inorganic MRs, two different kinds of reforming
reactors are allowed: packed-bed membrane reac-
tors (PBMRs) and fluidized-bed membrane reac-
tors (FBMRs). PBMRs are the most studied and
can be subdivided into other two distinct config-
urations such as tubular or plane, with the catalyst
loaded inside to constitute a packed bed in direct
contact with the membrane [3]. In tubular config-
uration, the catalyst can be packed either in the
membrane core or in the annulus. This configura-
tion is simple due to the easy loading of the
catalyst particles even though their dimension
plays an important role, being responsible for the
performance of the reactor. Smaller-sized particles
can be responsible for pressure drop increase,
while larger-sized particles can affect negatively
the performance in terms of internal mass transfer.
In the field of PBMR application for hydrogen
production, a critical issue is represented by the
mass transfer limitation from the bed to the wall,
causing reduced hydrogen permeation and evident
temperature profile along the reactor, with conse-
quent detrimental effects on catalyst and mem-
brane performance [4].

Concerning the FBMR technology, as a gen-
eral description, a common FBMR can be
represented by a bundle of membranes immersed
in a catalytic bed, exercised at bubbling or turbu-
lent regime [5]. Compared to the PBMRs, the
FBMRs show higher catalyst effectiveness and
improved mass and heat transfer rates, with con-
sequent more uniform temperature profile along
the reactor. Nevertheless, a crucial issue affecting
this MR typology is constituted of the minimum
fluidization velocity, which is the limit of this
kind of reactors. In fact, the catalytic bed is in
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suspension only in case the minimum fluidization
velocity is overcome. Furthermore, the presence
of bubbles makes some mass transfer limitations
possible, causing lower MR performance during
the specific reaction process [6]. However, up to
now, the MRs constitute a concrete option to the
conventional reactors (CRs), particularly in the
field of hydrogen generation through reforming
reactions. Several benefits are realized when an
inorganic MR is used instead of a CR, and the
most significant of these are summarized below:

1. Potentiality of generating high-grade hydrogen
in only one device without needing further
hydrogen purification/separation steps

2. Higher conversions than CRs (operated at the
same MR conditions) or the same conversion
but achieved at milder conditions than the
equivalent CR

In the open literature, considerable attention
has been paid on the utilization of MRs housing
Pd-based membranes because of their high selec-
tivity to hydrogen permeation with respect to all
the other gases [7]. Therefore, this chapter focuses
on the recent advances on Pd-based MR applica-
tion with particular reference to hydrogen produc-
tion from reforming reactions.

The Role of the Pd-Based Membranes
Applied to MRs

In a MR used to carry out such a reaction process
for producing high-grade hydrogen (Fig. 1), the
so-called shift effect represents the mechanism

useful for overcoming the thermodynamic equi-
librium restrictions of an equivalent CR operated
at the same MR conditions.

Among the inorganic membranes showing
characteristics of high hydrogen permselectivity,
niobium, vanadium, and tantalum should be par-
ticularly considered due to their higher hydrogen
permeability than other metals, with the further
behavior of showing hydrogen permeability
increase by decreasing the temperature. Unfortu-
nately, these metals are also prone to a severe
hydrogen embrittlement phenomenon [8] as a
main cause of the transition from a ductile to a
brittle behavior. As a consequence, palladium has
been greatly considered, although their commer-
cialization is still limited by some issues such as
mechanical resistance and high costs [9–12].

The hydrogen molecular transport in a dense
layer of palladium occurs through a solution/dif-
fusion mechanism, taking place in six different
activated steps:

1. Dissociation of molecular hydrogen at the
gas/metal interface

2. Adsorption of the atomic hydrogen on mem-
brane surface

3. Dissolution of atomic hydrogen into the palla-
dium matrix

4. Diffusion of atomic hydrogen through the
membrane

5. Recombination of atomic hydrogen to form
hydrogen molecules at the gas/metal interface

6. Desorption of hydrogen molecules

Each step may control the hydrogen perme-
ation through the membrane depending on

Advances on Inorganic
Membrane Reactors for
Production of Hydrogen,
Fig. 1 Scheme of a tubular
membrane reactor with the
catalytic bed in the
membrane core
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temperature, pressure, and composition of the gas
mixture. The hydrogen permeation flux can be
expressed by Eq. (1) as

JH2

Permeating ¼ BH2

d
pnH2, retentate � pnH2, permeate

� �

(1)

where JH2 is the hydrogen flux permeating
through the membrane, BH2 the hydrogen perme-
ability, d the membrane thickness, and pH2,retentate
and pH2,permeate the hydrogen partial pressures in
the retentate and permeate sides. n is a variable in
the range 0.5–1 depending on the rate-limiting
step of hydrogen diffusion and can be calculated
through experiments [13].

When the hydrogen diffusion into the bulk is
the rate-limiting step and, meanwhile, no other
gas permeation takes place, the hydrogen perme-
ating flux can be calculated by Sieverts-Fick law
as expressed by Eq. (2):

JH2

Permeating ¼ BH2

d
p0:5H2, retentate � p0:5H2, permeate

� �

(2)

where BH2 is the hydrogen permeability, d the
membrane thickness, and pH2,retentate and pH2,per-
meate the hydrogen partial pressures in the retentate
and permeate streams, respectively. Equation (2)
indicates the characteristics of full hydrogen
permselectivity of the dense palladium layer,
meaning that only hydrogen can permeate through
the membrane with respect to all the other gases.
To consider the temperature effect on the hydro-
gen permeability of the membrane, the relation-
ship as an Arrhenius law between the hydrogen
permeability and the temperature is represented in
Eq. (3):

BH2
¼ BH2

0:exp � Ea

R:T

� �
(3)

where BH2
0 is the pre-exponential factor, Ea the

apparent activation energy, R the universal gas
constant, and T the temperature.

Unfortunately, a dense layer of palladium
exposed to pure hydrogen permeation below

300 �C and 2.0 MPa is prone to the hydrogen
embrittlement phenomenon, which may be solved
by alloying palladium with other metals, such as
silver, nickel, copper, etc. The role of the second
metal in the Pd alloy is related to the displaying
effect of its electron-donating behavior, being
largely similar to that of the hydrogen atom in
palladium, making possible competition for the
filling of electron holes within the silver and
hydrogen [7].

In the last two decades, the role of supported
Pd-based membranes has been particularly con-
sidered. Indeed, this kind of Pd membranes is
constituted by a thin dense layer of palladium or
its alloy deposited onto a porous support such as
porous Vycor glass (silica gel), SiO2, Al2O3, and
B2O3 or porous stainless steel (PSS). Porous sup-
ports having a thermal expansion coefficient close
to the palladium allow high mechanical durability
and simplify the gas sealing [14]. Nevertheless,
PSS support alloys the palladium at relatively
high temperatures, leading to lower the hydrogen
permeability [15]. This solution allows the reduc-
tion of the palladium content and the cost as well,
favoring meanwhile a more consistent mechanical
resistance [16]. In a recent critical review, You and
Ted Oyama [17] pointed out that composite
Pd-based membranes prepared by Al2O3 as a sup-
port proved to be more effective than the utiliza-
tion of other porous supports in terms of
membrane cost and hydrogen permeation charac-
teristics (Fig. 2). This can be more emphasized
when the dense layer of palladium or palladium
alloy is in the range of 2.5–5 mm of thickness,
constituting a viable solution to be proposed also
at larger scale for achieving a cost-effective and
highly hydrogen-permeable and hydrogen-
permselective membrane.

Furthermore, among the various Pd deposition
techniques, the electroplating and the electroless
plating deposition techniques make the deposition
of the dense Pd or Pd alloy layer feasible for
achieving the most attractive region in a graph of
H2/N2 selectivity vs H2 permeability, represented
by high value of H2 permeance and permsel-
ectivity [17]. On the contrary, chemical vapor
deposition seems to be not so effective for prepar-
ing highly hydrogen-permselective composite

Advances on Inorganic Membrane Reactors for Production of Hydrogen 937



membranes. Another relevant issue related to the
supported Pd-based membranes is constituted by
the coefficient “n” in Eq. (1), which is strictly
correlated to the hydrogen permeation character-
istics of the composite membrane. As is well
known, this coefficient can vary between 0.5
(typical value for expressing the Sieverts-Fick
law, regulating fully hydrogen-permselective
Pd membranes) and 1.0 (low hydrogen permsel-
ectivity). For supported membranes showing a
thickness of the dense Pd or Pd alloy layer around
5 mm, the different values of the coefficient “n”
can exactly describe which kind of mechanism is
controlling the hydrogen permeation process
through the membrane.

As an example, Fig. 3 shows the graphical
calculation of coefficient “n” for a Pd-Au/Al2O3

membrane (dense Pd-Au layer of 7 mm) [18], and
the value of n = 1.0 associated with the highest
linear regression factor (R2) means that the rate-
controlling step is the mass transfer instead of the
bulk diffusion as for the exponent n = 0.5. Apart
from the extremities of this range, it is possible to
find several exponent “n” values describing an
intermediate behavior during the hydrogen per-
meation process. Obviously, “n” values closer to
0.5 describe more hydrogen-permselective mem-
branes than values closer to 1.0. As an example,

Table 1 summarizes several experimental data
from the open literature regarding composite
Pd-based membranes.

As shown, the characteristics of H2/N2 ideal
selectivity vary greatly depending on the effec-
tiveness of the dense Pd-based layer deposition
(associated with the deposition technique), pres-
ence of defects, support typology, and role of
the intermediate layer. In some cases, hydrogen
permselectivity tends to be complete (highlighted
in the table), indicated with the “infinite” term. In
this case, the exponent “n” is equal to 0.5, and the
permeation of hydrogen is regulated by the
Sieverts-Fick law (2). Nevertheless, in other
cases, the perm-selectivity shows finite values,
indicating that the dense layer is not uniform
with presence of pin-holes, probably caused by
the not effective role of the intermediate layer in
the coverage of the pores of the support and for the
decrease of its roughness. As a consequence, in
the intermediate region (n = 0.5–0.8), the other
gases can pass through defects with Knudsen
mechanism and viscous flow, while hydrogen per-
meation is through solution/diffusion, Knudsen
mechanism, and viscous flow. The contribution
of each mechanism on the total hydrogen perme-
ating flux can be taken into account by looking at
Eq. (4):

Advances on Inorganic
Membrane Reactors for
Production of Hydrogen,
Fig. 2 H2 permeance,
production yield, and
membrane cost vs thickness
of the Pd or Pd alloy layer in
a composite membrane
(Adapted from [17])
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JTotalH2
¼ 1

1

JSDH2

þ 1

JKH2

þ 1

JHPH2

(4)

where (5) and (6) represent the Knudsen and
Hagen-Poiseuille equations, respectively:

JKH2
¼ edP

tL
8

9pMRT

� �1=2

DpH2
(5)

JHPH2
¼ R2

8�LP0

PAVEDpH2
(6)

where e is the membrane porosity, dP the pore
diameter, t the tortuosity, L the thickness, M the
molecular weight of diffusing gas, DpH2 the trans-
membrane hydrogen partial pressure, Z the vis-
cosity, PAVE the average pressure, P0 the outlet
pressure, and R the radius, while JSDH2

is equal to

Eq. (1).

Membrane Reactors Allocating Pd-Based
Membranes

MRs housing Pd-based membranes act on such
a reaction process performed inside with the well-
known “shift effect,” which allows to overcome
the thermodynamic equilibrium restrictions of the
reaction carried out in an equivalent CR [4].
This can be observed in the proposed schematic
illustration of Fig. 4, in which it is possible to note
that the MR conversion doesn’t obey to the limi-
tations of a closed system as the CR. Indeed, aMR
represents an open system due to the continuous
removal from the reaction side of such a product
as hydrogen.

However, for describing the generic behaviors
of a MR during a reaction process, depending on
the type of the inorganic membrane housed inside,
the MR conversion strictly depends on the param-
eter “H,” defined as permeation rate-to-reaction
rate ratio [20]. In case H= 0, the permeation does

Advances on Inorganic Membrane Reactors for Pro-
duction of Hydrogen, Fig. 3 Graphical calculation of
coefficient “n” from the linear regression factor (R2) for a
Pd-Au/Al2O3 membrane with a thin Pd-Au layer of 7 mm

(Adapted from [18]), merged to the rate-controlling step
for the hydrogen permeation through the membrane as a
function of exponent “n” vs top layer thickness (Adapted
from [17])
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not take place, and the MR works as a CR. In case
of relatively low values of H parameter, this may
involve consequently low permeation to reaction
rate. Typically, in this region, microporous, dense,
and mesoporous membranes show the same
behaviors. Otherwise, inorganic membranes
showing finite values of ideal selectivity (defined
as the ratio between the permeance of a certain gas
such as hydrogen and that of a referenced gas such
as a blank gas – He, Ar, N2, etc.), when housed
inside the MR, make possible to achieve an opti-
mum in terms of H factor. Overcoming the opti-
mum, the reactant loss due to their permeation
through the membrane causes a detrimental effect
on the conversion. On the contrary, a higher ideal
selectivity corresponds to higher conversions. In
membranes showing full ideal selectivity (e.g., the
Pd-based membranes), the reactant loss does not

take place, because only a product such as
hydrogen – in the case of Pd-based membranes –
is removed from the reaction side for permeation
through the membrane.

As an example of the applications of Pd-based
MRs to a reaction process, Table 2 summarizes
some of the most recent and significant findings
on bioethanol steam reforming process. As pre-
sented in those findings, a Pd-based MR coupled
with a bio-source reforming process can constitute
a renewable and alternative solution for producing
hydrogen. As shown, high conversion, hydrogen
recovery, and permeate purity are possible using
different kinds of supported and unsupported
Pd-based MRs. Particular attention should be
paid on the results in terms of hydrogen recovery
and purity of low Pd-content composite mem-
branes, which allow to reach great experimental

Advances on Inorganic Membrane Reactors for Production of Hydrogen, Table 1 Experimental data from the
open literature regarding supported Pd-based membranes (Adapted from [19])

Membrane type Preparation 
method

Pd 
layer 
(μm)

T 
(°C) Δp (Pa)

H2
permeance 

(mol/m2·s·Pa)

Ideal 
Selectivity 

(αH2/N2)
Reference

Pd/(γ-Al2O3/Al2O3) ELP 5 500 400000 2.8·10-6 8000 Tanaka et al. [21]

Pd/(γ-Al2O3/Al2O3) ELP 2.4 500 100000 3.9·10-6 32500 Li et al. [22] 
Pd/PSS ELP 10 400 200000 8.7·10-7 ~ 11800 Liguori et al. [23] 

Pd/YSZ/PSS ELP 28 450 40000 4.5·10-4 a ∞ Sanz et al. [24] 
Pd/(γ-Al2O3/Al2O3) ELP 2.6 370 400000 4.8·10-7 3000 Nair et al. [25]

Pd/Al2O3 CVD 2 300 30000 3.3·10-6 5000 Itoh et al. [26]
Pd/Fe2O3/PSS ELP 22 450 100000 2.7·10-4 a ∞ Rothenberger et al. [27] 

Pd/(γ-Al2O3/Al2O3) ELP 6 480 100000 2.6·10-6 2100 Zhang et al. [28] 

Pd/Al2O3 ELP 0.9 460 199000 3.1·10-6 1200 Yun et al. [29]
Pd/PSS ELP 10 400 200000 5.0·10-7 5000 Mardilovich et al. [30] 

Pd/Al2O3 ELP 0.9 450 105000 4.0·10-6 9200 Maneerung et al. [31]

Pd-Ag-Ru/α-Al2O3 ELP 6 500 100000 1.7·10-4 a ∞ Wang et al. [32] 
Pd–Cu/SiO2/Ni–SS VED < 2 460 70000 - > 80000 Nam & Lee. [33] 

Pd-Ag/SS Sputtering 2.6 450 1000000 3.0·10-6 500 b Peters et al. [34] 
Ru/Pd/Al2O3/PHA ELP 6.8 500 100000 - ∞ (H2/He) Ryi et al. [35]

Pd/PSS PP-ELP 20 450 - - ∞ Sanz et al. [36] 
Pd/YSZ/PSS ELP 25-30 500 - 3.1·10-4 a,c 400 b Straczewski et al. [37]

Pd/Al2O3 ELP 2-4 400 - - 500 Goldbach et al. [38] 

Pd/Al2O3 ELP 5 400 100000 4.3·10-4 ∞ This work
a Sieverts-Fick law considered
b Value obtained as separation factor using H2/N2 mixture
c [mol/m2·s·Pa0.5]
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results with a few microns of deposited Pd. We
resumed also some literature data about dense
self-supported Pd-based membranes allocated in
MRs. Considering the membrane thickness, it is
evident that the amount of palladium is quite high,
making these membranes not a competitive solu-
tion in MRs for the scaling-up of BESR process at
industrial level.

Nevertheless, the most critical issue not
represented in the table is the difficulty of scaling
up this technology at industrial level. In fact, the
cost of the membrane, its lifetime, and mechanical
resistance as well constitute the main problems
affecting the Pd-based MR technology. In partic-
ular, about the composite Pd-based membranes,
the role of the intermediate layer, the formation of
pinholes in the Pd-based dense layer, and the
consequent detrimental effects on the hydrogen
permselectivity and lifetime represent the most
critical obstacles that researchers and scientists
have to solve in the near future in order to use
the potentiality of this technology in real
applications.

Recently, a possible solution to the aforemen-
tioned issues can be represented by the MOC
(membrane on catalyst), in which the porous sub-
strate itself has the function of a reforming cata-
lyst. Therefore, the integration of catalyst and
support makes the cost reduction of the MR mod-
ule feasible, with further advantages also in terms
of MR performance [33].

Figure 5 sketches the scheme of a MR mod-
ule using a MOC configuration compared to a
classic supported membrane. In a steam
reforming reaction process, the feed (in Fig. 5
reported as natural gas with steam) goes into the
catalytic bed (Fig. 5a), and hydrogen is pro-
duced and then removed for permeation through
the dense layer of palladium, supported on a
porous substrate. On the contrary, Fig. 5b illus-
trates that in MOC configuration, the feed
comes directly in the substrate acting as a cata-
lyst. Figure 6 shows a real Pd-based MOC real-
ized by Tokyo Gas Company Co., Ltd.,
associated with the scheme of the internal
layers [33].

Conclusion and Future Trends

As foreseen by Dunn [34] regarding hydrogen
futures for a sustainable energy system, hydrogen
will acquire more and more relevance as a fuel
(Fig. 7), up to completely substituting liquid and
solid exploitation, while overcoming methane in
the near future and playing the role of main fuel in
the next century for an increasing economic sus-
tainable growth.

Conventional processes for producing hydro-
gen from fossil fuels are so far the most used, but
they have been strongly revised and redesigned
in order to be more sustainable. In this respect,
the introduction of MRs has fostered the produc-
tion of high-purity hydrogen, although the real
challenge to make hydrogen really sustainable
may be realized when it may be produced from
renewable sources. Thus, the potential of
Pd-based membranes in hydrogen production
systems was illustrated to greatly improve their
efficiency and, in the case of biohydrogen pro-
duction, may represent the critical key factor
making the technology sustainable. Future trends
will be toward the development of membrane
materials and MR configurations able to over-
come some membrane application issues, such
as cost and performance durability. The applica-
tion of MR systems on industry may help to
promote the “hydrogen economy” on a world-
wide scale.

Advances on Inorganic Membrane Reactors for Pro-
duction of Hydrogen, Fig. 4 Scheme of an endothermic
reaction process (conversion vs T) carried out in both
membrane and conventional reactors operated at the same
conditions (Courtesy of Prof. Vincenzo Palma)
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Advances on Inorganic
Membrane Reactors for
Production of Hydrogen,
Fig. 5 Scheme of a steam
reforming process MR
module housing: (a) classic
supported Pd-based MR
module, (b) MR module
with MOC configuration
(Adapted from [33])

Advances on Inorganic Membrane Reactors for Production of Hydrogen, Table 2 Recent applications of
Pd-based membrane reactors on bioethanol steam reforming for high-grade hydrogen generation

Membrane
in the MR

Thickness
of the
metallic
layer [mm] T [�C] p [bar] Conversion [%]

H2

recovery [%] H2 yield [%]
H2

purity [%] Reference

composite
Pd/Al2O3

5 400 2.0 60 70 35 ~99.6 [19]

composite
Pd-Cu

2 360 1.0 74 – – – [21]

composite
Ni-Pd-Ag

<8 450 3.0 ~80 – 70 >90 [22]

composite
Pd/Al2O3

4–5 480 10 90 – 80 >99 [23]

composite
Pd-Ag/PSS

30 650 4.0 100 70 >50 – [24]

composite
Pd-Ag/PSS

30 600 16 – 80 85 – [25]

composite
Pd-Ag

30 700 6.9 – – 75 – [26]

composite
Pd/PSS

25 400 8.0 100 55 – ~95 [27]

composite
Pd/PSS

25 400 12.0 87 12 17 ~95 [28]

composite
Pd/Al2O3

8 400 3.0 98 67 – �97 [29]

composite
Pd/PSS

25 400 8.0 100 55 – �95 [27]

self-
supported
Pd-Ag

75 550 – ~100 80 <50 �100 [30]

self-
supported
Pd-Ag

50 400 3.0 ~100 90 53 �100 [31]

self-
supported
Pd-Ru

50 450 1.0 – – ~50 �100 [32]
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Abbreviations and Symbols

BH2 Hydrogen permeability
BH2

0 Pre-exponential factor
CR Conventional reactor
dP Pore diameter
Ea Apparent activation energy
FBMR Fluidized-bed membrane reactor
H Permeation rate-to-reaction rate ratio
JH2 Hydrogen flux permeating through the

membrane
JH2

HP Hydrogen permeating flux contribution
due to Hagen-Poiseuille equations

JH2
K Hydrogen permeating flux contribution

due to Knudsen flow equations
JH2

SD Hydrogen permeating flux contribution
due to solution/diffusion mechanism

JH2
TOT Total hydrogen permeating flux

L Length
M Molecular weight of diffusing gas
MR Membrane reactor
n Dependence factor of the hydrogen flux

on the hydrogen partial pressure
p Pressure
P0 Outlet pressure
PAVE Average pressure
PBMR Packed-bed membrane reactor

Advances on Inorganic Membrane Reactors for Production of Hydrogen, Fig. 6 Picture of a MOC realized by
Tokyo Gas Company Co., Ltd (Adapted from [33])

Advances on Inorganic Membrane Reactors for Production of Hydrogen, Fig. 7 Hydrogen futures for a
sustainable energy system (With permission of reprint from [34])
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pH2-
permeate

Hydrogen partial pressures in the
permeate side

pH2-
retentate

Hydrogen partial pressures in the
retentate side

PSS Porous stainless steel
R Radius (in Eq. 6)
R Universal gas constant
T Temperature
d Membrane thickness
Z Viscosity
DpH2 Transmembrane hydrogen partial

pressure
e Membrane porosity
t Tortuosity
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Introduction

Growing worldwide consumption of energy dur-
ing the last decades is an outcome of growing
world’s population and also the strong depen-
dence of human’s lifestyle to energy carriers. As
an example, 20% of global energy consumption

belongs to the transportation section. Although
fossil hydrocarbon-based energy carriers opened
new vistas within the procedures of energy pro-
duction, decreasing sources of natural gas and
crude oil is making the governments and indus-
tries explore alternatives and even invent novel
methods for manufacturing fuels. In addition to
the depletion of fossil hydrocarbon sources,
increasing emission of greenhouse gases (GHG),
as well as NOx and SOx, is a real challenge of
consuming fossil fuels. Global warming, change
in climate patterns, and defects in biodiversity are
the potential drawbacks of such emissions
[1–6]. Besides, necessities of primary separation
of impurities such as nitrogen, carbon dioxide,
hydrogen sulfide, mercaptans, and salt from
hydrocarbon sources make their processing
tough and costly [7–10]. As a whole, introducing
new routes for manufacturing energy carriers and
downstream products that are more environmen-
tally friendly than the current status is state of the
art.

Hydrogen: A Clean and Sustainable
Energy Carrier

Due to the aforementioned problems of fossil
fuels, there is an urgent need to develop new
routes and technologies for renewable and sus-
tainable energy manufacturing. Such routes and
technologies must be able to meet the current and
planned global energy demand. From a practical
point of view, the alternative energy sources, its
production, and application must be feasible, eco-
nomically competitive, environmentally friendly,
and easily accessible [11, 12].

Hydrogen, which is the lightest element in the
periodic table, is so available in large quantities
that it is the most abundant one in the universe.
Hydrogen is colorless, odorless, tasteless, and
nontoxic. In a wide range of pressure and temper-
ature, hydrogen exists in the gaseous state. Hydro-
gen is present in small quantities in the air (i.e.,
100 ppm) [13]. The properties of hydrogen are
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tabulated in Table 1. Accordingly, due to high
energy density and abundance, hydrogen can be
considered as the most promising candidate for
energy delivery. In fact, hydrogen has the highest
energy density compared with the conventional
fuels and is the most available element. The
energy yield of hydrogen is about 120 kJ/g. This
quantity is more than two times greater than that
of hydrocarbon fossil fuels [12, 16]. Table 2 sum-
marizes the energy contents of various substances.
The followings are unique characteristics of
hydrogen introducing it as an alternative energy
carrier [12]:

• Very low ignition energy (i.e., 20 kJ)
• Broad range of flammability
• Broad range of detonation if confined
• High ignition temperature
• Fast flame speed
• High diffusivity

Furthermore, the variety of production
methods is another advantage of hydrogen. In a
general point of view, hydrogen is produced from
the following sources [11]:

• Fossil fuels such as natural gas, crude oil, and
coal

• Unprocessed hydrocarbons such as shale oil
and oil from tar sands

• Fusion nuclear reactions
• Water hydrolysis reaction
• Bio-based sources such as biomass

In the following sections, more details of these
methods with the focus on the pyrolysis are
presented.

Hydrogen Market: A Criterion for
Decision

Currently, the worldwide market for hydrogen is
estimated to be greater than 40 billion dollars per
year. As reported by Balat [12], an almost 6% per

Hydrogen Production Through Pyrolysis,
Table 1 Properties of hydrogen (Adopted from [12, 14,
15])

Property Quantity Unit

Critical point

Critical temperature 33.24 K

Critical pressure 1.297 Mpa

Critical density 30.77 Kg.m�3

Compressibility factor 0.304 –

Gaseous

Density 1.33 Kg.m�3

Compressibility factor 0.906 –

Enthalpy 1447.4 J.mol�1

Entropy 78.94 J.mol�1.
K�1

Constant pressure heat
capacity

24.6 J.mol�1.
K�1

Constant volume heat
capacity

13.2 J.mol�1.
K�1

Viscosity 1.11 � 10�3 mPa.s

Thermal conductivity 16.5 � 10�3 W.m�1.
K�1

Liquid

Normal boiling point 20 K

Heat of vaporization 891.2 J.mol�1

Density 70.96 Kg.m�3

Compressibility factor 0.017 –

Enthalpy 548.3 J.mol�1

Entropy 34.92 J.mol�1.
K�1

Constant pressure heat
capacity

19.7 J.mol�1.
K�1

Constant volume heat
capacity

11.6 J.mol�1.
K�1

Viscosity 13.3 � 10�3 mPa.s

Thermal conductivity 100 � 10�3 W.m�1.
K�1

Combustion

Autoignition temperature 858 K

Low heating value 119.9 kJ.g�1

High heating value 141.8 kJ.g�1

Diffusion coefficient in air
at STP

0.61 cm2.s�1

Detonability limits in air 18.3–59 Volume %

Limiting oxygen index 5 Volume %

Flammability limits in air 4–75 Volume %

Minimum energy of
ignition in air

20 kJ

Flame temperature in air 2318 K
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year increase in the sales of hydrogen was
reported during 2003–2008. Such an increase is
due to developed hydrogen applications in the
refinery industry with the aim of high-quality
fuel processing. An increasing trend was also
observed during the last years [19, 20]. However,
hydrogen supply and demand in the future
strongly depend on the following factors [12]:

• Progress trend of the technologies producing/
consuming hydrogen

• Expense of hydrogen in the future
• Potential long-term regulations on the emis-

sions of GHG
• Expense of rival energy carriers

Up to 2008, a hydrogen production capacity of
500 billion cubic meters per year was approxi-
mated. Such a quantity was equal to 2% of global
energy demand [21]. By 2040, it is predicted that
hydrogen consumption, as an energy carrier in the
vehicles, could save about 18.3 million barrels of
petroleum per day, which is equal to approxi-
mately 150 million tons of hydrogen. Further-
more, if petroleum reforming was applied to
produce such quantity of hydrogen, 11 million
barrels per day would be saved [22].

The long-term hydrogen economy requires to
deal with the challenges of hydrogen production

routes, feedstocks, facilities of storage and handling,
and developments in all the sections of the energy
economy [23]. More discussions with an economic
point of view could be found elsewhere [12].

Hydrogen Applications: Wide Usefulness

The utilization of hydrogen as a combustible fuel in
the stationary and transportation sections such as
rockets, internal combustion engines, fuel cell elec-
tric vehicles, and high-temperature industrial fur-
naces is currently receiving more attentions [24,
25]. In a commercial point of view on the transpor-
tation section, the development of fuel cell electric
vehicles is more practical due to higher efficiency.
In the case of reusing the waste heat, energy effi-
ciency of fuel cell electric vehicles is enhanced up
to 90% [12, 24, 26]. The most important advantage
of hydrogen, as a fuel, is its carbon neutral ignition.
In fact, in the hydrogen ignition, carbon oxides
are not generated, and water vapor is the only
produced oxidized compound. Besides, for the
direct ignition of hydrogen in the internal combus-
tion engines, such as gasoline-ignited engines, no
further changes in the structure is required
[27]. Blends of hydrogen with alcohols could pro-
duce potential non-petroleum fuels in the internal
combustion engines. Accordingly, Al Baghdadi
[28, 29] investigated the performance and pollutant
emission of ignition engines working with blends
of hydrogen and ethanol as fuel. Other advantages
of hydrogen as a direct transportation fuel are as
follows [12, 28, 29]:

• Rapid burning speed
• High effective octane number
• No toxicity
• Wide limits of flammability in air
• Wide gas range in cold weather
• Clean combustion product
• Small quantities of nitrogen oxides

In addition to its potential in energy delivery,
hydrogen is largely consumed in different aspects
of refining, petrochemical, and chemical indus-
tries such as the following [21, 22, 30, 31]:

Hydrogen Production Through Pyrolysis,
Table 2 Energy contents of various substances
(Adopted from [16–18])

Substance Energy contenta

Coke 27.0

Methane 55.5

Bagasse 9.6

Propane 49.6

Ethanol 29.6

Methanol 19.7

Hydrogen 120.0

Dry wood 16.2

Aviation gasoline 46.8

Automotive diesel 45.6

Automotive gasoline 46.4

Liquefied natural gas (LNG) 54.4
aMJ.kg‑1
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• Refining and hydro-threating
• Fischer–Tropsch synthesis to manufacture

alternative fuels
• Gas-to-liquid (GTL) technology to manufac-

ture liquid fuels
• Ammonia, methanol, ethanol, and dimethyl

ether manufacturing
• Nitrogenized fertilizers manufacturing
• Hydrogenation of acetylene to ethane and

ethylene
• Bio-oil upgrading by hydrodeoxygenation
• Hydrogenation of dangerous residues, e.g.,

dioxins and polychlorinated biphenyls

Ammonia manufacturing with about 50% con-
tribution in the global hydrogen consumption is
the leading process in industrial hydrogen con-
sumption [12, 30].

Hydrogen Production: Wide Spread of
Routes

A summary of possible routes for hydrogen pro-
duction is presented in Fig. 1. Accordingly, fossil
fuels and renewable sources are two major feed-
stocks for hydrogen production. Based on the
review of Kothari et al. [11], up to 2008, 96% of
produced hydrogen was obtained directly from
fossil-fuel sources. In fact, almost all the primary
sources of energy could be utilized for hydrogen
production. Currently, the major part of hydrogen
is produced by serving light hydrocarbons such as
natural gas. However, coal and petroleum coke
could be practically utilized for hydrogen genera-
tion [32]. Accordingly, it was reported that up
until the present, methane (i.e., natural gas),
heavier hydrocarbons such as naphtha, and solids
such as coal had, respectively, 48%, 30%, and
18% shares in the production of hydrogen [11,
33–35].

There is a wide variety of methods to convert
the available sources to hydrogen. Thermochem-
ical method [36, 37], electrochemical method
[38], photochemical method [38, 39], photo-
catalytic method [40], and photo-electrochemical
method [41, 42] are well-known among which

thermochemical method is currently the most
common one. In this method, hydrogen is pro-
duced through thermally enhanced chemical reac-
tions, e.g., steam reforming and partial oxidation.
In this method, both catalytic and non-catalytic
routes are possible, and hydrocarbons and water
are the reactants of hydrogen releasing chemical
reactions. The main advantages of thermochemi-
cal method for hydrogen production are consider-
ably high overall efficiency and low production
cost [12].

In the current status, various pioneer thermo-
chemical methods for large-scale hydrogen pro-
duction from different fossil-fuel sources are
conventional steam reforming [43–54], partial
oxidation (PO) [55–59], autothermal reforming
(ATR) [60–62], dry reforming [63, 64], and pyrol-
ysis of methane [65, 66] and hydrogen sulfide
[67]. However, some new technologies such as
chemical looping combustion [46, 68–70], chem-
ical looping reforming [71–75], and onboard
dehydrogenation [76–80] have been developed
recently. Onboard hydrogen production as a valu-
able by-product of dehydrogenation reactions is
currently the state of art. This approach has further
benefits such as negligible emissions of carbon
oxides and elimination of storage and transporta-
tion facilities [31, 81]. Among the
abovementioned processes, catalytic steam meth-
ane (or natural gas) reforming (SMR) is a widely
used route for hydrogen production with 80–85%
contribution in the world’s total hydrogen produc-
tion capacity [43–46, 82]. This is due to abun-
dance of natural gas (i.e., methane) sources [83].

Although it is prevalent and energy efficient,
SMR needs high-temperature condition, and the
most common strategy for providing such condi-
tion is burning natural gas. SMR is applied to
produce hydrogen in three steps. Methane
(or natural gas) is primarily reformed with steam
at high temperature and pressure condition to
obtain a mixture of hydrogen, carbon monoxide,
carbon dioxide, and water. A catalytic water gas
shift (WGS) reaction is then carried out to convert
carbon monoxide and water to carbon dioxide and
hydrogen. The gaseous hydrogen-rich mixture is
then purified by a variety of purification processes
such as pressure swing adsorption (PSA) [84] or
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membranes [85, 86].More details of SMRmethod
could be found elsewhere [82, 83].

PO is an exothermic reaction of hydrocarbons
(e.g., natural gas) in the presence of oxygen. An
alternative to both SMR and PO is autothermal
reforming (ATR), in which SMR and PO reactions
are carried out simultaneously in a single reactor.
Accordingly, natural gas, steam, and air are
injected into the reactor, and internal combustion
of the natural gas (i.e., PO reaction) that is an
exothermic reaction drives the endothermic reac-
tions (i.e., SMR reactions). As a consequence of
authothermality inside the reactor, a stand-alone
system for hydrogen production from natural is
managed [25, 86–88]. In addition to this, high
system efficiency, high hydrogen-to-carbon ratio,
and relatively low cost are advantages of ATR
method [25, 89, 90].

Pyrolysis: An Efficient Route

The main focus of the present contribution is on
the production of hydrogen by pyrolysis of

various feedstocks. Accordingly, more details of
the processes employing pyrolysis for hydrogen
production are provided in this section. Pyrolysis
is a well-known route for hydrogen production, in
which hydrogen-containing compounds such as
hydrocarbons are the only reactants. In fact,
these compounds are decomposed by heating in
the absence of oxygen. In this regard, pyrolysis of
biomass as a renewable source and pyrolysis of
methane and hydrogen sulfide as the feedstocks
obtained from fossil fuels are investigated with
details.

Hydrogen from Biomass Feedstock:
A Renewable and Sustainable Route

Although the abovementioned processes have their
merits, in almost all the cases, hydrogen production
leads to the generation of side products such as
carbon dioxide. Hence, due to the presence of
compounds magnifying the GHG effect, they are
considered as non-sustainable routes with non-
renewable energy sources [12, 33, 91]. Recently,

Hydrogen Production Through Pyrolysis, Fig. 1 Hydrogen production routes
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Nikolaidis and Poullikkas [66] have presented a
detailed discussion on the methods applied to pro-
duce hydrogen from fossil-fuel sources. Owing to
declining fossil fuels and increasing attention to
GHG effects, the contribution of renewable routes
is expected to increase in the near future. Further-
more, it is predicted to become the dominant route
in the long term [66, 92–95].

As presented in Fig. 1, there are renewable
sources for the hydrogen production. In fact, the
aforementioned drawbacks prove the necessity of
exploring new sources and developing new routes
for hydrogen production. Accordingly, hydrogen
production from water sources by means of vari-
ous natural intermediates such as solar energy [96,
97], hydropower energy [98], geothermal energy
[99], wind energy [96], and nuclear energy [100]
has been extensively studied by different
researchers. As shown in Fig. 1, water splitting
by means of photolysis, thermolysis, or electroly-
sis is a candidate for renewable and sustainable
hydrogen production.

Although, in the current status, it is not a com-
mon route, hydrogen can be obtained from bio-
based procedures. Unlimited quantities of hydro-
gen are anticipated to be produced from biomass
sources in the near future [12, 33, 91]. In this
regard, the following are different routes for
biohydrogen production:

• Solid biomass such as crops and waste bio-
mass to hydrogen

• Fermentation of liquid manure to hydrogen
• Biological hydrogen production

In a general point of view, methods of
biohydrogen production from biomass are split
into two categories of thermochemical and bio-
logical methods. The category of thermochemical
routes is made of the following processes:

• Pyrolysis
• Gasification
• Combustion
• Liquefaction

while the major biological routes are as
follows:

• Direct bio-photolysis
• Indirect bio-photolysis
• Dark fermentation
• Photo-fermentation
• Sequential dark/photo-fermentation

Based on the economic evaluation of Padró
and Putsche [101], hydrogen production from
pyrolysis of biomass is a cost-effective route com-
paring the one from wind electrolysis and photo-
voltaic electrolysis systems. In fact, the costs of
the process are considerably lower in the case of
pyrolysis of biomass. More details on the process
capability and economic aspects of biological
routes and water splitting for renewable hydrogen
production are well presented in the recent studies
of Nikolaidis and Poullikkas [66] and Shah [102].

Among the bio-based procedures, conversion of
solid biomass seems to bemore practical than other
two routes (i.e., fermentation and biological
routes). However, fermentative biohydrogen pro-
duction from sweet sorghum biomass was declared
to be an economic route [103]. Based on the work
of Encinar et al. [104], woody biomass and agri-
cultural residues could be economically converted
to hydrogen by pyrolysis or gasification in the
presence of carbon dioxide. As reported by Ni
et al. [17], conversion of biomass obtained from
organic wastes is a potential route for economic
and environmentally friendly hydrogen produc-
tion. As an instance, the accessible energy by
biohydrogen production is predicted to be as
much as 40% of total energy consumed in the
transportation section [12, 33, 91].

As mentioned previously, thermochemical and
biological routes are the two common ones for
conversion of biomass to hydrogen. Thermo-
chemical routes are faster than biological ones,
and also they provide higher stoichiometric
hydrogen yield with applying gasification
method. On the other hand, thermochemical
routes, in terms of economic and environmental
rules, are introduced as promising candidates for
hydrogen production from biomass feedstocks
[105, 106]. Biological routes are more environ-
mentally friendly and less energy intensive since
they are accomplished under mild conditions.
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However, they offer lower rates and hydrogen
yields (i.e., mol produced hydrogen/mol con-
sumed biomass) depending on the biomass feed-
stock type [33, 103, 107]. Hence, the knowledge
of biomass types and proper selection is of a great
importance. Accordingly, in the following sec-
tion, a short introduction of biomass and the prod-
ucts derived from biomass is presented. In fact,
the knowledge of biomass and the properties of its
derivatives could help to proceed with the opti-
mum route for biohydrogen production.

Biomass: Cheap and Abundant
Feedstock

The first step in the biohydrogen production is
providing cheap and abundant biomass feedstock.
Biomass, which is a renewable energy carrier, is
obtained from a vast variety of materials such as
plants, animal residues, and urban wastes
[108]. With this regard, the following are consid-
ered as the primary sources of biomass feedstocks
[109]:

• Waste substances, e.g., urban residues, crop
residues, agricultural residues, and wood

• Products of forests, e.g., trees, shrubs, wood,
and residues of logging

• Energy and starch crops, e.g., corn, wheat,
barley, sugar crops, grasses, and vegetable
oils

• Water-based substances or creatures such as
water weed, water hyacinth, and algae

Based on the sources, biomass feedstocks are
classified into three main categories as the follow-
ing [109]:

• Cellulosic biomass
• Starch/sugar biomass
• Triglyceride biomass

Although cellulosic biomass is the cheapest
and the most abundant type, its conversion to
other products is constrained. This is because of
its solid state and low energy density. Hence,
available technologies for conversion of cellulosic

biomass feedstocks impose extra charges [6,
109]. Considering the influence of biomass type
on the composition of the gaseous product and the
yield of biohydrogen, properties of different bio-
mass types are of great significance. Cellulosic
biomass consists of cellulose, hemicellulose, and
lignin, in which cellulose and hemicellulose are
the most abundant ones. On the other hand, cellu-
lose and hemicellulose are constituents of approx-
imately 90% of terrestrial biomass (i.e., the
biomass generated from earth). More details of
their chemical structures are available in the liter-
ature [109–111]. The major difficulty in the cellu-
losic biomass processing is providing efficient
technologies to convert the solid-state biomass to
a proper fluid. The following are the available
technologies to transform the solid cellulosic bio-
mass to fluid [6, 109, 111–115]:

• Hydrolysis to generate aqueous sugar
solutions

• Pyrolysis and liquefaction to generate bio-oils
and syngas

• Gasification to generate syngas

Edible biomass or starch/sugar biomass is
almost gained from vegetables. This type of bio-
mass is potentially transformed into fuels in sim-
pler procedures [6]. Triglyceride biomass (i.e.,
fats) is gained from vegetable oils, animal fats,
and even water-based substances or creatures
such as algae. This type of biomass is transformed
into glycerol and fatty acids which could be then
practically converted to hydrogen by steam
reforming, to olefins by catalytic upgrading, and to
biodiesel by transesterification [6, 116–118]. How-
ever, the major difficulty with the triglyceride bio-
mass is their high processing cost in comparisonwith
cellulosic biomass [6, 116]. More details on the
biomass feedstocks and physical and chemical prop-
erties are available in a recent contribution by Stedile
et al. [119]. A practical route to produce biohydrogen
is bio-oil transformation. On the other hand, conver-
sion of cellulosic biomass into bio-oil followed by a
second process such as pyrolysis, reforming, and
gasification is an indirect route to produce hydrogen
from biomass feedstock [6, 120]. In fact, solid
biomass is converted into a fluid that is more
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practical to be processed, and then the fluid is
transformed to valuable products such as hydro-
gen. However, a portion of hydrogen is pro-
duced through the process of biomass pyrolysis
into bio-oil. Hence, identification of bio-oil
characteristics is of a great interest.

Bio-oil

Bio-oil is mostly derived from cellulosic biomass
feedstock such as wood, agricultural residues, and
forest wastes by either pyrolysis [6, 109,
121–125] or liquefaction [126–128]. However,
algae transformation into bio-oil is currently the
state of art [129, 130]. Bio-oil composition
strongly depends on biomass type, the method of
biomass conversion to bio-oil, and operating con-
ditions. Accordingly, more than 400 compounds,
including aromatics, phenols, aldehydes, alco-
hols, esters, ketones, and acids could, exist in the
bio-oil [6, 128].

Pyrolysis of Biomass

In the pyrolysis method, biomass feedstock is
instantaneously heated in the absence of oxygen
and water to reach a high temperature (i.e.,
375–525 �C) in a short time. As a result of thermal
decomposition, a liquid mixture is generated inside
a gaseous mixture, which then liquefies [6, 109,
121–125]. The rate of heating, residence time, and
temperature range are the effective factors in the
generation of solid, liquid, and gas product during
pyrolysis. As stated byKlass [131] and Huber et al.
[6, 120], at very high heating rates, temperature
ranges of 1000–3000 �C, and residence times less
than 1 s, the gaseous product is obtained by flash
pyrolysis. However, at a lower temperature range
(i.e., 400–900 �C), the generation of liquid product
is certain. Furthermore, higher residence times lead
to the formation of solid product (i.e., charcoal).
Although solid product could be useful in further
processes such as metallurgy and chemical indus-
tries, its formation during pyrolysis decreases the
yields of gaseous product and bio-oil. Therefore,
fast or flash pyrolysis (i.e., pyrolysis with short

residence time and high heating rate) is more desir-
able. An advantage of biomass pyrolysis is low-
pressure operation (i.e., 0.1–0.5 MPa) [108]. Up to
80% yield was reported in the previous studies of
fast pyrolysis [122, 132]. Bridgwater [121] sum-
marized the characteristics of conventional reactor
configurations for fast pyrolysis of biomass feed-
stock. In this regard, the performances of fixed
beds, bubbling fluid beds, circulating fluid beds,
transported beds, and rotating cone reactors were
evaluated based on their production rate, heating
rate, solid production rate, and separation mecha-
nism. More details on the commercial processes of
biomass pyrolysis to bio-oil could be found else-
where [121, 122, 128, 132, 133].

Liquefaction of Biomass

In liquefaction method, which is a high-pressure
and low-temperature (i.e., up to 20 MPa and
250–325 �C) process, reaction rates and mecha-
nisms are controlled to derive liquid bio-oil [6,
126–128]. Thus, a bio-oil type, which is insoluble
in water, is generated. Although bio-oil produc-
tion by pyrolysis method is less expensive, the one
obtained by liquefaction method contains less
oxygenated compounds. It means that applying
liquefaction method leads to bio-oil with higher
quality [6]. Catalyst type, pressure range, and
reducing gases are the effective means for con-
trolling the rates and mechanisms of desired reac-
tions for high-quality bio-oil. Slurry feed stream
made of catalyst particles, biomass, liquid solvent,
and reducing gas is injected into the reactor. Dif-
ferent types of liquefaction such as hydrothermal,
solvolysis, and hydropyrolysis are well intro-
duced in the literature [126–128, 134, 135]. Dif-
ferences in their solvents and pressure conditions
of these processes make them distinct. Goudriaan
et al. [136] developed a commercial liquefaction
process for bio-oil production.

Pyrolysis vs. Liquefaction

Typical properties of bio-oils generated by fast
pyrolysis and liquefaction reveal that the one
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produced by fast pyrolysis contains higher mois-
ture and oxygen contents and lower carbon and
hydrogen contents [6, 133, 137–140]. Such char-
acteristics lead to lower heating specifications,
lower viscosity, and the pH in the range of acids.
Although higher carbon and lower oxygen con-
tents of liquefaction bio-oils lead to higher heating
value, its viscosity makes further processes such
as ignition in engine fuels and reforming difficult
and less efficient. As a whole, the chemical com-
position of bio-oil has significant effects on the
homogeneity, polarity, heating specifications, vis-
cosity, blending, and acidity. Properties of some
bio-oil samples are summarized by Gollakota
et al. [141]. Liquefaction bio-oils have character-
istics more similar to conventional petroleum oil.
Thus, it seems to be more beneficial in long term.
However, in terms of process economy, the
required capital cost for high-pressure equipment
in the liquefaction process makes it less attractive
for the industries and persuades them to develop
fast pyrolysis for bio-oil production [6, 128, 136,
137, 142, 143]. It is worth mentioning that the bio-
oil per se is a low value energy carrier. Hence,
conversion of bio-oil into value-added energy car-
riers such as hydrogen is currently the state of art.

As mentioned previously, thermochemical
routes, in which biomass feedstock is transformed
into hydrogen or even hydrogen-rich gaseous
streams, are the most practical ones [144]. In fact,
hydrogen production from biomass or the derived
syngas from biomass could be an effective step in a
climate with zero GHG emission, which is vital in
the development of sustainable and renewable
energy systems [145]. Although combustion and
liquefaction are proposed, thermochemical routes
mainly include pyrolysis and gasification. The
main reasons of preferring pyrolysis and gasifica-
tion over the first two are the emission of pollutants
in the combustion and necessity of high-pressure
facilities in the liquefaction. However, both pyrol-
ysis and gasification produce methane and carbon
monoxide in addition to hydrogen, which could
be subsequently converted into hydrogen
through steam reforming and WGS reactions
[146]. Although pyrolysis of biomass was intro-
duced as an option for bio-oil production, it could
be singly applied to produce hydrogen. On the

other hand, pyrolysis is a thermochemical route of
producing bio-oil (liquid oil) and charcoal (solid)
inside a gaseous stream by heating the biomass in
the total absence of oxygen. In addition to hydro-
gen, considerable quantities of methane and light
hydrocarbons exist in the gaseous stream, which
could be then steam reformed to produce more
hydrogen. Besides, presented carbon monoxide in
the gaseous steam could be converted into hydro-
gen and carbon dioxide by further WGS reaction
[106, 108, 147]. Afterward, the desired purity of
hydrogen is obtained by proper separation units
such as pressure swing adsorption (PSA) [84] and
membranes [148–150]. The process is well pre-
sented in Fig. 2.

As a whole, pyrolysis, gasification, and steam
gasification are themost effective routes to produce
hydrogen from biomass [106, 108, 151–153]. As
an instance, Demirbas and Caglar [154] conducted
an experimental study on the hydrogen production
by steam reforming of pyroligneous oils obtained
from the pyrolysis of lignocellulosic biomass. As
declared, this route could be potentially a cost-
effective rival for conventional routes of hydrogen
production. Although these routes are considered
as distinct ones, the associated reactions might
occur simultaneously in each case. The following
are the major gaseous products obtained from bio-
mass in each route [12]:

Pyrolysis : Biomass

! H2 þ COþ CO2

þ Gaseous hydrocarbons (1)

Gasification : Biomass

! H2 þ COþ CO2 þ N2 (2)

Steam reforming : Biomass

! H2 þ COþ CO2 (3)

In addition to differences in the hydrogen
yield, the side products are different through var-
ious biomass treatments.

Generally, the following are the chemical reac-
tions of each step in a biomass pyrolysis process
followed by further complementary steam
reforming and WGS reactors:
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Pyrolysis Biomassþ Q

! H2 þ COþ CO2 þ CH4

þ Hydrocarbonsþ tarþ char (4)

Steam reforming CnHm þ nH2O

! nCOþ nþ 1

2
m

� �
H2 (5)

WGS COþ H2O ! CO2 þ H2 (6)

In this route, the yield of hydrogen production
strongly depends on the type of biomass feed-
stock, characteristics of catalyst, temperature
range, and residence time (or heating rate)
[105]. The syngas obtained from gasification is
treated in the same way as the gaseous product
obtained from pyrolysis of biomass. In steam gas-
ification of biomass, the yield of hydrogen pro-
duction is higher than that of fast pyrolysis. With

the overall efficiency (i.e., thermal to hydrogen
ratio) which could be managed up to 52%, steam
gasification is considered as an efficient and
renewable hydrogen production alternative.
A steam gasification unit with subsequent steam
reforming and PSA units is estimated to require
about 2.4 TJ of input primary energy per TJ of
produced hydrogen [155]. Besides, in a plant
with hydrogen production capacity of 139.7
metric tons per day, with the price of biomass
feedstock in the range of 46–80 dollar per tons
(dry basis), the hydrogen production cost is esti-
mated to be 1.77–2.05 dollar per kg hydrogen
[156]. Depending on the equipment size and bio-
mass feedstock type, the cost of hydrogen produc-
tion by pyrolysis is estimated to be in the range of
8.86–15.52 dollar per GJ energy (i.e., 1.25–2.20
dollar per kg hydrogen) [146].

In a comprehensive study by Hossain et al.
[16], the prospect of hydrogen production from

Hydrogen Production Through Pyrolysis, Fig. 2 Schematic diagram of biomass feedstock pyrolysis (Adopted from
[66])
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oil palm biomass was investigated. In this regard,
a cost analysis of different hydrogen production
routes was carried out. A portion of results is
adopted and summarized in Table 3. Clearly,
routes that are using biomass have the least feed-
stock cost. Although process employing natural
gas has similar selling price, its process of con-
version (i.e., SMR) has higher capital and feed-
stock costs comparing the process employing
biomass. Besides, natural gas sources are not
permanently available like biomass. As clear,
pyrolysis of biomass with very low feedstock
and capital costs as well as the reasonable retail
selling price of hydrogen is a promising route.
In a recent study, Nikolaidis and Poullikkas [66]
compared different routes of hydrogen produc-
tion, i.e., conventional and new renewable ones,
comprehensively and presented relating data for
the assessment of technical and economic
aspects. Although some advantages are pro-
posed for conventional routes such as SMR,
PO, and ATR, pyrolysis of hydrocarbons offers
the possibility of reduced step and even
emission-free procedure. Furthermore, carbon
is the only side product requiring treatment. It
was previously mentioned that the produced
carbon could be utilized in other processes.
Considering the advantages of utilizing biomass
such as renewability, low price, and abundance,
the pyrolysis process provides an effective route
of hydrogen production with the efficiencies in
the range of 35–50%. A major drawback of
applying biomass pyrolysis is varying hydrogen

content as a result of seasonal availability and
impurities existing in the biomass feedstock.
The major advantages and disadvantages of
other possible routes are collected in the review
of Nikolaidis and Poullikkas [66]. It could be
concluded that large-scale hydrogen production
from biomass feedstock is only feasible by
means of thermochemical pathways such as
pyrolysis and gasification, while biological bio-
mass treatments offer small-scale facilities for
hydrogen production. Pyrolysis of woody bio-
mass with a 3.1–53.4 M$ capital cost for a
2.7–72.9 tons per day hydrogen production
capacity and 1.25–2.20 dollars per kg hydrogen
cost proposes a cost-effective route [66].

Pyrolysis Specifications

As mentioned previously, pyrolysis of biomass is
of the promising candidates for large-scale hydro-
gen production. Hence, investigating the effect of
operating parameters on the performance of this
process is currently of a great interest. Tempera-
ture, residence time, type of catalyst, and type of
biomass feedstock are the most determining fac-
tors which control the yield of hydrogen produc-
tion in the pyrolysis of biomass. In a general point
of view, higher temperature, longer residence
time, and selective catalysts are crucial
[157]. However, there are some evidences in the
literature proving the negative effect of long res-
idence time on the yield of hydrogen [158].

Hydrogen Production Through Pyrolysis, Table 3 Cost analysis of different hydrogen production routes (Adopted
from [16])

Route Feedstock Feedstock costa Capital costb
Hydrogen retail
selling pricec

Pyrolysis (high estimate) Biomass 0.92 4.20 2.57

Pyrolysis (low estimate) Biomass 2.57 73.70 1.47

Gasification (low estimate) Biomass 2.57 241.40 1.44

Gasification (high estimate) Biomass 0.92 8.80 2.83

Gasification Biomass 2.81 167.50 1.99

Steam methane reforming Methane 10.55 254.10 2.55

Gasification with sequestration Coal 562.5 1.24 1.25
a$/GJ
bM$
c$/kg
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In order to adjust the determining factors pre-
cisely, selection of feedstock source and appropri-
ate reactor type and heat transfer pattern is
essential. Accordingly, investigation of different
biomass feedstocks is available in the literature.
Besides, solid–solid conductive and gas–solid
convective patterns are the available heat transfer
strategies [159]. Bridgwater et al. [159] summa-
rized the characteristics of various reactors that are
operational in the pyrolysis process, i.e., ablative,
fluidized bed, circulating fluidized bed, and
entrained flow. The fluidized-bed reactor was
introduced as the most suitable one for hydrogen
production due to higher heating rate, which is
essential in the fast pyrolysis of biomass. In addi-
tion to this, in order to eliminate the deposition of
coke and char on the surface of catalyst particles
and then to enhance the operability of biomass

pyrolysis toward hydrogen production, fluidiza-
tion is applied [160].

Demirbaş and his colleague [157, 161] inves-
tigated the effect of temperature on the perfor-
mance of pyrolysis process. In this regard, Fig. 3
shows the effect of temperature on the yields of
gaseous, liquid, and solid (char) products of
three biomass samples processed in fast pyroly-
sis. It is obvious that the yields of gaseous prod-
ucts are increased by increasing temperature.
The yields of liquid and char products show
decrease in the studied temperature range. How-
ever, the trends are not strictly descending.
Besides, the effect of temperature on the yield
of hydrogen production in the pyrolysis of var-
ious biomass feedstocks is presented in Fig. 4.
As shown, increasing temperature in the range
of 377–752 �C leads to considerable
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Hydrogen Production Through Pyrolysis, Fig. 3 The effect of temperature on the yields of (a) cotton cocoon shell,
(b) tea factory waste, and (c) olive husk biomass and (d) the gaseous product in pyrolysis process
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enhancement in the yields of hydrogen. The
trends vary by changing the feedstock.

Yang et al. [158] carried out an experimental
study on the hydrogen production by pyrolysis of
palm oil wastes in a fixed-bed reactor flowing
countercurrently. In this regard, the effects of var-
ious parameters such as temperature, residence
time, and catalyst characteristics on the yield of
hydrogen production were investigated.

Figure 5 is to show the effect of temperature on
the yield of gaseous product and hydrogen in the

pyrolysis of palm oil wastes in two cases, i.e.,
without catalyst and with 5 wt % catalyst
(Ni) [158]. Increasing the yield of gaseous product
and hydrogen with increasing temperature in two
cases and enhancing yields by adding the catalyst
are evident. The interesting feature is the similar
trend of the yield of hydrogen production with
temperature in two cases. However, the yields of
gaseous product are different in two cases. The
thermal cracking of heavier hydrocarbons such as
tar and shift reactions at the higher temperatures

Hydrogen Production
Through Pyrolysis,
Fig. 4 The effect of
temperature on the yield of
hydrogen production in the
pyrolysis of various
biomass feedstocks

Hydrogen Production
Through Pyrolysis,
Fig. 5 The effect of
temperature on the yield of
gaseous product and
hydrogen by pyrolysis of
palm oil wastes
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could be the reason of such observations [158,
162]. Accordingly, the following reaction net-
work was presented by Yang et al. [158]:

Biomass ! Gas H2, CO, CO2, CmHnð Þ
þ H2Oþ Tarþ Char (7)

Tarþ Q ! H2Oþ CmHn þ CH4 þ H2 (8)

H2Oþ CH4 ! COþ 3H2 (9)

Cþ H2O ! COþ H2 (10)

COþ H2O ! CO2 þ H2 (11)

Cþ CO2 ! 2CO (12)

Cþ 2H2 ! CH4 (13)

CH4 þ CO2 ! 2COþ 2H2 (14)

CmHn þ 2nH2O ! nCO2

þ 2nþ m

2

h i
H2 (15)

CmHn þ nH2O ! nCOþ nþ m

2

h i
H2 (16)

Reactions (7), (8), (9), (10), (11), (14), (15),
and (16) are responsible for hydrogen production.

Steam reforming of methane (i.e., reaction (9))
cannot proceed at higher temperatures. However,
in the presence of an active catalyst, this reaction
could proceed even at higher temperatures. As a
result, the higher yield of hydrogen production in
the presence of the catalyst is justified.

Another determining factor in the pyrolysis of
biomass is residence time. Figure 6 shows the effect
of residence time on the yield of gaseous product
and hydrogen by pyrolysis of palm oil wastes in the
absence of catalyst [158]. The total gas product
volume increases first with increasing residence
time and reaches the maximum value at about
14 s. Then, it starts to decrease slightly with further
increase in the residence time. In a different manner,
lengthening the residence time leads to early sudden
decrease in the yield of hydrogen, while further
increase of the residence time results in higher
hydrogen production. However, excessive increase
in residence time leads to the reduction of hydrogen
production. Although lengthening residence time
makes the system proceed toward thermal cracking
of heavier hydrocarbons (i.e., reaction (8)) and thus
higher gas production rate, it leads to the production
of other gaseous components such as carbon oxides
and methane.

Utilizing catalysts in the pyrolysis of biomass
may lead to production of various components.
This is due to the surface characteristics of catalyst
and their effects on the product selectivity. In this

Hydrogen Production
Through Pyrolysis,
Fig. 6 The effect of
residence time on the yield
of gaseous product and
hydrogen by pyrolysis of
palm oil wastes
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regard, Yang et al. [158] investigated the effect of
adding various catalysts in the pyrolysis of palm oil
wastes. The results are presented in Fig. 7. Obvi-
ously, the presence of a catalyst, regardless of type,
leads to higher yields of gaseous product. Besides,
Ni catalyst provides stronger catalytic effect than
the other ones. In fact, pyrolysis of palm oil wastes
in the presence of Ni catalyst is carried out with
almost 160% increase in the total yield of gaseous
product, whereas the presence of CaMg(CO3)2
(i.e., dolomite) shows a less catalytic effect on the
total yield of gaseous product. The presence of
catalyst, in almost all the cases, improves the
yield of hydrogen production. However, sodium
carbonate (i.e., Na2CO3) and potassium carbonate
(i.e., K2CO3) show less selectivity toward hydro-
gen. The highest hydrogen content (i.e., 38.45
vol. %) was obtained by utilizing La/Al2O3 cata-
lyst. By considering both the yield of gas and
hydrogen selectivity, Ni catalyst provides higher
hydrogen production rate. The effect of tempera-
ture on the yield of gaseous product and hydrogen
content in the presence of Ni catalyst was previ-
ously shown in Fig. 5.

Garcia et al. [163] investigated the effect of cat-
alyst (Ni/Al) pretreatment on the pyrolysis of saw-
dust biomass at the temperature range of
650–700 �C. They found that the temperature of
catalyst calcination has a significant effect on the
reaction performance. By calcination of the catalyst
at 850 �C, the highest yield of hydrogen was
obtained. Inside the catalytic effect, the load of the
catalyst has a further effect on the yield of hydrogen
production. In this regard, Chen et al. [164] found
that oxide of chromium (Cr2O3) is themost effective
catalyst for the pyrolysis of rice straw and sawdust
biomass feedstocks. In addition, they stated that at
least 30 wt. % of catalyst load is recommended for
practical pyrolysis process in the further studies.

Other researchers have studied the potential of
catalyst type in the pyrolysis of biomass toward
hydrogen production. In this regard, gasification of
tar and dissociation of heavier hydrocarbons by
utilizing various catalysts such as CaMg(CO3)2
and CaO [165]; zeolite Y [166]; Ni-based catalysts
[167]; carbonates such K2CO3, Na2CO3, and
CaCO3 [164]; and different metal oxides such as
Cr2O3 [164], Al2O3, SiO2, ZrO2, and TiO2 [168]

Hydrogen Production Through Pyrolysis, Fig. 7 The effect of adding various catalysts in the pyrolysis of palm oil
wastes
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were evaluated. Generally, utilizing Ni-based cat-
alyst significantly improves the hydrogen produc-
tion rate. Positive effects of utilizing Ni catalyst on
the hydrogen production from pyrolysis of palm
oil wastes were previously shown in Fig. 5. It is
worth mentioning that further hydrogen produc-
tion could be managed by applying subsequent
steam reforming or WGS reactions [168, 169].

In an earlier study, Zanzi et al. [170] conducted
an experimental study on the fast pyrolysis of
agricultural wastes in the range of 800–1000 �C.
The obtained results in terms of gas yield
(weight %) and hydrogen content (volume %) are
presented in Fig. 8. As prefigure, biomass feed-
stock type strongly affects the pyrolysis process,
the yield of gaseous product, and the hydrogen
content. Besides, increasing temperature from
800 �C to 1000 �C results in higher yield of gas-
eous product and hydrogen content in all the cases.
The biomass feedstock prepared from birchwood
provides a higher yield of gaseous product,
whereas the biomass feedstock of straw offers a
higher hydrogen content. Besides, Fig. 4 shows the
differences between capabilities of various bio-
mass feedstocks in hydrogen production by

pyrolysis. As stated by Zabaniotou et al. [171],
biomass feedstocks containing higher cellulose
and hemicellulose lead to gaseous products with
higher hydrogen contents. The results of Demirbaş
and his colleagues [157, 161] presented in Fig. 4
confirm such a statement. The structural analysis
of biomass feedstocks presented in Fig. 4 is pre-
sented in the study of Demirbaş andArin [161]. Up
to the present, pyrolysis of a vast variety of bio-
mass feedstocks with the aim of hydrogen produc-
tion was the object of researchers. In this regard,
the potentials of peanut shell [172, 173], plastics,
trap grease, synthetic polymers, mixed biomass
[169], rapeseed [174], and agricultural wastes
[175] were evaluated by different researchers.

The Kinetics of Gas Generation Reactions
in the Pyrolysis of Biomass

Because of the complexity of biomass composi-
tion, it is difficult to determine the involved reac-
tions in the biomass processing routes completely.
Therefore, some simplified reactions are consid-
ered either in series or parallel [176]. As an

Hydrogen Production Through Pyrolysis, Fig. 8 The effect of biomass feedstocks in the pyrolysis process
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instance, Shafizadeh [177] considered a set of par-
allel reactions for the decomposition of cellulosic
biomasses feedstocks (e.g., woody biomass).
These reactions were applied to describe the rates
of tar, char, and gaseous products. Afterwars, tar
decomposing can also lead to char and gaseous
products by further reactions. Balci et al. [178]
developed a more complex reaction pathway
based on the nature of pyrolysis.

In a general point of view, different kinetic
models of pyrolysis reactions could be catego-
rized in the following classes [179]:

• Single-step global reaction models
• Multiple-step models
• Semi-global models

Although single-step models are in reasonable
agreement with the experimental data, they assume
that the mass ratios of products (i.e., volatiles and
chars) are constant. Such an assumption prevents the
accurate prediction of the yields of products at dif-
ferent process conditions [180]. In the semi-global
models, it is assumed that pyrolysis products are
categorized into chars, tars, and volatiles. Such an
approach is beneficial in evaluating and correlating
the kinetic data from various biomass feedstocks
under similar reaction conditions. However, it is
not suitable for comprising thermal decomposition
data gained from the dissimilar reaction conditions
[181]. Accordingly, researchers have put effort to
develop more complex models (i.e., multiple-step
models). Such models utilize three [182], seven
[183], ten [184], or even twelve [185] consecutive
pyrolytic reactions to evaluate the process. More
details of the pyrolytic reactions are well provided
in the review of White et al. [179]. In this regard, a
comprehensive study was conducted to review the
established kinetic models and mathematical
approximations applicable in the analysis of solid-
state reactions.

Pyrolysis of Methane: A Suitable
Alternative

As mentioned previously, in the pyrolysis,
hydrogen-containing compounds such as

hydrocarbons are decomposed by heating in the
absence of oxygen. Accordingly, their thermal
decomposition through the following general
reaction leads to hydrogen release [65]:

CnHm ! nCþ 1

2
mH2 (17)

Catalytic thermal decomposition of light hydro-
carbons (with the boiling point range of 50–200 �C)
leads to the generation of elemental carbon inside
hydrogen, while in the case of utilizing heavier
hydrocarbons (with the boiling point range higher
than 350 �C), a two-step procedure consisted of
hydrogasification, and methane cracking is applied
to produce hydrogen. In the hydrogasification step,
the reaction of hydrocarbons with hydrogen leads to
the generation of intermediatemethane, followed by
methane decomposition to elemental carbon and
hydrogen. In this regard, the following reactions
are carried out [65, 66]:

Hydrogasification : CH1:6 þ 1:2 H2

! CH4 (18)

Methane cracking : CH4 ! Cþ 2 H2 (19)

Overall : CH1:6 ! Cþ 0:8 H2 (20)

In a different manner, hydrogen could be pro-
duced by atmospheric direct decarbonization of
methane at temperature up to 980 �C. The whole
process, which is schematically shown in Fig. 9, is
carried out in the absence of oxygen and water.
Lower energy consumption (i.e., 37.6 kJ per moles
of hydrogen) of pyrolysis comparing conventional
steam methane reforming (i.e., 63.3 kJ per moles of
hydrogen) is the major primacy of this process.
Furthermore, the omission of WGS steps and sub-
sequent carbon dioxide removal and storage sec-
tions are other significant advantages. Besides, by
carbon management, which is useful in the metal-
lurgy and downstream chemical industries, extra
benefits are managed. As a result, large-scale devel-
opments of this process could lead to 25–30% lower
cost of hydrogen production. Moreover, a suitable
market for the carbon byproduct leads to the reduc-
tion of production cost. Considering environmental
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aspects, converting natural gas (i.e., methane) into
hydrogen by catalytic decomposition would be
more beneficial than the conventional SMR. Such
superiority is due to the elimination of carbon diox-
ide from themanufacturing cycle [65, 66, 186–188].

A possible strategy to increase the conversion of
methane in the pyrolysis process is in situ hydrogen
separation by utilizing perm-selective membranes.
Metallic membranes such asmultilayered vanadium
and palladium are the promising candidates for in
situ hydrogen removal from reaction side due to
their suitable hydrogen permeability. However, the
latter suffers from low mechanical strength, while
the former provides appropriate mechanical proper-
ties inside suitable hydrogen diffusivity [148,
149]. Palladium-silver (Pd/Ag) membranes are typ-
ical candidates for this purpose [150]. Besides, such
a strategy makes it possible to accomplish the pro-
cess at lower temperatures as well as to reduce the
coke formation. However, low-pressure condition in
this process could lead toweak hydrogen separation.
Problems arising from limited membrane durability
and further clean up are other drawbacks of this
strategy [76–79, 189].

Pyrolysis of Hydrogen Sulfide: Energy
Delivery and Decontamination

Although there exist conventional routes for the
elimination of hydrogen sulfide (H2S) and then

sulfur recovery (e.g., the well-known Claus pro-
cess [190]), the elemental hydrogen is consumed
and converted into other compounds in these
routes. Owing to the aforementioned interest for
hydrogen production, simultaneous hydrogen sul-
fide removal, sulfur recovery, and hydrogen pro-
duction is currently state of the art. In fact,
hydrogen production from the hazardous com-
pound is a multipurpose process as a combination
of a decontamination strategy with the
manufacturing of valuable chemicals and a new
energy source is managed [191]. Hence, due to
several favorable environmental impacts, it is cur-
rently of a great interest. Accordingly, thermolysis
(i.e., thermal pyrolysis), photocatalysis, catalytic
methods, and multi-step non-catalytic dissocia-
tion method are the possible routes for this pur-
pose [192]. Pyrolysis of hydrogen sulfide, which
is one of the pioneer techniques, is accomplished
according to the following reaction [192]:

H2S ! H20:5S2 DH
� ¼ 20:4

kJ

mol
(21)

Based on the investigation of Kaloidas and
Papayannakos [193], lower pressures and higher
temperatures are suitable for hydrogen production
through pyrolysis of hydrogen sulfide. However,
theoretical and experimental investigations reveal
that this process suffers from low conversion
problem due to the combined effects of

Hydrogen Production Through Pyrolysis, Fig. 9 Schematic diagram of methane pyrolysis process (Adopted from
[66])
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undesirable thermodynamic and kinetic con-
straints concerning the reversibility of Eq. (21).
In fact, at ordinary pressures, the conversion is
less than 10% [192]. In situ removal of the prod-
ucts by utilizing selective membranes, condensa-
tion of sulfur, or even thermal diffusion is wisely
proposed to thermodynamically shift the reaction
toward higher hydrogen sulfide conversion
[148]. As mentioned previously, palladium-silver
membranes are the suitable options [148–150].

Pyrolysis of hydrogen sulfide is generally
accomplished in plug flow reactors with different
heat sources. In small-scale hydrogen production,
i.e., pilot plants or laboratory scales, the reaction
side is heated by utilizing furnaces or thermoelec-
tric modules [192, 194]. Cox et al. [195] carried
out a feasibility study on the economics of indus-
trial applications of hydrogen sulfide pyrolysis
and then compared the feasible process schemes.
As a general procedure, two different configura-
tions are proposed for pyrolysis of hydrogen sul-
fide, first of which is a set of parallel plug flow
reactors with external burners. The burners are
supplied by natural gas. In the second one, in
order to recover the generated heat of an
in-operation Claus process and then to enhance
the thermal efficiency of the unit, the assembly of
plug flow reactors is installed in the burner of the
Claus plant. The simplified pyrolysis plug flow
reactor is schematically presented in Fig. 10.
Although the first configuration is definitely
more cost-effective than the second one, none of
them could be, in terms of hydrogen price, the
rival of the conventional SMR process
[195]. Adewale et al. [196] studied hydrogen pro-
duction from the thermal decomposition of hydro-
gen sulfide in a commercial sulfur recovery unit
and then analyzed the economic benefits
obtaining by retrofitting a Claus burner for this
purpose. Although an early reduction in the sulfur
recovery of the unit was observed, economic ana-
lyses showed that the return of capital investment
is feasible within less than four years.

Pyrolysis of hydrogen sulfide is possible even
in catalytic mode. However, at the temperature
ranges higher than 800 �C, the kinetics of reac-
tions allows to achieve chemical equilibria
in a short time. Hence, application of catalyst
does not make sense in such conditions [197].

Nevertheless, application of catalyst might be
beneficial if the options concerning material resis-
tance and shorter residence times are considered.
In this regard, Zaman and Chakma [148] provided
a comprehensive review on the literature of cata-
lytic decomposition of hydrogen sulfide. Transi-
tion metal sulfides, e.g., sulfides of iron, cobalt,
nickel, copper, molybdenum, tungsten, vanadium,
and zinc were investigated in the literature. More
details on the catalytic hydrogen sulfide decom-
position could be found in their contribution
[148]. More recently, a portion of researches has
been devoted to the evaluation of non-
conventional catalysts with super performance.
The work of Ozaki et al. [198] is a case in point
in which they compared the performance of an
activated carbon catalyst composed of 3% ferro-
cene with an as-produced carbon catalyst sample
synthesized without added ferrocene. As reported,
the ferrocene-containing sample in a fixed-bed
reactor offers lower temperature range (i.e.,
300–400 �C) for hydrogen sulfide dissociation to
hydrogen with reasonable conversion. More
recently, Guldal et al. [199] developed a new
class of catalysts composed of rare-earth metals
and transition-element cations for hydrogen pro-
duction via pyrolysis of hydrogen sulfide. The
samples containing molybdenum were more
active in the temperature range less than 850 �C
with considerably higher conversion compared
with the non-catalytic case.

Developing fluidized-bed catalytic reactors
could lead to some merits in the pyrolysis of
hydrogen sulfide. Elimination of mass transfer
limitations and minimizing catalyst deactivation
are of these kinds. In this regard, Cao and Adesina
[200] evaluated the transition bimetallic sulfide
catalysts in a fluidized-bed reactor for hydrogen
production by decomposition of hydrogen sulfide.
Accordingly, the combination of ruthenium
(Ru) and molybdenum (Mo) provided the best
catalysis characteristics for hydrogen production.
The obtained results of their study prove the supe-
riority of fluidized-bed over the fixed-bed reactor
in the same operating condition. On the other
hand, conversion of hydrogen sulfide in the
fluidized-bed reactor loaded with Ru/Mo catalyst
particles is higher than the case in the fixed-bed
one. Besides, fluidization close to the minimum
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bubbling point could lead to conversions higher
than the equilibrium values. This observation
could be possibly due to the membranous effect
occurring in the fluidized beds, which would be
favorable in shifting the reactions toward higher
hydrogen production rate. However, by increas-
ing the flow beyond this condition, a considerable
conversion drop was observed owing to the onset
of slugging [200].

Conclusion, Further Studies, and
Outlook

Owing to the undeniable necessity of exploring new
routes for sustainable energy generation, production
of hydrogen by applying pyrolysis process from
different sources was investigated in the present
contribution. Production of hydrogen by pyrolysis
of biomass, natural gas, and hydrogen sulfide feed-
stocks was introduced as an efficient route. The
impacts of various variables such as temperature,
residence time, feedstock type, and catalyst charac-
teristics on the production of hydrogen by pyrolysis
of biomass feedstocks were investigated.

In spite of the mentioned defects in the devel-
oped commercial plants for hydrogen production
from fossil hydrocarbon sources and even grow-
ing theoretical and experimental studies over pro-
duction of hydrogen from bio-based sources, lack
of codified regulations for large-scale production
from such sources is still felt. However, there are

currently some examples of efforts that developed
the theoretical achievements into the practical
ones, as mentioned in the literature [121]. In
spite of this, investigation and application of
new efficient technologies for the production of
biohydrogen is still a vast and novel field of
research and study. New recuperative configura-
tions such as membrane reactors, energy-efficient
thermally coupled reactors, the configurations
combining these two concepts and the chemical
looping concept are the examples of such technol-
ogies [74, 77–79, 201–204].
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Glossary

Algae Diverse and large group of photosynthetic
and aquatic organisms ranging from unicellu-
lar to multicellular. They have no true stems,
roots and leaves.

Autotrophic An organism that has a capability
to produce energy-containing organic com-
pounds from simple substance, generally by
using sunlight as an energy source.

Chemical looping Novel technology that can
provide the means of converting fuel to heat
and provide CO2 separation with high
energy efficiency.

Combined cycle Combination of two or more
thermodynamic cycles that work from the
same source of heat and convert it into

mechanical energy. Practically, it is a combina-
tion of a gas turbine (Brayton cycle) and a
steam turbine (Rankine cycle) for power
generation.

Exergy The maximum available work that can
be used through a process that brings the sys-
tem into equilibrium with the environment. It
represents the quality of energy.

Gasification Process that converts fossil or
organic-based carbonaceous materials into
gaseous fuels (syngas).

Hydrogen carrier Material that can store hydro-
gen in a certain chemical state rather than as
free hydrogen molecules. The hydrogen atoms
or ions are bonded in the molecule.

Hydrogenation A chemical reaction between
hydrogen and another unsaturated compounds
or elements. The hydrogen atoms are added to
a molecule, thus double and triple hydrocar-
bons are reduced.

Oxygen carrier A material used to transport the
oxygen so that direct contact between the fuel
and air can be avoided.

Process integration A holistic method to design
the process by considering the interactions
among the unit operations and optimize them
altogether. It aims to minimize the energy con-
sumption through optimum heat recovery.

Pyrolysis A thermochemical decomposition pro-
cess of an organic substance at elevated tem-
peratures in the absence of oxygen (inert
atmosphere).

Supercritical condition A condition in which
both temperature and pressure of any sub-
stance are higher than its thermodynamic crit-
ical point. Hence, the material shows no
distinct liquid and gas phases.

Syngas Abbreviation of synthesis gas. A mixed
gaseous fuel that mainly consists of hydrogen,
carbon monoxide, and carbon dioxide.
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Definition of the Subject and Its
Importance

Algae are autotrophic organisms ranging from
unicellular to multicellular and are promising as
an energy resource. Algae possess some excep-
tional characteristics compared with other terres-
trial bio-masses, especially regarding growth rate,
growth density, starch and lipids content, and CO2

absorption capability. In addition, algae are non-
food-based feedstock resources. Their relatively
rich starch and lipids content have urged
researchers and industries to utilize algae in
more effective ways. Enormous focus has been
placed on algae utilization as an energy resource
in bio-fuel production, especially bio-diesel and
bio-ethanol. Unfortunately, this kind of energy
harvesting is considered to be ineffective due to
its low conversion efficiency and production rate
[1]. Recently, new utilization of algae for hydro-
gen production and power generation has been
studied, which is believed to improve the total
energy efficiency as well as provide better energy
storage and transportation. This chapter focuses
on the description of the state-of-the-art hydrogen
production from algae, including some important
processes and techniques. In addition, some novel
integrated systems for hydrogen production from
algae are also presented, incorporating some eval-
uated parameters for optimum system operation.

Introduction

Algae are aquatic and photosynthetic plants
representing large groups of different organisms
that are widely distributed in the sea, freshwater,
moist land, etc. Algae have some excellent advan-
tages compared with the terrestrial plants, includ-
ing fast growing rate, high-efficiency of CO2

mitigation, and capability to grow under severe
conditions [2–4]. Algae can effectively convert
sunlight into chemical energy during photosyn-
thesis, up to 9%, leading to high areal productivity
[5, 6]. It is estimated that algae are responsible for
about 40% of the global carbon fixation [7]. In

addition, algae are emerging as new potential
resources for the production of bio-fuels, whereas
they are not directly competing with food, differ-
ent to other bio-fuels. Unfortunately, algae contain
a high moisture content, about 70–90 wt% on a
wet basis (wb), leading to some difficulties in their
utilization.

Because of their high ability to fix CO2, algae
can serve the possibility to combine their cultiva-
tion with the fixation of exhausted CO2 during
conversion toward energy harvesting. This bio-
sequestration is considered to be the efficient strat-
egy for abating the greenhouse gases. Hence,
energy production from algae is believed to be
environmentally benign with minimum CO2

emission. In addition, co-location of the algae
cultivation site to a nearby CO2 emitting industrial
point, such as a power plant, is an appropriate
strategy to effectively grow the algae as well as
reduce the emission. According to previous
research, algae can be productively cultivated
under a CO2 concentration of 15% [8].

Generally, algae can be utilized as industrial and
chemical feedstock, nutritious food, and an energy
resource in terms of economic, environmental, and
sustainable points of view. However, the utilization
of algae as an energy resource has been empha-
sized since the last decade. Algae are mainly uti-
lized for producing the so-called fine chemicals
that are utilized further for medicines, food addi-
tives, health supplements, and cosmetics. As the
concern to reduce the CO2 emission and other
environmental problems increases, algae began to
receive intensive attention as one of the renewable
energy sources. Algae are rich in lipid content,
leading to their potential to be utilized as a primary
energy source. This can be converted to different
fuels such as bio-hydrogen, bio-diesel, bio-gas,
and bio-oil [4]. The calorific value of algae under
optimum conditions commonly ranges from 17 to
23 GJ t-dried-algae�1 [9].

As algae grow in an aqueous environment,
their cultivation is generally located remotely,
which might be far from their demand sites.
Therefore, the produced fuel from algae needs to
be stored and transported in the form of secondary
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energy forms. Among the secondary energy
resources, hydrogen has some advantages of
high versatility and efficiency, high variety of
production, and utilization technologies, cleanli-
ness, etc. [10]. The utilization of hydrogen is
widespread and increasing. It includes combus-
tion in a reciprocating engine or potential com-
bined cycle with steam generation, as well as
direct electro-chemical conversion to electricity
using fuel cells. Hydrogen can also be blended
with other fuels for improved combustion charac-
teristics such as with natural gas to produce
hythane. In addition, water is produced during
oxidation of hydrogen, resulting in clean and
environmentally benign energy utilization.

This section explains the potential and technol-
ogies of harvesting algae as a primary energy
source and conversion to the secondary energy
source, especially hydrogen. A brief description
on algae, including their classification, distribu-
tion, and potential as an energy source, is provided
in the next section. Further, some key technolo-
gies related and potentially involved in the con-
version of algae to hydrogen are also explained.
Thereafter, several integrated systems to effec-
tively convert algae to hydrogen employing dif-
ferent technologies are introduced, including
some evaluated operating parameters to find the
optimum conversion process.

Algae Potential

Algae Classification
Algae are diverse and basically can be sub-
classified into microalgae (unicellular) and
macroalgae (multicellular), mainly depending on
their cell structure.

Microalgae are defined as photosynthetic uni-
cellular or simple-multicellular microorganisms.
They are normally found in fresh water and
marine habitats [11]. Microalgae such as
Chlamydomonas, Scenedesmus, Chlorella,
Dunaliella, Spirulina have a significant amount
(more than 50% of their dry weight) of starch and
glycogen. Most microalgae belong to the algal

groups like dinoflagellates, Chlorophyceae,
Chryosophyceae, and diatoms [12]. Microalgae
are varied due to the large diversity of its pig-
ments, photosynthetic storage products, cell
walls and mucilages, fatty acids and lipids, oils,
sterols and hydrocarbons, and bioactive com-
pounds [13].

Unlike microalgae, macroalgae are multi-
cellular and pose plant-like characteristics.
Macroalgae, also known as seaweeds, display
a complex and dynamic taxonomy [14]. The
three common algal phyla are Phaeophyta
(brown algae), Rhodophyta (red algae), and
Chlorophyta (green algae) [15]. Algae are dif-
ferent from Cyanophyta, class Cyanophyceae
(the blue-green algae) which are eubacteria
(true bacteria) [15].

The brown algae are classified into approxi-
mately 265 genera, with more than 1500 species.
Furthermore,Phaeophyta is divided into 13 orders
in which common orders include Laminariales
and Fucales that are abundant in nature and have
the most complex structure. Laminariales are
commonly referred to as kelps and are cultivated
for many commercial industries, including the
frozen food industry, syrups, explosives,
ceramics, welding rods, and cleaners. On the
other hand, Fucales are a large order with a wide
range of morphological diversity [15].

In red algae phyla, Rhodymeniales are one of the
most distinctive andwell-defined orders of red algae
that currently covers over 42 genera with 300 spe-
cies and six families, i.e., Rhodymeniaceae,
Champiaceae, Lomentariaceae, Faucheaceae,
Hymenocladiaceae, and Fryeellaceae [16]. In addi-
tion, common species of red algae utilized for com-
mercial industires includes the carrageenophytes
Sarcothalia crispata, Mazzaella laminarioides,
Gigartina skottsbergii, Chondracanthus chamissoi,
and the agarophytes Gracilaria chilensis and
Gelidium lingulatum [17].

Algae Distribution
Microalgae can be found in terrestrial environ-
ments and they can be found in a wide range of
habitats, from snowfields to the edges of hot
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springs, even from the leaves of the plants to hot
and dry desert soils. However, most species of
microalgae need at least a film of liquid water to
be metabolically active [13]. Microalgae, as a
unicellular species, also can utilize planktonic
living, i.e., suspended throughout the lighted
regions of all water bodies including under ice in
polar regions. In addition, they can also be ben-
thonic which means attached to the bottom or
living within the sediments, limited to shallow
areas due to the rapid attenuation of light with
depth. Benthic microalgae can grow attached to
stones, mud or sand, other algae or plants, or
animals [18].

Besides a natural habitat, microalgae also
can be grown in an artificial habitat using fresh-
water, seawater, and wastewater within open
ponds or a closed photo-bioreactor. Certain spe-
cies of microalgae can sustain a wide variety of
environmental conditions, i.e., different pH,
temperature, light, etc., and they can be growth
all year round [11].

As a marine organism, macroalgae can only
grow and survive when the physiochemical con-
ditions of seawater are suitable for them. Macro-
algae’s growth is intimately affected mainly by
specific temperature and salinity of the seawater.
It also needs adequate water movement, tolerable
UV radiation, and sufficient light to optimally
grow [19].

Figure 1 shows the global distribution of sea-
weed species, adapted from the report by Steneck
et al. [20]. In Europe, brown seaweed Laminaria
sp. naturally grows mainly in Western Europe,
especially in Norway, France, and Iceland [20,
21]. Those countries have rocky coastal areas
which provide enough hard substrate to accom-
modate extensive kelp plantation [21].Laminaria
sp., especially Laminaria japonica (kombu), is
also found to grow along the coast of east Asia,
particularly in the North Pacific from Japan [20,
22]. The seaweed distribution on the coast of
Chile and North America is dominated by
Macrocystis spp., e.g., Macrocystis pyrifera
(giant bladder kelp) [22], which can grow to
45 m long. In addition, Macrocystis spp. is also

found to grow in the South Pacific Ocean includ-
ing, South America, South Africa, southern
Australia, New Zealand, and some sub-Antarctic
islands [20]. Other seaweeds are found to grow
on other specific areas such as Nereocytis
leuktana which spreads from Central California
to Alaska, Ecklonia maxima in South Africa [20],
Ecklonia raditata in Australia [23], and Alaria
fistulosa in Alaska and the Pacific coast of
Asia [20].

Algae as an Energy Source
In general, algae can produce biomass faster than
terrestrial feedstock. Certain species of algae can
double in size in approximately 6 h and many
species can double in a day [24]. This high growth
rate, in addition to excellent capability of CO2

fixation and growth densities, becomes compel-
ling reasons to invest in algae as energy source.
Both starch and lipids are the main components of
algae which are used to reserve the carbon and
energy for growth and reproduction. However,
their ratio differs depending on the algal type
and living conditions.

Starch is more likely to be species-dependent
rather than dependent on the ecological condi-
tions in which algae were growing. Starch is the
most common glucose unit (polyglucans) pro-
duced by green algae to store carbon and energy.
There are some forms of polyglucans such as
amylose, amylopectin (such as in green algae),
chrysolaminarin (such as in Bacillariophyceae),
floridean (such as in Rhodophyta), paramylon
(such as in Euglenophyta), and glycogen (such
as in Cyanophita) [25].

On the other hand, lipids are a more concen-
trated energy store than starch. For comparison,
the energy yields of fatty acids (one category of
lipid) and carbohydrate in complete oxidation
are about 38 and 17 kJ g�1, respectively
[26]. Lipids basically can be categorized into
two different groups: polar and nonpolar
(neutral) lipids. The former are the parts of cell
membranes, while the latter are the energy stor-
age. Nonpolar lipids are accumulated in the
form of triacylglycerols and their composition.
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Therefore, both glucose and nonpolar lipids are
considered as the most important factors to
select the algae when they are utilized as an
energy resource.

As one of the major biomass resources, algae
have potential to be utilized as an energy resource.
Recently, the high content of both glucose and
lipids has attracted the utilization of algae for
bio-fuel production. In addition, energy
harvesting from algae in the forms of electricity
and hydrogen receive very little attention. Con-
version of algae to hydrogen and electricity is also
believed very promising.

Figure 2 shows the possible energy utilization
pathways of algae [6]. In general, there are four
main stages involved during energy harvesting
from algae: cultivation, pretreatment, conver-
sion, and posttreatment. Some important tech-
nologies related to hydrogen production are
discussed later. The conversion of algae to fuel
and products is predicated on some important
process decision points: (1) conversion of the
whole algal biomass, (2) extraction of algal
metabolites, and (3) processing of direct algal
secretions.

Conversion of algae to hydrogen is consid-
ered as one very potential method to harvest
the energy from algae. Algae grow in aqueous

environments and are located in remote areas far
from the energy demand. Effective storage and
transportation are needed to handle the produced
fuel from algae. Compared to other secondary
energy resources, hydrogen possesses benefits
of high versatility, excellent efficiency, high vari-
ety of production and utilization technologies,
and cleanliness [10].

Key Technologies

Energy production, especially hydrogen, from
algae involves and can be performed with
various technologies. These technologies are
widespread, starting from cultivation, pre-
treatment, conversion, and posttreatments. In
this subsection, some important technologies
which are correlated to energy harvesting
from algae, especially to hydrogen production,
are explained.

Cultivation
Cultivation of algae deals strongly with the
metabolic nature of algae, nutrient supply,
light exposure, optimum cultivation environ-
ment, handling during harvest, etc. The cultiva-
tion methods for microalgae and macroalgae

Hydrogen Production from Algal Pathways, Fig. 1 Seaweed global distribution [20]
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are quite different. Microalgae cultivation can
be performed in an open pond (raceways),
closed pond, plastic bag, photo bioreactor
system, and a well system [27]. On the other
hand, macroalgae cultivation faces more chal-
lenging problems, especially related to their
characteristics including growth rate, shape,
and size.

Table 1 shows the advantages and disadvan-
tages of the cultivation method for both micro-
algae and macroalgae. In general, compared to an
open pond system, a photo bioreactor system
offers an excellent axenic culture and a more
controllable growth environment for algae,
resulting in higher algal productivity [28]. How-
ever, a photo bioreactor still faces its original
problems related to cost competitiveness due to
high capital cost compared to an open pond
system [29].

Drying
High moisture content becomes a significant
barrier in algae utilization as the utilization
process demands lower moisture content.
Although it varies according to the types and
living environment, algae have moisture con-
tent ranging from 70 to 90 wt% wb. To reduce
the moisture content as well as increase the

calorific value, drying becomes very crucial in
order to preserve the conversion to be efficient
and stable.

Doe et al. [30] reported that to achieve the
gasification temperature of 900 �C, moisture con-
tent of lower than 10 wt% wb is demanded
[30]. Unfortunately, algae drying can reach about
85% of the total energy consumed in algae utili-
zation [31]. Therefore, drying of algae is one of
the main bottlenecks in algae culturing. Algae
drying is conventionally carried out in a natural
convection way of solar drying by hanging or
spreading the algae over the net for a relatively
long time. Moreover, thermal drying of algae con-
sumes up to 3.6 MJ kg�1 of fossil-fuel based
energy [32]. Hence, an innovative method of
drying algae with high energy efficiency is
demanded.

Drying is a complex process dealing with
moisture evaporation, capillary forces, chemi-
cal bonding forces, etc. Hence, drying is
strongly influenced by the equilibrium moisture
content, i.e., the correlation between the mois-
ture inside the material and the surrounding
conditions. The equilibrium moisture content,
MCeq, of Fucus serratus can be calculated
based on the experiment conducted by
Mohamed et al. [33] which is written as the
following equation:

Algae 
Cultivation

Harvesting  
Pretreatment

Conversion/
Processing

Residual/Waste

Energy
Utilization

CO2

Filtration

Centrifugation

Dewatering

Grinding

Flocculation Bio-diesel

Bio-ethanol

Harvesting

Pre-treatment

Thermochemical

Biochemical

Power 
generation

Bio-fuels

Input 
Materials

Light

Industrial/
municipal 
waste water

Flue gas

Fertilizer

Animal feed

Bio-gas

Bioreactors

Open ponds

Floatation

Gasification

Pyrolysis

Hydrogenation

Liquefaction

Fermentation

Transesterification

Hydrogenation

Liquefaction

Water

Hydrogen

Hydrogen Production from Algal Pathways, Fig. 2 Possible algal utilization routes as an energy resource
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where p, psat, R, and T are the partial pressure
(kPa), the saturation pressure (kPa), the gas con-
stant (8.314 J mol�1 K�1), and the temperature
(K), respectively. Here,MCeq depends strongly on
p/psat which is the relative vapor pressure (i.e., the
ratio of partial vapor pressure to saturated vapor
pressure) of the environment. Figure 3 shows the
required drying temperature in correlation to
MCeq in the case of steam drying of algae at
atmospheric pressure [6].

Drying of algae to a moisture content higher
than 15 wt% wb seems to show a linear relation-
ship among the equilibriummoisture content, dry-
ing temperature, and relative vapor pressure
because the required energy for drying is almost
equal to the latent heat for water evaporation. On
the other hand, drying to less than 15 wt% wb
presents a significant decrease in relative vapor
pressure but a significant increase in the drying
temperature due to the removal of bound water.

Hydrogen Production from Algal Pathways, Table 1 Advantages and disadvantages of each cultivation method for
algae

Algal type
Cultivation
method Advantages Disadvantages

Microalgae Open ponds Simple engineering system
Low capital cost
Relatively maintained temperature
due to evaporative cooling
Lower productivity

Influenced strongly by surrounding
environment (temperature, humidity)
Low light exposure
Risk of contamination and problems in
mixing

Closed ponds Simple construction
Low capital cost (higher than open
ponds)
Lower risk of contamination

Low light exposure, needs intensive light
supply
Requires roof and isolation construction
Needs starter chemical

Photo
bioreactors

High productivity
Less water loss
Controllable condition
Longer term culture maintenance
High surface to volume
High volumetric cell density

Higher capital cost
Poor scalability
Needs temperature maintenance
Needs periodic cleaning because of biofilm
formation
Needs starter chemicals

Plastic bag Low capital cost
Less water loss
Simple construction
Low contamination risk

Overheating potential
Poor durability

Well Less area, high areal productivity
Less water loss

Less light supply

Macroalgae Natural
cultivation
(ocean)

No need for water supply
Low capital cost
Natural nutrients supply

Strongly influenced by the natural condition
(ocean)

Artificial ponds Controllable conditions
Better harvest

Need for water supply
Need for nutrients supply
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The removal of this bound water requires much
larger energy than that which is needed for water
evaporation.

Future research and development efforts with
energy-efficient drying have been proposed.
These include the heat recovery, heat and mass
transfer intensification, and dryer selection.
Recently, exergy recovery-based drying has been
proposed to further reduce the energy consump-
tion during high moisture content biomass [34,
35].

Aziz et al. [4, 6] have developed an innovative
drying system for algae with high energy effi-
ciency. Figure 4 shows their proposed algae dry-
ing system adopting a steam tube rotary dryer as
the evaporator. The advantages of this kind of
dryer include the possibility of a large heat trans-
fer area with high thermal efficiency, high han-
dling ability and suitable for continuous
operation, excellent drying control, simple opera-
tion, and easy to use, etc. [36].

In the steam tube rotary dryer, heat is
exchanged conductively in which the heat source
is isolated from the material to be dried, which is
wet algae. The heating tubes installed inside the
steam tube rotary dryer are filled with compressed

steam and arranged in concentric circles inside the
dryer to provide the heat required for drying. The
heating tubes rotate along with the rotary drum.
The heat for drying is provided largely by the
condensation heat of the compressed steam in
the heating tubes. Wet algae are fed continuously
at a uniform rate, tumbled, and agitated by the
rotation of the cylinder. A steam tube rotary dryer
has a slope rotating cylinder to move the material
by gravity, and finally the dried algae are
discharged from the outlet. During traveling
inside the cylinder, algae are heated by contact
with, and radiant heat from, the surfaces of the
steam tubes. The mode of heat exchange inside
the dryer is set to be counter current to achieve a
minimum exergy loss following the heat
exchange.

Figure 5 shows the calculated coefficient of
drying performance, COPdry, of the algae drying
system based on the exergy recovery technology.
In general, the performance of algae drying, based
on exergy recovery, is very high, COPdry is
highest at 18.5 when the target moisture content
is set to 10 wt%wb. As the target moisture content
increases, COPdry gradually decreases because of
a material imbalance, in which the amount of
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compressed steam is insufficient to achieve the
optimum heat pairing. On the other hand, COPdry

also decreases sharply as the drying progresses to
lower moisture contents due to the large energy
requirement for drying and the overall energy
input required in the system.

Thermochemical Conversion
Compared with biochemical conversion, thermo-
chemical conversion can achieve a faster conver-
sion rate and higher carbon conversion efficiency.
The thermochemical conversion of algae includes
gasification, pyrolysis, liquefaction, and direct
combustion. Among them, pyrolysis and gasifica-
tion are two main thermochemical technologies
especially due to their higher conversion effi-
ciency. Furthermore, two gasification technolo-
gies are available today for algae: conventional
thermal-gasification and supercritical water
gasification.

Thermal Gasification
Gasification is a thermochemical conversion of
carbonaceous solid fuel into gas involving the par-
tial oxidation process in the presence of gasifying
agents [37]. Common feedstock in gasification
includes coal, biomass, and municipal solid
waste. Common substances used as gasifying
agents include air, steam, oxygen, CO2, and a mix-
ture of these. Gas produced from gasification are
called “synthetic gas” (syngas) which normally
consist of H2, CO, CO2, CH4, unreacted carbona-
ceous particles, ashes, tars, and oils. Gasification
occurs at high temperature (500–1400 �C) with
operating pressure ranging from atmospheric pres-
sure to 3.3 MPa [37]. Compared to other

thermochemical methods, gasification is found to
provide better results in terms of increased material
decomposition and chemical energy [38]. Com-
pared with pyrolysis, gasification has a higher car-
bon conversion efficiency and conversion rate
[39]. Moreover, gasification has been considered
as a feasible option to produce renewable hydrogen
through highly efficient and clean large-scale
plants [40].

Gasification of biomass is a sequenced process
that consists of the following overlapping steps:
drying, pyrolysis (devolatilization), reduction
(char gasification), and combustion reactions, as
illustrated in Fig. 6. Table 2 provides the reactions
occurring during gasification of the biomass. Dur-
ing drying, inherent moisture residing between the
cell structures of the biomass particles is liberated.
Pyrolysis, which precedes gasification, takes
place involving the thermal decomposition of
larger hydrocarbon molecules of biomass into
smaller condensable and noncondensable gas
molecules without any major chemical reaction
with the gasifying agent.

The products of pyrolysis reactions are gases,
liquids, oxygenated substances, and solids. The
pyrolysis step is then followed by the gasification
step in which a chemical reaction occurs among
the hydrocarbons in the biomass, steam, CO2, O2,
H2, and among the evolved gas. Among those
gasification reactions, the gasification of char is
produced from pyrolysis, which is the most
important reaction. Gasification reactions are
mainly endothermic. Hence, a certain amount of
exothermic combustion (oxidation) reaction is
necessary to provide heat for gasification as well
as for drying and pyrolysis.

DryingBiomass Pyrolysis

Gasses
CO, H2, CH4, H2O

Liquids
tar, oil, naphta

Oxygenated substances
phenols, acid

Solids
char

Gas-phase reactions

Char gasification reactions

(cracking, reforming, 
combustion, shift)

(gasification, combustion, shift)

CO, H2, CH4, 
H2O,CO2, 
cracking products

CO, H2, CH4, 
H2O,CO2, 
unreacted char

Hydrogen Production from Algal Pathways, Fig. 6 Steps of biomass gasification (Adapted from Basu [41]).
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There are several reactor designs used for gas-
ification of biomass, including updraft, down-
draft, fluidized bed, and entrained flow gasifier,
all with their respective advantages and disadvan-
tages. Figure 7 shows the basic principle of each
reactor. In Europe, there are approximately
50 commercial gasifier manufacturers that can be
classified based on their gasifier product as shown
in Fig. 8.

There are some important process parameters
that determine the produced syngas yield, partic-
ularly the hydrogen yield, from gasification of the
biomass as well as gasification of algae. In gasifi-
cation of algae, the main parameters are algae
type, gasifying agent, algae feed particle size,
temperature, catalysts, etc.

• Algae type

During gasification of algae, the reaction rate
and gas yield is predominantly determined by the
algae type as each type has a different composition.
The gasification process of algae is greatly
influenced by the activity of mineral matter content
in the algae material. A study was carried out by
Duman et al. to investigate the hydrogen produc-
tion from gasification of two seaweed species
(Fucus serratus and Laminaria digitata) and a
microalgae species (Nannochloropsis oculata)
using steam as a gasifying agent in a laboratory-
scale updraft gasifier [43]. The results show that the
gasification of seaweeds produced significantly
higher hydrogen yield compared to microalgae at
the same operating gasification parameters. The
different gas yield resulted from the different
amounts and composition of inorganics between
the seaweeds and microalgae. Furthermore, there
was no difference in the gas yield from both sea-
weed species as they have similar elemental and
inorganic compositions. A comparison study was
done by Gonzalez et al. to investigate the perfor-
mance of steam gasification of three different
microalgae species by means of thermo-
gravimetric analysis [44]. According to the
result, Scenedesmus almeriensis produces signif-
icantly higher hydrogen as well as CO and CO2

Hydrogen Production from Algal Pathways,
Table 2 Reactions occurring during gasification [41, 42]

Reaction Type
DH
(kJ mol�1)

Primary
devolatilization

Biomass ! CO,
CO2, CH4, C2H4,
H2O, carbon,
primary tar
(CHxOy)

Tar cracking and
reforming

Primary tar ! CO,
CO2, CH4, C2H4,
H2, secondary tar

Char gasification

C + CO2 ! 2CO Boudouard
reaction

+159.9

C + H2O ! CO +
H2

Water gas
reaction/steam
reforming

+118.5

C + 2H2 ! CH4 Hydrogasification/
methane
production
reaction

�87.5

C + 0.5O2 ! CO Partial oxidation �111

Oxidation reaction

C + O2 ! CO2 Oxidation of
carbon

�394

CO + 0.5O2! CO2 Combustion �283

CH4 + 2O2 ! CO2

+ 2H2O
Combustion �110

H2 + 0.5O2 ! H2O Combustion �242

Shift reaction

CO + H2O ! CO2

+ H2

Water gas-shift
reaction

�40.9

Methanation
reactions

2CO + 2H2 ! CH4

+ CO2

�247

CO + 3H2! CH4 +
H2O

�206

CO2 + 4H2 ! CH4

+ 2H2O
�165

Steam reactions

CH4 + H2O ! CO
+ 3H2

Steam reforming
reaction

+206

CH4 + 0.5O2! CO
+ 2H2

�36
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than Chlorella vulgaris and Nannochloropsis
gaditana, in which the latter produces the lowest
gas yield. The reason for the phenomenon is
because Scenedesmus contains the highest

number of catalytic species, such as K and
Mg. The presence of those species promotes the
water-gas shift and steam reforming reactions
that lead to a higher production of hydrogen.
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Hydrogen Production from Algal Pathways, Fig. 7 Type of biomass gasifier/reactor
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• Gasifying agent

Air is the most common medium used as the
biomass gasification agent as it is the most eco-
nomical. However, air produces syngas with
lower calorific value due to high N2 content
[37]. Syngas with moderate calorific value can
be produced when steam is used as the gasifying
agent. A steam medium also costs somewhere
between air and oxygen [37]. It can produce
more hydrogen yield compared to gasification
using other agents. Water vapor has been identi-
fied as a catalyst for the char formation mecha-
nism that improves the hydrogen concentration in
syngas due to the promotion of the water-gas shift
reaction [45]. It is also favorable over oxygen
gasification as it does not need another penalty
cost in which oxygen gasification needs to meet
the high purity oxygen requirement [46]. Further-
more, steam gasification is already well
established for producing gaseous fuels in the
past decades, making it more readily applicable
than other promising gasification methods, such
as supercritical water gasification [47]. On the
other hand, CO2 as a gasifying agent generally
produces lower hydrogen and CO yields in bio-
mass gasification [45].

• Algae feed particle size

In most biomass gasification cases, it is
believed that larger particle size causes greater
heat transfer resistance. Hence, higher tempera-
ture gradients occur inside the particles that lead to
lower inner temperature than the exterior, at a
given time. As a result, smaller particle size pro-
duces a higher dry gas yield and carbon conver-
sion efficiency. A study was performed by Yan
et al. to determine the effect of the fuel particle
size on the gas field and carbon conversion effi-
ciency of steam gasification using char, derived
from cyanobacterial blooms as fuel at a tempera-
ture range of 600–850 �C [48]. The result
suggested that at the same gasification tempera-
ture, a smaller particle size requires less time for
completing the gasification process owing to the
increase in the effective thermal conductivity.
Thus, a smaller particle size has a higher reaction
speed. However, the study also indicated that the
effect of particle size on gasification was obvious
at lower temperatures, and it becomes less evident
with increasing temperature.
Reaction temperature
Reaction temperature is the most important
parameter in the gasification process. According
to Ahmad et al. [49], generally, a higher tempera-
ture of gasification contributes to a lower concen-
tration of char and heavy tars, and at the same time
it contributes to a higher concentration of hydro-
gen as well as a higher overall gas yield. The
increase in hydrogen concentration is due to the
tar thermal cracking reaction that also leads to
lower tar production. Furthermore, higher gas
yield is caused by higher volatile release at higher
temperatures. A study reported that the hydrogen
yield from steam gasification of macroalgae and
microalgae increased when the temperature of
gasification was raised from 700 �C to 850 �C
owing to the promotion of the thermal cracking
and steam reforming of tar [43]. Another study
reported the effect of reaction temperature on the
high heating value (HHV) of the produced syngas
from gasification of Scenedesmus almeriensis in
the presence of a catalyst [45]. The result indi-
cated that the HHV increased from 23.58 to
24.67 MJ Nm�3 when the reaction temperature
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increased from 500 �C to 700 �C. This is also
followed by the increase of the H2/CO concentra-
tion ratio in syngas from 0.17 to 0.81.
• Catalysts

The addition of a catalyst in biomass gasifica-
tion facilitates effective heat and mass transfer
between particles. As a result, it improves the
efficiency of the gasification reactions
(Boudouard, water-gas, methanation, CO shift,
steam reforming) that contribute to the rise in
hydrogen and CO yield [42]. A study carried out
by Diaz-Rey et al. investigated the effect of three
different Ni-based catalysts on the gas yield pro-
duced from gasification of Scenedesmus
almeriensis (Chlorophyceae-class algae) using a
mixture of CO2 and steam as the gasifying agent
[45]. The results show that Pt-Ni/Al2O3 is the
most effective catalyst that promotes the tar crack-
ing into smaller molecules (H2, CO, and CO2).
Consequently, the catalyst increased the gas yield
as well as the hydrogen production. Furthermore,
it can reduce the H2S contaminant concentration
in the syngas composition. In another study, it is
reported that the Fe2O3-CeO2 catalyst produced
higher hydrogen yield compared to the red mud
and activated red mud catalyst when they are used
for steam gasification of algae [43]. The results
demonstrated that Fe2O3-CeO2 is an effective cat-
alyst to promote the water gas-shift reaction.
Moreover, red mud produced higher hydrogen
than activated red mud owing to the higher
amount of alkali metal.

Although the production of hydrogen through
the thermal gasification route is promising, its uti-
lization is challenging mainly due to the high min-
eral content in algae. Algae typically have higher
amounts of alkali earth and heavy metals than
terrestrial biomass, which causes problems for
some thermo-chemical conversion methods. The
high metal content of algae produces high ash
deposition during thermo-chemical conversion
which probably would be followed by severe slag-
ging and fouling [50] as also commonly occurs in
the case of terrestrial biomass with high metal
content [51]. Several studies were performed to
attempt the utilization of marine algae by using
fluidized bed reactors [52]. Fluidized bed-type

gasifiers offer high: heat and mass transfer, effi-
ciency, and heating values during gasification [47].

In addition, fluidized bed gasification is con-
sidered as a flexible technology which can convert
solid fuels of varying quality [53]. However, gas-
ification of marine algae in a fluidized bed is
expected to be challenging due to the high salt
content which can cause fouling and also agglom-
eration and defluidization of the fluidized bed
gasifier that will lead to the shutdown of the reac-
tor [52]. Gasification of Tetraselmis sp. using flu-
idized bed gasifier and a mixture of steam and air
as the gasifying agent was attempted by
Alghurabie et al. The gasification was carried out
at a steam-to-algae mass ratio of 0.5 and temper-
ature of 850 �C. It was found out that the reactor
had to be shut down after 10 min of the gasifica-
tion process due to severe defluidization in the
reactor following the rapid bed sintering and
agglomeration. Therefore, further intensive stud-
ies are needed to utilize algae as a single fuel in
fluidized bed gasification.

Algae, however, shows promising results to be
used as a secondary fuel in fluidized bed
co-gasification with coal [53] and woody biomass
[54]. The addition of 10 wt%macroalgae (Derbesia
tenuissima) or microalgae (Scenedesmus sp.) to coal
gasification produces more gas yield compared to
pure coal gasification. Moreover, the co-gasification
of Derbesia tenuissima and coal can be performed
without any significant problem. In contrast, the
co-gasification of Scenedesmus sp. and coal had to
be stopped after 2.5 h due to severe agglomeration.
Therefore, considerable attention should be given in
choosing the appropriate algae to be utilized in the
fluidized bed co-gasification application. On the
other hand, addition of macroalgae and microalgae
to gasification of woody biomass increases the H2,
CO, andCH4 yields by 6–31%, 3–20%, and 9–20%,
respectively [54].

Aziz et al. proposed a generation system to
generate power from macroalgae through a
novel integration of drying, gasification, and
combined cycle [47]. The process design and
evaluation of the proposed system was
performed using a commercial process simula-
tor. According to the result, the proposed
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integrated system demonstrated a relatively
high-power generation efficiency of approxi-
mately 60%. Hence, it indicated that high-
power generation efficiencies are possible
when using macroalgae as a fuel source, espe-
cially in power generation applications. It is also
suggested that algae may be used to supply base-
load power, replacing the current use of natural
gas, nuclear energy, and coal.

Supercritical Water Gasification
As a thermochemical conversion technology,
supercritical water gasification (SCWG) utilizes
the positive characteristics of supercritical water,
in which both pressure and temperature are
higher than 22.1 MPa and 374 �C, respectively.
Under these conditions, the decomposition of
biomass feedstock into syngas containing H2,
CO, CH4, and steam is performed. Therefore,
like other gasification technologies, the produced
syngas can be used as fuel for power generation.
In SCWG, water is needed as a solvent which
behaves as a reactant and reaction medium.
Higher than the critical point, the density of
water significantly decreases, leading to a signif-
icant decrease of the static relative dielectric
constant [55]. As a nonpolar solvent [56], water
has excellent transport properties and a strong
ability to decompose hydrocarbons and carbohy-
drates [57]. In addition, hydrogen bonds become
significantly weak allowing a complete miscibil-
ity among gases; therefore, the reaction occurs in
a single homogeneous phase of fluid. Thus, a
faster chemical reaction and higher gasification
efficiency can be achieved, compared with con-
ventional thermal gasification [58].

The formation of tar and char can be avoided.
Hence, almost a complete conversion can be
obtained [59]. Because the water is in a single
phase, the latent heat to change the phase of
water is unnecessary and drying can be eliminated
[58, 60]. In addition, the gasification can be
performed at relatively lower temperatures com-
pared to conventional thermal gasification.
SCWG can produce very clean syngas containing
almost no NOx and SOx, with a low concentration
of CO.

Algae conversion through SCWG is very
advantageous because algae, especially micro-
algae, can easily dissolve in water and require a
very simple treatment to make them slurry. Slurry
with high viscosity is crucial in the success of
continuous feeding in SCWG. Unfortunately,
although no latent heat of evaporation is required,
the total energy required to elevate the water to a
temperature of 600 �C at 30 MPa is almost the
same as the energy consumed for water evapora-
tion and a temperature increase at 0.1MPa [55]. In
addition, according to some reports [61, 62], the
total consumed energy to perform SCWG can be
the same as the heating value of the feedstock.
Therefore, an efficient heat circulation technology
is urgently required to be developed and
employed to solve this problem.

Calzavara et al. [63] presented an energy anal-
ysis of SCWG for biomass material and explained
that energy recovery management is an important
point in its process design. Furthermore, Fiori
et al. [64] developed an energetically self-
sustained SCWG process for biomass employing
simple heat recovery. In addition, simple heat
recovery was applied in an SCWG reactor driven
by concentrated solar energy [65].

To improve the gasification efficiency, some
catalysts have been studied. It was reported that
the total gas yield and composition differ for dif-
ferent catalysts [57]. Generally, rich hydrogen and
low carbon monoxide contents of syngas can be
produced [66]. Gasification performed under
supercritical conditions is considered still under
research and relatively far for its application. In
addition, the high salt content of macroalgae
results in corrosion and salt precipitation.
Although drying can be bypassed in supercritical
water gasification, the energy consumption to pro-
vide the supercritical condition is very large and
almost approaches the heating value of the feed-
stock [55].

Other Thermochemical Processes
Biomass pyrolysis is also a popular thermochem-
ical conversion option to produce hydrogen from
biomass. The concept of hydrogen production
through pyrolysis is similar to gasification;
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however, pyrolysis takes place at a lower temper-
ature in the absence of the gasification agent
[67]. The main products of pyrolysis are a solid
(char), an organic liquid (crude oil), and a low
calorific value gas (pyrogas), in different ratios
depending on the process conditions, reactor
type, and fuel characteristics [68]. The biomass
pyrolysis process produces less hydrogen than
gasification. Low heating rate, long residence
time, and high temperature are favored to enhance
the gas yield from the pyrolysis process.
[67]. Therefore, recent studies regarding algae
pyrolysis are mainly focused on bio-oil produc-
tion, instead of syngas, through flash and fast
pyrolysis that operates at a high heating rate and
short vapor residence time. Fast and flash pyroly-
sis maximizes liquid yield (pyrolysis oil, also
called bio-crude oil) when temperatures are in
the range of approximately 450–550 �C
[68]. According to Chiaramonti et al., in a general
scheme coupling microalgae cultivation and
pyrolysis process to produce oil as the main prod-
uct, the noncondensable gas product from pyrol-
ysis could be used to provide heat for the pyrolysis
process itself and even for algae drying in the
coupling system [68].

Beside pyrolysis, hydrothermal liquefaction
(HTL) is also another common route to convert
algae into bio-oil. The HTL takes place at a low
temperature (300–350 �C) and high pressure
(5–20 MPa) and utilizes the high-water activity
in subcritical conditions to decompose biomass
materials down to shorter and smaller molecular
materials with a higher energy density [69].

Biochemical Conversion to Hydrogen
Algae conversion to hydrogen can also be carried
out through a biochemical route by utilizing
microorganisms and enzymes to breakdown the
algae into liquid or gaseous fuels. In general,
biochemical conversion leads to lower conversion
efficiency and a slower conversion rate than a
thermochemical route, which uses a lower con-
version efficiency and requires a larger area [70,
71]. The common biochemical conversion route
for hydrogen production includes biophotolysis
(direct and indirect), photo-fermentation, and
dark fermentation.

Direct photolysis occurs by utilizing the pho-
tosynthetic ability of algae and cyanobacteria to
split water directly into oxygen and hydrogen.
The advantage of direct photolysis is that the
principal feed is water, which is readily available
and cheap [72]. In indirect biophotolysis, an
organic compound and H2O act as an electron
donor during the process reaction, instead of
only H2O, as in direct biophotolysis. Furthermore,
biophotolysis technology might not be economi-
cally feasible for sustainable hydrogen production
in the near future, due to several existing techno-
logical limitations, such as costly photobioreactor
systems, inefficient photosynthesis, and low
hydrogen evolution yields of biological
systems [73].

The dark fermentation process has recently
been gaining attention for biohydrogen produc-
tion owing to its simplicity and ability to convert
various substrates [11]. Dark fermentation can be
performed by using either pure or mixed cultures
of hydrogen-producing bacteria (HPB). However,
the yield of biohydrogen production via dark fer-
mentation is relatively low, because hydrogen is
produced as an intermediate product which would
be converted later to methane, acetic, and pro-
pionic acid by hydrogen-consuming bacteria
(HCB) during dark fermentation. Hence, more
attention should be given to develop a method
that inhibits the activity of HCB and enhances
the activity of HPB to improve the yield of
biohydrogen production [74]. Furthermore,
according to Sambusiti et al., macroalgae and
microalgae have chemical and structural barriers
that would inhibit their degradation during dark
fermentation. This suggestion is confirmed by the
low biodegradability of algae (below 36%) during
the dark fermentation process [11].

The photo-fermentation process depends on
the capability of photosynthetic microorganisms
to directly convert solar energy into hydrogen
from organic substrates. The photosynthetic sys-
tem of purple bacteria used in the photo-
fermentation process is a relatively simpler pho-
tosynthetic system compared to the green algae
used in biophotolysis. It consists of only one
photosystem which is fixed in the intracellular
membrane [72]. There are several drawbacks of
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the photo-fermentation process, which includes
the high-energy demand owing to the use of the
nitrogenase enzyme, the low solar energy efficien-
cies, and the large area required for anaerobic
photo-bioreactors [75].

Chemical Looping
Chemical looping is considered an advanced tech-
nology which can convert and harvest the energy
from carbon-based material with free CO2 emis-
sion [76]. Carbon in algae will react with the
oxygen carrier producing CO2, which is further
separated. The separated CO2 in chemical looping
might be sequestered realizing a carbon negative
energy harvesting or circulated back to the culti-
vation for material recirculation. The oxidation in
chemical looping is performed without any direct
contact between the fuel and oxygen (air). Oxy-
gen is brought and transferred by metal oxide
which is acting as the oxygen carrier. Some poten-
tial oxygen carriers include: iron oxide (Fe2O3),
nickel oxide (NiO), and manganese oxide
(Mn3O4). Among them, the iron-based oxygen
carrier is considered promising due to its low
cost, high oxygen carrying capacity, no catalyti-
cally dependent reaction, favorable mechanical
strength, and high conversion of syngas to com-
bustion products and steam to hydrogen [77]. In
addition, it is nontoxic and easy to handle because
it is stable under ambient conditions.

Chemical looping can be divided into syngas
chemical looping (SCL) and direct chemical
looping (DCL). In SCL, the produced syngas
from the conversion process, especially gasifica-
tion, reacts with the oxygen carrier producing a
reduced oxygen carrier, CO2 and H2O. Compared
to direct chemical looping, it has some benefits,
especially regarding better solids handling
[78]. On the other hand, in DCL, the solid fuel
directly reacts with the oxygen carrier producing
almost the same products of SCL with additional
remaining materials. DCL has some benefits of
fewer unit operations, higher H2-to-CO2 ratio, and
a lower oxygen requirement [78].

To produce hydrogen, chemical looping with
three circulating reactors are employed: reducer
(fuel reactor), oxidizer (steam reactor), and com-
bustor (air reactor). CO2 and H2 are basically

produced in the reducer and oxidizer, respectively.
Figure 9 shows the basic schematic diagram of
chemical looping for hydrogen production with
three continuous reactors. Generally, a counter
current moving-bed reactor is employed in the
case of both the reducer and the oxidizer, while
an entrained fluidized bed is adopted for the com-
bustor [79, 80]. Therefore, it is important to note
that in both the reducer and the oxidizer, the
fluidization velocity must be lower than the min-
imum fluidization velocity. Because the flow rate
of the syngas is fixed, the size of the reactor must
be set accordingly.

In the case of SCL, syngas is initially com-
pressed and directly used as a fluidizing gas.
Overall, the reduction is primarily endothermic,
although it can also be slightly exothermic
depending on the composition of the syngas.
The reactions assumed to occur during reduction
are listed in Table 3 [76]. In the case of DCL, the
algae, CxHyOz, will react directly with iron oxide
producing Fe, FeO, CO2, and H2O.

CO2 and steam are produced during the reduc-
tion and then leave the reducer, after which they
are further cooled in preparation for separation in
the condenser. The reduced iron particles,
consisting mainly of Fe and FeO, flow to the
oxidizer in which oxidation, with steam as the
reactant, takes place to generate highly pure
hydrogen after separation in the condenser. The
main reactions taking place inside the oxidizer in
the presence of excess steam are listed in
Table 4 [76].

The partially oxidized oxygen carriers move to
the combustor for reclamation. The reaction
inside the combustor is shown below:

4Fe3O4 + O2 ! 6Fe2O3 DH = �471.6 kJ mol�1.

Hydrogen Storage
Under atmospheric conditions, hydrogen has a
high gravimetric energy density of 33 kWh
kg-H2

�1. However, the volumetric energy density
of hydrogen is very low compared to other hydro-
carbon fuels, which is only 3 Wh L-gaseous-
H2

�1. This presents a challenge to store and trans-
port the produced hydrogen. Some effective
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storage and transportation methods for hydrogen
have been developed and applied. These include
compression, liquefaction, and chemical and
physical storages. Although compressed and liq-
uid hydrogen storages are regarded as the
established methods to store and transport

hydrogen, they encounter some problems related
to large energy consumption and relatively low
safety. Recently, liquid organic hydrogen carrier
(LOHC) is believed to be promising to store
hydrogen due to its high safety, high storage
capacity, excellent reversibility, longer storage
time, and lower CO2 emissions [81, 82]. In addi-
tion, ammonia is also considered as a promising
liquid hydrogen carrier, but unfortunately it is
toxic and corrosive, has a potent odor and must
be transported by a specially designed tanker.

With the LOHC, the hydrogen is covalently
bonded through hydrogenation. Furthermore,
when the hydrogen is demanded, hydrogen can
be released from the LOHC via dehydrogenation.
Some available LOHC cycles include
cyclohexane-benzene, decaline-naphthalene, and
toluene-methylcyclohexane (MCH). The cycle of
toluene (C7H8)–methylcyclohexane (C7H14) is
considered very probable to store and transport
the hydrogen because it is cheap, stable, and easy
to transport. Both toluene and MCH have a wide
temperature range as a liquid which is favorable

Hydrogen Production from Algal Pathways,
Table 3 Reactions during reduction in SCL

Reaction Heat of reaction

Fe2O3 + CO! 2FeO + CO2 DH = �2.8 kJ mol�1

FeO + CO ! Fe + CO2 DH = �11 kJ mol�1

Fe2O3 + H2 ! 2FeO + H2O DH = 38.4 kJ mol�1

FeO + H2 ! Fe + H2O DH = 30.2 kJ mol�1

4Fe2O3 + 3CH4 ! 8Fe +
3CO2 + 6H2O

DH = 897.175 kJ mol�1

Hydrogen Production from Algal Pathways,
Table 4 Reactions during oxidation in chemical looping

Reaction Heat of reaction

Fe + H2O ! FeO + H2O DH= �30.2 kJ mol�1

3FeO + H2O ! Fe3O4 + H2 DH= �60.6 kJ mol�1
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for long storage under fluctuating environments.
Also, a large-scale demonstration test has been
conducted successfully by Chiyoda Corporation
in Japan proving their applicability [83]. Hydroge-
nation is considered as a well-established technol-
ogy including the used catalyst. The reaction, in
the case of toluene-MCH, occurs as follows:

C7H8 + 3H2 ! C2H14 DH = �205 kJ mol�1.

Highly Energy-Efficient Integrated
Systems

To produce hydrogen from algae, there are some
available studies dealing with the integrated sys-
tems with high energy efficiency, employing dif-
ferent options of technologies. These integrated
systems are mainly designed based on the princi-
ples of enhanced process integration technology
(EPI) to minimize the exergy destruction through-
out the integrated systems.

Enhanced Process Integration
Enhanced process integration (EPI) consists of
heat circulation (exergy recovery) and process
integration technologies. The former focuses on
any single process in which the energy or the heat
associated throughout the process is effectively
recirculated. The idea of heat circulation is signif-
icantly different from the conventional heat recov-
ery which is generally adopted today [84–88]. In
heat circulation, the quality of the recovered

energy/heat is maintained to be the same through
the optimal self-heat exchange throughout the
process. Therefore, a large amount of energy/
heat can be recirculated and high energy effi-
ciency can be achieved.

Heat circulation can be realized by combining
the exergy-rate elevation with heat pairing. Fig-
ure 10 shows the principle of elevation of exergy-
rate and its two examples conducted through com-
pression and heat combination. The exergy rate of
the process stream, as a cold stream, can be ele-
vated through compression, heat combination,
and the heat pump to create the hot stream. Fur-
thermore, to obtain a maximum amount of recov-
ered heat, heat pairing between the hot and cold
streams is conducted in consideration of heat type,
amount, and exergy rate. Hence, an optimum bal-
ance of heat exchange among the streams can be
achieved.

Unfortunately, due to various factors, the
amount of heat between the hot and cold streams
in any single process cannot be matched effec-
tively, resulting in generation of unrecoverable
heat. Hence, an imbalance in heat pairing among
hot and cold streams occurs, especially in heat
pairing of latent heat between the process and
the compressed streams. This imbalanced amount
of heat exchange results in an unrecoverable
energy/heat in any single process. In addition, a
minimum temperature approach which is required
for heat exchange also causes additional
unrecoverable heat. Therefore, the process inte-
gration is introduced to utilize the unrecoverable
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energy/heat in any process to other processes.
Hence, the total exergy destruction throughout
the integrated system can be minimized.

Integrated SCWG, Hydrogen Separation, and
Hydrogenation
Aziz [89] has developed an innovative system
converting algae to hydrogen by integrating
SCWG, hydrogen separation, and hydrogenation.
Figure 11 shows the material (solid line) and
energy (dotted line) flow diagram of the integrated
system.

The system consists of several continuous pro-
cesses: SCWG, hydrogen separation, hydrogena-
tion, and a combined cycle. The harvested algae
are initially treated by creating a slurry before
being fed to the SCWG reactor for conversion.
The produced syngas then goes through hydrogen
separation to produce highly pure and clean
hydrogen. The separated hydrogen then flows to
the hydrogenator to be covalently bonded to tolu-
ene, producing MCH. On the other hand, the
remaining gas from the separation is utilized as
fuel for combustion in the combined cycle to
produce electricity. In addition, a portion of the
heat from the combined cycle is utilized to elevate
the exergy rate in the SCWGmodule through heat
combination. Furthermore, the flue gas from the
combined cycle is recycled back to the cultivation,
providing the nutrients for algae (CO2

bio-sequestration).
The produced hydrogen-rich syngas from

SCWG is going to separate without being shifted
for enrichment of hydrogen content. The shift
reaction, which is the reaction of CO with steam
to produce hydrogen, is an endothermic reaction.
Therefore, energy must be provided, leading to

the decrease of overall energy efficiency. Further-
more, co-production of hydrogen and electricity is
regarded capable of maximizing the total energy
conversion efficiency. In situ power generation
using the remaining syngas is expected to be
able to cover the electricity required by the inter-
nal system, such as pumps, compressors, and
other auxiliaries. In addition, the remaining gen-
erated electricity can be delivered and sold to the
grid for additional revenue.

The schematic process flow diagram of the
integrated system is presented in Fig. 12. Algae
slurry is pumped to the target pressure for SCWG
and then it flows to the gasifier after being pre-
heated using the condensation from the steam
turbine and condensed mixture of syngas and
steam from the SCWG reactor. On the other
hand, water is also pumped and preheated in par-
allel with the algae slurry. The water is utilized as
a fluidizing gas and reactant, and it is fed from the
bottom of the gasifier. Algae are converted into
syngas in the gasifier and the mixture of syngas
and steam is exhausted from the overhead of the
gasifier. This mixture is then superheated utilizing
the hot flue gas from the gas turbine to raise its
exergy rate to facilitate a self-heated exchange.
The superheated mixture of syngas and steam is
then recirculated back to the gasifier through
heating tubes immersed inside the gasifier and
then flow to the preheaters. Syngas and steam
are separated in the condenser producing rela-
tively pure syngas. In addition, the compression
energy generated by syngas is recovered by the
expander.

The expanded syngas then flows to the separa-
tor for hydrogen separation. The separated highly
pure hydrogen (permeate) is preheated before
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being hydrogenated with toluene to produce
MCH. On the other hand, the remaining syngas
(raffinate) flows to the combustor as fuel produc-
ing a high temperature and pressure gas. This hot
gas then expands in the gas turbine for power
generation. Furthermore, the flue gas from the
gas turbine is initially utilized to superheat the
mixture of syngas and steam before it flows to
the heat recovery steam generator (HRSG) to gen-
erate steam for the steam turbine.

In this system, the fluidized bed-type gasifier is
employed as the SCWG reactor due to its benefi-
cial characteristics, such as capability for plug-
ging avoidance, excellent particle mixing,
uniform temperature distribution across the bed,
high rate of heat and mass transfers, and high
conversion rate. The success of the fluidized bed
application for SCWG has been reported [62]. To
improve the gasification efficiency in terms of
carbon conversion, a catalyst such as Ru/TiO2 is
loaded inside the gasifier. The application of the
catalyst leads to complete carbon conversion and
syngas production rich in hydrogen [57]. In addi-
tion, to increase the dynamics of the particles
inside the gasifier, fluidizing particles such as
alumina can be adopted. In addition, the fluidizing
particles are also able to prevent the formation of

the ash layer and char on the gasifier wall and
support the catalyst. As a result, high gasification
performance can be earned.

As the produced syngas is relatively clean, it
flows directly to hydrogen separation bypassing
gas cleaning. There are some available technolo-
gies for hydrogen separation including mem-
brane, adsorption, absorption, and condensation.
Among them, membrane-based separation is con-
sidered to be relatively mature technology which
is ready for application. Membrane-based separa-
tion has some advantages of low energy consump-
tion, absence of additives, easy control, easy scale
up and down, possibility for continuous opera-
tion, and mild process conditions [90]. During
separation, all the impurities are rejected and
hydrogen is preferentially passed into the product
stream. There are four types of membrane separa-
tion: polymeric, nanoporous, dense metal, and ion
conduction. Among them, polymeric membrane
has gained broader commercial application than
the others. It is a microporous film acting as a
semi-permeable barrier which separates the differ-
ent matters due to the difference in physical prop-
erties, especially particle size. The advantages of
the polymeric membrane include permselectivity,
reasonable cost, and low operating temperature
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[91]. Hence, in the proposed system, a polymeric
membrane is adopted for hydrogen separation.

Figure 13 shows the performance of the inte-
grated system in terms of total energy efficiency
correlated with fluidization velocity and pressure
during SCWG. Chlorella vulgaris with moisture
content and flowrate of 90wt%wb and 1000 t-h�1,
respectively, is used as the sample. The total
energy efficiency of the system is very high,
higher than 60%. Regarding the hydrogen produc-
tion, about 3.5 t-H2 h�1 can be produced and
hydrogenated with toluene-producing MCH. The
total energy efficiency decreases following the
increase of fluidization velocity. In addition, gas-
ification that is performed under a gasification

pressure of 25 MPa shows a higher total energy
efficiency than that of 30 MPa.

Integrated Drying, Gasification, and Syngas
Chemical Looping
Zaini et al. [92] have proposed a co-generation
system converting algae to hydrogen and power
by using a chemical looping-based system.
Figure 14 presents the schematic diagram of the
integrated co-generation system based on the
chemical looping process. The co-generation sys-
tem consists of drying, steam gasification, a chem-
ical looping process, and power generation.
Firstly, wet algae are fed to the drying process to
improve their characteristics. The dried algae are
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then subjected to the gasification process where
they are reduced with steam to produce syngas. To
evaluate the performance of the system, brown
seaweed (Fucus serratus) is used as the fuel feed-
stock. A study carried out by Duman et al. showed
that Fucus serratus has higher hydrogen yield
from a steam gasification process compared to
another seaweed species (Laminaria digitata)
and microalgae (Nannochloropsis oculata) [43].

A steam tube rotary dryer is selected as the
evaporator. In the steam tube rotary dryer, heating
tubes covering the full length of the dryer are
arranged in a concentric circle within the dryer,
supplying the heat required for drying. Further-
more, Figure 15 shows the process flow diagram
of the algae gasification process integrated with
the chemical looping system and the power gen-
eration system. A dual circulating fluidized bed
gasifier, consisting of a gasifier and a combustor
operated at near atmospheric pressure, was used
for the algae conversion as this technology has a
higher carbon conversion efficiency, higher con-
version rate, high mass and heat transfers, and
high efficiency [79]. Before entering the gasifier,
the dried algae were milled to achieve a smaller
particle size distribution. Hence, better fluidiza-
tion and greater mass and heat transfer inside the
gasifier can be accomplished. Steam, which acted
as the gasification reactant and fluidizing agent,
flowed from the bottom of the gasifier. Moreover,
sand (olivine) was loaded into the gasifier to
enhance the fluidization and heat transfer across
the gasifier bed. The fluidized bed gasifier nor-
mally operates at a temperature range of
750–850 �C [93]. Gasification then produces H2,
CO, CO2, and CH4-rich syngas which is
discharged from the gasifier along with the
unreacted char and sand to the cyclone for sepa-
ration. In the cyclone, the unreacted char and sand
are then separated from the raw syngas. Raw
syngas is circulated to another separation process
to remove the slag content. After separation, the
unreacted solid goes into the fluidized bed com-
bustor in which it reacts with preheated air flow
from the bottom of the bed. The fluidized bed
combustor operates at a higher temperature than
the gasifier, which ranged between 900 �C and
950 �C [93].

The SCL system consists of three different
reactors, namely, a fuel reactor, a steam reactor,
and an air reactor. The chain of reaction occurs in
those reactors converting syngas produced from
the gasification of algae into H2, CO2, and power.
The iron-based oxygen carrier is utilized to
accommodate the reduction and oxidation reac-
tions. To provide more heat for the circulating
reactors, inert Al2O3 is added into the system as
an additional heat carrier. SiC is also added as
inert support particles. The mass fraction of the
solids circulating in the SCL was assumed as 70%
Fe2O3, 15% SiC, and 15% Al2O3, as suggested by
Fan [76]. The chemical looping process began
with reduction reactions between the syngas fuel
and oxygen carried by Fe2O3 in the fuel reactor.
The fuel reactor is operated at a pressure range of
1.5–3.5 MPa and a temperature of 900 �C. A mix-
ture of steam and CO2 is produced from the reduc-
tion reactions. The reduction reactions in the fuel
reactor produced Fe and FeO that were circulated
into the steam reactor to undergo oxidation reac-
tions with steam to produce hydrogen. Subse-
quently, Fe3O4 was then produced from the
steam reaction and carried out into the air reactor
to be recovered back to Fe2O3 by combustion with
air. It should be noted that the air reactor was
operated at 0.2 MPa higher pressure than the fuel
and steam reactor, as suggested by Aziz et al.
[79]. The remaining energy in the downstream
of each reactor is recovered by utilizing expanders
to convert the energy to electrical power.

The outcome of the simulation shows promis-
ing results, as the total efficiency, hydrogen
production efficiency, and power generation
efficiency are 71.71%, 57.25%, and 14.46%,
respectively, when the co-generation system is
performed at target moisture during drying of
5%, steam-to-biomass ratio during gasification
of 0.7 and operating pressure of SCL system of
3.0 MPa. Increasing the target moisture content
during drying has an adverse effect on the system
performance as the efficiency decreased due to the
lower hydrogen production in the steam reactor,
although the net power could be elevated.

Furthermore, increasing the steam-to-biomass
ratio also had a similar effect to the high target
moisture content. The presence of more steam
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during gasification shifted the syngas composition
that later reduced the total efficiency of the
co-generation system. On the other hand, increas-
ing the operating pressure had a positive effect on
the system performance although the total effi-
ciency did not increase significantly. The net
power of the system gradually and linearly
increased with increased operating pressure of
the SCL, followed by a slight increase of the
total efficiency.

Conclusions

Energy production, especially hydrogen, from
algae is considered with high potential. Algae
are widely distributed across the globe and have
different characteristics depending on the types
and other environmental conditions. Conversion
of algae to hydrogen involves multiple processes.
Therefore, selection of the appropriate technolo-
gies is considered very important to effectively
convert algae to hydrogen.

Furthermore, some state-of-the-art utilization
systems for algae employing EPI technology are
shown. In EPI technology, the concepts of heat
circulation (exergy recovery) and process integra-
tion are employed to minimize exergy destruction.
Hence, higher energy efficiency can be realized.
Technologies with high energy efficiency are
urgently required to improve the energy profit
ratio (EPR) from the use of microalgae. Techno-
logical deployment of the proposed integrated
processes is expected to improve the world’s
energy security and provide energy in a more
environmentally friendly manner.
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Glossary

PEC cell Photoelectrochemical cell for
water splitting that converts solar energy
directly to hydrogen fuel from photo-
electrolysis. It comprises a photoelectrode
and a counter electrode immersed in an elec-
trolyte solution.

PV cell Photovoltaic solar cell for electricity gen-
eration from sunlight.

Solar tandem cell Solar cell consisting of two or
more absorbers stacked one over the others,
which together convert more of the sunlight
spectrum and therefore increase the overall
cell efficiency.

PEC-PV tandem PV-assisted PEC water split-
ting system, i.e., an integrated PV-PEC device
where a PV cell is stacked on a photoelectrode

for providing the necessary bias voltage to
photoelectrochemical water splitting.

Photoelectrode Photoelectrode is an electrode
capable of initiating electrochemical trans-
formations after absorbing light quanta
(definition by IUPAC). In the solar water
splitting context, photoelectrode is made
of a semiconductor film on an electrically
conductive material (substrate) for water oxi-
dation or reduction (photoanode or photo-
cathode, respectively); the generated electric
current is then used in the counter electrode to
promote the counter-redox reaction of water
splitting.

Definition of the Subject and Its
Importance

Hydrogen is a valuable chemical commodity, not
only in today’s industrial marketplace but also in
the emerging green economy. Hydrogen is
envisioned as one of the most promising fuel
options for the storage and distribution of energy
derived from renewable sources. In particular,
hydrogen generated from solar energy is
described as a potential energy storage medium
to offset the variability of solar energy for a
sustainable society [1]. Photoelectrochemical
(PEC) systems combine solar collection and
water electrolysis in a single device to produce
hydrogen and oxygen gases, which can recom-
bine in fuel cells to convert the stored energy into
electricity. Although the first report on electro-
chemical photolysis of water by Fujishima and
Honda [2] is more than 40 years, there is still no
commercial PEC device effectively producing
solar hydrogen. Practical PEC solar fuel produc-
tion on a global scale requires the development
of devices that are highly efficient, stable, cost-
effective, and simple in design. Moreover, the
realization of this vision requires laboratory
experiments to be engineered into a large-scale

# Springer Science+Business Media, LLC, part of Springer Nature 2019
T. E. Lipman, A. Z. Weber (eds.), Fuel Cells and Hydrogen Production,
https://doi.org/10.1007/978-1-4939-7789-5_957

Originally published in
R. A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,# Springer Science+Business Media LLC 2018
https://doi.org/10.1007/978-1-4939-2493-6_957-1

1003

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_957&domain=pdf
https://doi.org/10.1007/978-1-4939-2493-6_957-1


technology. The present entry summarizes the
state-of-the-art semiconductor materials, co-
catalysts, coatings, and design configurations, as
well as new diagnostics and fundamental mecha-
nisms to target a low-cost high-conversion-
efficiency and durable PEC water splitting device
for hydrogen production.

Introduction

The most important challenge that humanity is
currently facing is the development of a long-
term and sustainable energy economy. Due to
world population increase and industrialization,
the total energy consumption is expected to
increase from the present 15 TW to 30 TW by
2050 [3, 4]. Presently, fossil fuels provide almost
80% of our energy needs, which will be unable to
keep up the global energy demand [5]. Addition-
ally, in the last few years, the consumption of
fossil fuels never stopped growing and this
behavior is projected for the next decades
[6]. As side effects, global warming conse-
quences, natural resources depletion, and global
health deterioration are expected to be gradually
intensified. Thus, the exploitation of new and
promising technologies based on alternative,
nonpolluting, and clean energy sources becomes
imperative [7].

Solar energy is the largest andmost widespread
source of renewable energy. The sun irradiance
reaching the Earth is plentiful enough to fulfill the
humankind energy consumption more than ten
thousand times over (120 PW strikes the surface
of the Earth, out of which 36 PW is on land)
[8]. The solar cell market is one of the fastest
growing in the last decade (ca. 40% per year)
[9]; however, the photovoltaic (PV) technology
only works in a daily basis, and it largely depends
on the amount of solar irradiation available. Thus,
the intermittency of the solar light flux can cause
great fluctuation of the electric grid, which
requires the development of efficient approaches
to energy storage [7, 10]. Storage approaches such
as lithium ion batteries and supercapacitors
remain too expensive for grid-scale energy stor-
age, and potentially cheaper alternatives such as

redox flow batteries are still under research and
development.

Solar water splitting mimics nature, which
achieves solar energy storage for billions of years
through photosynthesis, converting solar energy
directly into chemicals fuels [10]. Hydrogen gen-
erated from solar energy is an attractive and flexible
energy carrier due to its potential applications
across all energy sectors: it is storable and trans-
portable, and it can be efficiently converted into
electricity for stationary or mobile applications and
used as a feedstock of fuel cells and for the chem-
ical industry [11, 12]. This offers the prospect of a
future energy infrastructure based on sunlight,
hydrogen, and electricity – Fig. 1 [4].

There are presently several approaches aiming
solar-to-hydrogen (STH) conversion as illustrated
in Fig. 2 [13]. The two first processes are based on
composed devices and consider solar-thermo-
chemical cycles (STC). Process I comprehends
two-step STH mechanisms, being the photon-to-
thermal energy conversion followed by the
thermal-to-chemical conversion. Process II
involves the hydrogen generation through three
steps, i.e., photon-to-heat, heat-to-electricity, and
electricity-to-chemical [14, 15]. Particularly, heat-
to-electricity step uses concentrating solar thermal
(CST) systems [13]. Process III considers the use
of two commercial technologies, namely PV cells,
responsible for the photon-to-electric conversion,
associated with an electrolyzer to convert electric

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 1 A possible future energy triangle
based on solar energy (Adapted from Ref. [4])
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energy into a chemical fuel [16]. Although such
combinations have been demonstrated and tested
in several pilot plants [17], PV + electrolyzer
approach is too expensive for large solar hydrogen
production (cost of hydrogen is around $10 kg�1);
ca. 30% of the power produced by the PV cell is
lost for heat generation rather than to hydrogen
production [18]. This motivates research on PEC
cells (process IV) based on a semiconductor-
liquid junction (SCLJ) that allows the direct
photon-to-chemical energy conversion. The
major advantage of PEC water splitting is that
solar collection, conversion, and storage are com-
bined in a stand-alone system, promoting oxygen
and hydrogen evolutions at separate electrodes,
which can recombine in fuel cells to convert the
stored energy into electricity [19, 20].

From the different approaches to generate
renewable hydrogen, PEC devices are among the
most promising, yet probably also the most chal-
lenging. PEC water splitting technology remains
at an early stage, and research in this area is
mostly academic. However, recent techno-
economic analyses suggest that a PEC device
can only become cost-competitive if it is produced
at very low end-cost of ca. $150 per m2 (device
including semiconductor, substrates, housing, and
membranes if needed) with improved STH effi-
ciency of 10% and lifetime of 10 years, indicating
that solar hydrogen has the potential to be pro-
duced at $1 to $10 per kg [7, 21]. Further
advances require new physical insights into

promising materials with respect to light absorp-
tion, charge transport/transfer, stability and photo-
catalytic activity, and the design and materials
used to construct the photoelectrochemical
panels.

PEC Water Splitting: Working Principles

The working principles of a PEC water splitting
system based on a single photoelectrode and a
metal counter electrode are illustrated in the
energy diagram of Fig. 3. This is the simplest
possible configuration consisting of two elec-
trodes: a photoactive semiconductor electrode
and a metal counter electrode, both immersed in
an electrolyte solution that allows the transport of
the ionic species. The photoactive material can be
either an n-type or p-type semiconductor.
A semiconductor having large number of elec-
trons in the conduction band is an n-type semi-
conductor, whereas in a p-type semiconductor the
holes are the majority carriers. Therefore, a photo-
anode is an n-type semiconductor in PEC water
splitting cells, the oxidation of water to oxygen
occurs at the semiconductor/electrolyte interface,
and the photocathode is a p-type semiconductor
evolving hydrogen.

When a semiconductor electrode is immersed
in an electrolyte solution in dark, charge equili-
bration occurs at the interface forming a semicon-
ductor/electrolyte junction (Fig. 3 – left-side). For
establishing the thermodynamic equilibrium, the
majority charge carriers (electrons in an n-type
semiconductor and holes in a p-type semiconduc-
tor) are transferred to the second phase upon con-
tact to equalize the Fermi levels. The excess of
charges positioned on the semiconductor side is
not located at its surface, as it would be in the case
of a metallic electrode, but instead it extends into
the electrode for a deeper distance, i.e., the space
charge layer [22]. For an n-type semiconductor
electrode, the Fermi level is normally higher than
the redox potential of the electrolyte and then
electrons are transferred from the electrode into
the solution. Therefore, a positive space charge
layer is formed, also called depletion layer since
the region is depleted of majority charge carriers.

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 2 Solar-to-hydrogen (STH) con-
version pathways (Adapted from Ref. [13]). STC is the
solar-thermochemical cycles; CST is the concentrating
solar thermal systems; PV is the photovoltaic solar cells;
and PEC is the photoelectrochemical cell based on a semi-
conductor/liquid junction (SCLJ)
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On the other hand, a p-type semiconductor has an
initial Fermi level below that of the electrolyte; a
negative space charge layer is then formed as
holes are transferred into the electrolyte.
A charged layer of opposite sign is induced in
the electrolyte adjacent to the interface with the
solid electrode – Helmholtz layer. This layer con-
sists of charged ions from the adsorbed electrolyte
on the solid electrode surface. The Helmholtz
layer width (few angstroms) is usually smaller
than the space charge layer width [23].

Under illumination, a semiconductor absorbs
photons with energies higher than its bandgap
energy (Eg), injecting electrons from the
valence band (VB) to the conduction band
(CB) and, consequently, creating electron-hole
pairs – Eq. 1. The photovoltage (DEphoto) gen-
erated by the subsequent separation of the
photogenerated charges can directly drive an
electrochemical solar-to-fuel production reac-
tion. For an n-type semiconductor photoanode,
the case illustrated in Fig. 3 (right-side), photo-
generated electrons within the space charge
region are driven by the electric field away
from the semiconductor/electrolyte interface.
Under illumination, the injected electrons raise
the Fermi level decreasing the band bending and
splitting into a quasi-Fermi level for electrons
and for holes close to the interface. The excited
electrons flow from the back contact of the

semiconductor, via the external circuit, to the
counter electrode, where they reduce water to
hydrogen – Eq. 2 or Eq. 4, depending of the
electrolyte medium. Either water reacts with
the semiconductor surface holes or OH¯ ions
diffuse back to react with holes at the surface
of the photoelectrode, oxidizing holes to
oxygen – respectively Eqs. 3 or 5.

A different design is also possible with a p-type
semiconductor (photocathode) – Fig. 4. In this
case, the photocathode, converting incident pho-
tons to electron-hole pairs, reduces protons or
water to hydrogen – Eqs. 2 or 4, depending on
pH medium – at the interface, while oxygen is
evolved at the metal anode.

In a PEC cell with an acidic electrolyte the
oxygen evolution reaction (OER) and hydrogen
evolution reaction (HER) are as follows:

4hv ! 4 e� þ 4 hþ (1)

4 Hþ þ 4 e� ! 2 H2;

Eo
Hþ=H2

¼ þ 0:00 VNHE
(2)

2 H2O þ 4hþ ! 4 Hþ þ O2;
Eo
H2O=O2

¼ � 1:229 VNHE
(3)

For an alkaline medium, hydroxyl anions are
formed from the dissociation reaction of water;

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 3 Energetic diagram of a PEC cell in the
dark (left-side) and under illumination (right-side) based on a photoanode and a metal cathode
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the reduction and oxidation reactions can be writ-
ten as [24]:

4H2Oþ 4e� ! 2H2 þ 4OH�;
Eo
H2O=OH

� ¼ �0:828 VNHE

(4)

4OH� þ 4hþ ! 2H2Oþ O2;

Eo
O2=OH

� ¼ þ0:401 VNHE

(5)

Therefore, the overall water splitting reaction
is the following:

2H2Oþ 4hv ! 2H2 þ O2 (6)

The number of absorbed photons is equal to the
number of produced electron-hole pairs, which is
twice that of produced H2 molecules and four
times the produced O2 molecules.

The minimum thermodynamic potential
needed for driving the water electrolysis is the
electric reversible potential of DE� = �1.23 V,
based on a Gibbs free energy change of
DG� = 237 kJ�mol�1 (based on low heat of com-
bustion, 298 K and 1 bar) [25]. In practice, it takes
hundreds of mV overpotential to drive the water
splitting reaction, mainly due to overpotentials
associated with water oxidation, but also to the
counter electrode overpotential, the charge trans-
port in the electrolyte and in the photoelectrode
substrate, the distance between the electrodes, and
the device geometry [26].

PEC Materials Overview

The key component of a PEC water splitting cell
is the semiconductor photoelectrode, which has to
meet several requirements for efficient solar water
splitting [27, 28]:

(i) Strong (visible) light absorption
(ii) Long-term stability in an aqueous solution
(iii) Low kinetic overpotentials for the reduction/

oxidation reaction
(iv) Suitable band edge positions to catalyze

water reduction and oxidation
(v) Efficient charge conduction
(vi) Earth-abundant and cost-effective

The basic parameter that determines the spec-
tral region in which the semiconductor absorbs
light is its bandgap energy (Eg). Since only
1.23 V are needed for water splitting, a minimum
bandgap of 1.23 eV could be sufficient. Based on
the standard AM 1.5 G solar spectrum
(ca. 100 mW∙cm�2), a semiconductor with such
bandgap would give a maximum overall solar-to-
hydrogen conversion efficiency of 47.4%, assum-
ing no losses [29]. However, there are significant
back processes involved during the solar water
splitting, such as the thermodynamic losses
(0.3–0.4 eV) and overpotentials required for
ensuring sufficiently fast reaction kinetics
(0.4–0.6 eV) [4]. As a result, the semiconductor

Hydrogen Production
from
Photoelectrochemical
Water Splitting,
Fig. 4 PEC cell under
illumination based on a
photocathode and a metal
anode

Hydrogen Production from Photoelectrochemical Water Splitting 1007



needs to have a minimum bandgap of ca. 1.9 eV,
corresponding to an absorption onset at
ca. 650 nm [27]. To achieve the US Department
of Energy (DOE) target of 10% STH efficiency, a
minimum photocurrent density of ca. 8 mA�cm�2

is necessary, whichmeans a maximum bandgap of
ca. 2.3–2.4 eV. Therefore, the optimum value of
the bandgap should be between 1.9 and 2.4 eV.
This is consistent with the study by Murphy et al.
[30] that indicates an ideal bandgap of ca. 2.03 eV.
The semiconductor must have high chemical sta-
bility in direct contact with the electrolyte in the
dark and under illumination. The stability against
corrosion generally increases with semiconductor
bandgap, but larger bandgaps limit the visible
light absorption. However, very few promising
semiconductors are intrinsically stable (with the
exception of some oxides), and conformal and
stable protection layers may be necessary in a
scalable and cost-effective manner.

The carrier diffusion length, LD, is also a useful
criterion, which can be calculated from the carrier
lifetime, t, and mobility, m, as follows: LD= (kB T
t m/e)0.5, where kB is the Boltzmann constant, T is
the absolute temperature, and e is the electron
charge. The carriers lifetime and mobility can be
measured by, e.g., time-resolved microwave con-
ductivity [31], electrochemical impedance spec-
troscopy (EIS) [32], intensity modulated
photocurrent/voltage spectroscopy (IMPS and
IMVS) [33], and transient absorption spectros-
copy (TAS) [34]. If LD is only a few nanometers
or the signal is too small to measure, the semi-
conductors may be intrinsically poor or suscepti-
ble to the formation of recombination centers [35].

The fourth requirement above mentioned is
given by the band edge positions in relation to
the redox potentials of the desired half-
reaction, which implies that the conduction
band has to be above water reduction poten-
tial, E�(H+/H2), and the valence band has to be
below the water oxidation potential, E�(H2O/
O2). This criterion is less strict than the previ-
ous ones, since the band edges can be shifted
by surface functionalization by dipole layers.
Moreover, the charge transport in the semicon-
ductor must be efficient and with minimal
recombination losses [27].

Only Earth-abundant materials and scalable
thin film technology can meet the target cost of
5 €�kg�1 H2 set by the European Commission [36]
and the target cost of $2 to $4�kg�1 set by the
DOE for future solar hydrogen production [37]. A
recent techno-economic analysis showed that a
PEC panel needs to cost less than $150 per m2 to
become commercially competitive [38].

Due to the previously mentioned stringent
requirements, no single semiconductor material
was identified to promote unbiased water split-
ting, delivering high solar-to-hydrogen conver-
sion efficiency, and displaying a long-time
stability of years. It is likely that the viability of
PEC water splitting technology rests on meeting
this challenge. During the last decades, various
metal oxide (TiO2, ZnO, a-Fe2O3, WO3, BiVO4,
Cu2O, etc.) and nonoxide (silicon, GaAs, GaP,
CdS, InP, TaON, Ta3N5, etc.) semiconductors
have been extensively studied [39–41]. Metal
oxides are often considered as the class of material
suitable for solar water splitting, mainly due to
their general stability in aqueous solution and
relatively low cost. However, they usually do not
have very good semiconducting properties, such
as carrier mobility, compared to III-V semicon-
ductors or even Si. The challenge is then to over-
come these limitations while taking advantage
of the metal oxides properties. Fig. 5 shows
the relative band edge positions of several
semiconductors.

Photoanodes for Solar Water Splitting
A photoanode material for solar water splitting is
responsible for the oxygen evolution, such that the
electric field generated by band bending drives
holes toward the surface and electrons to the cur-
rent collector. Table 1 summarizes the important
breakthroughs in the design of photoanode
materials.

Since the pioneering work by Fujishima and
Honda [2] in 1972, using a titanium dioxide
(TiO2) photoanode illuminated with UV light,
PEC cells with different types of TiO2 (single
crystal, polycrystalline, thin films) have received
special attention [43, 44]. TiO2 material presents
an adequate stability but the overall PEC perfor-
mance is low due to its large bandgap

1008 Hydrogen Production from Photoelectrochemical Water Splitting



(Eg= 3.2 eV), which only absorbs in UV range of
the solar spectrum; the maximum thermodynamic
STH efficiency is then limited to 2.2% [30]. Also,
the conduction band edge of this semiconductor is
slightly positive to the HER. This limitation can
be overcome using titanates, such as SrTiO3

(Eg = 3.2 eV) and BaTiO3 (Eg = 3.2 eV); the
addition of Sr2+ and Ba2+ cations moves the
potential of the conduction band edge to more
negative values [10]. Although these materials
can accomplish the direct water splitting, the
energy efficiency is very small, e.g., less than
1% STH efficiency was obtained for SrTiO3

[45]. Several other attempts have been made dop-
ing TiO2 with ions such as Fe [46], Cr [47], Ni
[48], and C [10, 49] without noticeable energy
efficiency increase.

Small bandgap binary metal oxides, such as
WO3 and a-Fe2O3, exhibit conduction band
potentials more positively than water reduction
and so an external bias potential should be
provided to promote complete water splitting.
Tungsten trioxide (WO3) is an interesting
semiconductor material due to its high stability
against photocorrosion in acidic aqueous

solutions (pH < 4). Moreover, it has an indirect
bandgap (Eg = 2.6–2.8 eV), which absorbs not
only the near-UV but also the visible blue portion
of the solar electromagnetic spectrum [50]. Unfor-
tunately, the thermodynamic STH efficiency is
only around 4.8% [51]. Usually, WO3 crystalline
and amorphous thin films can be used for water
splitting, but a highly crystalline structure is
desirable to reduce charge trapping and carrier
recombination, therefore, improving its energy
performance [52]. A photocurrent density of
ca. 2.7 mA∙cm�2 at 1.0 VRHE was reported using
a nanocrystallineWO3 thin film synthesized by an
aqueous sol–gel method on a conducting glass
electrode; it remained stable over 144 h under
1-sun AM 1.5 G illumination [53]. A methane
sulfonic acid solution was used to avoid the deac-
tivation of the photoanode due to the formation
and accumulation of peroxo species on its surface.
The formation of secondary species becomes
kinetically competitive with O2 production;
though, this aspect can be improved by placing a
suitable O2 evolution catalyst to enhance the
photostability and efficiency toward water split-
ting reaction, e.g., low-cost co-catalysts such as

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 5 Energy band edge positions for semi-
conductors at pH 0 (Adapted from Ref. [42])
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cobalt-phosphate (Co-Pi) [54] and FeOOH
[55]. However, the best-performing WO3 film on
FTO-glass showed a photocurrent-density of
3.7 mA�cm�2 at 1.23 VRHE without using
co-catalysts, corresponding to 93% of its maxi-
mum thermodynamic photocurrent [56]. Kwong
et al. [55] reported unbiased water splitting using
nanoparticulate FeOOH-decorated WO3 and
2-junction Si solar cell and a Ni–Mo hydrogen
evolution co-catalyst with a STH conversion effi-
ciency of 1.8%.

Hematite (a-Fe2O3) is one of the most abun-
dant and inexpensive oxide semiconductors with
suitable energy bandgap (Eg = 2.0–2.2 eV)
[57]. The thermodynamic maximum STH conver-
sion efficiency is ca. 14–17%, which corresponds
to a photocurrent density of 11–14 mA�cm�2

under AM 1.5 G illumination [58]. The first
study on hematite ability for water photolysis
was published in 1976 by Hardee and Bard
[59]. These authors found hematite to be highly
stable in neutral and alkaline electrolyte solutions
that is of great importance for the commercial
viability of the PEC systems [60]. Very recently
it was reported a bare hematite thin film
(ca. 19 nm) photoelectrode that showed a record-
breaking stability over 1000 h of PEC operation
under 1-sun AM 1.5 G illumination, with no evi-
dences of film degradation neither of photocurrent
density losses [61]. As a drawback, in pure-phase
a-Fe2O3 the photogenerated carriers show low
mobility, which implies a short hole diffusion
length (LD = 2–4 nm) [62]. These intrinsic disad-
vantages combined with the sluggish water oxi-
dation reaction are bound to give rise to the
recombination of photogenerated electron-hole
pairs, thereby leading lower PEC performances
[28, 63]. Therefore, the main ongoing studies on
hematite concern: (i) improvement of photo-
generated current density by morphology optimi-
zation (e.g., using different deposition methods
[28]) and doping (Si [64], Ti [65], Sn [66], Pt
[67], or other atoms); (ii) improvement of gener-
ated photopotential minimizing the electron-
hole recombination, especially at the photo-
electrode surface [68]; and (iii) reduction of the
electrochemical activation overpotential using
co-catalysts (e.g., IrO2 [69], Co-Pi [67], NiFeOx

[70]). Kim et al. [67] used a solution-based col-
loidal method to prepare a photoelectrode of
hematite nanowires (ca. 500 nm thick) doped
with Pt and activated with Co-Pi co-catalyst; the
prepared photoelectrode showed ca. 4.32mA�cm�2

at a bias potential of 1.23VRHE and remained stable
over 180 min [67]. Recently, a new hematite record
breaking of ca. 6 mA�cm�2 at 1.23 VRHE was
achieved by Jeon et al. [71] with a-Fe2O3 nanorod
arrays modified with Co-Pi catalyst. Nevertheless,
the performance of hematite is still considerably
lower than the thermodynamic value and current
efforts aimed at improving its low-bias perfor-
mance (reduction of the onset potential for
OER and higher photocurrents at lower potentials)
[72, 73]. Through the combination of high-
temperature annealing and surface modifications
with catalysts a cathodic shift on the photocurrent
onset potential (Eonset) is observed [74]. The low-
bias performance of hematite thin films was
improved combining an annealing treatment at
800 �C with the use of highly active bimetal
oxide co-catalyst layer of IrO2/RuO2. IrO2/RuO2-
coated hematite photoanode exhibited a low turn-
on potential of 0.48 VRHE and a final photovoltage
of 1.20 V, which is the highest photovoltage
reported for hematite-based photoelectrodes; it
showed a quite stable performance at 0.80 VRHE

for over 72 h [75]. A stand-alone PEC device based
on a hematite photoanode catalyzed with NiFeOx

in a tandem arrangement with an amorphous Si
photocathode (with TiO2/Pt overlayers) was
reported showing an overall efficiency of
ca. 0.91% [76], which it is also considerably
lower for viable applications.

The limitations of binary oxides have pro-
mpted the study of ternary and more complex
multinary oxides; there are about 19,000 possible
ternary metal oxides and more than 220,000 qua-
ternary oxides with ca. 50 candidate metals in the
periodic Table [35]. Therefore, a strategy is
needed to identify potential complex oxide candi-
dates, which may well be obtained by rationally
engineering the bandgap combining different cat-
ions (Sn2+, Bi3+, V5+, Ti4+, and Nb5+) in the
semiconductor. By far the most successful ternary
metal-oxide photoanode was bismuth vanadate
(BiVO4). BiVO4 semiconductor has a bandgap

Hydrogen Production from Photoelectrochemical Water Splitting 1011



energy of 2.4–2.5 eV and a reasonable band edge
alignment with respect to water redox potentials,
showing a thermodynamic STH efficiency of
ca. 9.2% (7.5 mA cm�2) [77]. Moreover, it has
also been reported that BiVO4 shows both n- and
p-type semiconducting properties and exhibit
high photon-to-current conversion efficiencies
under visible light radiation (>40% at 420 nm)
[78–80]. Doping BiVO4 with Mo6+ or W6+ at the
V5+ sites was found to be effective in increasing
the electronic conductivity and carrier collection
efficiencies; the use of co-catalysts such as Co-Pi
and dual-layer Fe and Ni oxy-hydroxides
improved slow kinetics and reduced surface
recombination, thus enhancing PEC performance.
A tungsten-gradient-doped BiVO4 photoanode
was reported to display a photocurrent of
3.6 mA�cm�2 at 1.23 VRHE [81]. Another
approach is to fabricate a type II heterojunction
with WO3 that improves the carrier separation; a
record value of 6.72 mA�cm�2 was obtained at
1.23 VRHE, which is one of the highest photocur-
rents reported for any metal-oxide photoanode
[82]. Various demonstrations of unbiased solar
water splitting based on BiVO4 have been
reported using PEC-PV tandem cells with STH
efficiencies of 5.2%, 5.7%, and 8.1% for devices
with double junction amorphous silicon [81, 83],
dye-sensitized solar cells [84], and GaAs-
InGaAsP cells [82], respectively. Despite BiVO4

demonstrated already performance levels close to
their thermodynamic maximum, for practical PEC
devices STH efficiencies of 10% or higher are
needed.

Recent studies motivated by bandgap engi-
neering strategy report different ternary oxides,
such as copper tungsten oxide (CuWO4) and fer-
rite materials (ZnFe2O4 and CaFe2O4). CuWO4

presents a bandgap of 2.0–2.25 eV and a
flatband potential similar to WO3; currents of
ca. 0.2 mA�cm�2 at 1.23 VRHE and reasonable
stability (tens of hours) were reported for photo-
electrodes prepared by sol-gel technique [85].

In addition to tuning the bandgap playing with
the cation elements, substituting an oxygen atom
by a nitrogen atom decreases the bandgap, e.g.,
the wide bandgap of tantalum oxide (Ta2O5) can
be reduced with high-temperature treatment under

NH3 to form TaOxNy, TaON (Eg = 2.5 eV) and
Ta3N5 (Eg = 2.0 eV) have experienced a rapid
development as high-performance photoanodes
[86], showing narrow bandgaps for visible light
absorption (l < 600 nm) and suitable band edges
positions straddling over water redox potentials
[12]. A photocurrent density of ca. 6.7 mA�cm�2

at 1.23 VRHE was obtained for the Ba-doped
Ta3N5 nanorod array modified with Co-Pi in an
electrolyte solution of 0.5 M K2HPO4 (pH 13)
[87]. This photoanode material showed a maxi-
mum STH conversion efficiency of 1.56% at 0.87
VRHE and remained stable over 100 min. More
recently, Ta3N5 was shown to be able of a photo-
current of 12.1 mA�cm�2 (close to its maximum
thermodynamic limit of 12.9 mA�cm�2), but its
long-term stability in water is currently an issue
[88]. Liu et al. [89] further modified Ta3N5 with
the Ni(OH)x/MoO3 bilayer and improved its sta-
bility up to 24 h in 1 M LiOH aqueous solution
(pH 12). Continuous efforts on fundamental
knowledge about the factors that most influence
the PEC efficiency is still needed, as well as the
identification of material preparation routes for
economically viable PEC cell development.

Photocathodes for Solar Water Splitting
Photocathodes used for water splitting need to
supply sufficient cathodic current for reduction
of protons to H2 and must be stable in aqueous
environments. Single-crystal phosphides such
as GaP (Eg = 2.3 eV) [94], InP (Eg = 1.4 eV)
[95], and GaInP (Eg = 2.2 eV) [96] have been
studied as nonoxide photocathode semiconduc-
tors, but polycrystalline materials are desirable
for large-scale applications of PEC systems due
to their higher stability [97]. Polycrystalline-Si
(Eg = 1.1 eV) decorated with a variety of cata-
lysts can be used to reduce water [98]. The sta-
bility is higher in acids but it also suffers from
limited durability due to surface oxidation. The
formation of an oxide can be prevented by pas-
sivating the surface, e.g., with methyl groups
[99]. Recently, an amorphous Si photocathode
with TiO2/Pt protective overlayers was reported
exhibiting an impressive photocurrent of
ca. 6.1 mA�cm�2 and reasonable stability at a
large positive bias of 0.8 VRHE; this is the
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highest photoelectrochemical performance of all
reported Si photocathodes [100].

Cuprous oxide (Cu2O) has been used as both
photoanode and photocathode [10], but it appears
as an attractive p-type oxide for solar hydrogen
production with a direct bandgap energy of
2.0–2.1 eV suitable for visible light harvesting
[101]. Thermodynamic calculations indicate that
Cu2O can produce up to 14.7 mA�cm�2,
corresponding to a STH conversion efficiency of
18% based on the AM 1.5 G spectrum [102]. It is
abundant, cheap, and environmentally friendly
and has favorable energy band positions
[103]. However, Cu2O is easily reduced to Cu
when exposed to aqueous electrolytes. This insta-
bility can be addressed by depositing protective
layers on the electrode surface. Paracchino et al.
[102] reported an electrodeposited cuprous oxide
electrode protected with nanolayers of Al-doped
zinc oxide (AZO) and TiO2, and activated for
HER with nanoparticulated Pt co-catalyst, show-
ing photocurrents up to 7.6 mA�cm�2 at 0 VRHE.
Furthermore, RuOx top layer was investigated as a
co-catalyst [104] and, together with a steam treat-
ment of the multilayer structures, showed opti-
mized electrodes with a stable photocurrent of
ca. 5 mA�cm�2 during 50 h (photocurrent loss
<10%) under 1-sun AM 1.5 G of light chopping
(biased at 0 VRHE in pH 5 electrolyte) [103]. More
recently, an unprecedented high current density of
10 mA�cm�2 (ca. 70% of its thermodynamic
limit) was obtained with Cu2O nanowire arrays
using these ALD protective overlayers [105]. An
innovative tandem device made of a transparent
Cu2O photocathode atop a perovskite photovol-
taic cell demonstrated unassisted sunlight-driven
water splitting up to 2.5% STH efficiency [106].

Copper-based ternary oxides of CuFeO2 and
CuRhO2 have been investigated as photocathode
candidates. CuFeO2 is more attractive as it is
made of widely available elements, it has appro-
priate absorption properties and relatively high
conductivity, and its conduction band, located at
ca. 0.4 VRHE, is suitably positioned to reduce
water. An important criterion is its favorable sta-
bility under reductive conditions, being one of the
few oxides that naturally displays a stable p-type
behavior, unlike Cu2O. Moreover, CuFeO2 has a

bandgap energy of ca. 1.5 eV, which enables to
reach efficiencies higher than 10% in a tandem
device when combined with a photoanode with a
bandgap range of 1.8–2.3 eV. Prévot et al. [107],
using a simple sol-gel technique to deposit this
material and an oxygen intercalation treatment
to address the poor majority carrier conductivity,
reported photocurrent densities of up to
1.5 mA�cm�2 at 0.35 VRHE for O2 reduction and
0.4 mA�cm�2 at 0 VRHE for H

+ reduction. Impor-
tantly, bare CuFeO2 is highly stable at potentials at
which photocurrent is generated. No degradation
is observed after 40 h under operating conditions
in basic electrolyte, which turns this photocathode
very promising if the charge separation and cata-
lytic activity can be further improved [35].

An overview of the best-performing photo-
cathode materials are summarized in Table 2.

Challenges for Improving Photoelectrodes
Performance
Various strategies have been followed to improve
the photoelectrode performance for PEC water
splitting, including [108]:

(i) Doping the bare semiconductor.
(ii) Morphology control of the photoelectrode.
(iii) Surface treatment of the semiconductor.
(iv) Other methods, e.g., band structure engineer-

ing using heterojunction structures [109],
change the distribution of electromagnetic
energy using plasmonic metal nanoparticles
on the semiconductors [110].

Doping a semiconductor material is used to
simultaneously improve the visible light absor-
bance (decrease the energy of bandgap) and the
mobility of charge carriers. The band structural
modification involves the introduction of foreign
ions (cations or anions) into the semiconductor
material to change its electronic and optical prop-
erties. Various dopants including metal ions
(e.g., Ti, Sn, Fe) and nonmetal elements
(e.g., N, Si, C) have been used to improve the
PEC efficiency. A review of the doping effect on
a number of promising semiconductors is
reported elsewhere [42].
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An efficient photoelectrode must have a film
thick enough to absorb more light, and the deep
photogenerated carriers must be able to reach the
surface and then be collected [10]. Therefore, the
morphology control of the photoelectrodes by
nanostructuring is widely used to overcome the
trade-off between enhancing the optical absorp-
tion and shortening the diffusion lengths of minor-
ity carriers, as well as to improve the catalytic
activity by increasing surface area [111]. A good
example is the nanostructured hematite photo-
anode that showed a performance increase by a
factor of 10 from the single crystal case. However,
the higher surface area generally leads to lower
intrinsic photovoltage and increased surface
recombination, which are both important loss
mechanisms [35]. To minimize surface recombi-
nation, it may be efficient to nanostructure only
the co-catalyst, especially if the system is limited
by surface reaction kinetics.

Surface treatments can be classified as:
(i) protection of the surface against

photocorrosion; (ii) forming a surface- and
interface-layers for passivation of surface states;
(iii) using textured conductive substrates for
improved charge collection; (iv) tuning of the
band edge positions or band bending for improv-
ing the photovoltage; and (v) selective extraction
of carriers and improved catalytic activity
[112]. These functions are shown schematically
in Fig. 6. A recent comprehensive perspective on
this topic for further information is described
elsewhere [112].

The photoelectrode stability can be enhanced
by adding protective overlayers, which should be
sufficiently thick to act as a physical barrier
between the semiconductor and the electrolyte,
but also semitransparent and conductive to avoid
the limiting of the light harvesting efficiency or
charge transfer [102]. The surface passivation can
suppress the deleterious role of the surface trap-
ping states, which act as trapping sites and recom-
bination centers of photoinduced carriers
[108]. The third criterion consists of the increase

Hydrogen Production from Photoelectrochemical
Water Splitting, Table 2 Overview of emerging photo-
cathode materials for PEC water splitting, including exper-
imental conditions and corresponding performance

(photocurrent density – J, incident photon-to-current con-
version efficiency – IPCE, STH conversion efficiency –
�STH, and stability); ordered by type of photoelectrode and
reverse chronological publication

Photocathode
materials

Eg/
eV

Efb/
VRHE Electrolyte Performance Stability

Advantages/
challenges

Ref./
date

Si
a-Si (n-i-p)
ZnO layer as
TCO-glass
TiO2

overlayer, Pt
OER
co-catalyst

1.7 – 0.5 M
potassium
hydrogen
phthalate
(pH = 4)
AM 1.5 G
100 mW�cm�2

@ 0 VRHE:
J = 11.6 mA�cm�2

IPCE = 80% at
450 nm; onset
potential ca. 0.48
VRHE

12 h
stable
current

Viable for
maximum
�STH = 10%

[100]/
2013

Cu2O
Cu2O NWs
ZnO:Al/TiO2

overlayers
RuO2 HER
co-catalyst

2.0 0.8 0.5 M Na2SO4

and 0.1 M
KH2PO4 at
(pH = 5)
AM 1.5 G
100 mW�cm�2

@ 0 VRHE:
J = 10 mA�cm�2

IPCE = 80% at
450 nm; onset
potential ca. 0.48
VRHE

10 h
stable
current;
>30%
drop
after
60 h

Viable for
maximum
�STH = 10%; low
stability

[90]/
2011

CuFeO2

AZO/TiO2

overlayers
Pt HER
co-catalyst

1.5 1.0 0.5 M Na2SO4

(pH = 6.1)
@ 0 VRHE:
J = 0.4 mA�cm�2;
current up to
1.5 mA�cm�2 IPCEs
up to 15%; onset
potential ca. 0.45
VRHE

10 h
stable
current

Potentially viable
for maximum
�STH = 10%; poor
interface with
water reduction
catalysis

[107]/
2015
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of charge carrier collection efficiency modifying
the photoelectrode structure with conductive scaf-
folds (or textured conductive substrates). These
conductive substrates include mainly nano-
textured transparent conducting oxide (TCO),
nanocarbon materials, and a few other unique
conductive nanostructures [109]. The degree of
band bending and band positions (surface ener-
getics) can be tuned to balance the driving force
for the charge transfer processes and the photo-
voltage [72], e.g., attaching dipolar molecules can
afford a relative shift in the semiconductor band
edge positions and flatband potential [35].

Since the synthesis of chemical products can
occur via multistep electron transfer reactions
with large overpotential, surface-functionalized
catalysis can improve the slow kinetics of surface
reactions and minimize the overpotential needed to
drive the gases evolution reaction [113]. Improving
the reaction kinetics, the onset potential is reduced
and then the photovoltage increases. A good cata-
lyst also increases the plateau photocurrent and
may contribute for the chemical and photochemical
stability [114]. Co-catalysts can be divided into
WRC (water reduction catalyst) and WOC (water
oxidation catalyst), acting as activation sites
for the evolution of H2 (photocathode) or O2

(photoanode), respectively. The HER is a two-
electron transfer reaction with one catalytic inter-
mediate, H* (where * denotes a site on the elec-
trode surface), and may occur by:

2H� ! H2 þ 2� (7)

(Volmer Tafel mechanism)
The rate of the overall reaction is largely deter-

mined by hydrogen adsorption free energy, DGH;
thus, DGH � 0 is the condition needed for an
active WRC [115]. Platinum sits very near to the
top of the hydrogen volcano, with an almost neu-
tral DGH, and is well known as the best-
performing co-catalyst for the HER [102], also
requiring negligible overpotentials to achieve
high reaction rates in acidic solutions. However,
the scarcity and high cost of Pt limits its wide-
spread use; earth-abundant co-catalysts, such as
MoS2 [116] and Ni-Fe [117], are excellent alter-
natives for HER. On the other hand, the OER is

limited by sluggish four-electron transfer reaction
to produce one molecule of oxygen, justifying the
need of improved co-catalysts for increasing its
reaction rate. The four-electron pathway can pro-
ceed via several different mechanisms, such as the
associative mechanism [115]:

O2 þ Hþ þ e� ! OOH� (8)

OOH� þ Hþ þ e� ! O� þ H2O (9)

O� þ Hþ þ e� ! OH� (10)

OH� þ Hþ þ e� ! H2Oþ � (11)

The OER involves multiple intermediates
(OOH*, OH*, O*), resulting in a nonzero over-
potential of 0.3–0.4 V [115], unlike the case of the
HER with one reaction intermediate. Among the
WOCs employed so far, IrO2 [69], RuO2 [118],
cobalt-based (e.g., Co3O4 [119] and Co-Pi [120]),
and nickel-based and iron-based (e.g., FeOOH
and NiFeOx [76]) are most used for OER. The
catalytic activity of the oxygen and hydrogen
evolution reactions can be shown in volcano
plots as shown in Fig. 7a, b, respectively.

A co-catalyst overlayer on a semiconductor
surface contributes then to improve the catalysis,
but it can also contribute for: surface state passiv-
ation, tuning the band structure energetics, and
improve the stability of the photoabsorber mate-
rial by serving as a corrosion protection layer
[113]. A deeper understanding of the working
state of these co-catalysts and the nature of their
active sites is needed to control their properties.
To address these critical issues a combination of
theory, computational studies, and sophisticated
characterization technique will be essential for
obtaining best-performing materials. Moreover,
innovation and developments in new materials
are needed as well as innovative PEC cell designs.

PEC Devices Overview

The PEC research over the past years allowed
to develop innovative material systems,
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functionalized interfaces, and devices aiming at
stable 10% solar-to-hydrogen efficiency, the tar-
get that will make this technology to move to the
industrialization level [20]. Furthermore, it is also
important to split water without any external bias
supply.

Figure 8 summarizes the configurations of
PEC devices for solar hydrogen production:
(i) two harvesting devices combining PV cells
coupled to an electrolyzer system or to a PEC
cell (Type I); (ii) single harvesting PEC-based
devices with at least one semiconductor-liquid
junction (Type II); and (iii) photocatalyst-based
slurry devices (Type III). Type III consists of photo-
active semiconductor particles (photocatalysts)
free-floating as slurry in a solution bed [122].
This configuration still presents many drawbacks
for solar water splitting and so it will not be
considered in this entry.

The success of PEC hydrogen production
depends on the balance between device perfor-
mance (STH efficiency and stability), complexity,
and cost; the simpler the device, the better. Single-
junction photoelectrode systems offer the greatest
simplicity but their energy efficiencies are gener-
ally low. On the other hand, tandem PEC devices
are more complex but also more efficient, emerg-
ing as the best approach for solar water splitting

[123]. Table 3 presents the advantages and disad-
vantages of these PEC configurations.

Type I: Two Harvesting Devices
Type I combines two physically separated devices
to directly drive electrolysis; the only coupling
between the PV and electrolysis components is
electrical. This configuration prevents the degra-
dation of PV by the water. The most developed
approaches are based on a PV cell integrated with
an electrolyzer system (PV + electrolyzer). The
most significant energy efficiency loss in a
PV + electrolysis arrangement arises from the
high overpotentials for driving the water oxida-
tions and reduction reactions, summing up to
>0.5 V [17]. This represents more than 29% of
the voltage needed for the water electrolysis. The
PV cells usually generate photovoltages over 2 V,
converting sunlight to electricity, whereas the
electrolysis unit converts electricity to hydrogen
at efficiencies near 65% [122]. The typical photo-
voltaic cell types are monocrystalline silicon
(c-Si) and polycrystalline silicon (p-Si) and thin-
film technologies, namely amorphous silicon
(a-Si), cadmium telluride (CdTe), copper indium
gallium diselenide (CIGS) [124], dye sensitized
solar cells (DSC) [125], and perovskite solar cells
(PSC) [9]. The viability of this type of approaches

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 7 (a) Volcano plot of the over-
potential of OER on various oxide surfaces vs. the free
energy cost of the rate-limiting step (Adapted from Ref.

[35]); (b) volcano plot of the exchange current density for
the HER for several native metals as a function of the
metal-hydrogen bond strength (Adapted from Ref. [121])
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is limited by the cost of both devices; using com-
mercially available PV and electrolyzer technolo-
gies, the hydrogen production cost would be
greater than $10�kg�1, far exceeding the US
DOE targets of $2–$4�kg�1 [122]. Table 4 shows

the STH efficiencies of relevant PV + electrolyzer
approaches.

Alternatively, the PV cell can be connected in
series with a PEC cell based on a SCLJ, instead of
an electrolyzer, resulting in a cheaper but not

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 8 Photoelectrochemical device configu-
rations for solar hydrogen production

Hydrogen Production from Photoelectrochemical Water Splitting, Table 3 Advantages and disadvantages of the
PEC configurations for H2 production

Device
configurations Advantages Disadvantages

Type I
Two harvesting
devices
�STH,
max > 20%

Nontransparent substrates can be
used
More efficient utilization of the
solar spectrum
No stability issues (PV contact
with electrolyte solution is
avoided)

Twice the collector area for the devices
Need to balance the current flow of both devices
Auxiliary system losses (e.g., collection of current from PV
cell and transmission of electrons through external wiring)
Add complexity and cost for large-scale deployment

Type II
Single
photoelectrode
�STH, max < 5%

Only one substrate and one
photoanode or photocathode is
needed
Cheap nontransparent substrate
can be used

Poor utilization of the solar spectrum since large bandgap
(Eg > 1.7 eV) is needed

Type II
Tandem
photoelectrodes
�STH,
max < 30%

Needs only one substrate
More efficient utilization of the
solar spectrum
Use of two smaller bandgap
materials
Enhanced photovoltages (the
photovoltages of each cell are
additive)

Need to identify suitable photoanode and photocathode or
use a photoelectrode and PV solar cell
Need a transparent conducting substrate
Need adequate transmittance from front electrode
Photocurrent limited by the component generating the
smallest current value
Optical coupling effects between cells (minimize reflection at
front surface)
Adds complexity
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necessarily more efficient arrangement [20].
Figure 9 shows a nontandem configuration
consisting of a photoanode PEC cell coupled to
a PV cell; the majority carriers generated in the
PV cell reduce water on the metal cathode and the
minority holes generated in the photoanode oxi-
dize water at its surface [20].

Recently, a highly efficient and low-cost cell
using a double-junction perovskite PSC cell wired
to bifunction earth-abundant NiFe layered double
hydroxide catalyst submerged in a NaOH electro-
lyte solution was reported by Grätzel’s group
[126]. The device can provide sufficient potential
to drive water photolysis showing a STH effi-
ciency of ca. 12.3% with stable current of
10 mA�cm�2. Alternate multiple-bandgap PSCs

photoelectrodes have been calculated to reach
more than 30% solar conversion efficiency,
corresponding to �STH of ca. 20% in such devices
[127]. In the PV + PEC configuration the available
solar exposure area must be substantially larger
since both PV and PEC cells have to be directly
illuminated [124]. To avoid these drawbacks, a
more effective approach would incorporate PV
cell and PEC photoelectrode into a single
harvesting device, as described in the following
section.

Type II: Single Harvesting PEC-Based Devices
Single harvesting PEC-based devices have been
investigated as a promising alternative for large-
scale solar hydrogen production. Type II devices
are then divided into biased and nonbiased
systems – Fig. 8. Concerning biased systems, the
cells operate under illumination in combination
with an appropriate bias source to directly pro-
mote hydrogen generation; there are chemically
biased photo-assisted photoelectrolysis cells and
internal biasing devices [16, 20]. Nonbiased
devices are based on single photoelectrodes or
two photoelectrodes (photoanode and photocath-
ode) in a tandem arrangement.

Hydrogen Production from Photoelectrochemical
Water Splitting, Table 4 Examples of two harvesting
devices; photovoltaic efficiency (�PV) and solar-to-
hydrogen efficiency (�STH), with an electrolyzer efficiency
of 65% (extracted from Ref. [124])

PV+ Electrolyzer �PV/% �STH/%

a-Si multijunction 12.1 7.8

III-V multijunction 32 20.8

c-Si modules 13.5 8.8

DSC 8.2 5.3

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 9 PV solar cell connected in series with a
PEC device (nontandem arrangement)
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Biased Devices
1. Chemically Biased

A chemical bias is achieved using acidic and
alkaline environments, placed in two half-cells
separated by an ion exchange membrane –
Fig. 10. The electrolyte solutions are chosen to
reduce the potential required to induce the chem-
ical splitting. The photocurrent flowing between
the electrodes lead to the consumption of ion
species at the anodic and cathodic cell compart-
ments, resulting in the electrolyte neutralization
and the potential bias reduction. Therefore, this
configuration is not self-sufficient, relying not
only on sunlight but also on additional input of
chemicals to maintain the pH gradient [20]. This

approach is then unattractive for practical appli-
cations. Table 5 shows two examples of chemi-
cally biased PEC cells.

2. Internally Biased

An internal bias with an appropriate match of
current and potential will directly increase the
STH conversion efficiency, since the PEC system
and the PV element with different absorption
spectra can address a broader fraction of the
solar spectrum [20]. In this configuration, at least
one of the substructures must work as a bias
source; the total bandgap should be large enough
for unassisted water splitting. These systems, also
called tandem devices, are normally characterized

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 10 PEC cell with chemical biasing

Hydrogen Production from Photoelectrochemical
Water Splitting, Table 5 Examples of chemically
biased PEC cells, device conditions, and correspondent

performance: photocurrent-density (J), STH conversion
efficiency (�STH), and stability

Device
configurations

Electrolyte and illumination
conditions Performance Stability

Ref./
date

TiO2

photoanode
Pt cathode

1 M HCl
1 M KOH

Chemical bias = 0.84 V Not reported [2]/
1972

TiO2

photoanode
Cu-Ti-O
photocathode

1 M KOH
0.1 M Na2HPO4

100 mW�cm�2

Chemical bias = 0.40 V
J = 0.25 mA�cm�2;
�STH = 0.30%

Photocathode corrosion
after 4 h

[128]/
2008
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by layered stacked or hybrid structures involving
several different semiconductor films placed on
top of each other. Figure 11 shows a top PEC cell
stacked to a PV cell in a two-junction (2 J) tandem
arrangement; the back contact of the PEC cell and
the front contact of the PV cell are connected by a
tunnel junction and the back contact of the PV cell
is directly connected to the counter electrode. This
approach eliminates the electron transmission
through wires, reducing ohmic losses, but the
process compatibility in fabricating the PEC cell
directly onto the PV cell affects device quality and
efficiency.

For tandem arrangements connected in series,
the overall voltage is given by the sum of the
voltages of the individual cells, whereas the total
photocurrent is bound by the photocurrent limits
of the highest bandgap material. Thus, in order to
benefit from this construction, the gain in voltage
must be larger than the loss in current. Further
optimization is achieved if a large bandgap mate-
rial (LBG) is layered in front of a small bandgap
material (SBG) [129]. Layering the photo-
absorbers in this manner allows the short wave-
length, greater energy photons, to be absorbed in
the LBG and the long ones to be absorbed in the
SBG. The top cell has to be semitransparent
to enable light transmission to the back

photoelectrode, i.e., a transparent conducting
oxide (TCO) substrate must be used. However, if
the two junctions are stacked onto the same sub-
strate as a single monolithic structure, no trans-
parent substrate is needed [122]. On the other
hand, tandem cells must be carefully optimized
based on power and light management of the
individual cells, as well as the coupling between
them. A detailed viewpoint aiming at these strat-
egies to boost the efficiency of PEC/PV tandem
cells byminimizing the coupling loss was recently
reported by Rothschild and Dotan [17].

The internally biased tandem structures can
then be divided into: (i) stacked monolithic
devices (Fig. 11); (ii) PEC/PV tandem systems
where the photoelectrode layer is semitranspar-
ent, e.g., PEC/DSC (Fig. 12) and PEC/PSC
(Fig. 13) devices; and (iii) PEC/PV tandem sys-
tems where the PV layer is semitransparent.
A further extension of the PV/PEC device is
based on the use of a triple-junction (3 J) hybrid
system (a PEC top cell and a double-junction PV
cell) due to low photovoltages generated by the
conventional PV materials (e.g., c-Si, p-Si,
CIGS). This configuration develops higher
photovoltages, but the photocurrent is limited
by the component generating the smallest photo-
current value [122].

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 11 PEC/PV monolithic system using a
two-junction hybrid tandem device
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The best performing PEC/PV tandem system
consists of a two-junction monolithic hybrid
device: a p-type GaInP2 (Eg = 1.8 eV) PEC elec-
trode interconnected by a tunnel junction to a

GaAs (Eg = 1.4 eV) PV cell grown on a GaAs
wafer substrate [96]. Sunlight enters through the
top GaInP2 photocathode and is then filtered
down to the GaAs PV solar cell. While this system

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 12 PEC/DSC tandem system using a
semitransparent hematite photoanode as PEC element and a DSC cell in series for overall water splitting

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 13 PEC/PSC tandem system
using a semitransparent Cu2O photocathode as PEC

element and PSC cells in series for overall water splitting
(Adapted from Ref. [106])
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performs a champion ƞSTH = 12.4% under con-
centrated 11-sun illumination, and in 3 M H2SO4

electrolyte, the high cost III-V materials and the
corrosion of the GaInP2 limit its practical use.
Therefore, finding semiconductor materials able
to form stable junctions has been a major chal-
lenge in the field of PEC water splitting; stable
metal oxides, e.g., WO3, Fe2O3, and BiVO4, are a
promising option.

Grätzel and coworkers [130] proposed for the
first time the use of a semitransparent dye-
sensitized solar cell (DSC), instead of the conven-
tional PV solar cell, in a dual-absorber tandem
configuration – see Fig. 12. The DSC cell is
made of a cheap semiconductor material of
TiO2, reducing the final costs [125]. In this sys-
tem, the semitransparent photoanode PEC cell
(e.g., thin films of WO3 [131] or Fe2O3 [132])
absorbs the blue part of the solar spectrum to
generate O2 from water, whereas the DSC cell
captures the green and red lights to generate the
external bias needed for H2 production at the
counter electrode. The successful demonstration
of the PEC/DSC tandem device is, therefore,
restricted to the use of two DSCs connected in
series due to the additional energy required to
overcome nonidealities of the photoanodes in the
OER [125].

Recently, promising hybrid organic–inorganic
lead halide perovskites (CH3NH3PbI3) have
emerged as exceptional materials for the next-
generation photovoltaic technologies [9, 133]. In
a few short years of development, perovskite solar
cell (PSC) efficiencies have already surpassed the
mature DSC solar cells and organic photovoltaics
[134, 135]. The lead iodide hybrid perovskites
have a low bandgap and large absorption coeffi-
cient that facilitate light harvesting into the near-
IR region of the solar spectrum. Moreover, PSCs
exhibit extremely high photopotential in compar-
ison to nearly all other single-junction PV tech-
nologies, fostering the exploration of this material
in tandem water splitting architectures. Therefore,
the design of low-cost tandem assemblies
employing single-junction hybrid perovskite
materials establishes a potentially promising new
frontier for solar water splitting research. The
tunability of the halide perovskite family

(1.1–2.3 eV) may enable the design of a PEC/PSC
tandem devices in which a LBG PSC is used to
drive SBG photoelectrodes PEC [127]. With the
development of sufficient electrode stabilization
strategies, tandem systems employing hermetic
glass sealed PSC cells [136] with Si photo-
electrodes may yield ƞSTH > 20% in the near
future. Figure 13 shows a PEC/PSC tandem
arrangement, where a semitransparent Cu2O pho-
tocathode is used as the PEC element.

Table 6 summarizes relevant experimental
reports of internally biased tandem devices for
direct solar water slitting, including the perfor-
mance and device configuration; Fig. 14 depicts
the configurations considered.

Nonbiased Devices
Photoelectrochemical devices with no additional
bias represent a prospective pathway to overcome
the complexity of biased systems. Nonbiased
devices comprise two types of PEC systems:
(i) single photoelectrode system, which can be
divided into a typical PEC cell (equipped with a
large bandgap photoelectrode and a counter elec-
trode); and (ii) a photoanode/photocathode PEC
tandem cell.

1. Single Photoelectrode System

The ideal PEC system for solar hydrogen pro-
duction should aim at the use of a single-junction
photoelectrode without any bias, as shown in
Figs. 3 and 4 respectively for n-type and p-type
semiconductor materials. Up to now, only mate-
rials with a very large bandgap, such as SrTiO3

[45] and KTaO4 [150], have demonstrated direct
water splitting; however, they exhibit STH effi-
ciencies below 1% [13]. Therefore, improvements
on semiconductor fundamental electronic struc-
ture and stability are needed for the viability of
this approach.

2. Photoanode/Photocathode PEC Tandem
System

The most direct and simple way to construct
a dual photosystem for PEC water splitting is
using an n-type semiconductor (photoanode)
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Hydrogen Production from Photoelectrochemical
Water Splitting, Table 6 Internally biased tandem
devices for direct solar water splitting, including experi-
mental conditions and corresponding performance (STH

conversion efficiency – �STH, and stability); grouped by
type of arrangement and ordered by reverse chronological
publication

Device configurations
Electrolyte and
illumination �STH/% Stability, notes

Ref./
date

Monolithic PV (2 J)
Top PV: GaInP with AlInP/POx layers
Bottom PV: GaInAs coated with RuO2 OER
co-catalyst

1 M HClO4

100 mW�cm�2
14% 40 h with > 50%

drop in current
[137]/
2015

Monolithic PV (2 J)
Top PV: GaInP2
Bottom PV: GaAs coated with Pt OER co-catalyst;
wired Pt HER co-catalyst

2 M KOH
100 mW�cm�2

18.3% 9 h stable current in
outdoor test

[138]/
2001

Monolithic PV (3 J)
PV: 3� [CuInxGa1-xSe (CIGS)] wired side by side;
wired Pt HER and OER co-catalysts

3 M H2SO4

100 mW�cm�2
10% 27 h stable H2

production
[5]/
2013

Monolithic PV (3 J)
PV: 3 � (a-Si)
Coated with FTO OER co-catalyst; wired Pt or Ni
HER co-catalyst

5 M KOH
100 mW�cm�2

6.2% 31 days stable
current

[139]/
2006

Monolithic PEC/PV (2 J)
Top PEC – dual photoelectrode: Fe2O3/TiO2-
treated and BiVO4 coated with Ni2FeOx/Co-Pi and
FeOOH/NiOOH OER co-catalysts, respectively
Bottom PV: c-Si; wired Pt HER co-catalyst

1.0 M KCi
(pH � 9.2)
100 mW�cm�2

7.7% 8 h stable current; 2 h
measurement of O2

and H2

[140]/
2016

Monolithic PEC/PV (2 J)
Top PEC: Fe2O3 core-shell NW coated with Au
OER co-catalyst
Bottom PV: c-Si; wired Pt HER co-catalyst

1 M Na3PO4

60 mW�cm�2
6.0% 40 min measurement

of O2

[141]/
2014

Monolithic PEC/PV (2 J)
Top PEC: TiO2 core-shell NW
Coated with IrOx OER co-catalyst
Bottom PV: c-Si coated Pt HER co-catalyst

1 M H2SO4

1080 mW�cm�2

(ca. 11-sun)

0.12% 4.5 h measurement
of O2 and H2

[142]/
2014

Monolithic PEC/PV (2 J)
Top PEC: GaInP2
Bottom PV: GaAs coated with Pt HER co-catalyst;
wired Pt OER co-catalyst

3 M H2SO4

11-sun
12.4% 20 h with 20% drop

in current
[96]/
1998

Monolithic PEC/PV (3 J)
Top PEC: WO3/BiVO4 coated with Co-Pi OER
co-catalyst
Bottom PV: GaAs/InGaAsP; wired Pt HER
co-catalyst

KPi buffer
(pH 7)
100 mW�cm�2

8.1% 60 min measurement
of O2 and H2

[143]/
2016

Monolithic PEC/PV (3 J)
Top PEC: BiVO4 coated with Co-Pi OER
co-catalyst
Medium PV: a-Si:H
Bottom PV: c-Si:H; wired Pt HER co-catalyst

0.1 M KPI
(pH 7)
100 mW�cm�2

5.2% 1 h with 5% drop in
current

[83]/
2014

Monolithic PEC/PV (3 J)
Top PEC: WO3

Bottom PV: 2 � (a-Si); wired Pt HER co-catalyst

0.3 M H3PO4

100 mW�cm�2
3% Not reported [144]/

2010

PEC/DSC tandem (2 J)
Top PEC: WO3/BiVO4 coated with FeOOH/
NiOOH OER co-catalyst, its back side is a hybrid
cDBR consisting of alternating ITO layers on top of
TiO2/SiO2 stack
Bottom: High-Voc DSC wired Pt cathode

Phosphate buffer
(pH 6.9)
100 mW�cm�2

7.1% 10 h stable current
2 h stable H2

production

[145]/
2016

(continued)
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electrically connected in series with an appropri-
ate p-type semiconductor (photocathode) –
Fig. 15.

For the PEC tandem arrangement, the mate-
rials should be carefully selected since the follow-
ing requirements have to be fulfilled: the energy
level of the photocathode conduction band
(ECB, PC) has to be above the water reduction
energy – E�(H+/H2) – and the photoanode valence
band energy (EVB, PA) has to be below the water
oxidation energy – E�(H2O/O2). Moreover, the
photocathode valence band energy level (EVB, PC)
should be higher than E�(H2O/O2), whereas the
photoanode conduction band energy level (ECB, PA)
should be lower than E�(H+/H2). Briefly,
ECB, PC > E�(H+/H2) > ECB, PA > EVB, PC >

E�(H2O/O2)>EVB, PA. Complete solar-to-hydrogen

conversion can be achieved if the total photo-
voltage (given by the potential difference between
the quasi-Fermi energy of the holes in the photo-
anode, EQF, PA, and of the electrons in the photo-
cathode, EQF, PC) developed by the PEC tandem
cell is greater than the difference between the oxi-
dation and reduction redox levels (1.23 V at room
temperature) plus the kinetic overpotentials (�OER
and �HER) and any resistive losses thatmay occur at
the system [35].

Only few works have considered this approach
due to the lack of suitable photocathode materials
for HER; the performance and the stability in
aqueous solutions of these p-type materials (e.g.,
GaInP2, Si, SiC, WS2, Cu(In,Ga)Se2, Cu2O,
CuYO2, CaFeO4 and p-type Mg doped Fe2O3)
are actually a limiting factor [16]. Relevant

Hydrogen Production from Photoelectrochemical Water Splitting, Table 6 (continued)

Device configurations
Electrolyte and
illumination �STH/% Stability, notes

Ref./
date

PEC/DSC tandem (2 J)
(1) Top PEC: WO3

(2) Top PEC: Fe2O3 coated with AlO3 underlayer
and Co OER co-catalyst; wired Pt HER catalyst
Bottom: High-Voc DSC; wired Pt cathode

(1) 1 M HClO4

(pH 0)
(2) 1 M NaOH
(pH 13.6)
100 mW�cm�2

(1) 3.1%
(2) 1.2%

8 h with 30% current
drop

[146]/
2012

PEC/DSC tandem (3 J)
Top PEC: Fe2O3 with AlO3 underlayer coated with
Co OER co-catalyst
Bottom: 2 � (DSC); wired Pt HER co-catalyst

1 M NaOH
(pH 13.6)
100 mW�cm�2

1.4%
1.2%

Not reported [70]/
2010

PEC/PSC tandem (2 J)
Top PEC: Fe2O3 nanorods/SnOx-treated coated
with Co-Pi OER co-catalyst
Bottom PSC: MAPbI3; wired Pt OER catalyst

1 M NaOH
(pH 13.6)
100 mW�cm�2

3.4% 120 s stable current [147]/
2017

PEC/PSC tandem (2 J)
Top PEC: BiVO4/WO3/SnO2 coated with CoOx

OER co-catalyst
Bottom PSC: MAPbI3; wired IrO2 OER catalyst

Phosphate buffer
(pH 7)
100 mW�cm�2

3.5% 120 min stable
current; 1 h
measurement of H2

[148]/
2017

PEC/PSC tandem (2 J)
Top PEC: Mo:BiVO4 coated with NiOOH/FeOOH
OER co-catalyst on SiOx/Pt/SnO2 nanocone arrays
Bottom PSC: MAPbI3; wired Pt OER catalyst

0.5 M KH2PO4

buffer (pH 7)
100 mW�cm�2

6.2% 10 h with 6% current
drop

[91]/
2016

PEC/PSC tandem (2 J)
Top PSC: MAPbI3 or MAPbBr3
Bottom PEC: CuInxGa1�xSe2 (CIGS) coated with
Pt HER co-catalyst; wired DSA OER catalyst

0.5 M H2SO4

(pH 0)
100 mW�cm�2

6% 180 s stable current [149]/
2015

PEC/PSC tandem (2 J)
Top PEC: Cu2O coated Al:ZnO/TiO2 overlayers
and RuOx HER co-catalyst
Bottom PSC: (FAPbI3)1�x(MAPbBr3)x; wired IrO2

OER catalyst

0.5 M Na2SO4

100 mW�cm�2
2.5% 2 h with 30% current

drop
[106]/
2015

Hydrogen Production from Photoelectrochemical Water Splitting 1025



works on photoanode (PA)/photocathode
(PC) PEC tandem devices are presented in
Table 7. In general, the photocurrent densities in
PEC tandem devices using earth-abundant and
stable photoelectrodes are about two orders of
magnitude smaller than those in commercial

PEC + electrolyzer systems, i.e., 1–2 mA�cm�2

vs. 10–20 mA�cm�2 [35]. However, theoretical
studies by Bolton [151] suggested that maximum
STH efficiencies >20% are feasible using semi-
conductors with bandgaps of ca. 1.7 eVand 1.2 eV
for the top and bottom absorber, respectively.

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 14 Configurations of internally
biased tandem devices for overall water splitting: (a) the
semiconductor elements are monolithically integrated
(without wire connections); and (b) the light-absorbing
elements are electrically wired, where the top element

(PEC or PV) with the larger bandgap has to be semitrans-
parent to transmit the nonabsorbed sunlight spectrum to the
bottom element (normally the PV cell). The photo-
electrodes can be coated with co-catalysts, e.g., n-type
PEC coated with an OER co-catalyst and p-type PEC
coated with a HER co-catalyst

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 15 Photoanode/photocathode
PEC tandem cell, in which a LBG photoanode absorbs

the high-energy portion of the incoming solar irradiation
and transmits the remainder to the photocathode
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Efficiency

The energy conversion efficiency is one of the key
performance indicators of the PEC cell. The four

fundamental processes involved in solar water split-
ting are: light harvesting (ratio of the electron-hole
pairs created to the amount of incident photons),
separation of the photogenerated electrons and

Hydrogen Production from Photoelectrochemical
Water Splitting, Table 7 Photoanode/photocathode
PEC tandem devices for direct solar water splitting,

including experimental conditions and corresponding per-
formance (STH conversion efficiency – �STH, and stabil-
ity); ordered by reverse chronological publication

Device configurations
Electrolyte and
illumination �STH/% Stability, notes

Ref./
date

PA/PC PEC (2J tandem)
Top PEC: Mo-doped BiVO4 coated with Co-Pi OER
co-catalyst
Bottom PEC: p-Si decorated with Pt HER co-catalyst

0.1 M KPi
(pH 5)
100 mW�cm�2

0.57% 3.5 h with
25% drop in
current

[152]/
2016

PA/PC PEC (2J tandem)
Top PEC: Mo-doped BiVO4 coated with NiOOH/
FeOOH OER co-catalyst
Bottom PEC: CuGa3Se5/(Ag,Cu)GaSe2 with CdS
overlayer and coated with Pt HER co-catalyst

0.1 M KPi
buffer (pH 7)
100 mW�cm�2

0.91% 2 h stable
current

[153]/
2015

PA/PC PEC (2J tandem)
Top PEC: Fe2O3 coated with NiFex OER co-catalyst
Bottom PEC: a-Si with TiO2 overlayer and coated with
Pt HER co-catalyst

Phosphate
buffer (pH 11.8)
100 mW�cm�2

0.67% 10 h stable
current

[76]/
2015

PA/PC PEC (2J tandem)
Top PEC: Fe2O3 coated with IrOx OER co-catalyst
Bottom PC: a-Si (PV) with TiO2/Pt overlayers HER

0.1 M KNO3

(pH 1.01)
100 mW�cm�2

0.44% 5 h with
5% drop in
current

[154]/
2015

PA/PC PEC (2J tandem)
Top PEC: BiVO4 coated with CoPi OER co-catalyst
Bottom PEC: Cu2O coated with RuOx HER co-catalyst

K3-XHxPO4

buffer (pH 6)
100 mW�cm�2

0.5% 2 min with
20% drop in
current

[155]/
2014

PA/PC PEC (2J tandem)
Top PEC: WO3 coated with NiOx OER co-catalyst
Bottom PEC: Cu2O

0.1 M Na2SO4

(pH 6)
100 mW�cm�2

0.04% Not reported [156]/
2012

PA/PC PEC (2J tandem)
Top PEC: TiO2

Bottom PEC: CaFe2O4

0.1 M NaOH
100 mW�cm�2

<0.01% Not reported [157]/
2011

PA/PC PEC (2J tandem)
Top PEC: Fe2O3

Bottom PEC: Zn-doped Fe2O3

0.1 M H2SO4

100 mW�cm�2
0.11% Not reported [158]/

2006

PA/PC PEC (2J tandem)
Top PEC: GaAs coated with MnO OER co-catalyst
Bottom PEC: InP coated Pt HER co-catalyst

6 M KOH 8.2% 10 h with
10% drop in
current

[159]/
1987

PA/PC PEC (2J tandem)
Top PEC: Si-doped Fe2O3

Bottom PEC: SiC

0.01 M NaOH
100 mW�cm�2

5 � 10�4% 320 h stable
current

[160]/
1984

PA/PC PEC (2J tandem)
Top PEC: Fe2O3 coated with RuO2 OER co-catalyst
Bottom PEC: GaP coated with Pt HER co-catalyst

1 M Na2SO4

fritted
compartments
sunlight

0.02–0.1% Not reported [161]/
1981

PA/PC PEC (2J tandem)
Top PEC: SrTiO3

Bottom PEC: GaP

1 M NaOH
100 mW�cm�2

10.7% 6 h
measurement
of H2

[162]/
1977

PA/PC PEC (2J tandem)
Top PEC: TiO2

Bottom PEC: GaP

0.2 M H2SO4

85 mW�cm�2
0.3% Not reported

GaP
photocorrosion

[163]/
1976
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holes, transport of photoinjected electric charges,
and transfer of charge carrier at the electrolyte inter-
face. These photogenerated electrons and holes are
then separated by two possible transport mecha-
nisms such as drift and diffusion. Drift is the motion
of these charged particles in response to the electric
field inside the semiconductor, while diffusion is
associated with a gradient in the local concentration
of the charged particles. Therefore, the external
quantum efficiency of the PEC water splitting reac-
tion, EQE (also called solar-to-hydrogen efficiency,
ƞSTH), can be defined as [164]:

EQE lð Þ ¼ �light lð Þ � �ct lð Þ � �cat (12)

where l is the wavelength, ƞlight is the light
absorption efficiency (ratio of the electron-hole
pairs created to the amount of incident photons),
ƞct is the charge separation/transport efficiency
(ratio between the amount of electrons and holes
reaching the interfaces to the photogenerated
electron-hole pairs), and ƞcat is the quantum effi-
ciency of the catalytic charge transfer to the redox
species in the electrolyte.

An alternative definition for the STH efficiency
is based on the ratio of the chemical energy pro-
duced by the solar energy input, as described in
Eq. 13 [8]. The chemical energy produced is the
rate of hydrogen production (fH2

, in mmol H2�s�1)
multiplied by the change in Gibbs free energy per
mol of H2 (DG� = 237 kJ�mol�1).

�STH ¼ fH2
� DG

�

Plight � A
(13)

The solar energy input is the incident illumina-
tion power density, Plight, and A is the illuminated
area. This equation involves the measurement of
the H2 production rate, which may be difficult
when very small devices are used. However,
assuming a Faradaic efficiency of 100%, the
STH efficiency can be determined simply from:

�STH ¼ Eredox � Jphoto
Plight

����
AM 1:5 G

(14)

where Jphoto is the photocurrent density responsible
for H2 generation (mA�cm�2) obtained from the
photocurrent-voltage (J-V) characteristics; Eredox is
the potential corresponding to the Gibbs energy and
corresponds to the thermodynamic potential needed
to drive the water electrolysis, DE� = DG�/
nF = �1.23 V (n is the number of moles of elec-
trons used to produce one mole of H2 – in this case
n= 2). Assuming 1-sunAM1.5G incident sunlight
(Plight= 100mW�cm�2) under zero bias conditions,
which means that no external potential is applied
between the working and the counter electrodes,
Eq. 14 can be related directly to the photocurrent
density of a PEC cell [13]:

�STHjAM 1:5 G %ð Þ ¼ 1:23� Jphoto (15)

It is then clear that the PEC photocurrent den-
sity is the main determining factor for STH effi-
ciency. When an external potential bias is applied
to the PEC system, a new efficiency is defined,
named as “applied bias photon-to-current effi-
ciency” (APCE) [165]:

ZAPCE ¼ Pout
electrical � Pin

electrical

Plight

¼ Eredox � Ebiasð Þ � Jphoto
Plight

(16)

where Pout
electrical is the electric power output,

Pin
electrical is the electric power input, and Ebias is

the potential applied to the system to obtain the
Jphoto. �APCE is the IUPAC suggested definition of
the solar-conversion efficiency of a cell that has a
dark electrode and a semiconductor-based photo-
electrode [166]; it measures the fraction of the
energy stored in the chemical products that can be
assigned to the photovoltage provided by the input
solar illumination. This value can be negative,
meaning that the electrical energy input is in excess
of the free energy stored in the products. To sepa-
rately assess the properties of individual photo-
electrodes, a three-electrode configuration should
be employed. This configuration is advantageous
because when a reference electrode is present, the
potential of the working photoelectrode can be
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accurately determined, which provides an estimate
of how much electrical energy is put into the elec-
trode. This allows obtaining power conversion effi-
ciency of photoelectrodes based on the half
reaction of water splitting. The efficiency of a
photoanode (�PA) should translate its ability to
convert photonic energy into chemical energy
used for oxidizing water [167]:

ZPA ¼
Eo
O2=H2O

� Ebias

� �
� Jphoto

���
MPP

Plight
(17)

For a photocathode, the efficiency becomes as
follows:

ZPC ¼
Ebias � Eo

Hþ=H2

� �
� Jphoto

���
MPP

Plight
(18)

where the Jphoto is the photocurrent-density
obtained at the maximum power point (MPP)
and the E�(O2/H2O) and E�(H+/H2O) are the ther-
modynamic potential of water splitting half reac-
tions [167]. These two equations are meaningful
when no additional energy is supplied to the coun-
ter electrode for the other half reaction; therefore,
they should be used mainly for comparing the
performance of various photoelectrodes.

The parameter that determines the light
harvesting ability of the photoelectrode is its
bandgap Eg. Radiation of energy lower than Eg is
not absorbed, while energy higher than the bandgap,
E � Eg, is partly lost as heat by intraband thermal-
ization processes [13]. Additional losses may occur
as: (i) thermodynamic losses related to the water
splitting process; and (ii) bulk and interfacial trans-
port losses related to recombination, interfacial
kinetics (overpotentials), and band bending in the
semiconducting electrodes. Then, it is difficult to
achieve high STH conversion efficiencies in a
single-junction PEC photoelectrode system. Large
bandgap semiconductors with adequate band edge
positions would be needed to generate sufficient
usable photopotential to drive the redox reactions
for water splitting; this limits photon absorption
and, therefore, reduces the photocurrent. Thus,

the bandgap tradeoff between photopotential and
photocurrent is detrimental for single junctions.

Taking this into account, for semiconductor
materials exhibiting bandgaps greater than
3.2 eV, the photocurrent is limited to less than
1 mA∙cm�2, which corresponds to a maximum
STH efficiency of <1.23%, according to Eq. 15.
Under ideal conditions, i.e., including thermaliza-
tion losses but with no overpotential losses, a
bandgap of Eg = 1.6 eV should be sufficient and
the thermodynamic maximum efficiency of a
device involving a single semiconductor photo-
electrode is 30.7% – Eq. 15 [151]. Figure 16 plots
the maximum attainable photocurrent densities
and STH efficiencies as a function of the bandgap
energy for standard AM 1.5 G illumination.

While a multijunction device (tandem arrange-
ment) is more complicated, some recent calcula-
tions have shown that this approach has the
potential to yield PEC water splitting efficiencies
up to 29% [129]. The tandem strategy allows the
use of two smaller bandgapmaterials, which in turn
absorb a much larger fraction of the solar spectrum.
Many researchers have investigated the optimal
bandgaps for two-junction systems taking energy
losses into account; the general conclusion is that
the LBG should have a bandgap of 1.7 eV while
the SBG’s bandgap should be 1.0 eV [129].

In the case of PEC tandem devices for unassisted
water splitting, the maximum thermodynamic pho-
tocurrent density and corresponding ƞSTH are pre-
dicted from the interception point of the J-V
characteristic curves of the photoanode and photo-
cathode (when each photoelectrode is operating in a
single PEC configuration), as shown in Fig. 17. It is,
therefore, important to shift the two curves so that
the operation point is close to the MPP of each
individual J-V curve. This means that the combined
onset potential (Eonset) values, i.e., the potential at
which a photocurrent is first measured, or the sum of
the photopotentials (Ephoto), should be greater than
1.23 V. For a photoanode Ephoto = 1.23 V � Eonset;
whereas Ephoto = Eonset for the photocathode
[167]. Currently, the practical STH efficiencies are
much lower than the thermodynamic values, due to
the mismatch of their J-V curves.
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According to Fig. 18, a photoanode/photocath-
ode system composed by a photoanode with a
bandgap of Eg, PA = 2.0 eV and a photocathode
with a bandgap of Eg, PC = 1.0 eV has a

thermodynamic STH efficiency of ca. 19%; this
corresponds to a modest increase over the approx-
imately 16% predicted with a single semiconduc-
tor configuration with Eg = 2.0 eV.

Stability/Photocorrosion

In solar water splitting, the stability/long-term
performance of the photoelectrodes is one of
the present critical research topics [27]. The elec-
trolytic photoreduction of a semiconductor is
often associated with the electrons in the valence
band, while the electrolytic photooxidation reac-
tion is related to holes in the conduction band as
electronic reactants [168]. The Pourbaix diagram
is used to analyze the thermodynamic potential
for corrosion of the photoelectrodes, since it
maps the possible stable phases in an aqueous
electrochemical system. Photochemical corro-
sion can be described by the Gerischer and
Bard model [169, 170]. The photochemical cor-
rosion of a binary semiconductor MX and the
solvation (complexing) of the elements (labeled
hereafter as “solv”), which leads to the anodic

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 16 Spectral irradiance at AM 1.5 G and
maximum thermodynamic photocurrent densities for a single system (Adapted from Ref. [13])

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 17 Photocurrent density-voltage
curves for a photoanode and photocathode with external
bias potential vs. reversible hydrogen electrode (RHE).
The blue shadow is the maximum power conversion effi-
ciency of a photoanode, while the red shadow is for the
photocathode (Adapted from Ref. [167])
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and cathodic decomposition, may be represented
by the following reaction, respectively [171]:

MX þ ze� þ solv ! M þ Xz�
solv (19)

MX þ zhþ þ solv ! Mzþ
solv þ X (20)

where z is the number of holes or electrons. Using
H+/H2 standard potentials as reference, the corres-
ponding reaction for hydrogenmay bewritten as [6]:

1=2 zH2 þ solv ! zHþ
solv þ ze� (21)

The addition of Eq. 21 to Eq. 19 or to Eq. 20
yields the corresponding equations for the free
energy values, nDGsH and pDGsH, respectively.
The equations for determining the decomposition
potentials for the oxidation and reduction of the
semiconductor are, respectively:

pEd ¼ pDGsH=z (22)

nEd ¼ � nDGsH=z (23)

The energy positions of the electron-induced
potential nEd and the hole-induced corrosion

value pEd can be plotted with respect to the
band edges ECB and EVB – Fig. 19. In fact, the
criterion for thermodynamic stability of the
semiconductor is:

pEd > Eredox > nEd (24)

Figure 20 shows the decomposition poten-
tials for different oxide and nonoxide semicon-
ductors. Actually, none of the semiconductors
presented in Fig. 20 show their Fermi level
edges positioned as in Fig. 19a, meaning that
they are cathodically and/or anodically unsta-
ble. Therefore, the stability of a semiconductor
in contact with an electrolyte solution strongly
depends on the competition between anodic
dissolution and redox reaction, which are con-
trolled by thermodynamic and kinetic parame-
ters, respectively [171]. Thus, even if the
semiconductor oxides are not thermodynami-
cally stable, following the calculations of
Gerischer [172], they can be kinetically stabi-
lized in the presence of a suitable redox system.
For instance, even if the metal oxide semicon-
ductors are thermodynamically stable toward
cathodic photocorrosion, most of them are

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 18 Maximum attainable AM
1.5 G photocurrent densities for dual bandgap devices, as
a function of top cell and bottom cell bandgaps,

corresponding to the higher and lower bandgap materials,
respectively. Included in brackets are the corresponding
STH efficiencies in tandem devices determined by Eq. 10
(Adapted from Ref. [13])
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unstable toward anodic photocorrosion. Accel-
erating the kinetics of water oxidation prevents
the oxidation of the photoelectrode, e.g., the
slow kinetics of water oxidation at hematite
photoelectrode often leads to hole accumulation
[108]. The instability can also be prevented by

passivating the surface via applying an optically
transparent metal and/or metal-oxide coatings
by atomic layer deposition (ALD) or physical
vapor deposition (PVD) or by adding a suitable
co-catalyst to favor the water splitting reaction.
However, the corrosion of the electrocatalysts

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 19 Relative positions of decom-
position Fermi levels of a semiconductor with respect to its

band edges: (a) stable; (b) unstable; (c) cathodically stable
but anodically unstable; and (d) anodically stable but
cathodically unstable (Adapted from Ref. [6])

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 20 Positions of band edges and decom-
position Fermi levels for different oxide and nonoxide semiconductors at pH 7 (Adapted from Ref. [171])
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should also be considered. For example, RuO2

and IrO2 are more stable in acidic media, while
anodic dissolution occurs in alkaline conditions,
Co3O4 and Co-Pi are more stable in alkaline
than in acidic media.

Extensive overview of existing PEC systems
and their performance (photocurrent-density
and stability) can be found in the literature
[25]. However, hard technological and eco-
nomic targets have to be met for bringing photo-
electrochemical water splitting commercial –
10% STH conversion efficiency stable for
more than 10 years. Most reports assess lifetime
of semiconductors during less than 24 h;
but only few semiconductor-liquid junction
(SCLJ) devices demonstrated to display stabili-
ties of more than 1 day [25].

PEC Reactors

A PEC cell consists of a reservoir containing the
electrolyte, where the two electrodes are
immersed: the photoactive material (working
electrode – WE) and the counter electrode (CE);
however, both electrodes can be photoactive
[173]. When a three-electrode configuration is
used, mainly in a laboratory setup, there is also
the reference electrode (RE) – Fig. 21.

The main aspect that distinguishes a PEC cell
design from a standard electrochemical cell is the
presence of an optically transparent window
through which the photoelectrode is illuminated.
This window is normally made of soda lime glass,
but other materials may be used such as borosili-
cate glass, quartz, fused silica (amorphous silica)
or plastic, namely of acrylic polymers [173]. A
normal soda lime glass is quite cheat and stable
but cut-off the transmission for wavelengths lower
than 350 nm; on the other hand, quartz has a
transmittance higher than 90% from 250 nm up
to 2500 nm though it is quite more expensive
[173]. Instead of quartz, fused silica (amorphous
silica) may be considered since it allows a high
transmittance, ca. 90%, and shows an excellent
stability in both alkaline and acid solutions
(except for fluoridric acid), but is slightly cheaper
[173]. A good compromise between transmittance

(ca. 280 nm and 2500 nm), stability, and price can
be achieved with a borosilicate window. More
recently, acrylic-based windows are considered
for cheaper devices; this material shows a high
transmittance between ca. 350 nm and 900 nm and
it is the cheapest material, not fragile but it is
easier to get scratched.

PEC Cell Design
There are some lab PEC devices available com-
mercially; however, most of the PEC reactors
reported in the literature were fabricated for test-
ing and optimizing new photoelectrodes
[173]. Among these devices, the “Cappuccino”
PEC cell designed by LPI at EPFL [173] and
“PortoCell” designed by LEPABE at UPORTO
[174] are the most known and widely used. The
“Cappuccino” cell is made from PEEK (polyether
ether ketone) and has a compact design with small
distances between electrodes for minimizing the
ohmic losses. It has a small chamber in the bottom
for allowing a magnetic stirrer to be used, which
can help to distribute reactants and disperse prod-
ucts during the electrochemical reaction. Addi-
tionally, this cell allows an illumination area of

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 21 Scheme of a PEC cell for
water splitting in a three-electrode configuration: WE –
working electrode; CE – counter electrode; and RE – ref-
erence electrode
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only approximately 0.5 cm2. Therefore, PEC cells
like the “Cappuccino” cell cannot respond to
the requirements for continuous and larger pro-
duction of hydrogen, e.g., efficient separation of
hydrogen from oxygen, efficient heat dissipation,
and versatility for different photoelectrode
arrangements [173].

For these reasons, the best performing PEC cell
should be “PortoCell” – Fig. 22 [174]. “PortoCell”
complies with several requirements for lab appli-
cations [175]: (i) maximizes the light penetration
through the cell to reach the photoelectrodes;
(ii) the illuminated photoelectrode area is
completely immersed in the electrolyte; (iii)
allows different photoelectrodes configurations;
(iv) the cell is resistant to corrosive electrolytes;
(v) provides a continuously electrolyte feeding;
(vi) allows the use of a membrane to maintain
the evolved gases separated; (vii) has facilities to
electrically connect the electrodes to the external
bias source; and finally (viii) has a robust con-
struction and user-friendly assembly.

“PortoCell” device allows using photo-
electrodes up to 10 � 10 cm2 an area crossing

the board between lab-scale and pilot-scale
[175]. As observed in Fig. 22, the cell includes
two compartments separated by different types of
membranes, such as an ion-exchange membrane
or a porous membrane, and has fused silica win-
dows on both sides, electrolyte inlets and outlets
on both compartments assuring continuous elec-
trolyte feed. These properties enable detailed
characterization of PEC configurations with sep-
arated collection of evolved gases allowing fur-
ther analyses, for example, through a connection
to a GC.

A new upgrade to the original “PortoCell”
design considers [176]: (i) optimized electrolyte
flow path for an efficient gas bubbles detachment
from the windows and photoelectrode and for
efficient heat dissipation – useful when concen-
trated solar light is used; (ii) counter electrodes
placed side by side for allowing light penetration
through the cell, crucial for tandem arrangements,
though detrimental for ionic transport; and (iii)
compact and durable embodiment with a cost-
effective construction. Figure 23 shows the
“PortoCell” PEC cells mounted and operated

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 22 “PortoCell” assembled (a)
and disassembled (b): 1 – acrylic cap (gas collection cham-
ber); 2 – porous teflon membrane; 3 – acrylic cap
(electrode contacts); 4 – photoelectrodes; 5 – ion exchange

membrane or diaphragm to separate both electrodes; 6 –
Pt-counter electrode; 7 – black acrylic for light blocking;
8 – transparent window; 9 – transparent PEC cell body
(Adapted from Ref. [175])
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under homogeneously concentrated solar
irradiation – SoCRatus (Solar Concentrator with
a Rectangular Flat Focus) [176]. The solar con-
centrator uses Fresnel lenses capable of concen-
trating solar radiation at least 10-fold, which
offers a significant potential for the reduction of
the costs of a PEC hydrogen production plant.
Solar concentrator systems focus the direct part
of the incident solar radiation on the optical inlet
of the PEC panels. As a result, the employment of
solar concentrators in combination with PEC
panels allows decreasing the active illuminated
area and consequently the size of the PEC panel
system, while keeping the hydrogen output
mostly constant.

A disruptive new PEC design is now being
developed, which minimizes the counter electrode
overpotential, the charge transport resistance both
in the semiconductor and in the electrolyte, and
minimizes further the construction costs. The new

PEC panel comprehends a front glass window and
an embedded transparent conductive oxide
(ETCO) [177] glass back panel coated with the
semiconductor and encapsulating a PV panel –
Fig. 24; alternatively, the front window is the
back illuminated photoelectrode if applied on a
transparent substrate. The counter electrode is a
half-MEA (membrane electrode assembly) such
as the ones used in proton exchange membrane
fuel cells (PEMFC); it is made of platinum metal
ultrananoparticles supported in carbon black
applied as a coat directly over the ion-exchange
membrane shaped as a tube; non-noble metals
may be used such as nickel for hydrogen evolu-
tion or nickel oxide for the oxygen evolution.
Hydrogen or oxygen is produced inside this
tube, where water needed for the electrochemical
reaction permeates through the membrane origi-
nating hydrogen or oxygen, which evolves as gas
phase saturated with humidity. The ETCO [177]

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 23 Image of the demonstrative
PEC/PV prototype module hosting four new “PortoCell,”
which contains photoelectrodes and silicon PV cells with
an active surface area of 50 cm2 each. The prototype has

been mounted in the focal plane of the DLR test facility
SoCRatus in Cologne (Germany), where homogeneously
concentrated solar irradiation is provided with a maximum
concentration ratio of about 17.5 (Adapted from Ref.
[176])
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technology comprehends chromium metal lines
engraved on a TCO glass, beneath the semicon-
ductor layer, and minimizes the electricity
harvesting overpotentials – Fig. 24.

One of the major challenges in large-area PEC
panels is the separation of hydrogen and oxygen
gas products, as well as hydrogen collection and
transport in large solar fields. In state-of-the-art
PEC cell designs, anode and cathode compart-
ments are separated by a membrane or diaphragm,
and the entire cell must be sealed and fitted with
pipes for H2 gas collection. This translates into a
large sealing and piping construction in large-area
solar hydrogen production plants. To overcome
this problem, Landman et al. [178], from
Technion – IIT, designed a new cell concept that
addresses these challenges. These authors propose
the separation of the oxygen and hydrogen cells
using auxiliary electrodes. The electrodes used are
Ni(OH)2/NiOOH, commonly used in recharge-
able alkaline batteries, which can be cycled
many times with minimal energy loss. During
electrolysis, the NiOOH auxiliary electrode in
the oxygen cell charges, while the Ni(OH)2 aux-
iliary electrode in the hydrogen cell discharges;
electrolysis can be performed in two separate
cells. Using suitable photoanodes, the PEC cell
can generate oxygen, which can then be
discharged to the atmosphere, alleviating the
need for sealing and piping. Since metal wires
connect the separated cells to each other, hydro-
gen is generated at the end-user location; this

concept was successfully demonstrated in small-
area cells showing 7.5% solar-to-hydrogen con-
version efficiency.

The Working Electrode
In PEC water splitting devices, the light absorbing
material (photoelectrode) needs to be deposited or
grown on a highly conductive substrate. The sub-
strate (current collector) should then form an
ohmic back contact with the photoactive material
for allowing the charge transfer between working
electrode (WE) and counter electrode (CE). When
it is necessary for a transparent ohmic contact to
have a back-side illumination, or for a tandem
device, the most widely used materials are glasses
previously coated with a thin layer of a transparent
conducting oxide (TCO), such as fluorine doped
tin oxide (FTO), indium doped tin oxide (ITO),
and aluminum doped zinc oxide (AZO). FTO is
currently the conducting substrate of choice due to
its commercial availability, high carrier concen-
tration and mobility, acceptable electric conduc-
tivities at higher temperatures, and an optical
transparency higher than 80% [173]. The devel-
opment of a transparent semiconductor will allow
to transmit the fraction of solar radiation not
absorbed by the material and to convert it by
other photosystems, improving their overall
energy performance. On the other hand, when
the transparency is not important, a metal sub-
strate can be a potential alternative. For n-type
photoanodes, conducting materials with a work

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 24 (a) Sketch of the innovative
photoelectrochemical panel: 1 – PEC panel device; 2 –
ETCO glass back panel coated with the photoelectrode
(encapsulating a PV panel); and 3 – selective membrane

electrode and nanoparticulated counter electrode; and (b)
sketch of a TCO substrate with engraved metal lines
(ETCO technology [177]): top view and cross section,
respectively top and bottom images
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function that is lower than that of the photoanode
itself is required; while for p-type photocathodes,
high-work function back-contacts such as gold
and platinum should be used [173].

In addition to the transparency requirement,
there are severe implications for practical effi-
ciency of a PEC device using front-side and
back-side illumination [26]. For the case of
front-side illumination and using an n-type photo-
anode, the absorption occurs near its surface, i.e.,
the light is absorbed through the thickness of the
electrode material and less light reaches the back-
contact. Near the surface the density photo-
generated charge carriers is greater than at the
back-contact; the holes are generated very close
to the semiconductor-liquid junction (SCLJ) and
thus the hole diffusion length avoids to be very
long. On the other hand, the photogenerated elec-
trons need to diffuse through the bulk of the semi-
conductor to the back-contact, where they are
extracted to the counter electrode to reduce water
and produce hydrogen; this justifies the need of an
electron diffusion length higher or equal than the
thickness of the semiconductor film. In the case of
a photoanode illuminated from the back-side, the
back-contact has higher density of the photo-
generated charge carriers, and thus the holes
must be able to diffuse through the bulk without
recombining with the electrons that only need to
diffuse a very short length to reach the back-
contact. When a p-type photocathode is used, the
diffusion of charge carriers occurs in the opposite
direction, i.e., the photogenerated electrons need
to reach the SCLJ, whereas the holes diffuse to the
back-contact. Therefore, diffusion length of the
minority and majority charge carriers is an impor-
tant parameter to determine the best type of illu-
mination for such a photoelectrode and the

optimum film thickness balancing the maximum
light absorption with the charge transport proper-
ties. Table 8 presents the electron and hole diffu-
sion length and mobility for the best-performing
photoelectrodes.

The Electrolyte
The electrolyte in an electrochemical cell consists
of a polar solvent with active species to be reduced
or oxidized, depending on if it is an alkaline
medium or an acidic medium; the electrolyte
should not conduct electrons. Photoactive semi-
conductor materials immersed in a redox electro-
lyte are greatly affected by the electrolyte solution
properties; therefore, the choice of a suitable solu-
tion is very important, mainly in what concerns
the redox couple selection and the pH compatibil-
ity with the photoelectrode [179]. It should con-
tribute to improve charge transfer kinetics,
stability, as well as assist in preventing undesir-
able phenomena, such as surface recombination
and trapping. Also, the electrolyte concentration
should be sufficiently high to minimize the ohmic
potential losses (concentrations of at least 0.5 M
are recommended) and should display a high con-
ductivity [173]. The properties of the electrolyte
solutions, namely conductivity (k), resistance
(RE), and potential loss (Vloss) at 5 mA�cm�2, are
shown in Table 9 for each electrolyte composition.

The Counter Electrode
The reaction at the counter electrode (CE) should
be as fast as possible and have high catalytic
activity. In a single photon-system PEC cell, plat-
inum is usually used as counter electrode for
hydrogen evolution; this material presents good
stability over a wide range of electrolytes and pH,
as well as it shows low overpotentials for

Hydrogen Production from Photoelectrochemical Water Splitting, Table 8 Diffusion length, carrier mobility,
and carrier lifetime properties of the best-performing photoelectrodes (Adapted from Ref. [26])

Photoelectrode material Carrier mobility/cm2�V�3�s�1 Carrier lifetime/s Diffusion length/nm

Fe2O3 0.5 3 � 10�12 2–4

WO3 10 (1–9) � 10�9 150–500

Cu2O 6 40 � 10�12 25

BiVO4 0.044 40 � 10�9 70

TaON 0.01 1 � 10�3 �31

Ta3N5 0.07 1 � 10�3 �84
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hydrogen evolution (ca. 0.1 V) [173]. In a
PEC/PV tandem configuration, the surface area
of a CE should be several times larger than the
illuminated photoelectrode area as a tactic toward
reducing the overpotential required for supporting
tandem photocurrent in a tandem device [106]. In
PEC devices, a compromise must be maintained
between the WE, the CE, and the electrolyte solu-
tion in order to ensure low overpotentials, fast
charge transport, and efficient light absorption.

The Reference Electrode
Two-electrode and three-electrode systems are
used to measure the efficiency of a whole PEC
cell and the performance of a working electrode
as a half cell, respectively. In a two-electrode
configuration, the dark- and photocurrents are
recorded as a function of potential against a
counter electrode. The three-electrode configura-
tion allows measuring the applied potential with
respect to a fixed reference electrode, which
allows to turn visible the independent response
of the working electrode to any change in the
applied potential. The most common reference
electrodes used in PEC cells are overview in
Table 10. In water splitting studies the applied
potential is normally reported against RHE
(reversible hydrogen electrode). Zero volt on
the RHE scale corresponds to the H+/H2 redox
potential in the actual solution, independent of
the pH; this makes the use of RHE scale more

convenient than NHE (normal hydrogen elec-
trode) scale.

An important selection criterion for a reference
electrode is its stability in the electrolyte solution.
Silver/silver chloride electrodes are more fre-
quently used as reference electrodes in the PEC
systems under three-electrode configuration and
thus the potential measured with the Ag/AgCl
electrode (EAg/AgCl) must be converted into RHE
scale (ERHE) as follows [173]:

ERHE ¼ EAg=AgClþ0:059 pH

þEo
Ag=AgCl vs: SHE

Eo
Ag=AgCl vs: SHE ¼ 0:1976 V at 25 oC

� �

(25)

where E�(Ag/AgCl vs. SHE) is the potential of the
Ag/AgCl reference electrode with respect to the
SHE (Standard Hydrogen Electrode). All the ref-
erence electrodes are very sensitive and so their
maintenance is crucial; they should be stored in
the appropriate solution when not in use for
avoiding to dry. The potential difference between
individual electrodes should be checked every
2 weeks and their deviation should be less than
	3 mV; maintenance is needed for larger differ-
ences. In this case, the electrode solution should
be refreshed and/or the frit should be immersed in
a 1 M HCl solution overnight [173]. The lifetime
of a reference electrode typically last 2–3 years,
depending on its design and manufacturer.

Hydrogen Production from Photoelectrochemical
Water Splitting, Table 9 Electrical conductivity (k),
resistance (RE), and potential losses (Vloss) at 5 mA�cm�2

for typical electrolyte compositions and pH media; RE and
Vloss are calculated using a cell constant (Kcell) of 1 cm�1

(Adapted from Refs. [26] and [173])

Electrolyte pH Electrolyte composition k/O�1�m�1 RE/O Vloss at 5 mA�cm�2/mV T/�C
Neutral Distilled water 10�3 � 10�4 105–106 1 20

Neutral Purified water �5.5 � 10�6 � 18 � 106 1 25

Neutral 0.1 M NaCl 1.07 93 467 18

0.5 M NaCl 3.8 26 132 18

1.0 M NaCl 7.44 13 67 18

Acid 0.5 M H2SO4 6.2 16 81 20

1.0 M H2SO4 36.6 2.7 14 18

3.5 M H2SO4 73.9 1.4 7 18

Alkaline 0.1 M KOH 2.26 44 221 18

0.5 M KOH 10.7 9.3 47 18

1.0 M KOH 20.1 5.0 25 20
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Measurements Protocols

The energy-conversion efficiency is the key met-
ric for evaluating the performance of photo-
electrochemical devices that produce fuels from
sunlight, biased or unbiased [180]. The solar-to-
hydrogen efficiency is obtained based on the input
energy, solar illumination and internal bias, and
the energy content of the produced hydrogen. The
energy conversion efficiency of the photo-
electrodes can be assessed based on its photocur-
rent, photovoltage, and the Fermi levels; it does
not need the construction of a complete PEC cell.
A PEC water splitting cell is typically character-
ized based on UV-vis spectroscopy analysis,
steady-state electrochemical methods (I-V and
CV tests), advanced electrochemical dynamic
measurements (EIS, IMPS/IMVS and TAS), inci-
dent monochromatic photon-to-current conver-
sion efficiency (IPCE), and Faradaic efficiency.

The UV-vis spectroscopy is used to assess the
optical bandgap properties of the bulk semicon-
ductor, e.g., using Tauc plots of (a�h�n)n vs. h�n,
where a is the semiconductor absorption coeffi-
cient at a specific wavelength, h n is the photon
energy, and n depends on the type of transition

and it may have values between n = 1/2, n = 2,
n = 3/2, and n = 3 corresponding to the allowed
direct, allowed indirect, forbidden direct, and for-
bidden indirect transitions, respectively [8].More-
over, the absorption data allows estimating the
film thickness, assuming a Lambertian absorption
behavior [23]:

ln 1� absð Þ ¼ �a � ‘ (26)

where abs is the absorbance, a is the semiconduc-
tor absorbance coefficient at a specific wave-
length, and ‘ is the thickness of the film.

Current-voltage (I-V) measurement is the most
important technique to evaluate the performance
of a photoelectrode for PEC water splitting; it
consists of applying an external potential bias to
the cell and measuring the photocurrent density
generated by the photoelectrode, Jphoto, immersed
in an electrolyte. These measurements are
recorded using a potentiostat, which has at least
two leads: one connects to the CE, while the other
connects to the WE. Often a standard three-
electrode configuration is used, a third lead is
provided for the RE and, then, the current is
passed between the WE and CE – Fig. 25. In

Hydrogen Production from Photoelectrochemical Water Splitting, Table 10 Overview of reference electrodes
frequently used in PEC water splitting research (Adapted from Ref. [173])

Reference electrode Filling solution
Potential/E vs.
SHE Remarks

Reversible hydrogen Actual electrolyte, purged with H2

gas
0.0–0.059 � pH RHE

Standard/normal hydrogen [H+] = 1.18 mol�L�1

P(H2) = 105 Pa
0 SHE = NHE

Silver/silver chloride
(Ag/AgCl)

0.1 M KCl 0.289

1.0 M KCl 0.237

3.0 M KCl 0.210

3.5 M KCl 0.205

Saturated KCl 0.198 Workhorse for PEC
research

3 M NaCl 0.209

Saturated NaCl 0.197

Calomel (Hg/Hg2Cl2) 0.1 M KCl 0.334

1.0 M KCl 0.281 NCE

3.5 M KCl 0.250

Saturated KCl 0.242 SCE

Saturated NaCl 0.236 SSCE
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three-electrode measurements, the potentiostat is
used to control the potential difference between
the WE and the RE, while the current is measured
between the WE and the CE, with negligible cur-
rent passed between the WE and the RE.

This steady-state technique allows obtaining
the current-voltage response in dark and under
different light conditions, the photocurrent onset
potential, Eonset, and, therefore, understanding the
electron vs. hole transport limitations and tran-
sient effects that indicate recombination [173].
The photocurrent density tends to saturate at a
certain applied potential bias, Eapp, establishing
the upper photocurrent limit that can be used for
calculating the applied bias photon-to-current
efficiency (�APCE) – Eq. 16. Figure 26 shows
the ideal behavior of the I-V curves for an
n-type semiconductor in the dark and under illu-
mination conditions (conventionally, 1-sun AM
1.5 G illumination [181]).

When the applied potential to the photo-
electrode is equal to the flatband potential (Efb),
the applied potential annuls the band bending in
the space-charge layer [35]. Thus, the semicon-
ductor energy band becomes flat and there is no
longer an electric field for assisting the separation
of the photogenerated charge carries. Determining
Efb is useful for estimating the positions of the
conduction and valence bands with respect to the
redox energy levels in the electrolyte, which
allows to estimate the maximum photovoltage
(Ephoto) and photocurrent onset potential (Eonset)

that can be produced. In an ideal scenario, the
photocurrent onset potential should be equal to
the flatband potential; however, the redox kinetic
overpotentials have to be taken into account
[35]. Thus, Efb is usually measured using other
electrochemical techniques, e.g., based on the
Mott-Schottky relation [23]; this will be explained
in the electrochemical impedance spectroscopy
section.

Another metric commonly used to evaluate the
effects of input solar illumination is the system-
level power converted, Pconv [182]. In a three-
electrode system, the power converted at any cur-
rent, I, is given by the product of the current I and
the difference between the potential required to
drive the half-reaction in dark, Edark (I), and under
illumination, Elight (I):

Pconv Ið Þ ¼ I � Edark Ið Þ � Elight Ið Þ
� �

¼ I � Econv Ið Þ (27)

The ratiometric power converted,Фconv, is still
given by the ratio of the Pconv to the input solar
power, Plight. Figure 27 illustrates the power saved
measurements used to characterize the photo-
electrode performance.

In cyclic voltammetry (CV) test the potential of
a system is swept between two voltage limits
while the current response is measured. The CV
curves are used for acquiring information about
electrochemical reactions, similar to I-V charac-
teristics, and mainly for analyzing photocorrosion
activity in a PEC cell [8].

Once it is considered that the photoelectrode is a
promising material for solar water splitting, its dura-
bility is clearly desired. Stability tests consist in
applying a constant potential on a PEC cell system
over several hours and measure the resulting time-
dependent photocurrent response, under 1-sun AM
1.5G illumination. The overall stability is controlled
by physical and chemical factors; physical stability
is related to electrolyte evaporation, which heats up
under the solar simulator illumination; the chemical
stability is associated to irreversible electrochemical
and thermal degradation of the semiconductor and
electrolyte [183].

Dynamic techniques should be considered
to characterize the pathway losses (ohmic,

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 25 Experimental arrangement for
a potentiostatic measuring system: WE – working elec-
trode; RE – reference electrode; and CE – counter electrode
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Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 26 (a) Schematic of a three-
electrode PEC configuration with incident solar simulated

illumination; (b) ideal J-V curve for an n-type semicon-
ductor in the dark (blue line) and under illumination con-
ditions (red line) – (Adapted from Ref. [35])

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 27 Effect of the dark electrode on
the determination of system power-converted, Pconv., in
three-electrode J-V measurements using: (a) a photoanode
(solid black line) and an ideally dark electrode (solid blue
line), where the measured ratiometric power converted is
Фconv. = 4.2% (for P = 100 mW�cm�2); (b) a photoanode
and the state-of-the-art dark anode for the water-oxidation
reaction (solid red line), in which the dark electrode

exhibits an overpotential of 100 mV at 8 mA – Фconv. =
5.0%; (c) an identically engineered photoanode (black
dashed line), e.g., using a co-catalyst, and a dark doped-
electrode (solid gray line), showing an overpotential gain
of 200 mV due to co-catalyst loading and mass-transport
effect – Фconv = 5.8%. The catalyst/mass-transport effects
can be observed using a photoelectrode prepared from the
photoactive substrate without added co-catalyst layer
(dashed blue line) – (Adapted from Ref. [180])
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activation, and concentration) that limit the per-
formance of the PEC water splitting cells,
namely the properties of the semiconductor
electrode: photocurrent, photovoltage, and fill
factor [184]. These techniques allow the inter-
pretation of the charge transfer kinetics, mainly
characterized by diffusion coefficients and life-
time of the charge carriers [185].

Electrochemical impedance spectroscopy
(EIS) is one of the most powerful characterization
techniques involving transient studies, which
allow a deep diagnostics of the PEC cell:
(i) external and shunt resistances; (ii) electron
injection and its lifetime; (iii) recombination of
the electron-hole pairs; (iv) charge transport resis-
tance in the electrolyte; (v) reduction reaction at
the counter electrode (Pt wire); and (vi) diffusivity
of the ionic species in the electrolyte [186]. EIS
analysis is also of great importance for under-
standing the specific processes that cause changes
in the I-V curve. For this reason, EIS measure-
ments can be performed in the dark, under bias
illumination and in any working condition of the
PEC cell, e.g., applying different bias potentials.
In the EIS standard procedure, a small sinusoidal
voltage perturbation V(t) is applied to the system
(1–20 mV, ensuring that the response is in the
pseudo-linear range, and the amplitude and
phase shift of the resulting current response I(t)
are monitored at the corresponding frequency –
Fig. 28. The response in current has the same
period as the voltage perturbation but is phase-
shifted by ’ [184].

The impedance technique is a measure of the
ability of a system to impede the flow of electrical
current and is given by the ratio of a time-
dependent voltage and a time-dependent current
as defined by [184]:

Z ¼ V tð Þ
I tð Þ ¼ V0 cos otð Þ

I0 cos ot� ’ð Þ

¼ Z0

cos otð Þ
cos ot� ’ð Þ (28)

where V0 and I0 are the amplitudes of voltage and
current signals, respectively, and o = 2pn is the
angular frequency in radians per second.

Alternatively, the impedance response can be
expressed in terms of a magnitude, Z0, and a
phase shift, ’, or in terms of real and imaginary
components, as follows [188]:

Z ¼ Z0

exp jotð Þ
exp jot� j’ð Þ

¼ Z0 cos’þ j sin’ð Þ (29)

where j is the imaginary number (j ¼ ffiffiffiffiffiffiffi�1
p

). After
knowing the impedance values of real
(Z' = Z0 cos f) and imaginary (Z'' = Z0j sin ’)
parts and the phase angle ’, the Nyquist and
Bode diagrams can be plotted. The former is the
representation of �Z00 vs. Z0, while the Bode dia-
gram is the representation in a semi-logarithmic
plot of the symmetric of the phase angle ’ vs. the
frequency [187].

Provided that the system is stable, the analysis
of the frequency domain response can be
performed at the potential range of the I-V curve,
which allows obtaining different features at each
point of the frequency variation [189]. Despite
being a relatively easy method to apply, the cor-
rect interpretation of the EIS spectra requires the
use of suitable theoretical tools. Equivalent
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Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 28 Sinusoidal voltage perturbation
and resulting sinusoidal current response, phase-shifted by
an amount ’. V0 – amplitude of the voltage signal;
I0 – amplitude of the current signal; V – work voltage;
I – generated current (Adapted from Ref. [187])
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electric analogues are used to fit the experimental
EIS data for extracting the capacitances and resis-
tances, which are related to charge accumulation,
recombination, and charge transfer processes. The
resistances are associated to different processes of
carrier flux in the bulk of the semiconductor or at
the semiconductor/electrolyte interface, whereas
the capacitances represent a charge storage
mechanism.

PEC cells have been extensively characterized
applying the well-known Mott-Schottky relation,
which allows determining the flatband potential
(Efb) and the donor density of the semiconductor
(ND). This relation requires plotting the inverse
square route of the space charge capacitance as a
function of the applied bias potential. A straight
line can be fitted from the linear region of the plot;
ND value is determined from the slope of this line,
while Efb value is obtained extrapolating the inter-
ception of the straight line with the axis of the
applied potential [23]. The capacitance is usually
determined fitting the experimental data to a
Randles electrical analogue circuit, comprising a
series resistance and a simple-capacitor
(RC) element, as shown in Fig. 29a [6].

A comprehensive equivalent circuit model that
highlights the central role of surface states is
needed for a deeper interpretation of the kinetics
of interfacial reactions at illuminated photo-
electrodes, which are expected to influence the
PEC performance. Suitable equivalent circuit
models for PEC systems have been well described
in several publications over the years [23, 32, 33,
68]. Figure 29b shows the equivalent circuit pro-
posed by Klahr et al. [32], consisting of a series
resistance (RSeries), then a bulk capacitance (CBulk)
in parallel with a resistance from the charge trans-
port/recombination within the bulk semiconduc-
tor (RBulk) and a RC unit consisting of a charge
transfer resistance from the surface states (RCT, SS)
to electrolyte in parallel with its correspondent
capacitance (CSS). Bisquert and coworkers [189]
described the recent advances in the application of
EIS technique in PEC water splitting, aiming at
establishing suitable circuit models and at charac-
terizing the kinetic steps that contribute to the
PEC performance, with particular attention to the
role of surface states.

Other examples of frequency-dependent tech-
niques are the intensity modulated photocurrent
spectroscopy (IMPS) and the intensity modulated
voltage spectroscopy (IMVS), which probe the
dynamic relation between irradiation and electro-
chemical response of the photoelectrode. While in
the EIS technique the light intensity is held con-
stant and the electrode potential is modulated, the
IMPS/IMVS analyses involve measuring the fre-
quency response of the photocurrent/voltage to
sinusoidal modulation of the illumination inten-
sity [6]. IMPS method was introduced in the
pioneering work by Peter and coworkers [190]
in the 1990s; more recently, IMPS technique has
been used combined with EIS technique for
obtaining the rate constants for charge transfer
and recombination [33, 191]. Contrarily, IMVS
technique is relatively underdeveloped for water
splitting devices, since it is applied under open
circuit conditions, i.e., when the current is zero.
Klotz et al. [33] reported the importance of IMVS
in alleviating the need to fit EIS data to complex
electric circuit models. This study teaches about
the processes that limit the low-bias performance
in PEC water splitting devices, mainly for the
oxygen evolution reaction on n-type photoanodes.

Transient absorption spectroscopy (TAS) has
been employed as an useful tool to directly probe
charge carriers dynamics, allowing monitoring the
mechanisms of photogenerated holes and electrons
on the timescale of microseconds to seconds; this
technique is particularly relevant for understanding
the water oxidation mechanism [34]. TAS is usu-
ally performed in a pump-probe configuration
based on a pump pulse used for photo-inducing
the valence band electrons with a laser source; the
dynamics of the transient species formed (valence
band holes and conduction band electrons) are then
followed by probing their absorption from visible
to near infrared wavelengths using a probe pulse or
beam [109]. This technique allows determining the
role of external electrical bias in the rates of
electron-hole recombination, trapping, and interfa-
cial charge transfer to the electrolyte, which is an
important factor limiting the efficiency of solar-
driven water splitting devices [68].

Quantum efficiency metric, such as the
incident monochromatic photon-to-current
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conversion efficiency, IPCE, is also an advanta-
geous parameter to evaluate the PEC perfor-
mance. IPCE quantifies the effectiveness in
converting photons from monochromatic light
incident to photocurrent flowing between the
working and counter electrodes, allowing to deter-
mine which photon contribute to the solar photo-
current. Thus, IPCE is defined as the ratio of the
number of electrons generated by light that fol-
lows in the external circuit (Nelectrons) to the num-
ber of incident photons as a function of
wavelength (Nphotons) [47]:

IPCE lð Þ ¼ Nelectrons

Nphotons

(30)

Substituting the current definition
(I = qNelectrons/t) in the previous equation, the
IPCE is therefore defined as:

IPCE lð Þ ¼ Nelectrons

Nphotons

¼ qNelectrons=t

qNphotons=t

¼ I

qNphotons=t
(31)

where q is the elementary charge and t is the time
[187]. The number of incident photons with a
given wavelength relates to the power of the inci-
dent power density (Pl) by:

Pl ¼ Nphotons

t
hu ¼ Nphotons

t
h
c0
l

(32)

where h is the Planck constant, n is the frequency,
c0 is the speed of light, and l is the wavelength.
Manipulating Eq. 32 in order to obtain Nphotons

and after introducing it into Eq. 31, the IPCE
value can be rewritten as [187]:

IPCE lð Þ ¼ I

qlPl=hc0
¼ Ihc0

Plql

¼ I

Pl

1240

l
� 100% (33)

Finally, the IPCE is calculated measuring the
current in a cell when particular wavelength
ranges with known irradiance Pl focus on the
photoelectrode. The IPCE is normally determined
at the bias potentials corresponding to the maxi-
mum power point. Efficient cells display very
high IPCE values over a broad range of visible
spectrum. Nevertheless, efficiencies lower than
100% are expected due namely to reflection losses
of incident photons and recombination of charge
carriers [16]. Figure 30 displays the IPCE plot,
showing how the IPCE can vary with the applied
potential. The onset wavelength, lonset, is closely
related to the semiconductor bandgap, and we
note that the IPCE at specific wavelength multi-
plied by the spectral distribution of standard solar

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 29 (a) Randles electrical circuit
analogue used to fit the impedance data under dark

conditions; and (b) electrical circuit analogue proposed
by Klahr et al. [32] used to fit the impedance data under
illumination
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illumination (1-sun AM 1.5 G illumination) can
be integrated to give an estimation of the expected
Jphoto under solar illumination [35].

Figure 31 shows the usual setup of an IPCE
apparatus. A high-pressure xenon lamp with an
AM 1.5 G filter delivers the standard solar spec-
trum. The incident wavelength is selected by a
grating monochromator, and appropriate filters
are used. The incident light intensity is generally
low, so that photodecomposition reactions and
thermal effects are minimized. The mechanical

chopper interrupts the light periodically in
order to allow a lock-in amplifier to be used to
distinguish small photocurrents from dark
currents [192].

Although initial measurements are often made
assuming a Faradaic efficiency for water splitting
of 100%, this assumption is not always valid, i.e.,
when there are parasite reactions [8]. Solar-to-
chemical conversion efficiency cannot be made
in a three-electrode configuration –Fig. 32. The
direct detection of evolved H2 and O2 gases,

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 30 (a) Schematic of a three-
electrode PEC configuration with incident monochromatic

illumination; (b) IPCE response measured at a fixed
applied potential, Eapp (Adapted from Ref. [35])

Hydrogen Production from Photoelectrochemical Water Splitting, Fig. 31 Experimental arrangement for an IPCE
measuring system: WE – working electrode; RE – reference electrode; and CE – counter electrode (Adapted from [192])
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typically by mass spectroscopy or gas chromatog-
raphy, is used to obtain the Faradaic efficiency, �F
[8]. The quantitative detection of H2 and O2

evolved requires perfect sealing of the PEC cell
reactor. Measuring the operating photocurrent
density, Jop, with an ammeter as a function of the
time gives an indication of the stability of the
whole PEC device. The integrated Jop gives the
total charge passed, which can be compared with
the total amount of gas evolved (accounting for
the stoichiometry) for obtaining the Faradaic effi-
ciency and then achieve the overall solar-to-
hydrogen conversion efficiency, �STH – Eq. 15.

Future Directions

In the last few years, research on PEC water
splitting technology has been growing quite fast
and remarkable developments have been
achieved, mainly concerning the development of
new semiconductors capable of better stabilities,
photocurrents, and photovoltages. Nevertheless,
the primary goal of PEC research is to develop a
system that balances complexity, cost, and perfor-
mance in a stand-alone device. Ambitious

technological and economic targets have to be
met for making PEC water splitting commercial:
a minimum STH efficiency of ca. 10% and
10-year lifetime and a hydrogen threshold cost
of $2–$4 per kg. Future directions should address
four critical topics: (i) development of stable and
efficient photoelectrodes, displaying a photocur-
rent of >8 mA�cm�2; (ii) optimization of tandem
cell configurations for delivering the highest cur-
rent density and where the possible electrical
power production is used for driving auxiliary
systems in a PEC farm; (iii) PEC cell scale-up to
panel sizes, minimizing overpotentials and maxi-
mizing light use and the construction simplicity;
and (iv) techno-economic and life-cycle
assessments.

Bibliography

Primary Literature
1. Yilmaz F, Balta MT, Selbaş R (2016) A review of

solar based hydrogen production methods. Renew
Sust Energ Rev 56:171–178

2. Fujishima A, Honda K (1972) Electrochemical pho-
tolysis of water at a semiconductor electrode. Nature
238(5358):37–38

Hydrogen Production from Photoelectrochemical
Water Splitting, Fig. 32 (a) Schematic of a tandem
PEC cell with incident solar simulated illumination,
where the light not absorbed by the LBG photoanode is

transmitted to the SBG photocathode; (b) stability
response and detection of evolved gases over time
(Adapted from Ref. [35])

1046 Hydrogen Production from Photoelectrochemical Water Splitting



3. EIA (2015) Annual energy outlook 2015. [cited
2015 September]. www.eia.doe.gov

4. van de Krol R, Grätzel M (2012) Introduction. In: van
de Krol R, Grätzel M (eds) Photoelectrochemical
hydrogen production. Springer, New York, pp 3–11

5. REN21 (2015) Renewables 2015 global status report.
[cited 2015 October]. www.ren21.net

6. Lopes T, Andrade L, Mendes A (2013) Photo-
electrochemical cells for hydrogen production from
solar energy. In: Akbarzadeh NEA (ed) Solar energy
sciences and engineering applications. CRC Press,
Boca Raton, pp 293–341

7. Pinaud BA et al (2013) Technical and economic fea-
sibility of centralized facilities for solar hydrogen pro-
duction via photocatalysis and photoelectrochemistry.
Energy Environ Sci 6(7):1983–2002

8. Chen Z et al (2010) Accelerating materials develop-
ment for photoelectrochemical hydrogen production:
standards for methods, definitions, and reporting pro-
tocols. J Mater Res 25(01):3–16

9. SPE. Global market outlook for solar power
2015–2019. [cited 2015 May]. www.solarpowereu
rope.org

10. Walter MG et al (2010) Solar water splitting cells.
Chem Rev 110(11):6446–6473

11. Nowotny J et al (2005) Solar-hydrogen: environmen-
tally safe fuel for the future. Int J Hydrog Energy
30(5):521–544

12. Hisatomi T, Kubota J, Domen K (2014) Recent
advances in semiconductors for photocatalytic and
photoelectrochemical water splitting. Chem Soc Rev
43(22):7520–7535

13. Miller EL (2010) Solar hydrogen production by
photoelectrochemical water splitting: the promise
and challenge. In: Vayssieres L (ed) On solar hydro-
gen & nanotechnology. Wiley, New York, pp 3–32

14. Coelho B, Oliveira AC, Mendes A (2010) Concen-
trated solar power for renewable electricity and
hydrogen production from water – a review. Energy
Environ Sci 3(10):1398–1405

15. Grimes CA, Varghese OK, Ranjan S (2008) Hydro-
gen generation by water splitting. In: Light, water,
hydrogen. Springer, New York, pp 35–114

16. Grimes CA, Varghese OK, Ranjan S (2008) Photo-
electrolysis. In: Light, water, hydrogen. Springer,
New York, pp 115–190

17. Rothschild A, Dotan H (2017) Beating the efficiency
of photovoltaics-powered electrolysis with tandem
cell photoelectrolysis. ACS Energy Lett 2:45–51

18. Krol R (2012) Photo-electrochemical production of
hydrogen. In: van de Krol R, Schoonman J (eds)
Photoelectrochemical hydrogen production. Springer
US, New York, pp 121–142

19. Aruchamy A, Aravamudan G, Subba Rao G (1982)
Semiconductor based photoelectrochemical cells for
solar energy conversion – an overview. Bull Mater
Sci 4(5):483–526

20. Minggu LJ, Wan Daud WR, Kassim MB (2010) An
overview of photocells and photoreactors for

photoelectrochemical water splitting. Int J Hydrog
Energy 35(11):5233–5244

21. Dumortier M, Tembhurne S, Haussener S (2015)
Holistic design guidelines for solar hydrogen produc-
tion by photo-electrochemical routes. Energy Envi-
ron Sci 8(12):3614–3628

22. Nozik AJ (1978) Photoelectrochemistry: applica-
tions to solar energy conversion. Annu Rev Phys
Chem 29(1):189–222

23. Lopes T et al (2014) Hematite photoelectrodes for
water splitting: evaluation of the role of film thick-
ness by impedance spectroscopy. Phys Chem Chem
Phys 16(31):16515–16523

24. Lopes T et al (2012) E-MRS/MRS bilateral energy
conference innovative technological configurations
of photoelectrochemical cells. Energy Procedia
22:35–40

25. Ager Iii JW et al (2015) Experimental demonstra-
tions of spontaneous, solar-driven photoelectro-
chemical water splitting. Energy Environ Sci 8(10):
2811–2824

26. Smith WA (2016) Photoelectrochemical cell design,
efficiency, definitions, standards, and protocols. In:
Giménez S, Bisquert J (eds) Photoelectrochemical
solar fuel production: from basic principles to
advanced devices. Springer International Publishing,
Cham, pp 163–197

27. Krol R, Liang Y, Schoonman J (2008) Solar hydro-
gen production with nanostructured metal oxides.
J Mater Chem 18(20):2311–2320

28. Sivula K, Le Formal F, Grätzel M (2011) Solar
water splitting: progress using hematite (a-
Fe2O3) photoelectrodes. ChemSusChem 4(4):
432–449

29. Weber MF, DignamMJ (1984) Efficiency of splitting
water with semiconducting photoelectrodes. J
Electrochem Soc 131(6):1258–1265

30. Murphy AB et al (2006) Efficiency of solar water
splitting using semiconductor electrodes. Int J
Hydrog Energy 31(14):1999–2017

31. Abdi FF et al (2013) The origin of slow carrier
transport in BiVO4 thin film photoanodes: a time-
resolvedmicrowave conductivity study. J Phys Chem
Lett 4(16):2752–2757

32. Klahr B et al (2012) Water oxidation at hematite
photoelectrodes: the role of surface states. J Am
Chem Soc 134(9):4294–4302

33. Klotz D et al (2016) Empirical in operando analysis
of the charge carrier dynamics in hematite photo-
anodes by PEIS, IMPS and IMVS. Phys Chem
Chem Phys 18(34):23438–23457

34. Barroso M et al (2013) Charge carrier trapping,
recombination and transfer in hematite ([small
alpha]-Fe2O3) water splitting photoanodes. Chem
Sci 4(7):2724–2734

35. Sivula K, van de Krol R (2016) Semiconducting
materials for photoelectrochemical energy conver-
sion. Nat Rev Mater 1:16010

36. Lancelle-Beltran E et al (2008) Eur J Inorg Chem:903

Hydrogen Production from Photoelectrochemical Water Splitting 1047

http://www.eia.doe.gov
http://www.ren21.net
http://www.solarpowereurope.org
http://www.solarpowereurope.org


37. James BD et al (2009) Technoeconomic analysis of
photoelectrochemical (PEC) hydrogen production,
U.D. Report, editor. Directed Technologies, Virginia

38. Zafer C et al (2005) Sol EnergyMater Sol Cells 88:11
39. Grimes CA, Varghese OK, Ranjan S (2008) Oxide

semiconducting materials as photoanodes. In: Light,
water, hydrogen. Springer, New York, pp 191–255

40. Grimes CA, Varghese OK, Ranjan S (2008) Non-
oxide semiconductor nanostructures. In: Light,
water, hydrogen. Springer, New York, pp 427–483

41. Osterloh FE (2008) Inorganic materials as catalysts
for photochemical splitting of water. Chem Mater
20(1):35–54

42. Wang G et al (2014) Chemically modified nano-
structures for photoelectrochemical water splitting.
J Photochem Photobiol C: Photochem Rev 19:35–51

43. Nowotny J et al (2007) Titanium dioxide for solar-
hydrogen I. Functional properties. Int J Hydrog
Energy 32(14):2609–2629

44. Grimes CA, Varghese OK, Ranjan S (2008) Oxide
semiconductors: nano-crystalline, tubular and porous
systems. In: Light, water, hydrogen. Springer,
New York, pp 257–369

45. Mavroides JG, Kafalas JA, Kolesar DF (1976) Photo-
electrolysis of water in cells with SrTiO3 anodes.
Appl Phys Lett 28(5):241–243

46. Wang C et al (2014) Enhancing visible-light photo-
electrochemical water splitting through transition-
metal doped TiO2 nanorod arrays. J Mater Chem
A 2(42):17820–17827

47. Bak T et al (2002) Photo-electrochemical hydrogen
generation from water using solar energy. Materials-
related aspects. Int J Hydrog Energy 27(10):
991–1022

48. Liu Q et al (2015) Black Ni-doped TiO2 photoanodes
for high-efficiency photoelectrochemical water-
splitting. Int J Hydrog Energy 40(5):2107–2114

49. Khan SUM, Al-Shahry M, Ingler WB Jr (2002) Effi-
cient photochemical water splitting by a chemically
modified n-TiO2. Science 297(5590):2243–2245

50. Dias P et al (2016) Photoelectrochemical water splitting
usingWO3 photoanodes: the substrate and temperature
roles. Phys Chem Chem Phys 18(7):5232–5243

51. Liu X, Wang F, Wang Q (2012) Nanostructure-based
WO3 photoanodes for photoelectrochemical water
splitting. Phys Chem Chem Phys 14(22):7894–7911

52. Zhu T, Chong MN, Chan ES (2014) Nanostructured
tungsten trioxide thin films synthesized for photo-
electrocatalytic water oxidation: a review.
ChemSusChem 7(11):2974–2997

53. Solarska R, Jurczakowski R, Augustynski J (2012)
A highly stable, efficient visible-light driven water
photoelectrolysis system using a nanocrystalline
WO3 photoanode and a methane sulfonic acid elec-
trolyte. Nanoscale 4(5):1553–1556

54. Seabold JA, Choi K-S (2011) Effect of a cobalt-based
oxygen evolution catalyst on the stability and the
selectivity of photo-oxidation reactions of a WO3
photoanode. Chem Mater 23(5):1105–1112

55. Kwong WL, Lee CC, Messinger J (2016) Transpar-
ent nanoparticulate FeOOH improves the perfor-
mance of a WO3 photoanode in a tandem water-
splitting device. J Phys Chem C 120(20):
10941–10950

56. Wang S et al (2016) Synergistic crystal facet engi-
neering and structural control of WO3 films
exhibiting unprecedented photoelectrochemical per-
formance. Nano Energy 24:94–102

57. Satsangi VR, Dass S, Shrivastav R (2010) Nano-
structured a-Fe2O3 in PEC generation of hydrogen.
In: On solar hydrogen & nanotechnology. Wiley,
New York, pp 349–397

58. Warren SC et al (2013) Identifying champion nano-
structures for solar water-splitting. Nat Mater
12(9):842–849

59. Hardee KL, Bard AJ (1976) Semiconductor elec-
trodes: V. The application of chemically vapor depos-
ited iron oxide films to photosensitized electrolysis.
J Electrochem Soc 123(7):1024–1026

60. Kim JY et al (2014) A stable and efficient hematite
photoanode in a neutral electrolyte for solar water
splitting: towards stability engineering. Adv Energy
Mater 4(13):1614–6840

61. Dias P et al (2016) Extremely stable bare hematite
photoanode for solar water splitting. Nano Energy
23:70–79

62. Satsangi VR et al (2008) Nanostructured hematite for
photoelectrochemical generation of hydrogen. Int
J Hydrog Energy 33(1):312–318

63. Mayer MT et al (2013) Forming heterojunctions at
the nanoscale for improved photoelectrochemical
water splitting by semiconductor materials: case
studies on hematite. Acc Chem Res 46(7):
1558–1566

64. Cesar I et al (2008) Influence of feature size, film
thickness, and silicon doping on the performance of
nanostructured hematite photoanodes for solar water
splitting. J Phys Chem C 113(2):772–782

65. Hu Y-S et al (2009) Improved photoelectrochemical
performance of Ti-doped a-Fe2O3 thin films by sur-
face modification with fluoride. Chem Commun
(19):2652–2654

66. Ling Yet al (2011) Sn-doped hematite nanostructures
for photoelectrochemical water splitting. Nano Lett
11(5):2119–2125

67. Kim JY et al (2013) Single-crystalline, wormlike
hematite photoanodes for efficient solar water split-
ting. Sci Rep 3:2681

68. Le Formal F et al (2014) Back electron–hole recom-
bination in hematite photoanodes for water splitting.
J Am Chem Soc 136(6):2564–2574

69. Tilley SD et al (2010) Light-induced water splitting
with hematite: improved nanostructure and iridium
oxide catalysis. Angew Chem Int Ed 49(36):
1521–3773

70. Morales-Guio CG et al (2015) An optically transpar-
ent iron nickel oxide catalyst for solar water splitting.
J Am Chem Soc 137(31):9927–9936

1048 Hydrogen Production from Photoelectrochemical Water Splitting



71. Jeon TH et al (2017) Ultra-efficient and durable
photoelectrochemical water oxidation using elabo-
rately designed hematite nanorod arrays. Nano
Energy 39:211–218

72. Lefrou C, Fabry P, Poignet J-C (2012) Thermody-
namic features. In: Electrochemistry. Springer, Ber-
lin/Heidelberg, pp 119–168

73. Iandolo B et al (2015) The rise of hematite: origin and
strategies to reduce the high onset potential for the
oxygen evolution reaction. J Mater Chem
A 3(33):16896–16912

74. Zandi O, Hamann TW (2015) The potential versus
current state of water splitting with hematite. Phys
Chem Chem Phys 17(35):22485–22503

75. Dias P, Andrade L, Mendes A (2017) Hematite-based
photoelectrode for solar water splitting with very
high photovoltage. Nano Energy 38:218–231

76. Jang J-Wet al (2015) Enabling unassisted solar water
splitting by iron oxide and silicon. Nat Commun
6:7447

77. Abdi FF, Firet N, van de Krol R (2013) Efficient
BiVO4 thin film photoanodes modified with cobalt
phosphate catalyst and W-doping. ChemCatChem
5(2):490–496

78. Sayama K et al (2006) Photoelectrochemical decom-
position of water into H2 and O2 on porous BiVO4
thin-film electrodes under visible light and significant
effect of Ag ion treatment. J Phys Chem
B 110(23):11352–11360

79. Walsh A et al (2009) Band edge electronic structure
of BiVO4: elucidating the role of the bi s and V d
Orbitals. Chem Mater 21(3):547–551

80. Wang Z et al (2011) BiVO4 nano-leaves: mild syn-
thesis and improved photocatalytic activity for O2
production under visible light irradiation.
CrystEngComm 13(7):2500–2504

81. Abdi FF et al (2013) Efficient solar water splitting
by enhanced charge separation in a bismuth
vanadate-silicon tandem photoelectrode. Nat
Commun 4:2195

82. Pihosh Y et al (2015) Photocatalytic generation of
hydrogen by core-shell WO3/BiVO4 nanorods with
ultimate water splitting efficiency. Sci Rep 5:11141

83. Han L et al (2014) Efficient water-splitting device
based on a bismuth vanadate photoanode and thin-
film silicon solar cells. ChemSusChem 7(10):
2832–2838

84. Shi X et al (2015) Unassisted photoelectrochemical
water splitting beyond 5.7% solar-to-hydrogen con-
version efficiency by a wireless monolithic
photoanode/dye-sensitised solar cell tandem device.
Nano Energy 13:182–191

85. Yourey JE, Bartlett BM (2011) Electrochemical
deposition and photoelectrochemistry of CuWO4, a
promising photoanode for water oxidation. J Mater
Chem 21(21):7651–7660

86. Zhen C et al (2016) Tantalum (oxy)nitride based
photoanodes for solar-driven water oxidation.
J Mater Chem A 4(8):2783–2800

87. Li Yet al (2013) Cobalt phosphate-modified barium-
doped tantalum nitride nanorod photoanode with
1.5% solar energy conversion efficiency. Nat
Commun 4:2566

88. Liu G et al (2016) Enabling an integrated tantalum
nitride photoanode to approach the theoretical pho-
tocurrent limit for solar water splitting. Energy Envi-
ron Sci 9(4):1327–1334

89. Liu G et al (2015) Efficient hole extraction from a
hole-storage-layer-stabilized tantalum nitride photo-
anode for solar water splitting. Chem Eur
J 21(27):9624–9628

90. Wang G et al (2011) Hydrogen-treated TiO2 Nano-
wire arrays for photoelectrochemical water splitting.
Nano Lett 11(7):3026–3033

91. Qiu Y et al (2016) Efficient solar-driven water split-
ting by nanocone BiVO4-perovskite tandem cells.
Sci Adv 2(6):e1501764

92. Li Y et al (2016) WO3@a-Fe2O3 Heterojunction
arrays with improved photoelectrochemical behavior
for neutral pH water splitting. ChemCatChem
8(17):2765–2770

93. Hajibabaei H, Zandi O, Hamann TW (2016) Tanta-
lum nitride films integrated with transparent conduc-
tive oxide substrates via atomic layer deposition for
photoelectrochemical water splitting. Chem Sci
7(11):6760–6767

94. Memming R, Schwandt G (1968) Electrochemical
properties of gallium phosphide in aqueous solutions.
Electrochim Acta 13(6):1299–1310

95. Heller A (1981) Conversion of sunlight into electrical
power and photoassisted electrolysis of water in
photoelectrochemical cells. Acc Chem Res 14(5):
154–162

96. Khaselev O, Turner JA (1998) A monolithic
photovoltaic-photoelectrochemical device for hydro-
gen production via water splitting. Science
280(5362):425–427

97. Abe R (2010) Recent progress on photocatalytic and
photoelectrochemical water splitting under visible
light irradiation. J Photochem Photobiol C: Photo-
chem Rev 11(4):179–209

98. Nakato Y et al (1987) Hydrogen photoevolution at
p-type silicon electrodes coated with discontinuous
metal layers. J Electroanal Chem 228(1–2):97–108

99. Hamann TW, Lewis NS (2006) Control of the stabil-
ity, electron-transfer kinetics, and pH-dependent
energetics of Si/H2O interfaces through methyl ter-
mination of Si(111) surfaces. J Phys Chem
B 110(45):22291–22294

100. Lin Y et al (2013) Amorphous Si thin film based
photocathodes with high photovoltage for efficient
hydrogen production. Nano Lett 13(11):5615–5618

101. Meyer BK et al (2012) Binary copper oxide semi-
conductors: from materials towards devices. Phys
Status Solidi B 249(8):1487–1509

102. Paracchino A et al (2011) Highly active oxide pho-
tocathode for photoelectrochemical water reduction.
Nat Mater 10(6):456–461

Hydrogen Production from Photoelectrochemical Water Splitting 1049



103. Azevedo J et al (2014) On the stability enhancement
of cuprous oxide water splitting photocathodes by
low temperature steam annealing. Energy Environ
Sci 7(12):4044–4052

104. Tilley SD et al (2013) Ruthenium oxide hydrogen
evolution catalysis on composite cuprous oxide
water-splitting photocathodes. Adv Funct Mater
24(3):1616–3028

105. Luo J et al (2016) Cu2O nanowire photocathodes for
efficient and durable solar water splitting. Nano Lett
16(3):1848–1857

106. Dias P et al (2015) Transparent cuprous oxide pho-
tocathode enabling a stacked tandem cell for unbi-
ased water splitting. Adv Energy Mater 5(24):
1614–6840

107. Prévot MS, Guijarro N, Sivula K (2015) Enhancing
the performance of a robust sol–gel-processed p-type
Delafossite CuFeO2 photocathode for solar water
reduction. ChemSusChem 8(8):1359–1367

108. Li Z et al (2013) Photoelectrochemical cells for solar
hydrogen production: current state of promising
photoelectrodes, methods to improve their proper-
ties, and outlook. Energy Environ Sci 6(2):347–370

109. Shen S et al (2016) Hematite heterostructures for
photoelectrochemical water splitting: rational mate-
rials design and charge carrier dynamics. Energy
Environ Sci 9(9):2744–2775

110. Gross Koren M, Dotan H, Rothschild A (2016) Nano
gold rush: on the origin of the photocurrent enhance-
ment in hematite photoanodes decorated with
gold Nanoparticles. J Phys Chem C 120(28):
15042–15051

111. Osterloh FE (2013) Inorganic nanostructures for
photoelectrochemical and photocatalytic water split-
ting. Chem Soc Rev 42(6):2294–2320

112. Guijarro N, Prevot MS, Sivula K (2015) Surface
modification of semiconductor photoelectrodes.
Phys Chem Chem Phys 17(24):15655–15674

113. Montoya JH et al (2017) Materials for solar fuels and
chemicals. Nat Mater 16(1):70–81

114. Fabbri E et al (2014) Developments and perspectives
of oxide-based catalysts for the oxygen evolution
reaction. Cat Sci Technol 4(11):3800–3821

115. Seh ZW et al (2017) Combining theory and experi-
ment in electrocatalysis: insights into materials
design. Science 355(6321)

116. Morales-Guio CG et al (2014) Hydrogen evolution
from a copper(I) oxide photocathode coated with an
amorphous molybdenum sulphide catalyst. Nat
Commun 5:3059

117. Zhang D et al (2015) One-step preparation of opti-
cally transparent Ni-Fe oxide film electrocatalyst for
oxygen evolution reaction. Electrochim Acta
169:402–408

118. Zeradjanin AR et al (2014) Rational design of the
electrode morphology for oxygen evolution –
enhancing the performance for catalytic water oxida-
tion. RSC Adv 4(19):9579–9587

119. Chang JA et al (2012, 1863) Nano Lett 12

120. Gamelin DR (2012) Water splitting: catalyst or spec-
tator? Nat Chem 4(12):965–967

121. Faughnan BW, Kiss ZJ (1968) Phys Rev Lett 21:1331
122. Chang JA et al (2010) Nano Lett 10:2609
123. Prévot MS, Sivula K (2013) Photoelectrochemical

tandem cells for solar water splitting. J Phys Chem
C 117(35):17879–17893

124. Conibeer GJ, Richards BS (2007) A comparison of
PV/electrolyser and photoelectrolytic technologies
for use in solar to hydrogen energy storage systems.
Int J Hydrog Energy 32(14):2703–2711

125. Grätzel M (2005) Solar energy conversion by dye-
sensitized photovoltaic cells. Inorg Chem 44(20):
6841–6851

126. Luo J et al (2014) Water photolysis at 12.3% effi-
ciency via perovskite photovoltaics and earth-
abundant catalysts. Science 345(6204):1593–1596

127. Zhang K et al (2016) Water splitting progress in
tandem devices: moving photolysis beyond electrol-
ysis. Adv Energy Mater 6(15):1600602

128. Mor GK et al (2008) P-type cu�Ti�O nanotube
arrays and their use in self-biased heterojunction
photoelectrochemical diodes for hydrogen genera-
tion. Nano Lett 8(10):3555–3555

129. Seger B et al (2014) 2-photon tandem device for
water splitting: comparing photocathode first versus
photoanode first designs. Energy Environ Sci
7(8):2397–2413

130. Grätzel M (2001) Photoelectrochemical cells. Nature
414(6861):338–344

131. Grätzel M, Augustynski J Tandem cell for water
cleavage by visible light 2001. EPFL

132. Duret A, Gratzel M (2005) Visible light-induced
water oxidation on Mesoscopic a-Fe2O3 films
made by ultrasonic spray Pyrolysis. J Phys Chem
B 109(36):17184–17191

133. Park N-G (2013) Organometal perovskite light
absorbers toward a 20% efficiency low-cost solid-
state Mesoscopic solar cell. J Phys Chem Lett
4(15):2423–2429

134. Tan S et al (2004) J Phys Chem B 108:18693
135. Cervini R, Cheng Y, Simon G (2004) J Phys D Appl

Phys 37:13
136. Magalhães MAM et al (2010) Glass sealing of dye-

sensitized solar cells. Google Patents
137. May MM et al (2015) Efficient direct solar-to-

hydrogen conversion by in situ interface transforma-
tion of a tandem structure. Nat Commun 6:8286

138. Khaselev O, Bansal A, Turner JA (2001) High-
efficiency integrated multijunction photovoltaic/
electrolysis systems for hydrogen production. Int
J Hydrog Energy 26(2):127–132

139. Kelly NA, Gibson TL (2006) Design and character-
ization of a robust photoelectrochemical device to
generate hydrogen using solar water splitting. Int
J Hydrog Energy 31(12):1658–1673

140. Kim JH et al (2016) Hetero-type dual photoanodes
for unbiased solar water splitting with extended light
harvesting. Nat Commun 7:13380

1050 Hydrogen Production from Photoelectrochemical Water Splitting



141. Wang X et al (2013) Silicon/hematite core/shell
nanowire array decorated with gold nanoparticles
for unbiased solar water oxidation. Nano Lett
14(1):18–23

142. Liu C et al (2013) A fully integrated nanosystem of
semiconductor nanowires for direct solar water split-
ting. Nano Lett 13(6):2989–2992

143. Sonya K et al (2016) Tandem photo-
voltaic–photoelectrochemical GaAs/InGaAsP–WO
3/BiVO 4 device for solar hydrogen generation. Jpn
J Appl Phys 55(4S):04ES01

144. Gaillard N et al (2010) Status of research on tungsten
oxide-based photoelectrochemical devices at the
University of Hawai’i

145. Shi X et al (2016) Unassisted photoelectrochemical
water splitting exceeding 7% solar-to-hydrogen con-
version efficiency using photon recycling. Nat
Commun 7

146. Brillet J et al (2012) Highly efficient water splitting
by a dual-absorber tandem cell. Nat Photon
6(12):824–828

147. Gurudayal et al (2017) Atomically altered hematite
for highly efficient Perovskite tandem water-splitting
devices. ChemSusChem 10(11):2449–2456

148. Gurudayal et al (2016) Highly active MnO catalysts
integrated onto Fe2O3 Nanorods for efficient water
splitting. Adv Mater Interfaces 3(15):1600176

149. Luo J et al (2015) Targeting ideal dual-absorber tan-
dem water splitting using perovskite photovoltaics
and CuInxGa1-xSe2 photocathodes. Adv Energy
Mater 5(24):1501520

150. Mor GK et al (2009) Nano Lett 9:4250
151. Bolton JR, Strickler SJ, Connolly JS (1985) Limiting

and realizable efficiencies of solar photolysis of
water. Nature 316(6028):495–500

152. Xu P et al (2016) Photoelectrochemical cell for unas-
sisted overall solar water splitting using a BiVO4
photoanode and Si nanoarray photocathode. RSC
Adv 6(12):9905–9910

153. Kim JH et al (2016) Overall photoelectrochemical
water splitting using tandem cell under simulated
sunlight. ChemSusChem 9(1):61–66

154. LiWet al (2015) Hematite-based solar water splitting
in acidic solutions: functionalization by mono- and
multilayers of iridium oxygen-evolution catalysts.
Angew Chem Int Ed 54(39):11428–11432

155. Bornoz P et al (2014) A bismuth Vanadate–cuprous
oxide tandem cell for overall solar water splitting.
J Phys Chem C 118(30):16959–16966

156. Lin C-Yet al (2012) Cu2O|NiOx nanocomposite as an
inexpensive photocathode in photoelectrochemical
water splitting. Chem Sci 3(12):3482–3487

157. Snaith HJ et al (2011) Lead-sulphide quantum-dot
sensitization of tin oxide based hybrid solar cells. Sol
Energy 85(6):1283–1290

158. Ingler WB, Khan SUM (2006) A self-driven p/n-
Fe2O3 tandem photoelectrochemical cell for water
splitting, vol 9. ETATS-UNIS: Institute of Electrical
and Electronics Engineers, Pennington

159. Kainthla RC, Zelenay B, Bockris JO (1987) Signifi-
cant efficiency increase in self-driven photo-
electrochemical cell for water photoelectrolysis.
J Electrochem Soc 134(4):841–845

160. Turner JE, Hendewerk M, Somorjai GA (1984) The
photodissociation of water by doped iron oxides: the
unblased p/n assembly. Chem Phys Lett 105(6):
581–585

161. Mettee H, Otvos JW, Calvin M (1981) Solar induced
water splitting with p/n heterotype photochemical
diodes: n-Fe2O3/p-GaP. Sol Energy Mater 4(4):
443–453

162. Ohashi K, McCann J, Bockris JOM (1977) Stable
photoelectrochemical cells for the splitting of water.
Nature 266(5603):610–611

163. Nozik AJ (1976) P-n photoelectrolysis cells. Appl
Phys Lett 29(3):150–153

164. Jacobsson TJ et al (2015) A theoretical analysis of
optical absorption limits and performance of tandem
devices and series interconnected architectures for
solar hydrogen production. Sol Energy Mater Sol
Cells 138:86–95

165. Dias P et al (2014) Temperature effect on water
splitting using a Si-doped hematite photoanode.
J Power Sources 272:567–580

166. Bard AJ, Faulkner LR (2001) Electrochemical
methods fundamentals and applications, 2nd edn.
Wiley, New York, p XXI, 833

167. Yang X et al (2015) Enabling practical
electrocatalyst-assisted photoelectron-chemical
water splitting with earth abundant materials. Nano
Res 8(1):56–81

168. Gadgil PN (1990) Preparation of iron pyrite films for
solar cells by metalorganic chemical vapor deposi-
tion. Simon Fraser University, Burnaby, p 241

169. Gerischer H (1977) On the stability of semiconductor
electrodes against photodecomposition. J Electroanal
Chem 82(1–2):133–143

170. Bard AJ, Wrighton MS (1977) Thermodynamic
potential for the anodic dissolution of n-type
semiconductors. J Electrochem Soc 124(11):
1706–1710

171. Memming R (2001) Semiconductor electrochemis-
try, 1st edn. Wiley-VCH, Weinheim

172. Sinn C, Meissner D, Memming R (1990) Charge
transfer processes at WSe2 electrodes with
pH-controlled stability. J Electrochem Soc 137(1):
168–172

173. van de Krol R (2012) Photoelectrochemical measure-
ments. In: Van de Krol R, Grätzel M (eds) Photo-
electrochemical hydrogen production. Springer,
New York, pp 13–67

174. Snaith HJ et al (2008) Nanotechnol 19:424003
175. Lopes T et al (2014) An innovative photo-

electrochemical lab device for solar water splitting.
Sol Energy Mater Sol Cells 128:399–410

176. PECDEMO (2017) Photoelectrochemical Demon-
strator Device – PECDEMO. [cited 2017 10th
January]

Hydrogen Production from Photoelectrochemical Water Splitting 1051



177. Magalhães MAM et al. (2014) Substrate and elec-
trode for solar cells and corresponding manufactur-
ing process. Google Patents

178. Landman A et al. (2017) Photoelectrochemical water
splitting in separate oxygen and hydrogen cells. Nat
Mater. Advance online publication

179. Lopes T (2014) Characterization and
phenomenoligal modeling of photoelectrochemical
cells for hydrogen production from solar energy, in
Chemical Engineering Departement. University of
Porto – FEUP, Porto

180. Coridan RH et al (2015) Methods for comparing the
performance of energy-conversion systems for use in
solar fuels and solar electricity generation. Energy
Environ Sci

181. Ding IK et al (2009) Pore-filling of Spiro-OMeTAD
in solid-state dye sensitized solar cells: quantifica-
tion, mechanism, and consequences for device per-
formance. Adv. Funct. Mater 19(19):2431–2436

182. Dotan H et al (2014) On the solar to hydrogen con-
version efficiency of photoelectrodes for water split-
ting. J Phys Chem Lett 5(19):3330–3334

183. Hinsch A et al (2001) Long-term stability of dye-
sensitised solar cells. Prog Photovolt Res Appl
9(6):425–438

184. O’Hayre R et al (2006) Fuel cell fundamentals.
Wiley, New York, p XXII, 409

185. Macdonald JR, JohnsonWB (2005) Fundamentals of
impedance spectroscopy. In: Impedance spectros-
copy. Wiley, Hoboken, pp 1–26

186. Barsoukov E, Macdonald JR (eds) (2005) Impedance
spectroscopy: theory, experiment, and applications,
2nd edn. Wiley-Interscience, Hoboken, p 595

187. Andrade L, Ribeiro HA, Mendes A (2011)
Dye–sensitized solar cells: an overview. In: Encyclo-
pedia of inorganic and bioinorganic chemistry.
Wiley, Hoboken

188. Barsoukov E,Macdonald JR (2005) Impedance spec-
troscopy: theory, experiment and applications.
Second ed. Wiley, Hoboken

189. Bisquert J et al (2016) Analysis of photo-
electrochemical systems by impedance spectroscopy.
In: Giménez S, Bisquert J (eds) Photoelectrochemical
solar fuel production: from basic principles to
advanced devices. Springer International Publishing,
Cham, pp 281–321

190. Peter LM, Vanmaekelbergh D (2008) Time and fre-
quency resolved studies of photoelectrochemical
kinetics. In: Alkire RC, Kolb DM (eds) Advances
in electrochemical science and engineering. Wiley,
Weinheim, pp 77–164

191. LiWet al (2016) Comparison of heterogenizedmolec-
ular and heterogeneous oxide catalysts for photo-
electrochemical water oxidation. Energy Environ Sci

192. Archer MD, Nozik AJ (2008) Nanostructured and
photoelectrochemical systems for solar photon con-
version. Series on photoconversion of solar energy,
v. 3. Imperial College Press/World Scientific,
London/Singapore/Hackensack

Books and Reviews
Ager Iii JW et al (2015) Experimental demonstrations

of spontaneous, solar-driven photoelectrochemical
water splitting. Energy Environ Sci 8(10):
2811–2824

Archer MD, Nozik AJ (2008) Nanostructured and photo-
electrochemical systems for solar photon conversion.
Series on photoconversion of solar energy,
vol 3. Imperial College Press/World Scientific,
London/Singapore/Hackensack

Bard AJ, Faulkner LR (2001) Electrochemical methods
fundamentals and applications, 2nd edn. Wiley,
New York, p XXI, 833

Barsoukov E, Macdonald JR (2005) Impedance spectros-
copy: theory, experiment, and applications, 2nd edn.
Wiley-Interscience, Hoboken

Bisquert J (2014) Nanostructured energy devices: equilib-
rium concepts and kinetics. CRC Press, Boca Raton

Bisquert J, Giménez S (2016) Photoelectrochemical
solar fuel production: from basic principles to
advanced devices. Springer International Publishing,
Cham

Coridan RH et al (2015) Methods for comparing the per-
formance of energy-conversion systems for use in solar
fuels and solar electricity generation. Energy Environ
Sci 8:2886–2901

Dotan H et al (2014) On the solar to hydrogen conversion
efficiency of photoelectrodes for water splitting. J Phys
Chem Lett 5(19):3330–3334

Grätzel M (2001) Photoelectrochemical cells. Nature
414(6861):338–344

Grimes CA, Varghese OK, Ranjan S (2008) Light, water,
hydrogen. Springer, New York

Guijarro N, Prevot MS, Sivula K (2015) Surface modifica-
tion of semiconductor photoelectrodes. Phys Chem
Chem Phys 17(24):15655–15674

Hamann CH, Hamnett A, VielstichW (2007) Electrochem-
istry. Wiley, Weinheim

Huggins RA (2010) Energy storage. Springer US,
New York

Lopes T, Andrade L, Mendes A (2013) Photo-
electrochemical cells for hydrogen production from
solar energy. In: Enteria N, Akbarzadeh A (eds) Solar
energy sciences and engineering applications. CRC
Press, Boca Raton, pp 293–341

Memming R (2001) Semiconductor electrochemistry,
1st edn. Wiley-VCH, Weinheim

Montoya JH et al (2017) Materials for solar fuels and
chemicals. Nat Mater 16(1):70–81

Nozik AJ (1978) Photoelectrochemistry: applications to
solar energy conversion. Annu Rev Phys Chem
29(1):189–222

O’Hayre R et al (2006) Fuel cell fundamentals. Wiley,
New York, p XXII

Peter LM, Vanmaekelbergh D (2008) Time and frequency
resolved studies of photoelectrochemical kinetics. In:
Alkire RC, Kolb DM (eds) Advances in electrochemi-
cal science and engineering. Wiley, Weinheim,
pp 77–164

1052 Hydrogen Production from Photoelectrochemical Water Splitting



Pierret RF (2003) Advanced semiconductor fundamentals.
Modular series on solid state devices, vol VI. Addison-
Wesley, Reading

Pinaud BA et al (2013) Technical and economic feasibility
of centralized facilities for solar hydrogen production
via photocatalysis and photoelectrochemistry. Energy
Environ Sci 6(7):1983–2002

Rothschild A, Dotan H (2017) Beating the efficiency of
photovoltaics-powered electrolysis with tandem cell
photoelectrolysis. ACS Energy Lett 2:45–51

Seh ZW et al (2017) Combining theory and experiment in
electrocatalysis: insights into materials design. Science
355(6321):eaad4998

Shen S et al (2016) Hematite heterostructures for photo-
electrochemical water splitting: rational materials
design and charge carrier dynamics. Energy Environ
Sci 9(9):2744–2775

Sivula K (2013) Metal oxide photoelectrodes for solar fuel
production, surface traps, and catalysis. J Phys Chem
Lett 4(10):1624–1633

Sivula K, Le Formal F, Grätzel M (2011) Solar water
splitting: progress using hematite (a-Fe2O3) photo-
electrodes. ChemSusChem 4(4):432–449

Sivula K, van de Krol R (2016) Semiconducting materials
for photoelectrochemical energy conversion. Nat Rev
Mater:16010

Smith WA et al (2015) Interfacial band-edge energetics for
solar fuels production. Energy Environ Sci

van de Krol R, Grätzel M (2012) Photoelectrochemical
hydrogen production. Springer US, New York

van de Krol R, Liang Y, Schoonman J (2008) Solar hydro-
gen production with nanostructured metal oxides.
J Mater Chem 18(20):2311–2320

Vayssieres L (2010) On solar hydrogen & nanotechnology.
Wiley, New York

Walter MG et al (2010) Solar water splitting cells. Chem
Rev 110(11):6446–6473

Würfel P (2007) Physics of solar cells. Wiley-VCH,
Weinheim, pp 37–84

Yang X et al (2015) Enabling practical electrocatalyst-
assisted photoelectron-chemical water splitting
with earth abundant materials. Nano Res 8(1):
56–81

Zhang K et al (2016) Water splitting progress in tandem
devices: moving photolysis beyond electrolysis. Adv
Energy Mater 6(15):1600602

Hydrogen Production from Photoelectrochemical Water Splitting 1053



Hydrogen via Direct Solar
Production

Shamindri M. Arachchige and Karen J. Brewer
Department of Chemistry, Virginia Polytechnic
Institute and State University, Blacksburg, VA,
USA

Article Outline

Glossary
Definition of the Subject
Introduction
Photochemical Water Splitting
Components for Supramolecular Solar Hydrogen

Photocatalysis
Solar Hydrogen Photocatalysis
Iron-Based System
Rh-Based Supramolecular and Multicomponent

Systems
Co-Based Supramolecular and Multicomponent

Systems
Pt and Pd-Based Homogeneous Systems for Solar

Hydrogen Production
Palladium-Based Supramolecular Solar

Hydrogen Photocatalysts
Conclusions and Future Directions
Bibliography

Glossary

BL A ligand that is located between two metals
in a supramolecule, bridging ligand.

bpy A bidentate terminal ligand, 2,20-bipyridine.
CAT The site of a reaction that occurs via catal-

ysis, facilitated by the catalyst without the
destruction of this subunit occurring multiple
times in a cycle.

dmgBF2 (Difluoroboryl) dimethylglyoximate.
dmgH Dimethylglyoximate.
dpb A bidentate bridging ligand, 2,3-bis

(2-pyridyl) benzoquinoxaline.

dpgBF2 (Difluoroboryl)diphenylglyoximate.
dpp A bidentate bridging ligand, 2,3-bis

(2-pyridyl) pyrazine.
dpq A bidentate bridging ligand, 2,3-bis

(2-pyridyl) quinoxaline.
EA A subunit that functions to accept an electron

in a redox reaction, electron acceptor.
ED A subunit that functions to donate an electron

in a redox reaction, electron donor.
et Excited state electron transfer, oxidation or

reduction reaction involving the loss or gain
of an electron that occurs in an electronic
excited state.

GS Electronic ground state of a molecule.
HOMO Highest occupied molecular orbital for a

molecule.
Ia Intensity of incident light.
ic Internal conversion, a non-radiative process

that allows conversion between two electronic
states of the same spin multiplicity.

isc Intersystem crossing, a non-radiative process
that allows conversion between two electronic
states of different spin multiplicity.

kx Rate constant of process “x.”
LA Ground electronic state of a light absorber.
�LA Excited electronic state of a light absorber.
L-pyr A monodentate terminal ligand,

[(4-pyridine) oxazolo(4,5-f)phenanthroline].
LUMO Lowest unoccupied molecular orbital for

a molecule.
Me2bpy A bidentate terminal ligand, 4,40-

dimethy-2,20-bipyridine.
Me2phen A bidentate terminal ligand,

4,7-dimethylphenanthroline.
MLCT Metal-to-ligand charge-transfer, an elec-

tronic excited state.
MMCT Metal-to-metal charge-transfer, an elec-

tronic excited state.
nr Non-radiative decay or movement between

electronic states via processes that do
not involve the absorption or emission of
light.

phen A bidentate terminal ligand, 1,10-
phenanthroline.
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ppy A monodentate terminal ligand,
2-phenylpyridine.

py A N containing aromatic ring, pyridyl.
q Bimolecular deactivation, a reaction of an elec-

tronic excited state of a molecule which results
in relaxation to the ground state via interaction
with another molecule without transfer of elec-
trons or generation of an excited state.

Q Quencher, a molecule that is engaged in a
reaction with an electronic excited state of
another molecule leading to generation of the
ground state of the excited molecule.

rxn Photochemical reaction from the electronic
excited state of a molecule.

TL A ligand that is located at the end of a supra-
molecule and bound to only one metal center,
terminal ligand.

tpy A tridentate terminal ligand, 2,20:60,200-
terpyridine.

lmax
abs Absorption maximum.

lmax
em Emission maximum.

F Quantum yield or a process provides the num-
ber of events of interest that occur from an
electronic excited state as related to the number
of excited molecules.

Fem Quantum yield of emission providing the
number of photons emitted by an electronic
excited state of a molecule divided by the num-
ber of photons absorbed.

Definition of the Subject

Developing renewable sources of energy to
replace reliance on fossil fuels remains a major
challenge. Sunlight is recognized as the largest of
all carbon-neutral energy sources with
4.3 � 1020 J reaching the earth’s surface in 1 h,
larger than the current energy consumption by
humans in a year [1, 2]. Plants harness solar
energy through photosynthesis, which is used to
power the biological world and ultimately stored
in carboniferous fossil fuels. The rate of produc-
tion of fossil fuels is exceeded by current con-
sumption leading to interest in artificial means to
harvest solar energy. Growing energy demands
due to rising living standards and increased pop-
ulation have stimulated a global initiative to
exploring alternative means to harness solar

energy and alternative energy sources. Current
methods to harness solar energy for practical pur-
poses do not compete with fossil fuel use. Artificial
photosynthesis, use of synthetic systems that
mimic photosynthetic energy conversion, provides
an attractive avenue for solar fuel production
[1–4]. The “hydrogen economy,” transformation
from an oil-based economy to a hydrogen-based
one, has been proposed as an attractive energy
solution for the future [1–6]. Hydrogen provides a
high energy content per gram (120 kJ/g), can be
used in fuel cells, and has low environmental
impact. Hydrogen is found in various feedstocks
on earth, combined with oxygen in water and
carbon in fossil fuels. Steam-methane reforming
currently provides about 95% of the hydrogen
used in the United States [7]. Visible light-induced
solar hydrogen production from water would be
the ultimate clean, renewable energy solution.
Molecule-based systems for artificial photosyn-
thesis offers unique insight into electron
transfer processes amenable to study by conven-
tional experimental techniques. A molecular-
based artificial photosynthetic fuel production
system requires an antenna to capture light, gen-
eration of a potential, and a catalyst for reduction
of the substrate, water. Water reduction to produce
hydrogen fuel is complex involving charge sepa-
ration, multielectron reactions, and chemical bond
reorganization. Functioning molecular photo-
catalysts for water reduction have emerged recently,
but practical systems do not yet exist. Engineering
systems that can efficiently produce hydrogen from
water is a topic of extensive research and develop-
mental efforts with significant progress made in
identifying the molecular components necessary
for this complicated chemistry.

Introduction

This contribution highlights recent progress in the
use of complexmolecular systems that reduce water
or protons for solar hydrogen production. Supramo-
lecular complexes in this forum are large molecular
assemblies composed of multiple components
whose individual properties provide a unique func-
tion to the supramolecule [8]. The focus will be
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on supramolecular complexes that couple a
light-absorbing unit (LA) to a reactive metal
center that is the catalyst (CAT). Systems are
designed so that the orbital energetics of the
molecular components allow efficient intramo-
lecular charge-transfer to the CAT upon light
activation. Although the properties of the com-
ponents are typically perturbed in the supramo-
lecular assemblies, the individual components
bring to the molecular device a unique function
retained by each subunit in the assembly.
A sacrificial electron donor (ED) is typically
used to reductively quench the oxidized
LA. The foundation for supramolecular photo-
chemistry was established by the pioneering
work using separate LAs and hydrogen-
generating CATs in solar energy conversion
schemes [9–11]. Recent progress using homoge-
neous multicomponent systems in solar hydro-
gen production will also be presented. The
multicomponent systems consist of a LA, elec-
tron relay (ER), and a CAT that are not cova-
lently linked. Illustrative examples of different
molecular architectures are provided and the
photochemistry discussed. Factors impacting
system efficiency, including light-absorbing
ability at desired wavelengths, the quantum
yield of product formation (F), and the turnover
number (TON) for system components, will be
highlighted.

Photochemical Water Splitting

Solar water splitting uses energy from the sun to
split water into hydrogen and oxygen. The splitting
of water is an energetically uphill process requiring
1.23 eV. The overall reactions for water splitting
are multielectron processes (Eqs. 1, 2, and 3):

2H2O 1ð Þ ! 2H2 gð Þ þ O2 gð Þ
E ¼ �1:23V vs NHE

(1)

4H2O 1ð Þ þ 4e� ! 2H2 gð Þ þ 4OH� aqð Þ
E ¼ �0:83V vs NHE

(2)

4OH� aqð Þ ! 2H2O 1ð Þ þ O2 gð Þ þ 4e�

E ¼ �0:40V vs NHE
(3)

The redox potentials are pH dependent with
proton reduction at pH = 1 occurring at 0.00 V
vs. NHE. Multielectron chemistry is key
as multielectron water is energetically much
more favorable (1.23 V vs. NHE) [1] than
water splitting using single electron pathways
(5 V vs. NHE) [11]. Most of the solar spectrum
has energies >1.23 eV and can be used for
the multielectron splitting of water. Many sys-
tems are reported to split water using ultraviolet
radiation but the fraction of available solar
power in this region is smaller, and focus has
been to use more abundant, lower energy light
to power water photolysis [3, 4]. Due to the
complicated nature of designing complete
water splitting systems, researchers typically
focus on understanding either water oxidation
or water reduction, by replacing the other half
with a sacrificial electron acceptor or a
sacrificial ED.

Components for Supramolecular Solar
Hydrogen Photocatalysis

The individual components within the supra-
molecule provide the overall photocatalytic
activity to the supramolecule, thus careful con-
sideration must be given to selecting structural
components. The perturbation of each compo-
nent upon assembly in a supramolecule must be
predictable and controllable, with the overall
function being maintained.

Light Absorption LA is used in this forum to
absorb light and transfer that energy or an elec-
tron to other parts of the supramolecule. Incor-
poration of a LA within the molecular
architecture that absorbs in the visible region
allows for the use of more of the solar spectrum
in solar hydrogen production schemes. A LA
absorbs a photon of light to form an electroni-
cally excited state, �LA, which has distinctive
properties compared to the ground state system,
Eq. 4:

LAþ hn!Ia �LA (4)

Once excited, relaxation of the �LA to the
ground state can occur in a non-radiative fashion,
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through heat loss or in a radiative fashion by
emitting light, Eqs. 5 and 6:

�LA!knr LAþ heat (5)

�LA!kr LAþ hn0 (6)

Excited states can be quenched by energy or
electron transfer, see Eqs. 7, 8, and 9:

�LAþ Q!ken LAþ �Q (7)

�LAþ EA!ket LAþ þ EA� (8)

�LAþ ED!k
0
et
LA� þ EDþ (9)

The thermodynamic driving force (Eredox)
of excited state electron transfer depends
on the excited state reduction potential of the
LA (E(�LAn+/LA(n�1)+)) and the ground state
oxidation potential of the ED (E(ED0/+)) for
excited state reduction, Eq. 10, or the excited
state oxidation potential of the LA (E(�LAn+/
LA(n+1)+)) and the ground state reduction poten-
tial of the EA (E(EA0/�)) for excited state
oxidation, Eq. 11. The excited state redox
potentials, E(�LAn+/LA(n�1)+) and E(�LAn+/
LA(n+1)+), differ significantly from the ground
state potentials as electronic excited states
are both better oxidizing and reducing agents
relative to their ground states. The excited
state redox potentials can be calculated
based on the ground state reduction or oxidation
potential of the LA and the energy gap
between the ground vibronic state of the elec-
tronic ground and excited states (E0�0), Eqs. 12
and 13:

Eredox redð Þ ¼ E �LAnþ=LA n�1ð Þþ
� �

� E ED0=þ
� �

(10)

Eredox oxdð Þ ¼ E �LAnþ=LA nþ1ð Þþ
� �

� E EA0=�
� �

(11)

E �LAnþ=LA n�1ð Þþ
� �

¼ E LAnþ=LA n�1ð Þþ
� �

þE0�0

(12)

E �LAnþ=LA nþ1ð Þþ
� �

¼ E LAnþ=LA nþ1ð Þþ
� �

�E0�0

(13)

Common Light Absorbers Ruthenium and late
transition metal complexes are widely applicable
LAs with strong absorptivity and good spectral
coverage as well as long-lived emissive metal-to-
ligand charge-transfer (MLCT) excited states [9,
10, 12–15]. Some commonly used LAs used in
solar energy conversion schemes are shown in
Fig. 1. The excited state of [Ru(bpy)3]

2+ is capable
of excited state electron-[16–18] and energy-
transfer reactions. [Ru(bpy)3]

2+ absorbs light
with high extinction coefficients in the ultraviolet
and visible regions of the spectrum. The
UV-region is dominated by intense absorptions
that are intraligand (IL) p ! p* in nature, while
the visible region is dominated by Ru(dp) ! bpy
(p*) MLCT transitions with lmax

abs = 450 nm
[12–14]. Following the absorption of a photon of
light to generate the 1MLCT excited state, rapid
intersystem crossing occurs with unit efficiency to
populate a relatively long-lived 3MLCT excited
state (excited state lifetime, t = 850 ns in room
temperature (RT) acetonitrile solution, quantum
yield, F = 0.07 emitting at lmax

em = 620 nm in
RT) [13]. The excited state lifetime, t, is the
inverse of the sum of all the rate constants for
deactivation of an electronic excited state in the
absence of a quencher, Eq. 14:

t ¼ 1

kr þ knr
(14)

The quantum yield for emission, Fem, for an
excited state can be calculated by considering the
ratio between the rate constants for the process of
interest and the sum of all the rate constants for the
deactivation of a state, multiplied by the fraction
of light that populates this state, Eq. 15:
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Fem ¼ F3MLCT

kr
kr þ knr

(15)

F3MLCT is the quantum efficiency for generation
of the 3MLCTstate, which is one for [Ru(bpy)3]

2+

and most Ru(II) polyazine LAs. The relationship
between F of photochemical processes with con-
centration of a Q is described using Stern-Volmer
kinetics, Eq. 16:

Fo=F ¼ 1þ Ksv Q½ � (16)

F� and F are quantum yields in the absence
and presence of Q, respectively, and Ksv is the
Stern-Volmer quenching constant. The excited
state properties of Ru polyazine–type LAs can
be modulated by modification of the ligands
bound to the metal center. Complexes use similar
properties with higher energy Os(dp) orbitals and
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lower energy-excited MLCT states. Table 1 pro-
vides spectroscopic properties of Ru and Os LAs.
Although the excited state of [Ru(bpy)3]

2+ is ther-
modynamically capable of reducing water to pro-
duce hydrogen, this reaction does not occur. Recent
studies have also used Ir-or Pt-based LA in photo-
chemical hydrogen production schemes
[19–21]. The use of metalloporphyrin types of
complexes as LAs have been investigated as they
mimic dyes found in nature in photosynthesis [22].

Electron Relay Multicomponent systems rely
on a suitable relay to transport electrons from an
excited LA to the CAT. This electron relay must
be able to accept electrons from the �LA. In supra-
molecular complexes, bridging ligands (BL) are
used as electron relays and serve to covalently
couple the individual components. A wide range
of BLs has been used for this purpose, providing
varied degrees of coupling between the LA and
CAT and with varied acceptor orbital energetics
[12]. Polyazine BLs are commonly used to couple
molecular components within supramolecular
assemblies. Polyazine BLs separated by short
rigid spacers allow for significant electronic com-
munication between components and directional
electron or energy transfer [32–35]. [(bpy)2Ru
(dpp)]2+ is a well-studied LA derived from [Ru
(bpy)3]

2+ with one of the bpy replaced by the
polyazine BL, dpp (dpp = 2,3-bis(2-pyridyl)pyr-
azine) [25, 26, 33, 34]. The lowest lying excited
state of [Ru(bpy)2(dpp)]

2+ is a Ru(dp)! dpp(p�)

CT state, transferring charge from the ruthenium
to the dpp ligand. This 1MLCT absorption occurs
at 470 nm with the 3MLCT emission at 675 nm
(t = 210 ns). The two remote nitrogen donor
atoms on the dpp ligands provide points of attach-
ment for a second metal center, allowing the con-
struction of polymetallic complexes. The dpp(p�)
acceptor orbital is stabilized when it is bridging
two metals. In the homobimetallic system
[{(bpy)2Ru}2(dpp)]

4+, a red shifted Ru
(dp) ! dpp (p�) CT transition at 525 nm is
observed with a shortened 3MLCT lifetime of
80 ns [10, 25].

Catalysts Photochemical water reduction to
produce hydrogen is an energetically uphill pro-
cess involving bond dissociation and formation.
Catalysts are used to promote this reaction. Most
multicomponent systems are heterogeneous with
considerable progress being made recently in
homogeneous photocatalysis [19–21]. These sys-
tems typically use Pt, Pd, Rh, Co, or bioinspired
diiron dithiolate (contains an Fe2 core) catalysts.
The non-precious metal-based Co and Fe systems
are proposed as being economically viable.
Homogeneous catalysis allows catalyst engineer-
ing to promote electron transfer from the LA and
allows understanding of the mechanism of action
through conventional solution-based analysis
methods. Care must be taken in the selection of
CATs to ensure that that they do not compete for
light with the LA.

Hydrogen via Direct Solar Production, Table 1 Spectroscopic and redox properties of RuII and OsII polyazine
complexes

Complex lmax
abs (nm) lmax

em (nm) t (ns) Ref.

[Ru(bpy)3]
2+ a 449 605 850 [13]

[Ru(phen)3]
2+ a 443 604 400 [13]

[Ru(Ph2phen)3]
2+ b 460 613 4,680 [23]

[Os(bpy)3]
2+ a 640 723 20b [24]

[(bpy)2Ru(dpp)]
2+ a 470 675 240 [25, 26]

[(phen)2Ru(dpp)]
2+ a 465 652 252 [27]

[(bpy)2Os(dpp)]
2+ a 485 798 37 [28, 29]

[Ru(tpy)2]
2+ 476c 629a 0.25b [30, 31]

[Os(tpy)2]
2+ 477c 718c 269a [31]

aIn acetonitrile solution at room temperature
bIn aqueous solutions
cIn ethanol–methanol (4/1)
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Turnover Number (TON) and Quantum Yield
(F) The observed TON andF of a reaction are key
parameters describing catalytic system efficiency
and stability. The TON relative to the CAT is
defined as the ratio of amount of hydrogen pro-
duced (n H2) to the initial amount of CAT present
(no CAT), Eq. 16:

TON ¼ n H2

no CAT
(17)

Photoinitiated Charge Separation Solar
energy conversion schemes that proceed via
photoreduction of substrates are initiated with
photoinduced charge separation that generates a
potential at the molecular level. A simplified
supramolecular device for photoinitiated charge
separation is represented in Fig. 2. Optical exci-
tation, followed by intramolecular electron
transfer affords a charge separated state
consisting of a positively charged electron
donor, ED+, and negatively charged electron
acceptor, EA�. The photogenerated charge sep-
arated (CS) state should persist for enough time
to drive useful chemistry during the excited state
lifetime. In supramolecular systems, the duration
of charge separation can be modulated by fine
tuning the orbital overlap between the ED and

LA through modification of distance between
these two subunits. The efficiency of charge
separation is also key to functioning and often
factors enhancing lifetime reduce quantum
efficiency.

Photoinitiated Electron Collection Photo-
initiated electron collection (PEC) is a process
by which at least two electrons are collected on a
central site following optical excitation. For
PEC, supramolecular complexes can be
designed so that two ED-LA units are connected
to a single EA that can accept at least two elec-
trons (an electron collector, EC) to give a
ED-LA-BL-EC-BL-LA-ED structural motif.
Following multiple optical excitations, this sys-
tem collects two electrons at the EC creating two
ED+, Fig. 3. PEC is of considerable importance
in solar fuel production as multielectron reduc-
tion of the substrate is required in many fuel
producing reactions. In the important mono-
graph by Balzani in 1987, the design consider-
ations for functioning photoinitiated electron
collectors were discussed [8]. Since then many
supramolecular systems that couple multiple
LAs have been constructed, but only a few func-
tioning PEC systems exist.

Photoinitiated Electron Collectors that Collect
Electrons on Ligand Orbitals Photoinitiated

E

ED

EDED

ED

ED+

LA+

LA+

ED+

ED+

LA

LA

LA

LALA

EA

EA

EA

EA–

BL–

BL–

BL–

BL–

EABL

BL

EA

EA

hv

hv

BL

ket

ket

Hydrogen via Direct
Solar Production,
Fig. 2 Photoinduced
charge separation in a
ED-LA-BL-EA molecular
device (ED electron donor,
LA light absorber, EA
electron acceptor)
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electron collectors are devices that allow the use of
light energy to collect the reducing equivalents
needed to produce fuels. Molecular-based PEC
systems are engineered so that the subunits are
connected in an order with orbital energetics that
allow multiple electrons to be collected on a single
site following light activation. Current systems that
undergo PEC have LA units connected to EC
through BLs that function as electron relays. The
first functioning photoinitiated electron collector is
[{(bpy)2Ru(dpb)}2IrCl2](PF6)5 (dpb = 2,3-bis
(2-pyridyl)benzoquinoxaline) which collects two
electrons on the dpb(p�) orbitals upon two sequen-
tial excitations and electron transfer events, Fig. 4
[36]. Electron transfer from the dpb(p�) orbitals to
the Irbased orbitals is energetically uphill. Homo-
bimetallic ruthenium systems, [(phen)2Ru(tatpq)
Ru(phen)2]

4+ (phen = 1,10-Phenanthroline,

tatpq = 9,11,20, 22-tetraazatetrapyrido[3,2-a:2030-
c:300,200-1:2000,3000-n] pentacene-10,21-quinone) and
[(phen)2Ru(tatpp)Ru (phen)2]

4+ (tatpp = 9,11,20,
22-tetraazatetrapyrido [3,2-a:2030-c:300,200-1:2000,
3000-n]pentacene) are the next PECs studied with
multiple electrons also being collected on the BL
(p�) orbitals, Fig. 4 [37, 38]. Although these initial
systems undergo PEC, they are not known to
reduce substrates. The monometallic system, [Ru
(bpy)2(pbn)]

2+ (pbn = 2-(2-pyridyl) benzo[b]-1,
5-naphthyridine), couples a Ru-based LA to an
NAD+ (NAD+ = nicotinamide adenine dinucleo-
tide) model ligand, Fig. 4. The NAD+ model
ligand acts as a reservoir for two electrons and
uses proton coupled electron transfer. Photolysis
of a solution containing [Ru(bpy)2(pbn)]

2+ and
triethylamine (Et3N) leads to the formation of
NADH like [Ru (bpy)2(pbnHH)]

2+, a potential

E

ED

ED ED ED

ED

ED

ED

ED

ED

ED+

ED+

ED+

ED+ ED+
ED+

ED+

ED+

ED+

ED+

ED+

ED+

LA

LA LA

LA

LA

LA

LA LA

LA

LA

LA

LA

LA

LA
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LA
+
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+
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+
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+

hv
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ECEC

EC

EC–

BL–
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Hydrogen via Direct Solar Production, Fig. 3 Photoinduced electron collection in a ED-LA-EA-LA-ED molecular
device (ED electron donor, LA light absorber, EA electron acceptor)
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hydride donor for reduction of organic substrates
[39, 40].

Solar Hydrogen Photocatalysis

This entry will focus on the recent developments
in molecular-based solar hydrogen photocatalysis
using Fe, Co, Rh, Pt, and Pd-based CATs and Ru,
Os, Pt, Re, and Ir-based LAs. Illustrative exam-
ples will be provided with discussions on system
function, TON, and efficiency. The hydrogen
TON, quantum yield, and system properties are
summarized in Table 2.

Iron-Based System

Metabolism of protons in certain bacteria and
algae are catalyzed by a certain class of meta-
lloenzymes coined hydrogenases. Iron hydroge-
nases are important in proton reduction producing
hydrogen gas. Recent research efforts focus on
biomimetic diiron systems containing an Fe2S2
core, structurally similar to the iron hydrogenase
active sites, for solar hydrogen photocatalysis
[19–21, 41]. Interest in these systems has been
inspired by the superior catalytic activity of
hydrogenases which can reach 6,000–9,000

molecules of hydrogen s�1 [42]. Most Fe2S2 sys-
tems have been used in electrocatalytic proton
reduction, requiring strongly acidic conditions
and large overpotentials [43].

Supramolecular Iron-Based System The
Ru-Fe2S2 dyads, [(bpy)2Ru(MebpyCONHPhCOO
(Fe2{m-S2 (CH2)2CH}(CO)6))]

2+, [(tpy)Ru
(tpyC2Ph(Fe2{m-S2 (CH2)2 N}(CO)6))]

2+,
[(bpy)2Ru(MebpyCONHPh (Fe2{m-S2(CH2)2
N}(CO)6))]

2+, and [(bpy)2Ru(bpy C2Ph(Ph2)P
(Fe2{m-S2(CH2)3}(CO)5))]

2+, in which a model
iron hydrogenase active site is attached to a [Ru
(bpy)3]

2+ type chromophore, are supramolecular
architectures constructed for possible application
in solar hydrogen production, Fig. 5 [44–47].
These systems couple the favorable optical
properties of the Ru-based chromophore to the
catalytic properties of the diiron active site. It
was anticipated that the optically populated
3MLCTexcited state would reduce the diiron spe-
cies by two electrons and catalyze water reduc-
tion to produce hydrogen. It was found that
electron transfer to the diiron dyads is thermody-
namically unfavorable in this structural motif as
the reduction potentials of the diiron units are
more negative than the excited state oxidation
potential of the ruthenium LAs. These Ru-Fe2S2
dyads are not solar hydrogen photocatalysts, but
provide important design considerations for
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Hydrogen via Direct Solar Production, Fig. 4 Photoinitiated electron collectors that collect electrons on ligand
orbitals
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catalyst engineering. Component modification at
the diiron center to facilitate electron transfer from
the 3MLCT excited state of the photosensitizer
and/or photogeneration of a 3MLCTexcited state
with a higher energy acceptor orbital have been

suggested as a means to promote excited state
electron transfer from the ruthenium LA to the
diiron core [45–47].

A pyridine (py)-functionalized hydrogenase
active site model complex bound to a zinc

N
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Hydrogen via Direct Solar Production, Fig. 5 Systems that couple a ruthenium chromophore to an iron-based
catalyst
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tetraphenyl-porphyrin [ZnTPP] LA, [ZnTPP
(pyCOO(CH2)2(Fe2 {m-S2(CH2)2N}(CO)6))],
has been used in solar hydrogen production,
Fig. 6 [48]. The photoinduced intra-molecular
electron transfer from the 1MLCTstate of the LA
to the diiron unit has been established by fluores-
cence spectroscopy and laser flash photolysis
technique. The weak interaction between the
diiron center and the LA allows the two units to
separate following intramolecular electron trans-
fer, minimizing charge recombination through
back electron transfer. The system can also
reassemble to mediate intramolecular electron
transfer.

Photolysis of ZnTPP, [pyCOO(CH2)2(Fe2{-
m-S2 (CH2)2 N}(CO)6)], and the electron donor
2-mercaptobenzoic acid in presence of
CF3COOH acid as the proton source in methylene
chloride at l > 400 nm resulted in photochemical
hydrogen production with 0.16 TON based on
[pyCOO (CH2)2(Fe2{m-S2(CH2)2N}(CO)6)] and
16 TON based on [ZnTPP]. The amount of hydro-
gen increases almost linearly in the first 40 min
and reaches a plateau in 2 h. This decrease in rate
of hydrogen production is attributed to CAT
decomplexation through CO loss.

Hydrogen production does not occur when
[pyCOO (CH2)2(Fe2{m-S2(CH2)2N}(CO)6)] is

replaced by [OH (CH2)2(Fe2{m-S2(CH2)2N}
(CO)6)]. This suggests that assembly of the system
and the intramolecular electron transfer events are
crucial for solar hydrogen catalysis as [OH
(CH2)2(Fe2{m-S2(CH2)2N}(CO)6)] does not coor-
dinate with ZnTPP and hydrogen production
does not occur. It is proposed that the singlet
excited state intramolecular electron transfer
forms the charge separated state [ZnTPP�+pyCOO
(CH2)2(Fe2{m-S2 (CH2)2N}(CO)6)

��], which
undergoes dissociation to form [ZnTPP�+] and
[pyCOO(CH2)2(Fe2{m-S2(CH2)2 N}(CO)6)]

��.
[ZnTPP�+] is reductively quenched by the
ED, while [pyCOO(CH2)2(Fe2{m-S2(CH2)2N}
(CO)6)]

�� is protonated. The protonated radical
anion facilitates the second electron transfer
event, which is followed by further protonation
and hydrogen release. Further protonation of the
protonated radical anion prior to the second elec-
tron transfer has been observed in electrochemical
hydrogen production catalyzed by Fe2S2 hydroge-
nases [49]. This is the first photoactive hydroge-
nase model system that incorporates the self-
assembling principle for photochemical hydrogen
production. This system is interesting as both CAT
and LA are based on bioinspired materials.

In photosynthesis, the light-dependent reac-
tions are carried out by two photosystems,
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Hydrogen via Direct Solar Production, Fig. 6 Representations of ZnFe self-assembling system and the FeFe subunits
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photosystem I (PS I) and photosystem II (PS II).
PS I catalyzes the optically induced electron trans-
fer from reduced cytochrome c to oxidized ferre-
doxin that are directly used to reduce nutrients or
used to produce NADH. Systems that couple PS
I to active hydrogen producing CATs are known.
A recent review describes this technology
employing molecular wires to connect PS
I directly to CAT including Pt nanoparticles or
the distal [4Fe-4S] of a Fe2 or NiFe
hydrogenase [50].

Multicomponent Iron-Based Systems A few
multicomponent systems have been reported that
use biomimetic iron hydrogenase model com-
plexes as CATs in solar hydrogen production
schemes. Multicomponent systems are solution
systems with multiple molecules interacting
through diffusion to allow individual molecules
to perform the acts associated with solar hydrogen
production. The photocatalytic system typically

consists of three main components: LAs, CATs,
and EDs functioning through intermolecular inter-
actions in solution. A photoactive multi-
component system for solar hydrogen production
using biomimetic iron hydrogenase model com-
plexes was first reported in 2008 [51]. This system
uses [Ru (bpy)3]

2+ type LAs, Fe2S2 CATs, and
ascorbic acid as the ED irradiating at
l > 400 nm, Fig. 7. The system consisting of
[Ru(bpy)3]

2+ LA, [Ph(CH2)(Fe2{m-S2 (CH2)2 N}
(CO)6)] CAT containing all CO ligands, and
ascorbic acid in CH3CN/H2O has the lowest activ-
ity attributed to decomplexation of the CO from
the CAT. One or two of the CO ligands on the
Fe2S2 unit were replaced by a phosphine-based
ligand to improve the photostability and catalytic
activity of the system. The photosystem
consisting of the P(pyr)3-monosubstituted CAT
(Ph = phenyl, P(pyr)3 = tris (N-pyrrolyl)
phosphine), [Ph(CH2)(Fe2{m-S2(CH2)2 N}
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Hydrogen via Direct Solar Production, Fig. 7 Homogeneous three-component system for solar hydrogen production
catalyzed by biomimetic diiron hydrogenase catalyst
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(CO)5(P(N-pyr)3))], showed greater photo-
stability and catalytic activity albeit low turn-
overs, 4.3 TON relative to CAT and 86 TON
relative to the LA. The photosystem consisting
of [Ru(bpy)3]

2+ showed the greatest hydrogen
production relative to [(bpy)2Ru (Me2bpy)]

2+ or
[(Me2bpy)3Ru]

2+ LAs. The decline in the hydro-
gen production when [(bpy)2Ru(Me2bpy)]

2+ or
[(Me2bpy)3Ru]

2+ is used is attributed to inefficient
reductive quenching of the excited LA by the
ascorbate anion. Methyl substitution renders the
excited state reduction potential of the LA more
negative making reductive quenching by ascor-
bate anion less thermodynamically favorable.

It is proposed that the excited [�Ru(bpy)3]
2+

LA is reductively quenched by the electron
donor to form [Ru(bpy)3]

+. Intermolecular elec-
tron transfer to the diiron unit is thermodynami-
cally feasible and a Fe0FeI species is formed.
Based on the redox potentials it is established
that further reduction of the CAT is thermodynam-
ically unfavorable. Protonation of the Fe0FeI spe-
cies to form HFeIIFeI followed by further
reduction HFeIFeI is likely. One proposal is that
hydrogen production occurs through protonation
of HFeIFeI with regeneration of the CAT. An
alternative mechanism is the second protonation
of HFeIIFeI to generate [(Z2-H2)Fe

IIFeI]+ that is
capable of being reduced to generate hydrogen
and regenerate the CAT, Fig. 7.

Higher TON for photochemical hydrogen pro-
duction has been achieved using [Fe2(m-Cl2bdt)

(CO)6] (Cl2bdt = 3,6-dichlorobenzene-1,2-
dithiolate) as the CAT [52]. [Fe2(m-Cl2bdt)
(CO)6] is a known electrocatalyst for hydrogen
production, allowing electrochemical reduction
of protons at low potentials [75]. This complex
is unusual displaying electrochemical reversibil-
ity. Electrochemical reversibility in these systems
could be particularly relevant for hydrogen photo-
catalysis as proton reduction occurs by consecu-
tive one electron reduction steps. Photolysis of a
system consisting of [Ru(bpy)3]

2+, [Fe2(m-Cl2bdt)
(CO)6], ([Ru(bpy)3]

2+/[Fe2(m-Cl2bdt)(CO)6]
10:1), and ascorbic acid (pH = 5.5) in
DMF/H2O at l = 455–850 nm provides over
200 TON relative to the CAT in 2.5 h at which
time photocatalysis discontinues attributed to
CAT deactivation. The maximum TON frequency
is 2.7 H2 CAT

�1 min�1. The F of hydrogen pro-
duction is 0.01 per absorbed photon. A F= 0.014
with a frequency of 3.7 H2 CAT

�1 min�1 has also
been obtained at pH = 6.4, but with lower TON
and system stability. The proposed mechanism of
action is represented in Fig. 8. Transient absorp-
tion and emission spectral data have established
the elementary steps of the catalytic cycle to
involve the reductive quenching of the excited
LA by ascorbic acid to form [Ru(bpy)3]

+ and
reoxidation of [Ru(bpy)3]

+ by the diiron unit.
Photochemical hydrogen production in a

more basic medium has been investigated using
the three-component system using [(ppy)2Ir
(bpy)]+ LA (ppy = phenylpyridine), [Ph(CH2)
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Hydrogen via Direct Solar Production, Fig. 8 Proposed mechanism for photochemical hydrogen generation using
[Ru(bpy)3]

2+ LA, [Fe2(m-Cl2bdt)(CO)6] CAT, and ascorbic acid in DMF/H2O
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(Fe2{m-S2(CH2)2N}(CO)5 (P(N-pyr)3))] CAT,
and Et3N electron donor in CH3COCH3/H2O irra-
diating at l > 400 nm [53]. Turnover numbers of
466 relative to the CATand 660 relative to the LA
in 8 h has been achieved in this system. The
impact of solvent, ED, LA, and CAT concentra-
tions on solar hydrogen production has been
investigated to determine the optimized concen-
trations to achieve the high TON reported. Unlike
in the previous diiron systems, system deactiva-
tion occurs through decomposition of the LA, as
re-addition of the LA showed total system recov-
ery. The mechanism of catalyst function under
basic conditions is unclear but it is proposed to
occur through a Fe0FeI species which is formed
through reductive quenching of the LA by Et3N
followed by reduction of the FeIFeI form of
the CAT.

Rh-Based Supramolecular and
Multicomponent Systems

Tris-(2,20-bipyridine)RhIII, [Rh(bpy)3]
3+, is

known to undergo excited state electron transfer
of [�Ru(bpy)3]

2+ [76]. The one electron reduction
product, [Rh(bpy)3]

2+, is kinetically unstable and
rapidly disproportionate to form [Rh(bpy)3]

+ and
[Rh(bpy)3]

3+. Rh-based systems are used as the
electron relays in solar hydrogen production
schemes.

Systematic Studies Using Rh-Based Supra-
molecular Photocatalysts for Solar Hydrogen
Production The coupling of Rh centers to Ru
light absorbers in supra-molecular frameworks is
reported [77–81]. The majority of this work
focuses on the study of chelated complexes of
RhIII coupled to Ru polyazine charge-transfer com-
plexes. In these studies the Rh acts as an intramo-
lecular electron acceptor for the MLCT excited
state of the Ru LA. In many of the systems, the
Rh centers are bound to only chelating ligands,
which can limit the chemistry that can follow intra-
molecular electron transfer. Brewer et al. reported
the supramolecular complex [{(bpy)2Ru
(dpp)}2RhCl2]

5+, the first photoinitiated electron
collector that collects multiple electrons on a
metal capable of photocatalyzing hydrogen

production from water [54–57, 82, 83]. This supra-
molecular system incorporates two [(bpy)2Ru
(dpp)]2+ LAs and a single Rh EC allowing for
multiple electron reduction. This system is unique
from the previously reported systems as the Rh
center is bound to monodentate Cl� ligands that
can be lost following photoreduction. This allows
the metal to become coordinatively unsaturated,
allowing complexation and/or reaction with sub-
strates. The redox properties of [{(bpy)2Ru
(dpp)}2RhCl2]

5+ demonstrate that the Ru LAs are
electronically isolated, important to PEC andmulti-
electron photochemistry.

Brewer et al. subsequently reported other sys-
tems incorporating a similar architecture that are
photoinitiated electron collectors catalyzing
solar hydrogen production. These systems also
couple two RuII or OsII LAs to a single RhIII

acceptor. The supramolecular assemblies pro-
vide a LA-BL-RhX2-BL-LA structural motif
(LA = RuII or OsII polyazine LA, X = Cl� or
Br�, BL = dpp). Visible light irradiation affords
PEC resulting in Rh reduction and loss of the
labile ligands, Fig. 9. Studies have established
[{(bpy)2Ru(dpp)}2RhX2]

5+ (X = Cl� or Br�)
and [{(phen)2Ru(dpp)}2RhCl2]

5+ as photochem-
ical molecular devices for electron collection at a
metal center and are photocatalysts for solar
hydrogen production from water with a hydrogen
yield ofF
 0.01 [54, 56, 82]. Modification of the
LA to Os and/or the TL to tpy and a Cl destabilizes
the LA metal-dp orbitals providing systems that
absorb light at lower energy. The complexes
[{(bpy)2Os(dpp)}2RhCl2]

5+, [{(tpy)OsCl(dpp)}2
RhCl2]

3+, and [{(tpy)RuCl(dpp)}2RhCl2]
3+

have been studied and their photocatalytic
activity evaluated [56]. Studies show that
[{(bpy)2Os(dpp)}2RhCl2]

5+ and [{(tpy)RuCl
(dpp)}2RhCl2]

3+ are solar hydrogen photocatalysts
but provide lower activity consistent with signifi-
cantly lower driving forces for excited state reduc-
tive quenching by the ED. Factors that impact
photocatalytic efficiency have been evaluated by
studying the redox and photophysical properties of
these systems.

Rhodium-Based Supramolecular Photo-
catalysts: Redox Properties The electrochemical
analysis of the supramolecular systems provides
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meaningful information to understand excited
state electron transfer and photocatalyst function.
Electrochemical analysis provides a good estima-
tion of the energy of the highest occupied molec-
ular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO), allowing the study of
the orbital energetics. Electrochemically the tri-
metallic complexes of the general formula [{(TL)2
M(dpp)}2RhX2]

5+ (TL= bpy or phen, M= Ru or
Os, X = Cl or Br) and [{(tpy)MCl
(dpp)}2RhCl2]

3+ (M = Ru or Os) demonstrate
reversible metal-based oxidations and irreversible
Rhand reversible ligand-based reductions
[56]. All the trimetallics show overlapping RuII/
III or OsII/III based oxidations for the two terminal
ligands, indicating minimal electronic interaction
between the two terminal metal LA subunits. The
Ru centers of the RuRu bimetallic systems
[{(bpy)2Ru}2(dpp)]

4+ or [{(phen)2Ru}2(dpp)]
4+

are electronically coupled showing two RuII/III

oxidations at ca. +1.47 and +1.66 V vs. SCE
[84]. These bimetallic systems do not display
photoinitiated electron collection and/or reduction
of substrates. [{(bpy)2Ru(dpp)}2RhX2]

5+ systems
(X = Cl or Br) or [{(phen)2Ru(dpp)}2RhCl2]

5+

show overlapping oxidative couples at ca. 1.60 V
vs. SCE. RhIII centers coordinated to polyazine
ligands typically display irreversible reductions
corresponding to RhIII/II/I processes [85]. The
RhIII/II/I reductions are followed by the loss of
halides as observed for [Rh (bpy)2Cl2]

+. In the
trimetallic systems, the RhIII/II/I reduction is
followed by two reversible dpp0/� reductions.
The halides on the RhIII center impact the redox
properties as evidenced by a slightly more

positive RhIII/II/I reduction, �0.36 V vs. SCE
for [{(bpy)2Ru(dpp)}2RhBr2]

5+ relative to
[{(bpy)2Ru (dpp)}2RhCl2]

5+, �0.40 V vs. SCE
[54–56]. This positive shift in the RhIII/II/I couple
is consistent Br� being a weaker s donor than
Cl�. The OsII/III couple occurs at 1.17 V vs. SCE
in [{(bpy)2Os(dpp)}2RhCl2]

5+. The more positive
oxidation potential is a result of more destabilized
Os(dp) orbitals relative to the Ru (dp) orbitals in
the Ru-based systems. The RuII/III oxidation of
[{(tpy)RuCl(dpp)}2RhCl2]

3+ occurs at 1.09 V
vs. SCE, more positive than the RuII/III oxidations
of the analogous bpy-based systems, and con-
sistent with a more electron rich ruthenium
center due to Cl� coordination in place of a
pyridine ring. The OsII/III couple in [{(tpy)OsCl
(dpp)}2RhCl2]

3+ occurs at 0.81 V vs. SCE, consis-
tent with even more destabilized Os(dp) orbitals.
The reductive electrochemistry of [{(tpy)MCl
(dpp)}2RhCl2]

3+ shows irreversible RhIII/II/I reduc-
tions at �0.51 and �0.55 V vs. SCE (M = Ru
or Os), respectively, followed by two reversible
dpp0/� couples. The electrochemistry of the tri-
metallic supramolecular complexes predict Ru
(dp)-or Os(dp)-HOMOs with energy tuned by the
TL or LA metal and Rh(ds�)-based LUMOs with
energy tuned by the halides bound to Rh. The
electrochemistry predicts a lowest lying metal-to-
metal charge-transfer state (MMCT) with an oxi-
dized Ru and a reduced Rh, Fig. 10.

Rhodium-Based Supramolecular Photo-
catalysts: Spectroscopic Properties The optical
properties of the trimetallic supramolecular com-
plexes are evaluated by electronic absorption
spectroscopy [54–56]. The trimetallic
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supramolecular assemblies are efficient light
absorbers throughout the UV and visible regions
of the spectrum with transitions characteristic of
each subunit of the LA-BL unit. The electronic
absorption spectra of [{(bpy)2Ru(dpp)}2RhX2]

5+

(X = Cl or Br) and [{(phen)2Ru(dpp)}2RhCl2]
5+

exhibit intense p ! p� TL and dpp transitions in
the UV, Ru(dp)! TL (p�) (TL= bpy or phen) CT
transitions between 410 and 420 nm, and Ru
(dp)!dpp(p*)CT transitions atlmax

abs=520nm
(e = 2.6 � 104 M�1 cm�1) [56]. The lowest
energy Ru(dp) ! dpp(p*) CT transition for
[{(bpy)2Ru}2(dpp)]

4+ or [{(phen)2Ru}2(dpp)]
4+

occurs at lmax
abs = 526 nm demonstrating that

the Ru (dp) ! dpp(p�) CTare dominating in
this region. This is verified by the nearly
identical electronic absorption spectra of
[{(bpy)2Ru(dpp)}2RhCl2]

5+ and [{(bpy)2Ru
(dpp)}2RhBr2]

5+ demonstrating that the halide
on the Rh does not significantly impact the optical
properties. The electronic absorption spectra for
the tpy-based systems are similar to the bpy
analogs showing changes consistent with the
destabilized metal orbitals showing Ru
(dp)! dpp(p�) CT transitions atlmax

abs= 540 nm.
For the Os analogs, [{(bpy)2Os (dpp)}2RhCl2]

5+

and [{(tpy)OsCl(dpp)}2RhCl2]
3+, the Os

(dp) ! dpp(p*) CT transitions occur at slightly

lower energies relative to the ruthenium-based sys-
tems, consistent with the destabilized Os(dp)
orbitals. The Os systems show pronounced inten-
sity of the 3MLCT absorption in the low energy
region due to a high degree of spin-orbit coupling.

Rhodium-Based Supramolecular Photo-
catalysts: Photophysics Emission spectroscopy
is used to probe intramolecular electron transfer
within a supramolecular assembly possessing
emissive MLCT light absorbers. The Ru-based
[{(TL)2Ru(dpp)}2 RhX2]

5+ (TL = bpy or phen,
X = Cl or Br) systems possess 3MLCT emissive
excited states [54–56]. Model systems are used for
comparison of the excited state properties to better
understand the nature of energy and/or electron
transfer within the supramolecular architecture.
The bimetallic complex [{(bpy) 2Ru}2(dpp)]

4+

that lacks the RhIII typically serves as the model
for the interpretation of the emissive properties of
these supramolecules due to the similar excited
state energies and nature of the emissive 3MLCT
excited states. Determination of the rate of elec-
tron transfer requires that the energy and nature of
the emissive state of the model must closely match
that of the supramolecular assembly. In the
[{(TL)2Ru (dpp)}2RhX2]

5+ (TL = bpy, X = Cl
or Br) and [{(phen)2Ru(dpp)}2RhCl2]

5+ systems,
the optically excited 1MLCT state populates
a 3MLCT state that is quenched by intramolecu-
lar electron transfer to populate a low-lying
3MMCT state (see Fig. 11) [54–56]. The com-
plexes [{(bpy)2Ru(dpp)}2RhCl2]

5+, [{(bpy)2Ru
(dpp)}2RhBr2]

5+, and [{(phen)2Ru(dpp)}2
RhCl2]

5+ display weak emissions from the Ru
(dp)! dpp(p�) 3MLCT state at lmax

em = 760 nm
for [{(bpy)2Ru(dpp)}2RhCl2]

5+ and [{(bpy)2Ru
(dpp)}2 RhBr2]

5+ and lmax
em = 746 nm for

[{(phen)2Ru (dpp)}2RhCl2]
5+ with Fem =

7.3 � 10�5, 1.5 � 10�4, and 1.8 � 10�4, respec-
tively, at RT in deoxygenated acetonitrile solu-
tions following excitation at 520 nm. The
emission from the 3MLCT state is quenched by
ca. 85–90% relative to [{(bpy)2Ru}2(dpp)]

4+

(lmax
em = 744 nm, Fem = 1.38 � 10�3) indicat-

ing intramolecular electron transfer to populate a
lower lying state. Electrochemical analysis pre-
dicts this state to be a 3MMCT excited state with
oxidized Ru LAs and a reduced Rh. The t of the

5+

RuRu

Rh

dpp dpp

E

N N

N N N

N N

Ru

N N

NN

N N

N

NN

RuRhIII

Cl Cl

[(bpy)2Ru(dpp)RhIIICl2(dpp)Ru(bpy)2]5+

Hydrogen via Direct Solar Production,
Fig. 10 Orbital energy diagram of Rh-centered photo-
initiated electron collection of the form LA-BL-RhX2-
BL-LA (LA = bpy or phen, BL = dpp, X = Cl or Br)
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3MLCT states in deoxygenated acetonitrile solu-
tions at RT for [{(bpy)2Ru(dpp)}2RhCl2]

5+,
[{(bpy)2Ru(dpp)}2Rh Br2]

5+, and [{(phen)2Ru
(dpp)}2RhCl2]

5+ are 32, 26, and 27 ns, respec-
tively, reduced relative to the t of
[{(bpy)2Ru}2(dpp)]

4+, t = 140 ns [56, 84]. The
ket to populate the 3MMCT states, estimated by
assuming kr and knr of the trimetallic systems are
the same as [{(bpy)2Ru}2(dpp)]

4+, are compara-
ble with ket = 1.2 � 108 s�1, 5.2 � 107 s�1, and
4.4 � 107 s�1, respectively, for [{(bpy)2Ru
(dpp)}2RhCl2]

5+, [{(bpy)2Ru(dpp)}2 RhBr2]
5+,

and [{(phen)2Ru(dpp)}2RhCl2]
5+. Efficient intra-

molecular electron transfer is seen in this tri-
metallic motif.

Rhodium-Based Supramolecular Photo-
catalysts: Solar Hydrogen Production Solar
hydrogen production from water using a series
of supramolecular photoinitiated electron collec-
tors of the general form LA-BL-RhX2-BL-LA has
been evaluated [54–56]. These systems photore-
duce by two electrons, following visible light
excitation in the presence of DMA. This mecha-
nism proposes that [{(bpy)2Ru(dpp)}2Rh

I]5+ spe-
cies is formed by the excited trimetallic molecule
using a sacrificial electron donor and passes
through an intermediate RhII species, Fig. 12.

These complexes are unusually oxidizing in their
excited states, allowing for excited state oxidation
of a variety of electron donors. Reductive
quenching of both the 3MLCT and 3MMCT states
are feasible. Kinetic investigation by Stern-
Volmer emission quenching as well as product
formation was performed focusing on the forma-
tion of the single electron reduced RhII species.
The rate of reductive quenching to generate the
RhII species from the 3MLCT excited state would
be 1.9� 109 M�1 s�1 if reduction only occurs via
this pathway [82]. A Stern-Volmer emission
quenching analysis showed that the 3MLCT
excited state is efficiently quenched by DMA
close to diffusion limit, kq = 2 � 1010 M�1 s�1.
The estimated excited state reduction potentials of
the 3MLCT and 3MMCT states for [{(bpy)2Ru
(dpp)}2 RhCl2]

5+are 1.23 and 0.84 V vs. SCE,
respectively. Positive driving forces for reductive
quenching of both excited states are predicted,
using Eq. 10, the oxidation potential of DMA,
E1/2= 0.81 V vs. SCE. Very similar driving forces
for reductive quenching of the excited states by
DMA are also predicted for [{(bpy)2Ru
(dpp)}2RhBr2]

5+ and [{(phen)2Ru(dpp)}2
RhCl2]

5+ based on their excited state reduction
potentials and the oxidation potential of DMA.
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N N

N N

Ru

N N
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N N
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Cl Cl
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N N

N N
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Hydrogen via Direct Solar Production, Fig. 11 State diagrams for [{(bpy)2Ru(dpp)}2RhX2]
5+ (X= Cl� or Br�) and

[{(phen)2Ru(dpp)}2RhCl2]
5+ (left) and [{(bpy)2Ru}2(dpp)]

4+ (right)
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The trimetallic complexes [{(bpy)2Ru(dpp)}2
RhCl2]

5+, [{(bpy)2Ru(dpp)}2RhBr2]
5+, [{(phen)2Ru

(dpp)}2RhCl2]
5+, [{(bpy)2Os(dpp)}2RhCl2]

5+,
[{(tpy) RuCl(dpp)}2RhCl2]

3+, [{(tpy)OsCl
(dpp)}2RhCl2]

3+, and the first photoinitiated
electron collector [{(bpy)2Ru(dpb)}2IrCl2]

5+

were evaluated with respect to their functioning
as hydrogen photocatalysts in the presence of
water and DMA, Et3N, or TEOA [56]. All com-
plexes demonstrate photocatalytic activity with
the exceptions of [{(bpy)2Ru(dpb)}2IrCl2]

5+

and [{(tpy) OsCl(dpp)}2RhCl2]
3+. The lack of

photocatalysis by [{(bpy)2Ru(dpb)}2IrCl2]
5+

demonstrate that the functioning systems require a
Rh center and a 3MLCTand/or 3MMCTstates with
sufficient driving forces for excited state reduction
by the ED. It is predicted that the coordinatively
unsaturated species generated by Rh reduction,
[{(TL)2Ru(dpp)}2Rh

I]5+ (TL = bpy or phen), is
reactive and susceptible to interaction with sub-
strates such as water.

Photolysis of acetonitrile solutions of
[{(bpy)2Ru (dpp)}2RhX2]

5+ (X = Cl� or Br�) or
[{(phen)2Ru (dpp)}2RhCl2]

5+ in the presence of
DMA and water at l = 470 nm leads to water
reduction to produce hydrogen with F = 0.01
with 18–26 TON in 2 h (36–54 TON relative to
the LA as 2 TON of the LA are needed per
catalytic cycle). [{(bpy)2Ru(dpp)}2RhBr2]

5+

shows higher photocatalytic activity relative to
the chloride analog implying that the rate of halide
loss is kinetically important. The complexes
[{(bpy)2Os(dpp)}2RhCl2]

5+ and [{(tpy)RuCl
(dpp)}2RhCl2]

3+ yield similar amounts of hydro-
gen when irradiated at 470 nm in the presence of
DMA and water, but with much lower efficiency
than [{(bpy)2Ru(dpp)}2RhCl2]

5+. The excited
state reduction potentials of the 3MLCT and
3MMCT were predicted as 0.91 and 0.54 V
vs. SCE, respectively, for [{(bpy)2Os
(dpp)}2RhCl2]

5+ and 1.01 and 0.61 V, respec-
tively, for [{(tpy)RuCl(dpp)}2RhCl2]

3+ making
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Hydrogen via Direct Solar Production,
Fig. 12 Proposed mechanism for photoinitiated electron
transfer. bpy, Cl, and charges are omitted for clarity.
RuIIdppRhIIIdppRuII is [{(bpy)2Ru(dpp)}2RhCl2]

5+,
where bpy = 2,2.-bipyridine and dpp = 2,3-bis-2-
pyridylpyrazine. DMA is dimethylaniline. k1 and k4 are
the unimolecular decay pathways from the 3MLCT and

3MMCT states, respectively, whereas k2 and k3 are the
bimolecular deactivation rates from the same states. ket is
the rate of electron transfer to generate the 3MMCT state.
kq and kq2 are the rates of reductive quenching by DMA to
generate the RhII complex from the 3MLCT and 3MMCT
states, respectively
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quenching of the 3MMCT excited state by DMA
unlikely.

The production of hydrogen despite the neg-
ative driving force for reductive quenching of the
3MMCT excited state suggests that hydrogen
production can occur through quenching of
only the 3MLCT excited state. The lower driving
force for reductive quenching of the 3MLCT and
the lower t may account for the lower photo-
catalytic efficiency of these complexes. [{(tpy)
OsCl(dpp)}2RhCl2]

3+ does not function as a
photocatalyst under the conditions investigated.
Based on the excited state reduction potentials of
the 3MLCT and 3MMCT states, 0.71 and 0.37 V
vs. SCE, respectively, the reductive quenching of
both excited states by DMA are thermodynami-
cally unfavorable, explaining the lack of photo-
catalytic activity of this system. Addition of
Hg(l) to the photocatalytic systems does not
impair hydrogen production suggesting that
hydrogen production catalyzed by Rh colloid
formation is not an active pathway and that the
supramolecular architecture remains intact
during photocatalysis [54, 86, 87]. Interestingly,
[{(bpy)2Ru(dpb)}2IrCl2]

5+ is not a solar hydro-
gen photocatalyst although PEC occurs on the
dpb(p�) orbitals and a thermodynamically favor-
able driving force for reductive quenching of the
3MLCT state by DMA exists. This implies that
other factors in addition to PEC and favorable
thermodynamics for reductive quenching are
important for solar hydrogen production. The
lack of hydrogen production by the Ir-system
implies that the Rh center is essential for
photocatalysis.

The impact of the ED on the most efficient
photocatalysts [{(bpy)2Ru(dpp)}2RhCl2]

5+,
[{(bpy)2Ru (dpp)}2RhBr2]

5+, and [{(phen)2Ru
(dpp)}2RhCl2]

5+ shows that the efficiency of
hydrogen production varies in the order DMA
(18–26 TON in 2 h) > Et3N (3–6 TON in
2 h) > TEOA (1 TON in 2 h) [56]. TEOA has a
slightly higher driving force for reductive
quenching of the photocatalysts than Et3N, but
results in lower hydrogen yields. An important
factor to be considered in water reduction is the
solution pH. The effective pH of the photolysis
solutions using DMA, Et3N, or TEOA were

estimated as ca. 9.1, 14.7, and 11.8, respectively,
on the assumption that the pKa values of their
conjugated acids remain unchanged in the photo-
catalytic solutions relative to aqueous conditions
(pKa= 5.07 (DMAH+), 10.75 (Et3NH

+), and 7.76
(TEOAH+)). The lower catalyst function when
TEOA is the ED may be attributed to the higher
effective pH of the solution. The reduction poten-
tial of water is pH dependent occurring at lower
potentials at lower pH. In addition the proton-
ation of the Rh center may be critical to photo-
catalysis and this equilibrium would be very
sensitive to pH. In addition, the ability of DMA
to form donor-LA p-stacking interactions may be
advantageous for more efficient reductive
quenching of the excited states affording the
highest hydrogen yields compared to the ali-
phatic electron donors. Recent studies have
focused on the scale up of photochemical hydro-
gen production using the lead photocatalyst
[{(bpy)2Ru(dpp)}2RhBr2]

5+. Studies show that
increased [DMA], increased headspace, volume,
and a DMF solvent provide enhanced catalyst
function [88].

Photochemical properties of [{(bpy)2Ru
(dpp)}2 RhBr2]Br5 in aqueous medium have
been investigated [57]. Studies have established
this complex to function as a photoinitiated elec-
tron collector in water, the first system shown to
display this function in aqueous medium.
[{(bpy)2Ru(dpp)}2RhBr2]Br5 functions as a
photocatalyst for the production of hydrogen in
the presence of TEOA with added triflic acid,
hydrobromic acid, or phosphoric acid. The photo-
catalytic efficiency is lower in the aqueous
medium, typical of these systems.

The Rh-centered supramolecular complexes
are efficient photocatalysts for water reduction
to produce hydrogen fuel. The variation of com-
ponent identity within this molecular architec-
ture allows for optimization of functioning of
these systems and the understanding of the
mechanism of action. The functioning of these
systems is also modulated by system parameters
such as solvent, temperature, reagent concentra-
tions, hydrogen partial pressure, etc. This
provides a unique forum to explore the multi-
dimensional space needed to optimize solar
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hydrogen production via direct water reduction.
Often preliminary studies appear without the
long-term study needed to explore the full
potential of these new supramolecular catalysts
for hydrogen production.

Supramolecular solar hydrogen photocatalysts
that couple a [Os(tpy)2]

2+ LA to a Rh CAT are
reported, Fig. 13 [58]. The OsRh dyads have been
synthesized and analyzed in situ by treatment with
[RhCl(CO)2]2 or RhCl3. The dyads are potent LAs
absorbing in the visible at 480 and 655 nm,
attributed to Os(dp) ! tpy (dp�) 1MLCTand
3MLCTabsorptions, respectively. An Os(dp) !
tpy(dp*) 3CT emission is observed at 728 nm
(Fem = 0.52 in an acetonitrile/water mixture)
with reduced intensity relative to the parent LA
(Fem = 0.73 in an acetonitrile/water mixture)
suggestive of intramolecular electron transfer to
the Rh. The emission is decreased when sodium
ascorbate is added to the dyad efficient quenching
of the excited state by sodium ascorbate.

Irradiation of catalytic amounts of the
dyad generated in situ at l > 380 nm in a

trifluoromethanesulfonic acid/sodium ascorbate
mixture at pH = 5.2 for 18 h affords hydrogen
with 36 TON [58]. Use of RhCl3 in place of [RhCl
(CO)2]2 yields 87 TON with F = 0.007. Electron
donors including TEOA or L-cysteine are not
effective for hydrogen photocatalysis. Lower cat-
alytic function is observed when RhCl3•3H2O/
dppe (dppe = 1,2-bis(diphenylphosphino)ethane)
with [Os(tpy)2]

2+ is used as the photosystem
(24 TON) with no detectable hydrogen if only
RhCl3•3H2O/dppe, RhCl(CO) (dppe), or only the
LA is used. This suggests that the supramolecular
architecture is important for photocatalysis and
intramolecular electron transfer from Os to Rh is
a key step. A schematic for the proposed mecha-
nism is shown in Fig. 13. It is proposed that upon
optical excitation, intramolecular electron transfer
to Rh by two electrons leads to a reduced Rh
which can react with a proton to form a Rh-H,
which generates hydrogen.

Photochemical hydrogen production from
hydrohalic acid solutions by a Rh-based dinuclear
mixed-valence complex capable of multielectron
photochemistry has been reported, Fig. 14 [59,
89]. Hydrogen production occurs with F = 0.01
with 27 TON/h during the initial 3 h, in the presence
of a halogen trap. The mixed-valence compounds
have been constructed to drive multielectron chem-
istry and are of the form Mn+ . . . Mn+2. Rhodium
bimetallics, [Rh2(dfpma)3X4], when ligated by
three dfpma ligands transform to a two-electron
mixed-valence state, [Rh2

0,II (dfpma)3 X2(L)]
(dfpma = MeN(PF2)2, X = Cl or Br, L = CO,
PR3, or CNR) when irradiated at excitation
wavelengths between 300 and 400 nm in the
presence of excess L and a halogen-atom trap.
The dfpma ligand provides stability to the
mixed-valence state by acting as both a
p-acceptor and a p-donor. Further irradiation
activates a RhII-X, which is the rate limiting
step, to generate a doubly reduced form,
[Rh2

0,0(dfpma)3 L2]. Photolysis of [Rh2
0,0

(dfpma)3 L2] in the presence of HCl results in an
intermediate RhII,RhII dihydride, dihalide, [Rh2

II,II

(dfpma)3Cl2H2], which upon photolysis produces
hydrogen with the generation of the [Rh2

I,I

(dfpma)3Cl2] which undergoes internal dispro-
portionation affording [Rh2

0,II(dfpma) 3X2 (L)].
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Hydrogen via Direct Solar Production, Fig. 13 OsRh
dyad systems for solar hydrogen production
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New systems [RhIAuI(tfepma)2(CN
tBu)2]

2+ and
[PtIIAuI (dppm)2PhCl]

+ (tfepma = MeN(P
(OCH2CF3)2)2 and dppm = CH2(PPh2)2) have
been constructed with the aim of promoting
more efficient M-X bond activation [90, 91]. The
PtIII-AuII species, [PtIIIAuII(dppm)2 PhCl3]

+,
formed by photooxidation displays enhanced effi-
ciency of metal-halide bond activation with
respect to the dirhodium complexes.

Rhodium-Based Multicomponent Photo-
catalysis The pioneering work in photochemical
hydrogen production using molecular systems
used [Rh(bpy)3]

3+ as an electron relay in solar
hydrogen production schemes using [Ru
(bpy)3]

2+ and TEOA [11, 60]. In the presence of
a heterogeneous platinum catalyst, photocatalytic
hydrogen production from water occurs with
F = 0.11 irradiated at l = 450 nm with ca.

80 TON relative to [Rh(bpy)3]
2+ reported under

similar conditions [11, 60]. The MLCTexcited
state of [Ru(bpy)3]

2+ undergoes intermolecular
electron transfer to [Rh(bpy)3]

3+ to produce the
oxidized LA and [Rh(bpy)3]

2+. The photo-
generated RhII system is kinetically unstable and
can rapidly disproportionate to [RhI(bpy)2]

+ and
[RhIII(bpy)3]

3+ deactivating the system. The cata-
lytic species in this system is colloidal Pt, which
facilitates hydrogen photocatalysis by accepting
electrons from the reduced Rh. In-depth studies of
[RhI(bpy)2]

+ have established that at low concen-
trations in alkaline solutions [RhI(bpy)2]

+

predominates, while a dimer, [RhI(bpy)2]2
2+, is

dominant at higher [RhI(bpy)2] [92,
93]. [RhIII(bpy)2(H)(H2O)]

2+ and [RhI(bpy)2]2
(H)3+ are formed by protonation of [RhI(bpy)2]

+

or [RhI(bpy)2]2
2+ at low pH. Thermodynamic and

Rh0

P
N

P

Rh0L

2 Trap

L

2 Trap-X 2 HX

–H2

hvhv
L

PP

N

P

N
P

Rh0

P
N

P

RhIIL X

PP

N

P

N
P

X

N

P

RhIIRhII X

P

PHH

X

P P

N

P

N

N
P

RhI

P

N

P

RhI
X

X

P

N

P
RhI

P

P X

P

RhI

P

X P

P

N

NN
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hydrohalic acids using a dirhodium mixed-valence photocatalyst. (Figure adapted from Ref. [59])
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kinetic parameters for the oxidative addition of
hydrogen to [RhI(bpy)2]

+ and photoinduced
reductive elimination of hydrogen have been
studied, KH = 1.45 � 103 M�1 [94]. Studies
show that cis-[RhIII(H)2(bpy)2]

+ dissociates to
hydrogen and [RhI(bpy)2]

+ when irradiated
(l > 300 nm).

Cyclometalated IrIII complexes have been
used as LAs in photochemical schemes for pro-
duction of hydrogen from water using tris-2,20-
bipyridyl RhIII complexes as CATs, Fig. 15
[61]. The study of the system function with var-
ied [Ir(C^N)2(N^N)]+ LAs and [Rh(N^N)]3+
CATs has allowed the development of an opti-
mized photosystem for solar hydrogen produc-
tion. An optimal catalyst combination of
[Ir (f-mppy)2(dtbbpy)]

+ and [Rh(dtbbpy)3]
3+ has

been identified through catalyst screening, studies
of the impact of hydrogen production by LA,

CAT, solvent environment, and electron donor
(f-mpy = 5-methyl-2-(4-fluoro)phenylpyridine).
Irradiation of 80% THF-H2O system at 460 nm
shows 5,000 TON relative to either the LA or the
CATwhen one component is limiting in excess of
the other. The use of 1:1 of LA and CAT balances
the performance of both components resulting in
3,400 TON and a maximum catalytic rate of turn-
overs of 520 h�1 with F = 0.32 in ca. 20–24 h.
The rate constants for reductive quenching of the
excited state of the LA by Et3N and oxidative
quenching by [Rh(dtbbpy)3]

3+ are similar,
kox = 6.7 � 107 M�1 s�1 and kred =
6.4 � 107 M�1 s�1, but the presence of excess of
Et3N suggests that a reductive quenching mecha-
nism is dominant. Addition of Hg does not
impede system function providing evidence that
the system is a true homogeneous system for
photocatalytic hydrogen production.
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Hydrogen via Direct Solar Production, Fig. 15 Mechanism for the photocatalytic generation of hydrogen from water
in a Ir-Rh multicomponent system with Et3N electron donor
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Co-Based Supramolecular and
Multicomponent Systems

Cobalt complexes with diglyoxime ligands are
electrocatalysts for hydrogen production at low
overpotentials. The electrochemical and photo-
chemical hydrogen evolution catalyzed by
cobaloximes with thermodynamic analysis of
hydrogen evolution pathways has been
reviewed recently [95]. Supramolecular sys-
tems as well as multicomponent systems which
incorporate cobaloximes sensitized by Ru or Ir
base LAs are known. These systems provide a
means to utilize first-row transition metal com-
plexes as CATs.

Co-Based Supramolecular Systems Supra-
molecular systems have been engineered
taking advantage of the light-absorbing properties
of RuII or IrIII chromophores and the
catalytic properties of cobaloximes in single
molecules [62, 63]. Supramolecular dyads
[(bpy)2Ru(L-pyr)Co(dmgBF2)2(OH2)]

2+, [(bpy)2Ru
(L-pyr)Co(dmgH)2Cl]

2+, [(bpy)2Ru(L-pyr)Co(dpg
BF2)2(OH2)]

2+ [62], [(Me2phen)2Ru(L-pyr)Co(dmg
BF2)2(OH2)]

2+, and [(ppy)2Ir(L-pyr)Co(dmgBF2)2
(OH2)]

+ (L-pyr = [(4-pyridine)oxazolo(4,5-f)
phenanthroline], dmgH = dimethylglyoximate,
dmgBF2 = (difluoroboryl)dimethylglyoxi-
mate, dpgBF2 = (difluoroboryl)diphenylglyoxi-
mate, Me2phen = 4,7-dimethylphenanthroline,
ppy = 2-phenylpyridine) [63] are photo-
catalysts for solar hydrogen production,
Fig. 16. The BF2-bridged systems are more
resistant toward acid hydrolysis and undesired
hydrogenation reactions. The CoII state is easier
to reduce in the BF2-bridged systems vs. the
H-bridged cobaloximes. The L-pyr BL facili-
tates intramolecular excited state electron
transfer.

Photochemical hydrogen production from
Et3NH

+ occurs when acetone solutions of
[(bpy)2Ru(L-pyr) Co(dmgBF2)2(OH2)]

2+,
[(bpy)2Ru(L-pyr)Co(dmgH)2 Cl]

2+, or [(bpy)2Ru
(L-pyr)Co(dpgBF2)2(OH2)]

2+ are photolyzed
using a CdI-doped Hg light source in the presence
of 100-fold excesses of Et3N and Et3NH

+

[62]. Turnover numbers of 56, 17, and 12 over
4 h are seen for [(bpy)2Ru(L-pyr)Co
(dmgBF2)2(OH2)]

2+, [(bpy)2 Ru(L-pyr)Co

(dmgH)2Cl]
2+, or [(bpy)2Ru(L-pyr)Co

(dpgBF2)2(OH2)]
2+, respectively. Increasing

Et3N and Et3NH
+ to 300-fold excess had slight

effect with 60 TON observed for [(bpy)2Ru
(L-pyr)Co(dmgBF2)2 (OH2)]

2+ in 4 h. The impact
of solvent on photocatalytic efficiency of
[(bpy)2Ru(L-pyr)Co (dmgBF2)2(OH2)]

2+ showed
lower TON in acetonitrile (TON = 10), methanol
(TON = 9), DMF (TON = 3), or 1,2-
dichloroethane (TON = 0). The lower TON in
DMF or 1,2-dichloroethane is attributed to
decomplexation of the photocatalyst in these sol-
vents. When the proton source is water (100-fold
excess of both water and Et3N), 22 TON in 4 h is
seen for [(bpy)2Ru(L-pyr)Co(dmgBF2)2(OH2)]

2+.
It is likely that the lower activity is due to pH
changes that are significant when water is used
as the proton source. Visible light-induced excita-
tion (l > 350 nm) of the [(bpy)2Ru(L-pyr)Co
(dmgBF2)2(OH2)]

2+ system afforded 103 TON
in 15 h. Lower TON is obtained when a UV
cutoff filter is used, implying both UV and
visible light promote photocatalysis. It is
mentioned that the analogous system of
[(bpy)2Ru(L-pyr)Co (dmgBF2)2(OH2)]

2+ with
the BL oxazole O replaced by NH shows a
twofold increased photocatalytic activity with
104 TON achieved in 4 h using 100-fold
excesses of Et3N and Et3NH

+. For compar-
ison, photolysis of the multicomponent sys-
tem consisting of [Ru(bpy)3]Cl2 and one
equivalent of [Co (dmgBF2)2(OH2)2] in
100-fold excess of both Et3N and Et3NH

+

yields only 20 TON using UV-VIS light with
only traces of hydrogen observed when a UV
cutoff filter is used.

Photochemical hydrogen production occurs
when acetone solutions of [(Me2phen)2Ru
(L-pyr)Co (dmgBF2)2(OH2)]

2+ (Me2phen =
4,7-dimethylphenanthroline), in which bpy has
been substituted byMe2phen, or [(ppy)2Ir(L-pyr)
Co(dmgBF2)2(OH2)]

+, in which an Ir-based LA
is used, are irradiated at l > 380 nm in the
presence of 300 equivalents of Et3N and
Et3NH

+ with 9 and 90 TON in 4 h, respectively
[63]. The Ir-based system demonstrates enhanced
photocatalytic efficiency to the Ru-based system,
with 210 turnovers in 15 h in the presence of
600 equivalents of ED and proton source.

1080 Hydrogen via Direct Solar Production



For comparison the multicomponent system
[Ir(ppy)2(phen)]

+ and [Co(dmgBF2)2(OH2)2] under
the same irradiation conditions yields similar
initial rates, but the dyad shows greater stability

as the hydrogen production rate levels off
at 165 TON in 15 h. This implies that intramo-
lecular electron transfer in the dyad may not
be the rate limiting step in the hydrogen
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production scheme, but the reductive quenching
of the excited photosensitizer by Et3N may be
important.

This study also uses a multicomponent system
based on a [Re(CO)3Br(phen)] LA and [Co(dmg
BF2)2(OH2)2] CAT with 273 TON in 15 h using
600-fold excess of both Et3N and Et3NH

+

[63]. The use of the Re-based LA provides
enhanced system functioning with F (½
H2) = 0.16 relative to F (½ H2) = 0.10 in the
Ir-based multicomponent system (l = 412 nm,
irradiation for 2 h). This study demonstrates supe-
rior system functioning when Ir-or Re-based LAs
are employed relative to the Ru-based LAs. The
Ru-based dyads demonstrate superior photo-
catalytic efficiency to the multicomponent [Ru
(bpy)3]

2+/cobaloxime system. By contrast, the
Ir-based dyad shows similar catalytic efficiency
to the multicomponent [Ir(ppy)2(phen)]

+/
cobaloxime system, but the supramolecular dyad
shows greater stability. It is predicted that intra-
molecular electron transfer affords a CoI species
which is protonated to yield a CoIII-H intermedi-
ate that can be further protonated to generate
hydrogen. Electron transfer to the catalytic Co
center can occur either directly from oxidative
quenching of the photoexcited LA or from a
reduced LA generated from the reductive
quenching by an electron donor. A favorable driv-
ing force for oxidative quenching of the LA by the
attached CoII site is predicted, as the observed
electrocatalytic potentials are more positive than
the standard excited state reduction potential for
[Ru(bpy)3]

2+ [96]. Thus, the mechanism for pho-
tochemical hydrogen production by the supramo-
lecular Ru-based systems is predicted to proceed
through intramolecular electron transfer to the
cobalt center from a photoexcited Ru LA. Faster
reductive quenching of the excited Re-or Ir-based
LA by Et3N is attributed to the enhanced hydro-
gen production observed when the photosystem
uses these LAs.

The complex [(bpy)2Ru(bpy-4-CH3,40-CONH-
4-py)Co(dmgBF2)2(OH2)]

2+ in which the Ru LA
and the cobaloxime CAT are connected by a conju-
gated bridge, and [(bpy)2Ru(bpy-4-CH3,40-CONH
(CH2)-4-py)Co(dmgBF2)2(OH2)]

2+, in which the
two components are connected by an unconjugated

bridge, have been used in solar hydrogen production
schemes, Fig. 17 [64]. Intramolecular electron
transfer is evidenced by the emission quenching
of the 3MLCT charge-transfer state by 35% and
25% relative to the parent LAs [(bpy)2Ru
(bpy-4-CH3,40-CONH-4-py)]

2+ and [(bpy)2Ru
(bpy-4-CH3,40-CONHCH2-4-py)]

2+, respectively.
The lower emission intensity in the dyad
containing the conjugated bridge is attributed
to more efficient deactivation through radiative
and nonradiative decay, due to the shorter dis-
tance between the LA and the cobaloxime.
Photolysis of [(bpy)2 Ru(bpy-4-CH3,40-CONH-
4-py)Co(dmgBF2)2(OH2)]

2+ or [(bpy)2Ru(bpy-4-
CH3,40-CONH(CH2)-4-py)Co (dmgBF2)2(OH2)]

2+

at l = 400 nm in the presence of 300-fold excess
of both Et3N and Et3NH

+ in acetone results
in hydrogen production with 38 and 48 TON
in over 8 h for [(bpy)2Ru(bpy-4-CH3,40-CONH-
4-py)Co (dmgBF2)2(OH2)]

2+ and [(bpy)2Ru(bpy-4-
CH3,40-CONH(CH2)-4-py)Co(dmgBF2)2(OH2)]

2+,
respectively. Lower TONs are observed when
DMF or acetonitrile are the solvent. The com-
plex [(bpy)2 Ru(bpy-4-CH3,40-CONH-4-py)Co
(dmgBF2)2(OH2)]

2+ with a conjugated bridge
shows similar photocatalytic efficiency to
[(bpy)2Ru(L-pyr)Co(dmgBF2)2(OH2)]

2+. The
unconjugated bridge may impede the possible
deactivation routes promoting higher photo-
catalytic TON. In [(bpy)2Ru(bpy-4-CH3,40-
CONH-4-py)Co (dmgBF2)2(OH2)]

2+ and
[(bpy)2Ru(bpy-4-CH3,40-CONH(CH2)4-py)Co
(dmgBF2)2(OH2)]

2+, oxidative quenching of the
excited Ru LA by the CoII through intramolec-
ular electron transfer has been suggested as the
dominant quenching process based on the
favorable driving forces and the fact that the
excited states of the parent LAs are not
quenched efficiently with Et3N.

Other Multicomponent Co-Based Systems
The pioneering work using Co-based CAT for
solar hydrogen production was in the late 1970s
utilizing [Ru (bpy)3]

2+ LA and a Co(II) macrocycle
system as the CAT. Optical excitation of a
system containing [Ru (bpy)3]

2+, [CoIIL]
([CoIIL] = CoII(Me6 [14]dieneN4) (H2O)2)

2+, and
Eu2+ at l = 450 nm afforded hydrogen providing
10 TON with respect to [Ru(bpy)3]

2+ and 1 TON
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with respect to [CoIIL], with aF= 0.05 [65]. Opti-
cal excitation of the LA leads to intermolecular
electron transfer generating a CoI species which
reduces water to produce hydrogen. Early work
using cobaloximes for photochemical hydrogen
production entailed a photosystem consisting of
[Ru(bpy)3]

2+, [Co(dmgH)2(OH2)2], and tri-
ethanolamine (TEOA) in DMF with 16 TON in
1 h relative to the CAT [97].

A series of heteroleptic Ir complexes of the
molecular architecture [Ir(C^N)2(N^N)]

+

(C^N = ppy or F-mppy and N^N = bpy, phen,
Ph2phen (4,7-diphenyl-1,10-phenanthroline)) have
been investigated as LAs in photochemical hydro-
gen production from water using [Co(bpy)3]

2+ as
the CAT, Fig. 18 [66]. Irradiation of photosystems
consisting of an Ir-based LA, [Co(bpy)3]

2+ and
TEOA in a CH3CN/water mixture at l = 465 nm
affords hydrogen with 800–920 TON relative to
the LA and 16–18 TON relative to the CAT with
the system consisting of [Ir(F-mppy)2(bpy)]

+ LA
providing the highest TON. The fluorinated com-
pounds typically show slightly higher activity. It is

proposed that intramolecular electron transfer from
the excited LA to the CAT affords a reduced Co
species that promotes proton reduction to make
hydrogen. The Ir-based systems are about
20 times more efficient than [Ru(bpy)3]

2+ and 3–6
times more efficient than [Ru(Me2phen)3]

2+. The
multicomponent Ru-based photosystem consisting
of [Ru(bpy)3]

2+ or [Ru(Me2phen)3]
2+

(Me2phen = 4,7-dimethyl-1,10-phenanthroline)
provides lower TON (100 TON relative to [Ru
(bpy)3]

2+ and 2 TON relative to the CAT or
290 TON relative to [Ru(Me2phen)3]

2+ and
12 TON relative to the CAT). The excited states
of the Ir-based systems are quenched efficiently by
both [Co(bpy)3]

2+ and TEOAwhereas the excited
states of the Ru LAs are only quenched by [Co
(bpy)3]

2+. The rate of quenching of the excited state
of the Ir-system by [Co(bpy)3]

2+ is about an order
of a magnitude faster than TEOA quenching rate
and also faster than for the Ru-based systems. The
rates of quenching of the Ir-based excited states by
[Co(bpy)3]

2+ range from 4.8 to 6.9� 108M�1 s�1.
System modification of the LA has provided [Ir(dF
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(CF3)ppy)2(dtbbpy)](PF6) (dF(CF3)ppy) = 2-
(2,4-difluorophenyl)-5-trifluoromethylpyridine and
dtbbpy = 4,40-di-tert-butyl-2,20-dipyridyl) with
enhanced excited state lifetime and significant
reducing power that shows dramatically improved
system function with a relativeF that is ca. 14 times
larger than [Ru(Me2phen)3]

2+ [98].
A series of cobaloxime complexes, [Co(dmg

H)2pyCl], [Co(dmgH)2(4-COOMe-py)Cl],
[Co (dmgH)2(4-Me2N-py)Cl], [Co(dmgH)(dmgH2)
Cl2], [Co(dmgH)2(py)2]

+, [Co(dmgH)2(P(n-Bu)3)
Cl], and [Co(dmgBF2)2(OH2)2], (dmgH2 =
dimethylglyoxime) have been investigated as
molecular catalysts photochemical hydrogen
generation from water in systems containing a
Pt terpyridyl acetylide chromophore and TEOA
in acetonitrile, Fig. 19 [67, 99]. Characterization
of the cobaloximes, hydrogen photocatalysis,
and the investigation of the impact of photosys-
tem functioning with respect to LA, CAT,
TEOA, solvent, and CH3CN/ water ratio are
reported. The cobaloximes oxidatively quench
the emission of the excited state LA efficiently,
close to the diffusion controlled limit, with

the fastest quenching of 1.7 � 109 M�1 s�1 by
[Co(dmgH)2(4-COOMe-py)Cl].

The rate of oxidative quenching by [Co(dmgH)2
(py)2]

+ is 4.0 � 107 M�1 s�1; this lower rate is
attributed to the lack of a Cl ligand in this complex
that can interact with the Pt LA during the
quenching process. It was found that a photosystem
consisting of [Pt(ttpy) (C 	 CPh)]ClO4

(ttpy = 40-p-tolyterpyridine), [Co (dmgH)2pyCl],
TEOA, and water in CH3CN gives 2100 TON in
10 h, irradiated at l> 410 nm, when the optimized
[TEOA] and CH3CN/H2O ratio are used. No
hydrogen is observed after 5 h of photolysis in
systems consisting of [Pt(ttpy)(C 	 CPh)]ClO4,
[Co (dmgH)2(P(n-Bu)3)Cl] or [Co
(dmgBF2)2(OH2)2], and TEOA. In the system
consisting of [Co (dmgH)2(P(n-Bu)3)Cl], it is
likely that the stable hydride formed, [CoH
(dmgH)2(P(n-Bu)3)] known to yield hydrogen
only upon thermolysis at 150 �C, prevents
hydrogen photocatalysis. The complex
[Co (dmgBF2)2(OH2)2] is thermodynamically
incapable of proton reduction as evidenced by the
CoII/I reduction potential of �0.29 V vs. NHE
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which is more positive of proton reduction
(�0.48 V) at the pH used for photocatalysis
(pH = 8.5). Induction periods of 1–2 h are
observed for the hydrogen-generating systems.
This induction period is impacted by the solvent

conditions, LA, and TEOA concentration. The
induction period is consistent with the requirement
for the formation of CoI for photogeneration of
hydrogen to occur. The photochemical cycle can
proceed through the oxidative quenching of the
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photoexcited LA by CoIII to form LA+ and CoII, or
through reductive quenching by TEOA to form
LA� and TEOA+, Fig. 19. Electron transfer from
the LA� to CoIII occurs regenerating the LA. The
catalytic cycle proceeds with further reduction of
CoII to CoI followed by protonation to give a CoIII-
H intermediate. One pathway is the protonation of
CoIII-H to yield hydrogen and CoIII. An alternative
pathway is utilizing a single Co pathway, which
entails reduction of the CoIII-H to CoII-H which
subsequently gets protonated to generate hydrogen
and CoII. This single Co mechanism is supported
by the observed linear dependence of the Co con-
centration on photochemical hydrogen production
in a system consisting [Pt(ttpy) (C 	 CPh)]ClO4

(ttpy = 40-p-tolyterpyridine), [Co (dmgH)2pyCl],
TEOA, and water in CH3CN irradiating at
l> 410 nm. An alternative kinetically distinguish-
able proposal is the homolytic reaction mechanism
involving two CoIII-H to give hydrogen and CoII.
Kinetics of electron transfer reactions of hydrogen
evolving cobaloximes have been reported recently
[100]. Studies demonstrate that the homolytic path-
way (CoIIIH + CoIIIH ! 2 CoII + H2) is favored
over a pathway involving protonation of CoIII-H to
yield hydrogen and CoIII.

A photocatalytic system using the organic dye,
Eosin Y as the LA, [Co(dmgH)2pyCl]

2+, and
TEOA produces hydrogen with an initial rate of
100 TON/h upon irradiation at l > 450 nm

[68]. Addition of free dmgH2 provides increased
stability to the photosystem providing 900 TON
relative to the LA (ca. 20 mL of hydrogen) in
14 h. A maximum F = 0.04 is observed when a
bandpass filter at 520 nm is employed, but with a
lower TON relative to l > 450 nm. The rate of
hydrogen evolution shows marked pH dependence
with maximum at pH= 7 and decreases sharply at
more acidic or basic pH.

Photochemical hydrogen production occurs in a
photosystem consisting of [ReBr(CO)3bpy)], [Co
(dmgH)2], acetic acid/water, TEOA in DMF at
l > 400 nm [69]. Turnover numbers are approxi-
mately twice compared to when [Ru(bpy)3]

2+ is the
LA under the same conditions (150 TON in 9 h for
[ReBr (CO)3bpy)] relative to 65 TON when [Ru
(bpy)3]

2+ is the LA). The quantum yield for hydro-
gen production is 0.26. The rate of hydrogen pro-
duction shows a square dependence on the total Co
concentration. This square dependence implies a
homolytic pathway for hydrogen photocatalysis.
The rate of hydrogen production exhibited a linear
dependence on the photon flux. Forward electron
transfer between the LA and the CAToccurs at a rate
close to diffusion control, with a rate of
2.5� 108M�1 s�1. An excess of dimethylglyoxime
is systematically added to the system to ensure the
complete formation of the CAT and reduce the
portion of free [Co]solv

2+, which is also an efficient
quencher of the excited state of the LA, Fig. 20.
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Hydrogen via Direct Solar Production, Fig. 20 General representation of a homolytic pathway using a Co-based
hydrogen producing photosystem
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Pt and Pd-Based Homogeneous Systems
for Solar Hydrogen Production

Pt-and Pd-based systems have been used in solar
hydrogen production schemes. Supramolecular
systems that couple polyazine LAs with bridged
Pt or Pd CATs for proton reduction are known
[70, 73, 74, 101, 102]. The use of the supramo-
lecular design allows for increased electron
transfer rates and component modification to
enhance device function and light-absorbing
properties. The bridged systems use rigid or flex-
ible spacers between the LA and the CAT which
controls the level of electronic communication
between components. The formation of metallic
colloids during photoreduction of the supramo-
lecular assembly has been reported in some
studies using similar supramo-lecular assem-
blies, implying that heterogeneous catalysis is
dominant with the colloidal metal being the
active catalytic species [103, 104]. Photo-
induced decomposition of [(bpy)2Ru(Mebpy
(CH2)2C6H2 (OCH3)2(CH2)2Mebpy)PdCl2]

2+,
Fig. 21, was observed by ESI-MS and the forma-
tion of Pd colloid observed by TEM and XPS of
evaporated reaction mixtures during photochemi-
cal hydrogen production [103]. Mercury tests are
employed to deactivate photoproduced metal col-
loids via formation of inactive alloys with colloi-
dal metals eliminating the impact of the colloid on
photochemical activity [86, 87].

These tests can provide meaningful information
regarding the mechanism of action for solar

hydrogen production, but care must be taken in
drawing conclusions as this is a complicated
issue. Concentration of the medium to study solids
through TEM and XPS can also lead to system
decomplexation resulting in formation of metallic
solids. Reduced polyazine complexes including
those produced electrochemically are known to
adsorb to electrodes or metal surfaces such as Hg
(l) and this could deactivate a catalytic system. The
study of complicated multistep photocatalytic pro-
cesses is complex, and detailed analyses with care-
fully selected comparison to determine the
catalytically active species are necessary.

A RuPt bimetallic system [(bpy)2Ru
(phenNHCO (COOHbpy))PtCl2]

2+, which
employs an amide linkage on the phenanthroline
as a bridge, produces hydrogen from water when
illuminated at l > 350 nm in aqueous acetate
buffer solutions in the presence of EDTA, with a
F = 0.01 and 5 turnovers in 10 h [70]. This
complex displays an emission from the 3MLCT
state at lmax = 610 nm in an aqueous solution
with its intensity quenched by 67% relative to the
parent [(bpy)2Ru(phenNHCO(COOHbpy))]

2+

suggestive of intramolecular electron transfer
process occurring in the bimetallic system. To
ascertain that there is no interference from any
photodecomposition products, comparisons are
made with analogous multicomponent photosys-
tems. The system consisting of [Ru(bpy)3]
(NO3)2, N,N0-dimethyl-4,40-bipyridinium, and
[PtCl2(dcbpy)] (dcbpy = 4,40-dicarboxy-2,20-
bipyridine) is effective providing a F = 0.02,

N

N

N

N

N

N

N

Ru

N

Pd
Cl

Cl

2+
O

O

Hydrogen via Direct Solar Production, Fig. 21 Representation of [(bpy)2Ru(Mebpy
(CH2)2C6H2(OCH3)2(CH2)2Mebpy)PdCl2]

2+ (bpy = 2,20-bipyridine)
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but completely retarded in the absence of
N,N0-dimethyl-4,40-bipyridinium. Hydrogen
production does not occur when [Ru
(bpy)2(5-aminophen)]2+ and [PtCl2(dcbpy)]
or the parent LA, [(bpy)2Ru(phenNHCO
(COOHbpy))]2+, and K2PtCl4 is the photosystem.
The lack of activity by these multicomponent
systems suggests the bridge between Ru and Pt
is essential for photoreactivity in this system.
Hydrogen production shows a linear response to
photon flux implying that one-photon excitation
of a molecule operates. Rate of hydrogen produc-
tion shows a linear dependence on supramolecular
complex concentration. Lower photocatalytic
activity is observed when the COOH on bpy is
replaced by a COOEt group demonstrating that a
clear relationship exists between the energy of the
LUMO and the hydrogen evolving activity which
was greatest when the more electron withdrawing
COOH is the substituent [105].

The hydrogen evolution rate by [(bpy)2Ru
(phenNHCO(COOHbpy))PtCl2]

2+ is shown to
obey Michaelis-Menten enzymatic kinetics with
regard to the concentration of EDTA, suggesting
that an ionpair formation between [(bpy)2Ru
(phenNHCO (COOHbpy))PtCl2]

2+ and
EDTA2� is an important step in the photocycle
[106]. Bimetallic RuPt systems that incorporate
aliphatic linkages to bridge [(bpy)2Ru (bpy
(CONH(CH2)3NH2)2)PtCl2]

2+ and [(bpy)2Ru
(bpy(CONH(CH2)py)2)PtCl2]

2+, Fig. 22, do not
display photocatalytic activity. This implies that
aromaticity of the bridge connecting the LA and
the CAT is important for intramolecular electron
transfer in [(bpy)2 Ru(phenNHCO(COOHbpy))
PtCl2]

2+. Recently a tetrametallic system that
shows higher catalytic activity to the original
bimetallic system has been reported, [(bpy)2Ru
(phenNHCO(CONH(CH2)bpy))PtCl2]2
[106]. This system shows enhanced catalytic
activity with a F = 0.014.

The tetrametallic [{(phen)2Ru(dpp)}2Ru(dpq)
PtCl2]

6+ and [{(bpy)2Ru(dpp)}2Ru(dpq)PtCl2]
6+

systems have been investigated as photoinitiated
electron collectors (dpq = 2,3-bis(2-pyridyl)
quinoxaline), which photocatalyze the production
of hydrogen from water with F = 0.01 [71,

72]. These systems couple two terminal
(TL)2Ru

II(dpp) LA units to a central ruthenium
which is connected to a reactive platinum compo-
nent through a dpq bridge, Fig. 23. [{(phen)2Ru
(dpp)}2Ru(dpq)PtCl2]

6+ displays a Ru (dp) ! dpp
(p*) CT absorption observed at 541 nm and an
emission from the 3MLCT state (lmax

em = 752 nm
and Fem = 3.0 � 10�4) with reduced inten-
sity relative to [{(phen)2Ru(dpp)}2Ru(dpq)]

6+

(lmax
em = 752 nm and Fem = 12.3 � 10�4) in

acetonitrile [71]. The t of [{(phen)2Ru(dpp)}2Ru
(dpq)PtCl2]

6+ is 120 ns, also reduced relative to the
[{(phen)2Ru (dpp)}2Ru(dpq)PtCl2]

6+, 170 ns. The
reductions in the Fem and t are characteristic of
intramolecular electron transfer in [{(phen)2Ru
(dpp)}2Ru(dpq)PtCl2]

6+ populating a lowest energy
CS state with ket= 2.5� 106 s�1. The t= 1.7 ms at
77 K in a solid glass matrix in both tetrametallic and
trimetallic systems. The emission of [{(phen)2Ru
(dpp)}2Ru(dpq)PtCl2]

6+ is quenched efficiently by
DMAwith kq of 4.8� 109 M�1 s�1. The properties
of [{(bpy)2Ru(dpp)}2Ru (dpq)PtCl2]

6+ with bpy
substituted TL are similar. [{(bpy)2Ru(dpp)}2Ru
(dpq)PtCl2]

6+ displays Ru(dp) ! dpp(p*) CT
absorption at 540 nm and an emission from the
3MLCTstate (lmax

em = 745 nm and Fem =
2.5 � 10�4) with reduced intensity relative to
[{(bpy)2Ru (dpp)}2Ru(dpq)]

6+ (lmax
em = 745 nm

andFem= 6.0� 10�4) in acetonitrile [72]. The t of
[{(bpy)2Ru (dpp)}2Ru(dpq)PtCl2]

6+ is 92 ns, also
reduced relative to the [{(bpy)2Ru(dpp)}2Ru
(dpq)]6+, 133 ns. The reductions in the Fem and t
are characteristic of intramolecular electron transfer
in [{(bpy)2Ru(dpp)}2Ru (dpq)PtCl2]

6+ populating a
lowest energy CS state with ket = 3.4 � 106 s�1.
Intramolecular electron transfer is hindered at 77 K
in a solid glass matrix with t = 1.7 ms in both
tetrametallic and trimetallic systems. The emission
of [{(bpy)2Ru(dpp)}2Ru(dpq)PtCl2]

6+ is quenched
efficiently by DMAwith kq of 5.4 � 109 M�1 s�1.

A unique feature in these tetrametallic sys-
tems is that a greater degree of reduction of the
Fem in the tetrametallic vs. the trimetallic is
observed relative to the reduction of the t of
the tetrametallic vs. trimetallic. For [Ru
(bpy)3]

2+ and similar systems, the F3MLCT ¼ 1.
The differences in the degrees of quenching of
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Fem and t of the tetrametallic vs. model tri-
metallic systems imply that F3MLCT 6¼ 1, which
suggests a reduction in population of
the emitting 3MLCT excited state due to an
alternative intramolecular electron transfer

pathway (ket0) in which the higher-lying central
Ru(dp) ! dpq(p�) CT state directly populates
the 3CS, Fig. 24.

Both [{(bpy)2Ru(dpp)}2Ru(dpq)PtCl2]
6+

and [{(phen)2Ru(dpp)}2Ru(dpq)PtCl2]
6+ are
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photoinitiated electron collectors with elec-
trons being collected on the molecular orbitals
of the central Ru and the surrounding BLs.
Spectroscopic changes that occur when the sys-
tems are photochemically reduced in the pres-
ence of DMA or electrochemically reduced by
two electrons are almost identical, implying

that the photoproduct and electrochemically
reduced product are the same. For [{(bpy)2Ru
(dpp)}2Ru(dpq)PtCl2]

6+, photochemical hydro-
gen production occurs in the presence of DMA
and water when photoexcited at l = 530 nm with
F = 0.01 representing 40 turnovers in 3 h. The
amount of hydrogen produced by [{(bpy)2 Ru
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(dpp)}2Ru(dpq)PtCl2]
6+ is much higher than that

produced by [{(bpy)2Ru(dpp)}2Ru(dpq)]
6+ and

Pt colloid. For [{(phen)2Ru(dpp)}2Ru(dpq)
PtCl2]

6+, photochemical hydrogen production
occurs in the presence of DMA when photoex-
cited at l = 470 nm with 115 TON in 5 h. Addi-
tion of excess Hg does not impede catalytic
activity, which implies that the supramolecular
architecture remains intact during the photocycle
and colloidal Pt is not operative.

Bifunctional Pt-Based System The complex
[PtCl (tpy)]Cl is a single molecule that acts in a
bifunctional manner promoting both photosensi-
tization and catalysis [73]. Photolysis of [PtCl
(tpy)]Cl in aqueous buffer at l = 350–550 nm in
the presence of EDTA affords 3 TON in 7 h with a
F= 0.02. 2-Morpholinoethanesulfonic acid is the
buffer used to avoid coordination of buffer
reagents to the PtII by replacing Cl, shown to
lower hydrogen yield. Contribution from catalyt-
ically active Pt colloids seems not operative as the
system functions with added Hg(l). It is suggested
that photochemical hydrogen production pro-
ceeds through a bimolecular mechanism. Photo-
sensitization is suggested to occur through a
3MMLCT state (MMLCT = metal-metal-to-
ligand charge-transfer) in dimer formation facili-
tated by Pt����Pt association. The saturation kinet-
ics with regard to the EDTA concentration
suggests that the dimer of [PtCl(tpy)]+ and the
dianionic form of EDTA form an ion-pair adduct
to facilitate reductive quenching by EDTA during
the photochemical processes.

Palladium-Based Supramolecular Solar
Hydrogen Photocatalysts

The RuPd bimetallic system [(tBu2bpy)2Ru
(tpphz) PdCl2]

2+ (tBu = tertiary butyl,
tpphz = tetrapyridophenazine, Fig. 25) is a solar
hydrogen photocatalyst producing hydrogen, with
56 TON in 30 h, in the presence of the electron
donor, Et3N, in acetonitrile when optically excited
at l = 470 nm [74]. The proton source is Et3N. A
weak emission at lmax= 650 nm with t= 27 ns is
observed significantly quenched relative to the
parent [(tBu2bpy)2Ru(tpphz)]

2+ (lmax = 638 nm,
t = 154 ns). It is suggested that the RuII-
phenazine�-PdII radical photogenerated in the
presence of Et3N is involved in the photochemical
hydrogen generation step, initiating chloride loss
from palladium. Photoinduced electron transfer
processes to reduce the Pd site have been studied
by resonance Raman and ultrafast time-resolved
spectros-copy showing rapid Pd reduction [107].

Conclusions and Future Directions

The conversion of solar energy to a transportable
fuel is challenging but important in meeting
increasing energy demands. The production of
hydrogen fuel via solar water splitting is an attrac-
tive approach to alternative energy conversion
and storage as the amount of energy reaching the
Earth’s surface from the sun in 1 h is sufficient to
power our planet for more than a year. Photo-
catalysis to reduce water to produce hydrogen is
complicated involving multielectron transfer,
bond breaking, and bond formation. Despite
these challenges and the lack of consistent sub-
stantial long-term funding, a number of photosys-
tems for solar hydrogen production have been
developed recently. Pioneering work on multi-
component systems was critical to success.
Water splitting to produce hydrogen is compli-
cated and involves energetically demanding
chemical reactions with bond breaking and for-
mation and is a multielectron process. Solar
energy conversion is promoted via water reduc-
tion by multistep processes with multiple photons
used sequentially.
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Work has focused on the LA and/or CAT
design for solar hydrogen production schemes.
Structural diversity is starting to be available.
Many systems incorporate Ru-based LAs and
reactive metal centers in the photocatalytic
schemes. Ir, Pt, Re, and Zn-based systems have
emerged recently showing promise as LAs. Bio-
mimetic iron-based systems, Rh, Co, Pt, and
Pd-based CATs have been typically used is these
schemes. The Rh-and Co-based systems take
advantage of ability of Rh or Co to cycle through
three oxidation states reducing from MIII to MII

and MI for multielectron chemistry. The applica-
tion of typical Ru (II) trischelate systems with
ligands such as bpy or phen provide for absorption
in the visible region to ca. 450 nm. The light
absorption energy can be modulated by ligand
substitution and the use of ligands with stabilized
p� orbitals provide for longer wavelength excita-
tion often to ca. 550–650 nm.

Using bridging ligands provides a means to
covalently attach the LA to the CAT allowing
more efficient intramolecular electron transfer
pathways from the LA to the catalytic site. In
addition, factors that impact intramolecular elec-
tron transfer can be studied and modulated within
molecular systems. Coupling of a LA to CAToften
dramatically perturbs the properties of these com-
ponents. The ability to modulate the electrochem-
ical and photochemical properties by component
modification in supramolecular systems can be
exploited in molecular design. The application of
large molecular systems to address hydrogen
photocatalysis allows system study using conven-
tional molecular characterization methods allo-
wing for the ability to probe the processes
involved in the photocatalytic process.

Many factors are considered during photosys-
tem design for hydrogen photocatalysis. The
redox potentials of the LA, CAT, and coordinated
ligands dictate the driving force of electron trans-
fer reactions. LA properties including absorptivity
and excited state lifetimes are contributing factors
which determine wavelength response and overall
photosystem efficiency. System parameters
including, solvent, electron donor, pH, wave-
length of excitation, etc., also determine function-
ing system efficiency and stability. Often solvent

choice can have dramatic impact with systems
showing good photoreactivity in organic solvents
that are not functional in aqueous media. Catalysts
and electron donors selected should not compete
for light with the LA. Study and comparison of
system parameters that impact hydrogen photo-
catalysis is crucial as many conditions impact
photocatalysis and no set of standard conditions
exist. For example, some solvents that show
enhanced system function for photocatalytic sys-
tems have been shown to deactivate other sys-
tems. Comparison of systems is complicated by
these widely varied conditions.

The study of electron transfer between compo-
nents is key to understanding photosystem prop-
erties. The electron transfer events occurring in
supramolecular systems are studied with compar-
ison using model systems that should have similar
spectroscopic and photophysical properties, but is
always not the case. Careful selection of model
systems is essential to these studies as the assump-
tion that kr and knr are the same in the model
systems and supramolecular systems is inherent
to this analysis. Sample purity is also important in
these studies as the rate of electron transfer could
be underestimated in the presence of other emis-
sive impurities or overestimated in the presence of
impurities which quench the emissive excited
state. The study of these electron transfer events
become more complicated as model systems to
probe excited state processes are not readily
available.

Design and development of functioning photo-
catalysts for the reduction of water to produce
hydrogen fuel has become an international effort
as the world recognizes the significance for the
need for environmentally friendly, renewable,
economically viable alternatives for fuel produc-
tion. There has been much success in this field
given the complexity of the systems and
processes.

The iron-based systems exploit the ability of
ironbased hydrogenases to catalyze water reduc-
tion to produce hydrogen. Interesting biomimetic
assemblies have been produced that couple ruthe-
nium to diiron catalytic centers but these com-
plexes have not shown applicability to solar
hydrogen photocatalysis. The unfavorable
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thermodynamic driving force for electron transfer
from the ruthenium to the CAT impedes the use of
the supramolecules diiron systems as photo-
catalysts for solar hydrogen production. The cou-
pling of alternative ZnTPP LA units to these
diiron cores provides for thermodynamically
favorable electron transfer and has provided for
photocatalytic systems with low TON. The
ZnTPP LA unit possesses a higher energy singlet
excited state that allows electron transfer to the
diiron unit. These supramo-lecular assemblies
reduce acidic solutions of 2-mercaptobenzoic
acid to produce hydrogen following optical exci-
tation with low turnovers. The multicomponent
systems using diiron catalytic centers and
Ru-based LA have shown promise providing
higher TON using high CAT loading. In these
systems, the stability of the CAT determines sys-
tem stability with system malfunction occurring
often after few hours due to CAT decomposition.
Use of Ir-based LAs have shown better promise
with higher TON relative to the LA and CAT, but
system deactivation occurs due to
decomplexation of the CAT.

Rhodium-centered photoinitiated electron
collectors are known to catalyze water reduc-
tion to hydrogen. [{(bpy)2Ru(dpp)}2RhCl2]

5+,
[{(bpy)2Ru (dpp)}2RhBr2]

5+, and [{(phen)2Ru
(dpp)}2RhCl2]

5+ are the lead photocatalysts in
this area, demonstrating higher hydrogen yields
and turnover capacities. The use of a bridging
dpp on the Ru LA provides significant coverage
of the solar spectrum to the low energy visible.
The Ru LA displays an emissive 3MLCT excited
state. The spectroscopic and photophysical prop-
erties display population of the emissive 3MLCT
excited state followed by intramolecular electron
transfer to populate the 3MMCT excited state.
Optical excitation in the presence of an electron
donor leads to at least two intramolecular electron
transfer steps affording a coordinatively unsatu-
rated RhI species which can interact with and
reduce a substrate such as water. These systems
couple two charge-transfer light absorbers to a
single electron collector. Studies on the design
considerations for a functioning system for optical
multielectron reduction of water to produce
hydrogen have shown that this general structural

motif is applicable in solar hydrogen production
schemes. A related photoinitiated electron collec-
tor, [{(bpy)2Ru(dpb)}2IrCl2]

5+, does not demon-
strate photocatalytic activity implying that the Rh
center is necessary and facilitates the chemical
steps involved in bond transformations. The coor-
dination environment on the rhodium center
impacts the photocatalytic activity as evidenced
by the greater hydrogen yields when weaker
s-donors are present on rhodium (Br vs. Cl),
further implying that the reactive rhodium center
and/or the 3MMCT excited state may be impor-
tant. [{(bpy)2Ru(dpp)}2RhBr2]

5+ provides a sys-
tem with a lower lying Rh(ds�) acceptor orbital
with a larger driving force for intramolecular elec-
tron transfer to produce the 3MMCT state and/or
promotes halide loss to generate the RhI system.
Systematic studies on factors impacting hydrogen
production, including the driving force for reduc-
tive quenching of the excited states by the electron
donor, excited state lifetime of the photocatalyst,
effective pH of the solution, and electron donor-
catalyst interactions, has been studied. Photo-
catalytic activity of [{(tpy)RuCl (dpp)}2RhCl2]

3+

and [{(bpy)2Os(dpp)}2RhCl2]
5+ is observed with

lower efficiency, consistent with the lower driving
force for reductive quenching of the 3MLCT
excited state by DMA. The result is important,
showing hydrogen can be evolved employing
the 3MLCT excited state as electron transfer
quenching of the 3MMCT state is not thermody-
namically favorable in these systems. The system
pH and the electron donor-catalyst interactions are
important factors to be considered as varied
photocatalytic activity is observed with variation
of electron donors.

Multicomponent systems incorporating
cyclometalated Ir complexes have been used as
LAs in photochemical schemes for production of
hydrogen from water using [Rh(NN)3]

3+ CATs.
A preliminary study of a library of LA and CAT
has enabled the identification of the most efficient
system providing high TON and good system sta-
bility. Ir LAs provide varied excited state lifetimes
and redox potentials relative to the classical Ru LAs.

The use of cobalt CATs have been investigated
in solar hydrogen production schemes. The often
substitutionally labile cobalt centers are stabilized
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by the use of cobaloximes often with excess
ligand in solution. The supramolecular systems
incorporating Ir-based LAs show superior activity
to the Ru-based system and enhanced stability
relative to the analogous multicomponent system.
The use of a Re-based LA with cobaloxime CAT
has provided good functioning. Use of Pt-or
Ir-based LAs with cobaloxime CATs has shown
to be the most promising, providing high TON
and good system stability.

Recent studies have focused on the coupling of
Pd and Pt reactive metal centers to Ru charge-
transfer light absorbers for multielectron solar
hydrogen photocatalysis. There have been
conflicting reports on these systems with follow-
up studies showing that in some RuPt and RuPd
systems the reduction of the complex may lead to
colloidal Pd or Pt. It was proposed that Pt(s) or Pd
(s) are the active catalyst for hydrogen generation.
Some systems are proposed to function without
colloidal metal formation. Careful analysis of
these catalytic systems is needed to provide
insight into the function of these photocatalysts
and the optimization of the future generation of
catalysts.

The area of solar hydrogen production through
the use of photocatalysts that collect and deliver
reducing equivalents is an active area of current
research in inorganic photochemistry. The design
and development of systems that catalyze this
complicated process can play a significant role in
the development of efficient photocatalysts for
solar hydrogen production. The fundamental
understanding of the properties of the LA, bridg-
ing ligand, CAT, and system parameters that deter-
mine hydrogen production efficiency is critical to
the successful development of efficient and stable
photocatalysts for the reduction of water to pro-
duce hydrogen fuel. The development of structur-
ally diverse systems which couple a LA to a CAT
is needed in this field with systematic variation of
device components. Basic chemical studies of the
perturbation of properties upon assembly of the
supramolecules are also needed. Careful analysis
of results and comparisons are needed. It is impor-
tant that long-term studies of these important sys-
tems for light to fuel conversion are undertaken to
understand the functioning of these systems and

explore the multidimensional parameter space
needed to optimize the performance of these sys-
tems that are still in their infancy. Detailed mech-
anistic studies are necessary to uncover factors
that limit the functioning of these systems and
design of more promising molecular architectures
that carry out this complicated photocatalytic
reaction. A wide array of system parameters can
impact system functioning further complicating
this process. The research and development in
this very important area requires long-term inter-
est and research funding to assemble the funda-
mental chemical knowledge needed to establish
efficient solar hydrogen production schemes.
Sustained and focused research is needed to
bring these systems to completion.
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Glossary

Band gap In solid-state physics, a band gap, also
called an energy gap, is an energy range in a
solid where no electron states can exist. In
graphs of the electronic band structure of
solids, the band gap generally refers to the
energy difference (in electron volts) between
the top of the valence band and the bottom of
the conduction band in insulators and semi-
conductors. This is equivalent to the energy
required to free an outer shell electron from
its orbit about the nucleus to become a mobile
charge carrier, able to move freely within the
solid material.

Conduction band In the solid-state physics field
of semiconductors and insulators, the conduc-
tion band is the range of electron energies,
higher than that of the valence band, sufficient
to free an electron from binding with its indi-
vidual atom and allow it to move freely within

the atomic lattice of the material. Electrons
within the conduction band are mobile charge
carriers in solids, responsible for conduction of
electric currents in metals and other good elec-
trical conductors.

Dopant A dopant, also called a doping agent, is a
trace impurity element that is inserted into a
substance (in very low concentrations) in order
to alter the electrical properties or the optical
properties of the substance. In the case of crys-
talline substances, the atoms of the dopant very
commonly take the place of elements that were
in the crystal lattice of the material.

Doping In semiconductor production, doping is
the process of intentionally introducing impu-
rities into an extremely pure (also referred to as
intrinsic) semiconductor to change its electrical
properties.

Dye sensitization The process in which the dye
absorbs light to yield an excited state, which in
turn transfers an electron (or energy) onto the
semiconductor.

Hydrogen production The industrial method
for generating hydrogen.

Hydrogen The chemical element with atomic
number 1. It is represented by the symbol
H. At standard temperature and pressure,
hydrogen is a colorless, odorless, nonmetallic,
tasteless, highly combustible diatomic gas with
the molecular formula H2.

Photocatalysis In chemistry, photocatalysis is
the acceleration of a photoreaction in the pres-
ence of a catalyst (called photocatalyst). In
catalyzed photolysis, light is absorbed by an
adsorbed substrate (called photocatalyst). In
photogenerated catalysis, the photocatalytic
activity depends on the ability of the catalyst
(called photocatalyst) to create electron–hole
pairs, leading to secondary reactions.

Photocatalyst A substance that is able to pro-
mote, by absorption of light quanta, chemical
transformations of the reaction participants,
repeatedly participating in intermediate chemical
interactions and regenerating its chemical com-
position after each cycle of such interactions.

# Springer Science+Business Media, LLC 2012
T. E. Lipman, A. Z. Weber (eds.), Fuel Cells and Hydrogen Production,
https://doi.org/10.1007/978-1-4939-7789-5_855

Originally published in
R. A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,# Springer Science+Business Media LLC 2012
https://doi.org/10.1007/978-1-4419-0851-3_855

1099

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_855&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7789-5_855&domain=pdf
https://doi.org/10.1007/978-1-4419-0851-3_855


Photocatalytic water splitting The production
of hydrogen (H2) and oxygen (O2) from
water by directly utilizing the energy from
light. Photocatalytic water splitting has the
advantage of the simplicity of using powder
or film photocatalysts in solution and (sun)
light to produce H2 and O2 from water.

Semiconductor A material that has an electrical
conductivity due to flowing electrons
(as opposed to ionic conductivity) which is
intermediate in magnitude between that of a
conductor and an insulator. This means
roughly in the range 10�8–103 S/cm. In semi-
conductors, current is often schematized as
being carried either by the flow of electrons
or by the flow of positively charged “holes” in
the electron structure of the material. Actually,
however, in both cases only electron move-
ments are involved.

Valence band In solids, the valence band is the
highest range of electron energies where elec-
trons are normally present at absolute zero
temperature. The valence electrons are bound
to individual atoms, as opposed to conduction
electrons, which can move freely within the
atomic lattice of the material. On a graph of
the electronic band structure of a material, the
valence band is located below the conduction
band, separated from it in insulators and semi-
conductors by a band gap. In metals, the con-
duction band has no energy gap separating it
from the valence band.

Definition of the Subject

Increasing environmental concerns from using
non-sustainable fossil fuels and a growing energy
demand are forcing human beings to pursue clean
and sustainable sources of energy. Hydrogen
exists as a light, diatomic gas with high energy
content by weight, but small energy content by
volume. Hydrogen can react cleanly with oxygen
in a highly exothermic reaction, with pure water as
the only product. The energy stored in the chem-
ical bond of hydrogen can be released by simply
burning it in a combustion engine, or more effi-
ciently by oxidizing it in a fuel cell. Based on the
above properties, hydrogen is often considered an

attractive alternative to the current, fossil fuel-
based energy carrier. However, the currently
most widely used methods to produce hydrogen
are based on the conversion of fossil fuel
resources and thus deviate completely from the
environmentally friendly intention of using
hydrogen.

Photocatalysis is a technique to convert light
(ideally sunlight) energy to chemical energy or
electrical power. Photocatalytic H2 production is
a technique utilizing the energy from (sun)light to
produce H2 from water (or other hydrogen
resources). Photocatalytic H2 production from
water has been accepted as one of the most prom-
ising ways to realize a hydrogen economy for
three reasons: (1) this technology is based on
photon (or solar) energy, which is a clean, perpet-
ual source of energy, and mainly water, which is a
renewable resource; (2) it is an environmentally
safe technology without undesirable by-products
and pollutants; and (3) the photochemical conver-
sion of solar energy into a storable form of energy,
i.e., hydrogen, allows one to deal with the inter-
mittent character and seasonal variation of the
solar influx [1].

Photocatalytic water splitting has the advan-
tage of simply using powder or film photo-
catalysts, and in this entry, it excludes the
contents on photoelectrochemical (PEC) water
splitting, which is described in another entry of
this encyclopedia. The redox mechanism of
photocatalytic H2 production is similar to that of
PEC H2 generation. The main difference between
the two approaches lies in the location of the
redox reactions, as illustrated in Fig. 1. In the
photocatalytic process, both oxidation and reduc-
tion reactions occur on the surface of a photo-
catalyst (powder or film), and as a result, a
mixture of H2 and O2 is evolved together (the
left-hand side of Fig. 1). In the photo-
electrochemical process, oxidation and reduction
take place at spatially separated photoanode and
cathode, respectively, resulting in H2 and O2

being evolved separately (the right-hand side of
Fig. 1). It should be noted that the efficiency of
photocatalysts is normally lower than that of
photoanodes in H2 generation, since hydrogen
and oxygen have a tendency to react back to
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water if they are evolved at the same location.
However, compared to photoanodes, photo-
catalysts do not need a conductive substrate for
charge collection, so that a much broader selection
of synthetic methods, such as solid-state high tem-
perature synthesis, can be adopted. This allows
photocatalysts to be prepared with relative ease
and at a competitive cost. In a photocatalytic sys-
tem, cocatalysts can be easily introduced by firing
and mixing. Furthermore, research on photo-
catalysts may provide a convenient screening
approach for the selection of suitable
photoanodes.

Introduction

Photocatalytic H2 production has been developing
for 40 years. The increasing number of scientific
publications constitutes clear bibliographical evi-
dence for the significance of this hot field, as
shown in Fig. 2. Recently, nanoscience and nano-
technology opened a new vista in this field. Since
2004, the number of publications on nano-
photocatalytic H2 production has increased by a
factor of about 1.5 times every year. Many papers
recently studied the impact of different nano-
structures and nanomaterials on the performance
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of photocatalysts, since it was found that the total
energy conversion efficiency is largely deter-
mined by nanoscale properties of photocatalysts.
Although progress has been made in many fields
concerning photocatalytic H2 production during
these years, such as photocatalytic reactor design,
product separation and detection, and light
harvesting, the key factor determining its practical
application is the materials, i.e., photocatalysts.

In 1972, the initial work of Fujishima and
Honda indicated that PEC water splitting could
be performed by using a TiO2 photoanode
[3]. The setup in that work is similar to that
shown on the right-hand side of Fig. 1. Photo-
generated electrons and holes are formed in TiO2

when it is irradiated by UV light. The photo-
generated electrons flow to a Pt counter electrode
to reduce water to H2, while water is oxidized to
O2 by photogenerated holes on the TiO2 side.
Following this exciting finding, H2 production
by semiconductor photocatalysis and electrolysis
has been attracting more and more attention. Dur-
ing the 1970s and the first half of the 1980s, the
photocatalysts used for H2 production from water
splitting mainly focused on TiO2, SrTiO3 [4, 5],
and ZnO. Compared to TiO2, SrTiO3 can split
water without an external bias due to its higher
conduction band level. In the middle of the 1980s,
Pt/CdS [6–8] and ZnS [9] were identified as
highly active photocatalysts for H2 evolution
under visible-light irradiation in the presence of
sacrificial reagents. In the second half of the
1980s, new photocatalysts, such as K4Nb6O17

[10–13], Na2Ti3O7 [14], K2Ti2O5 [14], and
K2Ti4O9 [14], were used for water splitting.
Many tantalate [15–19], tungstate [20, 21], and
molybdate [20] photocatalysts have shown high
activity for H2 production from an aqueous solu-
tion containing a sacrificial reagent since the sec-
ond half of the 1990s. After coming into the new
century, the database of photocatalysts for water
splitting has become more plentiful. Many oxide
photocatalysts consisting of the metal cations
Ga3+, In3+, Ge4+, Sn4+, and Sb5+, with d10 config-
uration (i.e., metal cations having fully filled (with
ten electrons) outermost d orbitals), and assisted
with RuO2 as a cocatalyst have recently been
reported [22–26]. Non-oxide Ge3N4 with a RuO2

cocatalyst was also found to be a photocatalyst for
H2 production [27]. Oxynitrides [28–31] and
oxysulfides [32, 33] have been widely developed
in research led by K. Domen for H2 and O2 evolu-
tion under visible-light irradiation in the presence
of sacrificial reagents. Cr-Rh oxide/GaN:ZnO is a
solid solution ofGaN and ZnO,which is also active
for overall water splitting [34]. The solid solution
of ZnO and ZnGeN2, (Zn1 + xGe)(N2Ox) was
recently discovered as another active d10 metal
oxynitride photocatalyst for pure water splitting
under visible light [35]. A Z-scheme photocatalytic
water splitting system, which involved two-step
photoexcitation under visible-light irradiation,
was recently developed by mimicking the natural
photosynthesis of green plants [36, 37].

Principle of Photocatalytic H2

Production

As mentioned above, H2 is an energy carrier, and
the combustion of it produces only water and
traces other pollutants with a large amount of
heat releasing (Eq. 1). Moreover, H2 is also an
important raw material in chemical industries,
e.g., industrial ammonia synthesis. However, a
large fraction of hydrogen production is currently
based on fossil fuel resources. The processes
involved in the conversion of fossil fuels, such
as the reforming of natural gas (Eq. 2), coal gas-
ification (Eq. 3)/liquefaction, and coal electroly-
sis, require large amounts of energy, either in the
form of heat or electricity, and all these processes
are accompanied with the release of vast amounts
of carbon dioxide. In order to actualize the hydro-
gen economy, there is a demand for other carbon-
neutral feedstocks from which hydrogen can be
produced with the energy provided by a sustain-
able source. Alternative feedstocks under consid-
eration include wood, other biomass, organic
waste, and water, where the former options are
not necessarily carbon neutral, however. The latter
option constitutes an entirely sustainable energy
system, where hydrogen is produced from water
(Eq. 4) and later on recovered back into water in a
combustion engine or a fuel cell. This entry there-
fore focuses on hydrogen production from water.
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In principle, water can be split into H2 and O2

by several different pathways and utilizing vari-
ous energy sources. The commonly used method
is to dissociate water in an electrolysis cell. How-
ever, electrolysis is a two-step process, and the
potential of achieving a highly efficient, simple,
and cost-effective conversion is limited. A better
idea is to directly split water in a single device into
its component gases, without the production of
electricity in advance. Photocatalysis can directly
utilize photon energy to decompose water into H2

and O2.

2H2 gð Þ þ O2 gð Þ ¼ 2H2O gð Þ;
DH ¼ �484kJ �mo1�1 (1)

CH4 gð Þ þ H2O gð Þ ¼ CO gð Þ þ 3H2 gð Þ;
DH ¼ þ216kJ �mo1�1 (2)

C sð Þ þ H2O gð Þ ¼ CO gð Þ þ H2 gð Þ;
DH ¼ þ135kJ �mo1�1 (3)

2H2O 1ð Þ ¼ 2H2 gð Þ þ O2 gð Þ;
DH ¼ þ504kJ �mo1�1 (4)

Photocatalytic H2 production (or water split-
ting) occurs on the surface of semiconductor
materials, as shown in Fig. 3. Figure 3 shows
three basic steps in photocatalytic H2 production.
The first step is the absorption of photons.
A semiconductor has a valence band (VB) and a

conduction band (CB), which are separated from
one another by a band gap (Eg), as shown in
Fig. 3c. In the ground state, all electrons exist in
the VB. Under irradiation by photons with energy
equivalent to or larger than Eg, some of the elec-
trons are excited from the VB to the CB, leaving
empty states, so-called holes, in the VB. The sec-
ond step is the charge separation and migration, as
shown in Fig. 3b. The photogenerated electrons
and holes from the first step may recombine in the
bulk or on the surface of the semiconductor on a
time scale which is slower than the time required
for their generation (Fig. 3b, c). Some electrons
and holes that travel to the surface of the semicon-
ductor without recombination can cause reduction
(H2 formation) and oxidation (O2 formation) reac-
tions, respectively, in the last step called surface
chemical reactions. The important parameters in
photocatalysts are the width of the band gap and
the levels of the conduction and valence bands.
From Fig. 3c, the theoretical minimum band gap
(or photon energy) for water splitting is 1.23 eV,
corresponding to a wavelength of 1008 nm,
according to the formula Eg (eV) equal to 1240/
l (nm).

However, if taking into account thermody-
namic losses at various steps in the photocatalytic
process, overpotential is necessary to ensure a
reasonable reaction rate, and effective photo-
catalysts exhibit band gaps larger than 2 eV,
corresponding to a wavelength below 620 nm. If
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the sunlight is to be used for water splitting,
visible-light-responsive photocatalysts should
have band gaps between 2 and 3.1 eV, since the
intensity of sunlight is small in the UV region, i.e.,
for wavelengths below 400 nm (3.1 eV). Apart
from the band gap requirement, for H2 production
to take place, the CB bottom edge should be more
negative than the reduction potential of H+/H2 (
EHþ=H2

¼ 0V vs NHE at pH 0), while the VB top

edge should be more positive than the oxidation
potential of O2/H2O (EO2=H2O ¼ 1:23V vs NHE at
pH 0) for O2 evolution from water to occur, as
shown in Fig. 3c. Figure 4 lists the band edge
positions for commonly used semiconductors. It
can be seen that there are not many semiconduc-
tors meeting the requirements of band gap and
band levels for ideal photocatalysts for water split-
ting. Besides thermodynamic requirements, an
ideal photocatalyst should also have kinetic
advantages, e.g., high photocatalytic activity for
H2 and O2 production. There are a few non-oxide
semiconductors that meet requirements men-
tioned above. However, they are unstable and/or
easily corroded (e.g., CdS). It has proven difficult
to find a simple and cost-effective photocatalyst
meeting all the requirements [1].

Evaluation of Photocatalytic H2

Production

There is no perfect standard for comparing H2

productivity of different photocatalysts in differ-
ent photocatalytic systems. Therefore, researchers
normally compare their homemade photocatalysts
in their setups with some references, e.g., com-
mercial TiO2 photocatalysts, which are well
known for their high activity, like P25 (a product
of Evonik Degussa GmbH), Hombikat UV-100
(a product of Sachtleben Chemie GmbH), and
ST-01 (a product of Ishihara Sangyo Kaisha,
Ltd.). However, there are some terms that are
commonly used to describe photocatalytic activ-
ity, and these are discussed below.

Turnover Quantities
The quantitative measurements of photocatalytic
activity of a solid photocatalyst are normally

derived from process kinetics to express a rate
referenced to the number of photocatalytic sites
to infer how many times a catalytic cycle turn-
overs. Traditionally, these parameters are the
turnover number (TON), turnover rate (TOR),
and turnover frequency (TOF). In H2 produc-
tion, turnover rate (TOR) is considered as the
number of H2 molecules produced per active
site per unit time (units: molecules site�1

time�1) (Eq. 5); turnover frequency (TOF) as
the number of H2 molecules produced per unit
time (units: molecules time�1) (Eq. 6); and turn-
over number (TON) as a quantity that describes
how many times a H2 evolution reaction or
process turnovers at active sites integrated
over time (units: molecules site�1) (Eq. 7).

TOR ¼ Number of H2 molecules produced

Number of activesites � Reaction time
(5)

TOF ¼ Number of H2 molecules produced

Reaction time
(6)

TON ¼ Number of H2 molecu1es produced

Number of activesites
(7)

Using these turnover quantities, it can be
judged whether a given process is truly photo-
catalytic, as TON of a real photocatalytic reaction
is much higher than 1. In addition, these turnover
quantities are also supposed to be useful in
assessing new materials as photocatalysts, and
reproducible or comparable across various labo-
ratories. Normally, it is difficult to determine the
number of active sites for a photocatalyst, and the
active sites and non-active sites can switch during
photocatalytic process. Therefore, the number of
atoms in a photocatalyst or on the surface of a
photocatalyst, instead of the number of active
sites, is often employed in Eqs. 5, 6, and 7. How-
ever, the irradiated surface area is not equal to the
total surface area of the photocatalyst, and the
active sites can only lie in the irradiated surface
area. Thus, the practical determination of turnover
quantities remains very complex, and cannot be
accurate.
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Quantum Yield and Photonic Efficiency
Quantum yield (F) is defined as the number of
defined events that occur per photon absorbed by
the system, or as the amount (mol) of reactant
consumed or product (H2) formed per amount
of photons (mol or Einstein) absorbed (Eq. 8).
The definition of quantum yield makes it difficult
to describe photocatalytic efficiency in real het-
erogeneous media, particularly for complex
reactor geometries. In suspension systems, the
sum of reflection, scattering, and transmission
should be measured precisely, in order to deter-
mine the amount of photons absorbed by the
photocatalyst.

F ¼ Number of H2molecu1es produced

Number of photons absorbed by photocatalyst
(8)

A simple alternative method of comparing pro-
cess efficiencies for equal absorption of photons
has been proposed by N. Serpone for heteroge-
neous photocatalysis: (relative) photonic effi-
ciency [38]. Photonic efficiency (x) describes the
number (or mols) of reactant molecules trans-
formed or product (H2) molecules formed divided
by the number or Einsteins of photons at a given
wavelength incident on the reactor cell (Eq. 9).
Alternatively, the photonic efficiency can also be
described by the ratio of the initial rate of the event
to the rate of incident photons reaching the reactor
as obtained by actinometry (Eq. 10).

x ¼ Number of H2molecules produced

Number of incident photons on reactor

(9)

x ¼ The rate of H2 production

The rate of photons impinging on reactor

(10)

To avoid unnecessary errors and the effects
from reactor geometry and light source, together
with the properties (e.g., size, surface area) of
the photocatalyst material used, another kind of
efficiency has been defined so that it could be
used to compare experiments within the same
laboratory or even with other laboratories, and it

would be reactor independent: the relative pho-
tonic efficiency (xr). It is related to an acceptable
standard process, a standard photocatalyst mate-
rial, or a standard “secondary actinometer” in
photocatalytic processes (Eq. 11). For example,
the determination of the total incident photon in
the wavelength regions by chemical actinometry
ferrioxalate has been performed in the same
reactor, in order to avoid the corrections for
any influence of light reflection, beam position,
and reactor geometry. In the experimental
description of a relative photonic efficiency,
reactor geometry, light source, and photocatalyst
properties should be constant in assessing xr.
To be really useful and comparable, xr values
should not depend on light irradiance and reactor
geometry, or even on other parameters such as
pH, photocatalyst loading, substrate concentra-
tion, and temperature [38], which is not easy in
practice.

xr ¼ The rate of H2 production

The rate of standard process under identical conditions

(11)

Experimental Setup for Photocatalytic
H2 Production

There are several kinds of setups for photo-
catalytic H2 production and/or water splitting.
Generally speaking, these setups consist of four
parts. The first part is a light source. A high-
pressure mercury lamp is often used with quartz
apparatuses for broad band gap semiconductors,
since UV-light irradiation is needed. A xenon
lamp is used for visible-light irradiation, when a
cut-off filter is employed to avoid infrared
heating. A solar simulator (AM1.5) with its radi-
ance of 100 mW cm�2 is ideal for solar hydrogen
production study. Alternatively, a xenon lamp and
several filters can be assembled for a solar simu-
lator. In this case, the emission spectrum should be
measured to make sure of its identity to solar
spectrum, and the intensity should be calibrated
by a thermopile or Si photodiode. The second part
is a reaction cell. There are different shapes and
sizes of reactors for photocatalytic H2 production
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and/or water splitting. They should be transparent
enough for light irradiation, and they are
connected to the third part, a gas line. Vacuum
pump, pressure gauge, and carrier gas are nor-
mally connected to the gas line. The last part is
gas detection and/or collection part, which draws
in the produced gases (H2 and O2) from gas line.
Gas chromatography and mass spectrometry are
employed for microanalysis, while volumetric
measurement is suitable for a large amount of
gas evolution. The whole system (including reac-
tor, gas line, gas detector, and collector) should
stay gas tight during operation.

Photocatalysts for H2 Production

Most photocatalysts are composed of both metal
and nonmetal ions. Metal cations show their
highest oxidative states with d0 (red area in
Fig. 5) or d10 (green area) electronic configura-
tion, while O, S, and N (blue area) exist as their
most negative states. The conduction band bottom
consists of the d and sp orbitals of the metal
cations, while the valence band top in metal
oxides is composed of O 2p orbitals, which is
normally located at ca. +3 V (vs SHE) or higher.
The valence bands of metal oxysulfides and
oxynitrides are formed by S 3p and O 2p, and
N 2p and O 2p, respectively. In some compounds,
alkali (Li, Na, K, Rb, and Cs), alkaline earth (Mg,
Ca, Sr, and Ba), and transition metal (Y, La, and
Gd) ions can constitute the crystal structures of
these compounds, rather than make any contribu-
tion to the energy structures. In this section, the
commonly used materials for photocatalytic H2

production will be introduced.
TiO2 has been one of the most important

photocatalysts for H2 production, due to its avail-
ability, low price, nontoxicity, high photoactivity,
and stability. The biggest disadvantage of TiO2 is
the low utilization of visible light, as a conse-
quence of its wide band gaps, which are 3.2 eV
(corresponding to an absorption edge of 380 nm)
and 3.0 eV (400 nm) for anatase and rutile, respec-
tively. At any rate, TiO2 is a good reference and
starting material for research. ZnO has the similar
advantages (including availability, low price,

nontoxicity, high photoactivity, and enough
potential for both H2 and O2 evolution) with
TiO2 and single-crystalline ZnO even has fast
electron mobility. However, it is unstable in strong
acids (Eq. 12) and alkalis (Eq. 13), and after long-
time irradiation, ZnO suffers from photo-
corrosion, due to the oxidation of O2� in ZnO by
photogenerated holes (Eq. 14). WO3 has a rela-
tively narrow band gap of 2.7 eV, but enables it to
utilize part of the visible light.WO3 is a successful
photocatalyst for O2 evolution from water, while
its conduction band is not negative enough to
reduce H+ to H2. In practice, WO3 is applied to
water splitting by coupling to another semicon-
ductor or by doping. a-Fe2O3 has several advan-
tages of narrow band gap of 2.2 eV, good photo
stability, chemical inertness, and low cost. How-
ever, it has the same problem as WO3 with respect
to its positive conduction band level. Further-
more, it suffers from fast e�-h+ recombination
and poor charge transportation.

ZnOþ 2Hþ
aqð Þ ! Zn2þaqð Þ þ H2O (12)

ZnOþ H2O ! Zn OHð Þ2 (13)

2ZnOþ 4hVBþ ! 2Zn2þaqð Þ þ O2 gð Þ (14)

When TiO2 is fused with other metal oxides
(SrO, BaO, Ln2O3 (Ln = lanthanide)), metal tita-
nates with perovskite structure are formed. Perov-
skites have the general formula ABX3, and several
hundred oxides own this structure. Among them,
SrTiO3 and BaTiO3 both with a band gap of 3.3 eV
have been widely studied as semiconductors for
photocatalytic water splitting. Alkalinemetal hexa-
titanates (M2Ti6O13; M= Na, K, Rb) are normally
used in powder form in suspensions, together with
a cocatalyst. There are more complex perovskites
containing two different cations, and many of these
have a layered structure. Two main classes of such
oxides, which have been studied in water splitting,
are the Dion–Jacobson series (AMn � 1BnO3n + 1,
e.g., KCa2Ti3O10), and the Ruddlesden–Popper
series (A2Mn � 1BnO3n + 1, e.g., K2La2Ti3O10).
Another type of layered perovskites has the generic
composition AnBnO3n + 2 (n= 4, 5; A=Ca, Sr, La;
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B = Nb, Ti). Among them, La2Ti2O7 (i.e.,
La4Ti4O14) and La4CaTi5O17 are representative
titanates. The band gaps of La2Ti2O7 and
La4CaTi5O17 are 3.2 and 3.8 eV, and when loaded
with nickel they showed a quantum yield of 12%
(<360 nm) and 20% (<320 nm) for water splitting,
respectively [39].

Tantalates and niobate oxides with corner-
sharing octahedral MO6 (M = Ta, Nb) structures
have shown high photocatalytic activity for the
cleavage of water, since the photogenerated
electron–hole pairs can easily migrate and sepa-
rate through the corner-shared MO6 units. Tanta-
lates, MTaO3 (M = Li, Na, K) were reported as
effective photocatalysts for water splitting under
UV irradiation. These oxides own perovskite
structure, and their band gaps are 4.7 eV (Li),
4.0 eV (Na), and 3.7 eV (K), respectively
[40]. Some layered oxides (e.g., K4Nb6O17) have
two kinds of interlayers, which exist alternately.
H2 is evolved from one interlayer, where cocata-
lysts are selectively introduced. In K4Nb6O17

case, H2 and O2 evolutions are separated by the
photocatalytic niobate sheet, which will be
described later.

Generally speaking, oxides containing d0 tran-
sition metal cations, like Ti4+, Nb5+, or Ta5+, have
wide band gaps (>3.0 eV). Thus, these materials

can only be excited under UV irradiation. Inter-
estingly, K Ce M O (M = Ta, Nb) and their
solid solutions K4Ce2Ta10 � xNbxO30 (x = 0–10)
were found to have band gaps of ca. 1.8–2.3 eV
(corresponding to absorption edges of
540–690 nm), and they performed well under
visible-light irradiation. This may be ascribed to
the hybrid construction of their valence
bands [41].

Many metal sulfide photocatalysts are active
under visible-light irradiation. The valence bands
of metal sulfides consist of S 3p orbitals, which
make the valence band potential more negative
and thus narrows the band gap, compared to the
valence bands composed of O 2p orbitals in
corresponding metal oxides. CdS with wurtzite
structure is the most studied metal sulfide photo-
catalyst. It has a narrow band gap (2.4 eV), which
makes it absorb visible-light below a wavelength
of 510 nm. Although the valence and conduction
bands of CdS are perfectly suitable for O2 and H2

evolution, CdS is apt to be photo-corroded
(Eq. 15), which is common for most metal sul-
fides. In order to avoid photo-corrosion, scaven-
gers (electron donors, such as cysteines, EDTA,
sulfide, or sulfite species) are often used to con-
sume photogenerated holes during the photo-
catalytic water splitting by CdS.

H Non-metal He

CBeBiL N O F Ne

PiSlAgMaN S Cl Ar

K Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr

Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te I Xe

Cs Ba Ln Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn

d0 configuration d10 configuration

La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu

Photo-Catalytic Hydrogen Production, Fig. 5 Elements constructing photocatalysts. (Reprinted from [1], Copyright
(2009). With permission from Elsevier)
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2hVB
þ þ CdS ¼ Cd2þ aqð Þ þ S sð Þ (15)

Enlightened by the N doping effect, Ta3N5 was
prepared by nitriding Ta2O5 in an NH3 atmo-
sphere. Reasonably, the band gap shrinks from
~4.0 eV for Ta2O5 to ~2.1 eV for Ta3N5. The
narrower band gap results from a higher-lying
valence band derived from N 2p orbitals in
Ta3N5 other than O 2p orbitals in Ta2O5. This
material photocatalytically produced H2 and O2

under visible irradiation (<600 nm) [42]. Nitrides
with d10 electronic configuration, such as Ge3N4

and GaN, also performed the cleavage of water
under UV-light irradiation. In these d10 electronic
configuration nitrides, the conduction band
formed by broad hybridized sp orbitals makes it
easy to transfer the photogenerated electrons to
cocatalysts, e.g., RuO2 [27, 43].

Oxynitrides and oxysulfides were recently
designed to split water under visible-light irradia-
tion. For oxynitrides and oxysulfides with d0 elec-
tronic configuration metal ions, such as TaON and
Sm2Ti2S2O5, the valence band mainly consists of
hybridized N 2p (or S 3p) and O 2p orbitals, while
the conduction band is still composed of the
empty d orbitals of the corresponding metal. In
such compounds, photogenerated holes can move
smoothly in the broad valence band, which bene-
fits to the oxidation of water. Oxynitride photo-
catalysts consisting of d0 configuration metal
cations such as Ti4+, Nb5+, and Ta5+ are active
for H2 or O2 evolution in the presence of sacrifi-
cial reagents. TaON prepared by partial nitridation
of Ta2O5 showed high activity under visible-light
irradiation (420 nm � l� 500 nm). The band gap
of TaON was estimated to be 2.5 eV. Photo-
catalytic H2 production by TaON was performed
in an aqueous methanol solution and with a Ru
cocatalyst [28, 30]. As mentioned above, com-
pared to photocatalysts containing d0 metal ions,
the photocatalysts composed of d10 metal ions
(such as Ge and Ga) have the conduction band
bottom made up of hybridized sp orbitals of d10

metal ions. These hybridized sp orbitals increase
the mobility of photogenerated electrons in the
conduction band and high photocatalytic activity
for reduction of water. The solid solutions

(Ga1 � xZnx) (N1 � xOx) [34] and (Zn1 + xGe)
(N2Ox) [35] are two examples of these d10 metal
oxynitrides.

P-type III–V semiconductors have several
attractive features, such as a high charge carrier
mobility, an ideal band gap, and high photo-
electrochemical stability, which make them suit-
able photocatalytic materials for reducing water to
H2. P-InP photocathodes are capable of producing
H2 from HCl or HClO4 electrolytes with high
efficiency [44]. Photocathodes of p-GaInP2
(a solid solution of GaP and InP) have also
evolved H2 efficiently by using a GaAs p-n junc-
tion bias [45].

Development and Modification of H2

Production Photocatalysts

Whether photocatalytic H2 production can have
practical application depends largely on the devel-
opment of photocatalytic materials. That is why
material research is the focus of this topic. Both
the development of existing photocatalysts and
the exploitation of new photocatalysts are neces-
sary. The progress of related fields in materials
science, chemistry, and physics also add new
vigor to the field of photocatalytic H2 production.

Nanosize Effect
With the development of advanced fabrication
and characterization, nanosized photocatalysts
have become the main object of material study.
When a photocatalyst becomes smaller, it has a
larger surface area, which provides more active
sites for reactant adsorption and decomposition,
and light harvest. In photocatalysts, photo-
generated electrons and holes transfer to the sur-
face to have effect. Small particles provide a short
distance for the charge carrier transfer, largely
avoiding the bulk recombination. When a particle
is smaller than some critical size (normally in the
nanosize range), the energy levels within the filled
(valence band) and empty (conduction band)
states become discrete, and simultaneously the
band gap increases, compared to its bulk counter-
part. This leads to a blue shift in the absorption
spectra for nanosized particles. Different materials
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have different critical sizes. With the broadening
of the band gap, electrons at the bottom edge of
the conduction band and holes at the top edge of
the valence band acquire more negative and pos-
itive potentials, respectively, which means that
they have stronger redox powers in such
nanoparticles.

Porous Structures
Porous materials have high surface area and good
adsorption ability, and can concentrate reactants
around active sites. Selective photocatalysis can
be achieved by adjusting the pore size. Recently,
advanced fabrication techniques have been devel-
oped to prepare porous photocatalysts with high
surface area and suitable pore size. It has been
reported that hydrothermally synthesized TiO2

nanoparticles without calcination had a large spe-
cific surface area (438 m2/g) and small crystallites
(2.3 nm) dispersed among amorphous meso-
porous domains, and exhibited much better photo-
catalytic activity for H2 production compared with
samples calcined at various temperatures, and also
the commercial photocatalyst P25 [46].

A novel synthesis was carried out by using KCl
electrolyte to control the electrostatic repulsive
force between TiO2 nanoparticles toward the for-
mation of a mesoporous structure, which showed
the highest photocatalytic activity for H2 produc-
tion, compared to nonporous colloidal TiO2, and
commercial Degussa P25 and Hombikat UV-100
(HBK) samples [47]. Cocatalysts can also be eas-
ily deposited and dispersed onto these porous
photocatalysts. The photocatalytic reduction of
metal cations (M = Ni2+, Co2+, Cu2+, Cd2+,
Zn2+, Fe2+, Ag+, Pb2+) on the surface of meso-
porous TiO2 (specific surface area 130–140 m

2/g,
pore diameter 5–9 nm, and anatase content
70–90%) resulted in the formation of nanostruc-
tured metal–semiconductor composites (TiO2/M).
These metal–TiO2 nanostructures showed a
remarkable photocatalytic activity for hydrogen
production from water–alcohol solutions, and
the efficiency was 50–60% greater than that of
the metal-containing nanocomposites based on
Degussa P25. The anatase content and pore size
proved to be the main parameters determining the
photoreaction rate [48].

Porous materials are often used as supports for
catalysts and photocatalysts. Highly dispersed and
coordinated metal species on microporous zeolite
and mesoporous silica materials have shown very
high photocatalytic activity, and were referred to
as “single-site photocatalysts.” Photocatalytic H2

production by CdS has been improved by its
porous supports, such as aluminum-substituted
mesoporous silica molecular sieve (Al-HMS)
[49], microporous and mesoporous silicas [50],
porous polyethylene terephthalate fibers (PET)
[51], and ETS-4 zeolite [52].

Low-Dimensional Nanostructure
One-dimensional (1D) nanostructures
(nanowires, nanorods, nanotubes, and nanofibers)
have shown their outstanding properties in photo-
catalytic H2 production. Compared to aspheric
nanoparticles with the same volume or weight,
1D nanomaterials have higher surface areas.
They can normally provide fast charge transpor-
tation, especially for those single-crystalline 1D
nanostructures. Anders et al. found that photo-
electrodes with nanorods oriented perpendicular
to the conductive substrate can shorten the trans-
port distance for electrons to the back contact
(electron collector) and avoid recombination
losses at grain boundaries between nanoparticles,
compared to photoelectrodes with nanoparticle
deposits [53]. Disorder, order, and different orien-
tations of the 1D units also affect the photo-
electrochemical properties. In the same research
[53], the reported photon-to-current efficiency is
lower for the Fe2O3 electrode with the nanorods
parallel to the substrate, compared to nanorods
perpendicular to the substrate. The electrons
have a more straightforward pathway to the back
contact with nanorods perpendicular to the sub-
strate, which leads to the elimination of recombi-
nation losses at nanorod boundaries and higher
incident photon-to-electron conversion efficiency
(IPCE) values.

As mentioned above in the section Photo-
catalysts for H2 Production, the poor charge trans-
portation (mainly due to low mobility of holes) of
a-Fe2O3 largely limits its application in photo-
electrochemical and photocatalytic H2 produc-
tion. One way to solve this problem is to use 1D
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a-Fe2O3 with high aspect ratios. It was demon-
strated that the transportation distance for
photogenerated holes to the a-Fe2O3/solution
interface was largely shortened in a-Fe2O3

nanowires [54]. The limitation from hole trans-
portation can be reasonably overcome, if the
a-Fe2O3 nanowire radius is shorter than the
hole diffusion length. 1D nanostructured photo-
catalysts, e.g., TiO2 nanotubes [55–58], nano-
columns [59], nanowires [60] and nanofibers
[61], and CdS nanorods [62] and nanowires
[63], have been playing a very important role
in photocatalytic H2 production.

Two-dimensional (2D) structured materials
(nanosheets, nanoscrolls, and nanolayers) have
attracted special interest in catalysis and photo-
catalysis. They can have a high surface area,
expose a certain facet with high photocatalytic
activity, and provide fast charge transfer. Pt/TiO2

nanosheets with exposed (001) facets showed
high photocatalytic activity for H2 production
[64]. High surface energy of (001) facets is effec-
tive for dissociative adsorption of reactant mole-
cules, and water molecules can chemically
dissociate on the (001) surface. So the authors
believed that the exposed (001) facets contributed
to the high photocatalytic activity in H2 produc-
tion [64], which had been also suggested by
Amano [65] and Lu et al. [66].

The following example shows the fast charge
transfer of nanosheets and nanoscrolls. In a dye-
sensitized semiconductor photocatalytic H2 pro-
duction system, the semiconductor transfers elec-
trons from the photoexited dye to the hydrogen
evolution catalyst (typically Pt or Rh). Niobate
nanoscrolls and nanosheets acted as good electron
transfer mediators between a phosphonated [Ru
(bpy)3]

2+ derivative and Pt, as shown in Fig. 6. An
external quantum yield (incident photo-to-current
yield) of 20–25% was observed for hydrogen
evolution in this system [67].

Layered structures have been widely used in
photocatalytic H2 production. K4Nb6O17 has a
structure with two types of interlayers. H2 is pro-
duced from one interlayer, in which cocatalysts
are introduced by ion exchange or interlayer reac-
tion, while O2 is evolved in the other interlayer, as
shown in Fig. 7. In this way, the sites for H2 and

O2 evolution are separated by the photocatalytic
niobate sheet [68].

Dye-Sensitized Semiconductor
Some wide band semiconductors (such as TiO2,
SrTiO3, and ZnO) show very high photocatalytic
activity in H2 production under UV illumination,
but cannot absorb visible light, which limits their
application in solar energy conversion. One way
to extend their light response to visible range is to
use a dye, which can absorb visible light. This
system is called a dye-sensitized semiconductor
system. In this system, the dye absorbs the visible
light, becomes excited, and its excited state injects
electrons into the semiconductor conduction
band, on which H2 is produced usually in the
presence of a metal cocatalyst. In order to regen-
erate dyes, electron donors, such as I3

�/I� pair
and EDTA, are added into the solution to supply
the dyes with electrons and sustain the reaction
cycle. The excitation, electron injection, and dye
regeneration can be expressed as in the following
Eqs. 16, 17, and 18. The steps involved are illus-
trated in Fig. 8. Porphyrins, [Ru (bipy)3]

2+, [Fe
(CN)6]

4�, carboxylic (c-RuL3) compounds,
phosphonic (p-RuL3) compounds, diamine and
dithiolate complexes of PtIV, eosin, Cu phthalocy-
anine, and dipyridyl complexes of Ru, and com-
plex of Zn with cytochrome C are commonly used
as dye sensitizers. It is not easy to find a stable dye
without any degradation by sensitized photo-
catalyst after long time irradiation. The dye should
also have a strong absorption in visible light and a
suitable energy level of its excited state (more
negative than the conduction band of the sensi-
tized semiconductor).

dyeþ hn ! dye� (16)

dye� þ semiconductor ! dyeþ þ ecb
� (17)

dyeþ þ D ! dyeþ Dþ (18)

Cocatalyst Deposited Semiconductor
Cocatalysts, typically noble metal nanoparticles,
are normally needed in photocatalytic systems
for H2 production. Apart from noble metals,
cocatalyst chemistries also include RuO2, Ni and

Photo-Catalytic Hydrogen Production 1111



its oxide, the mixed oxides of Rh and Cr, tungsten
carbide, MoS2, and so on. The promoting mecha-
nism by cocatalysts is illustrated in Fig. 1 When a
semiconductor is excited by light irradiation with
enough energy, photogenerated electrons are
transited from the valence band to the conduction
band of the semiconductor, raising the Fermi level
of the semiconductor. The Fermi level difference
between the semiconductor and the deposited
noble metal drives the photogenerated electrons
to the noble metal, and this increases the Fermi
level of the noble metal, which drives the elec-
trons from the noble metal to an electron acceptor
in the solution (H+ for H2 production). From this

process, the cocatalyst improves photocatalytic
H2 production by acting as (1) an electron sink
to separate electrons and holes, reducing their
recombination, and (2) an electron transfer to
shuttle photogenerated electrons from the semi-
conductor to an acceptor, reducing the activation
energy for the reduction of water. Both the species
and size of the noble metal affect the energetics
and the electron transfer between the semiconduc-
tor and noble metal. From the practical viewpoint,
it is economical to exploit and develop cheap
noble metal species for deposition modification.

Doped Semiconductor
Doping has been widely used to extend the optical
response of wide band gap semiconductors to
visible range. Transition metal doped TiO2 was
systemically investigated [70]. The photo-
reactivity of doped TiO2 appears to be a complex
function of the dopant concentration, the energy
level of dopants within the TiO2 lattice, their d
electronic configuration, the distribution of dop-
ants, the electron donor concentration, and the
light intensity. It is important to tune the species,
content, depth, and distribution of dopants inside
the structure of host photocatalysts. Sometimes,
cation-doping-induced visible-light absorption
cannot become a substantial condition for photo-
catalytic activity in the visible range, since the
absorption of doped semiconductors results from
several absorption transitions of different origins.

Photo-Catalytic Hydrogen Production, Fig. 6 (Top)
Schematic representation of photoinduced electron transfer
from a phosphonated [Ru(bpy)3]

2+ sensitizer to Pt catalyst
particles, mediated by H4Nb6O17 nanoscrolls. (Center)
TEM images of individual nanosheets (right) and of nano-
scrolls precipitated from a suspension of exfoliated
H4Nb6O17 (left). (Bottom) The dependence of hydrogen
evolution rate on Pt loading. (Reprinted with permission
from [67]. Copyright 2009 American Chemical Society)

Interlayer I

O2 O2

H2

H2

Interlayer II

Interlayer I

: Ni cocatalysts : NbO6 unit

Photo-Catalytic Hydrogen Production, Fig. 7 Water
splitting over K4Nb6O17 photocatalyst with layered struc-
ture. (From [68]. Reproduced by permission of The Royal
Society of Chemistry)
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The doping of wide band gap semiconductors
with transition metal ions creates discrete new
energy levels within the forbidden band. Visible-
light absorption and photoactivity are induced by
the interband, as shown in Fig. 9a. This induced
visible-light photoactivity is normally low, due to
the limited amount of dopants that can be incor-
porated, as indicated by a small shoulder in the
visible-light region, instead of a total red shift of
the absorption edge. Increasing the dopant con-
centration in the semiconductor matrix can, to
some extent, improve visible-light absorption,
but excessive doping can easily disturb the origi-
nal structure, or form separate impurity phases.

Sometimes, doping can extend the lifetime of
photogenerated charge carriers by transient and
shallow charge carrier trapping. In most cases,
dopants can also act as recombination centers for
photogenerated electrons and holes and decrease
photocatalytic activity.

Anion doping to improve photocatalytic H2

production under visible-light irradiation is a
quite new field, compared to transition metal cat-
ion doping. Although there has been some work
on anion doping, the state of anion dopants, and
the origin of visible-light absorption and photo-
activity are still in the debate. Among all the anion
dopants (N, F, C, S, and P), N-doped TiO2 has
been mostly investigated as a representative, since
N has the similar atomic radius and chemical state
with O, which makes it easy to substitute O in
metal oxide lattice. N-doped TiO2 and its visible-
light response were first reported by Asahi et al. in
2001 [71], and this work has been followed by
various theoretical and experimental studies.
Asahi et al. suggested that the N 2p level (above
the O 2p level in TiO2) could mix with the valence
band of TiO2 composed of O 2p orbits, which
forms a new valence band and narrows the band
gap (Fig. 9b). The conduction band of N-doped
TiO2 remains unchanged and higher than the H2

reduction potential, while the valence band is
shifted up, but still enough for water oxidation.
However, this mechanism was challenged by
arguing that a low level of doping (�2 at.%) can

Pt 3

VB

CB

hν

4

2

1

5TiO2

H2O

1 / 2H2+ OH–

e –

RuII*Lx

RuIILx

D / D+

Photo-Catalytic Hydrogen Production,
Fig. 8 Illustration of visible light–induced H2 production
on a ruthenium complex-sensitized TiO2 particle in water.
The number represents the major electron pathways: 1,
electron injection from the excited sensitizer to CB; 2,
back electron transfer to the oxidized sensitizer (RuIIILx);

3, electron migration and trapping in Pt deposits; 4, inter-
facial electron transfer to H2O (or H+) on Pt; 5, sensitizer
regeneration by an electron donor (D). (Reproduced with
permission from [69]. Copyright 2007 Society of Photo
Optical Instrumentation Engineers)
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Photo-Catalytic Hydrogen Production,
Fig. 9 Existing band engineering approaches: (a) cation
doping, which creates a discrete impurity energy level (DL)
within the forbidden band gap; (b) valence band modifica-
tion, which forms a new valence band with higher top; and
(c) solid solution formation, producing a new couple of
valence and conduct bands, whose band gap is between
those of the component semiconductors. (Reprinted from
[1], Copyright (2009). With permission from Elsevier)
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only form midgap state above the valence band of
TiO2, like cation doping, and cannot shift up the
valence band unless a high level of doping
(�20%) is carried out. In practice, high-level dop-
ing may form oxynitrides (or oxysulfides) or even
nitrides (or sulfides). It was also argued that the
visible-light response is due to the advent of color
centers (e.g., F, F+, F++, and Ti3+), and the forma-
tion of midgap energy level and oxygen vacancies
induced by doping [72, 73].

Solid Solution Semiconductor
(Semiconductor Alloy)
Another approach to adjust the band gap and band
positions is to form a solid solution semiconductor
(or a semiconductor alloy) between wide and nar-
row band gap semiconductors (Fig. 9c). If two
(or more) semiconductors have similar crystal
lattice structures, solid solution is likely formed
by them. The band gap of solid solution can be
tuned, to some extent, by varying the composition
of the solid solution. The reported solid solutions
include GaN-ZnO, ZnS-CdS, ZnS-AgInS2,
ZnS-AgInS2-CuInS2, CdS-CdSe, ZnO-ZnGeN2,
GaP-InP, and others. Interestingly, despite the
large band gaps of pure GaN and ZnO (>3 eV),
GaN-ZnO solid solutions have visible absorp-
tion with band gaps of 2.4–2.8 eV, and can
decompose water under visible light. Density
functional theory (DFT) calculations indicated
that the conduction band bottom of GaN-ZnO
was mainly composed of 4s and 4p orbitals of
Ga, while the valence band top consisted of
N 2p orbitals, followed by Zn 3d orbitals. The
presence of Zn 3d and N 2p electrons in the
upper valence band might provide p-d repulsion
for extending the valence band, narrowing the
band gap [34].

Semiconductor Composites
Photogenerated charge carrier recombination can
be minimized by coupling two semiconductors, if
their band positions are crossed, as illustrated in
Fig. 10. Photogenerated holes tend to accumulate
in the semiconductor with the less positive
valence band (semi-conductor 1 in Fig. 10),
while photogenerated electrons are collected by

the semiconductor with the less nega-tive con-
duction band (semiconductor 2 in Fig. 10). This
efficient charge separation largely enhances the
photocatalytic efficiency. It is very useful to
choose a narrow band gap semiconductor as
one coupling semiconductor in order to utilize
visible light. Semi-conductors, such as CdS,
PbS, Bi2S3, CdSe, InP, and n-Si, that can absorb
visible light serve as inorganic sensitizers in
semiconductor/semiconductor compos-ites.
Photocatalytic H2 production by semiconductor
composites can be successfully achieved if the
following conditions are met: (1) the band
levels of two semiconductors should be
matched well, leading to wide charge carrier
separation, (2) the less negative conduction
band of the composite should still be more neg-
ative than the water reduction potential, and
(3) there should be good contact between the
two semiconductors, which ensures fast and
efficient charge carrier injection between them.

Multiphotonic System (Z-Scheme) for H2

Production
Bymimicking the natural photosynthesis by green
plants, a Z-scheme photocatalytic water splitting
system was developed [36]. This system involved
two-photon-excitation under visible light. The
Z-scheme system consisted of a H2-evolution
photocatalyst (Cat 2 in Fig. 11), an O2-evolution
photocatalyst (Cat 1 in Fig. 11), and a reversible
redox mediator (Ox/Red) that acted separately as
the electron donor (R in Fig. 11) and acceptor
(A in Fig. 11) for the respective half reactions.
Protons are reduced to hydrogen molecules by the
conduction band electrons of the photocatalyst
with the more negative conduction band level,
and R scavenges its valence band holes. Water is
oxidized to oxygen by the photocatalyst with the
more positive valence band level, and A reacts
with its conduction band electrons. Photo-
catalysts, which only work in half reactions in
water splitting, combine with each other to run
the whole water splitting in this system. These
photocatalysts are partly free of the strict energy
limitations for the band structure of a single water
splitting photocatalyst. They can have narrow
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band gaps with only one band (conduction or
valence band) level enough for water reduction
or oxidation. SrTiO3, TaON, CaTaO2N, and
BaTaO2N can work as H2 evolution photo-
catalysts, while WO3, BiVO4, and Bi2MoO6 can
act as O2 evolution photocatalysts. The IO3

�/I�,
Fe3+/Fe2+, and Ce4+/Ce3+redox couples normally
act as reversible electron shuttles. The key factors
for designing a good Z-scheme system are to find
a pair of photocatalysts for separate H2 and O2

production with high efficiency, and an efficient
reversible electron mediator, the redox potential

of which can meet the energy requirements of
being electron donor and acceptor in the respec-
tive half reactions.

Dissolved Additives for H2 Production
Improvement
Photocatalytic H2 or O2 production is often
carried out in the presence of electron donors
including low aliphatic alcohols (methanol,
ethanol, isopropanol), sulfides (H2S, Na2S),
sulfites (Na2SO3), hydrazine, aliphatic amines
(triethylamine, triethanolamine), carboxylic acids
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E0(H+/H2)

e–

h+

h+

e–

E0(O2/H2O)

CB
CB

VB

VB

semiconductor 2

Photo-Catalytic Hydrogen Production, Fig. 10 Band
structure of a composite photocatalyst with an enhanced
visible-light response, prepared by a mixture of wide and

narrow band gap photocatalysts. (Reproduced with per-
mission from [74]. Copyright 2009 Wiley-VCH Verlag
GmbH & Co. KGaA)
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Hydrogen Production,
Fig. 11 Diagram of a dual
photocatalyst system
employing a redox shuttle
(A/R). (Reproduced with
permission from
[74]. Copyright 2009
Wiley-VCH Verlag GmbH
& Co. KGaA)
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(formic acid, EDTA), carbohydrates and other
organic compounds, or electron acceptors includ-
ing persulfate, Ag+, and Fe3+. The mechanism of
photocatalytic reaction using these sacrificial
reagents is illustrated in Fig. 12.

Taking photocatalytic H2 production for exam-
ple, after the excitation of the photocatalyst by
light with enough energy, the photogenerated
electrons in the conduction band reduce absorbed
water molecules to H2, while a hole in the valence
band is filled with an electron from a sacrificial
reagent (S2�, SO3

2� in Fig. 12). The thermody-
namic requirement for the occurrence of such a
process is the potential of the conduction band
more negative than the water reduction potential,
and the potential of the valence band more posi-
tive than the oxidation potential of the electron
donor, rather than water. This requirement some-
times does not need strong oxidation ability of
photocatalyst, depending on the reducing
reagent used.

Although these half reactions are not overall
water splitting reaction, they are very useful to test
a given semiconductor’s kinetic and thermody-
namic performance for H2 or O2 evolution. Scav-
engers, e.g., S2�/SO3

2�, are commonly used
when hydrogen production is performed by
metal sulfides. When metal sulfides are used for
photocatalytic hydrogen production, photo-
corrosion occurs due to the S2� in metal sulfides
being oxidized by photogenerated holes in the
valence band. As a sacrificial reagent, S2� can
easily react with two holes to form S. Then, the
added SO3

2� can dissolve S into S2O3
2�, pre-

venting any detrimental deposition of S on CdS.
Therefore, photo-corrosion of CdS is avoided.

Interestingly, a process of simultaneous hydrogen
production and H2S removal was performed by a
composite photocatalyst made of bulk CdS deco-
rated with TiO2 nanoparticles, i.e., CdS (bulk)/
TiO2, under visible light. Hydrogen originated
from both H2S and H2O when H2S was dissolved
in alkaline water [75].

Since electron donors are sacrificially con-
sumed during photocatalytic H2 production, con-
tinuous addition of electron donors is normally
necessary for sustaining H2 production. The effect
from different hydrocarbon electron donors was
qualitatively investigated. It was found that the
decomposition of these hydrocarbons could also
contribute to a higher H2 yield, since H2 is one of
their decomposition products [76]. The integra-
tion of clean H2 fuel production and pollutant
decomposition is promising and significant in
practical application, since some pollutants
(oxalic acid, formic acid, and formaldehyde) can
act as electron donors [77].

Addition of carbonate salts was found to
enhance H2 and O2 production stoichiometrically
[78]. Several carbonate species were formed
through the following reactions (Eqs. 19, 20, 21,
and 22). Photogenerated holes were consumed by
reacting with HCO3 to form carbonate radicals
(HCO3∙, CO3

��) (Eqs. 20 and 21), which is bene-
ficial for photogenerated charge carrier separa-
tion. Peroxycarbonates (C2O6

2�) could be easily
decomposed by holes into O2 and CO2 (Eq. 23).
The evolution of CO2 promoted the desorption of
O2 from the photocatalyst surface, and thus min-
imized the back reaction between H2 and O2.
Then desorbed CO2 could be dissolved and
converted into HCO3

� again.
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Fig. 12 Half reactions of
water splitting for H2 and
O2 evolution reactions in
the presence of sacrificial
reagents. (Reproduced with
permission from
[74]. Copyright 2009
Wiley-VCH Verlag GmbH
& Co. KGaA)
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CO2�
3 þ Hþ⇄HCO�

3 (19)

HCO�
3 þ hþ ! HCO3� (20)

HCO3 � ⇄Hþ þ CO�
3 � (21)

2CO�
3 � ! C2O

2�
6 (22)

C2O
2�
6 þ 2hþ ! O2 þ 2CO2 (23)

Addition of iodide was also found to promote
hydrogen production [79]. Iodide anion (I�) in a
suspension can be adsorbed preferentially onto
cocatalyst surface, forming an iodine layer. The
iodine layer can suppress backward reaction
between H2 and O2, which enhanced the produc-
tion of hydrogen and oxygen significantly. How-
ever, adding too much carbonate salts or iodide
anions could make these species excessively
enriched on the photocatalyst surface, decreasing
light harvesting.

Future Directions

Worldwide energy consumption and man-made
global warming result from humans excessively
using limited fossil fuel on the earth, so it is time
for society to pursue sustainable, clean energy
systems. It is likely that the topic of this entry
(photocatalytic H2 production) will contribute
greatly to a sustainable, clean energy system, but
with uncertain timing for deployment. Although
the efficiency of photocatalytic H2 production is
lower than that of photoelectrochemical (PEC)
water splitting, the former technology provides a
simple and convenient manipulation platform and
valuable information for the development of the
latter. There are also other promising technologies
for sustainable, clean energy systems, which
should also be paid attention to, and can be stud-
ied together with photocatalytic and PEC water
splitting. Photocatalytic fuel generation from CO2

is one of them. It converts CO2 and H2O to chem-
ical fuels (e.g., methanol) by using solar energy,
which decreases global emission of CO2 and
keeps global neutral carbon cycle. It allows, to

some extent, human beings to keep using fossil
fuel. This technology has many similarities with
photocatalytic H2 production, e.g., water oxida-
tion is also evolved in its process. The research
outcomes from photocatalytic H2 production may
well be applicable to the rising technology of
photocatalytic CO2 fixation.

Although photocatalytic water splitting (H2

production) has been studied for almost
40 years, a further understanding of this process
has dropped behind the reported phenomena.
Although this field has seen some achievements,
the total solar-to-hydrogen conversion efficiency
is still much lower (about 1%) than the expected
(about 10%) for practical application. Fundamen-
tal research on scientific details is necessary. For
instance, is the charge carrier recombination so
fast that too few reductive and oxidative sites
can be reached by water? Where are the surface-
active sites?What is their nature? Does desorption
of products mainly determine the low efficiency?
Besides studying the mechanism, the criteria for
evaluation of photocatalytic H2 production should
be established, which makes the comparison of
results from different labs much easier. This kind
of criteria has already been set up in the solar cell
field. Material development can strongly promote
the breakthroughs in this technology. Some tradi-
tional semiconductors (metal oxides, metal sul-
fides) should be modified, rather than discarded,
since they have their potential advantages in prac-
tical application. Of course, the study of their
modification is always important.

Simultaneously, there is an increasing oppor-
tunity to exploit novel photocatalysts for H2 pro-
duction with the accumulation of theoretical and
experimental knowledge. The focus should still
be on stable, low-cost photocatalysts that can be
manufactured on a large scale. Since using sun-
light for H2 production is a trend or target, the
sensitization of photocatalysts and multiphotonic
systems are expected topics in this field. Nano-
science and nanotechnology will continue to play
an important role in many aspects, including the
preparation and characterization of photo-
catalysts, the modification of optical and elec-
tronic structures of photocatalysts, and the
design for light harvesting and management.
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Nanoreactors and well-controlled model systems
are expected to be very useful for better under-
standing of the basic physics and chemistry
involved in photocatalytic H2 production. Further
down the road, there will be a significant engi-
neering challenge to integrate individual compo-
nents into a fully functional device, the scalability
and sustainability of which should also be
achieved.
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Glossary

Distributed energy resources (DER) Small-
scale power generation, energy conversion,
storage, and/or control technologies (typically
in the range of 3–10,000 kW) that are installed
and operated close to the energy demand (e.g.,
a home or business). These resources can pro-
vide an alternative to or an enhancement of the
existing electric power and thermal energy sys-
tems. Among the main advantages of the DER
are the energy saving associated with the trans-
port of energy from the centralized plants to the
points of use and the potential to poly-generate
power, heating, cooling, and/or fuels close to
the point of use.

Distributed generation (DG) According to the
California Energy Commission [1], distributed

generation (DG) comprises small-scale power
generation technologies (typically in the range
of 3–10,000 kW) located close to where elec-
tricity is used (e.g., a home or business) to
provide an alternative to or an enhancement
of the existing electric power system. Among
the main advantages of the distributed genera-
tion are the energy saving associated with the
transport of energy from the centralized plants
to the points of use and the potential for cogen-
eration of heat and power.

High-temperature fuel cells (HTFC) HTFC are
electrochemical conversion devices that pro-
duce electricity directly from the chemical
potential difference between a fuel and oxi-
dant. There are two common types of high-
temperature fuel cells:(1)molten carbonate
fuel cells (MCFC) and(2)solid oxide fuel cells
(SOFC).The molten carbonate fuel cell uses a
carbonate electrolyte, which is generally a mix-
ture of lithium and potassium carbonates
(salts). At the high operating temperature
(typically 550–650 �C) the alkali carbonates
become a highly conductive molten salt, with
CO3

2� ions providing ionic conduction.
Anode materials are typically Ni–Cr/Ni–Al
alloys and cathode materials are comprised of
lithiated NiO [2]. The fuel cell operation is the
result of a complex conjunction of physical,
chemical, and electrochemical processes that
together oxidize fuel and reduce oxidant in
separate compartments to produce electricity,
heat, and redox reaction products. The anode
and cathode half reactions and overall electro-
chemical reaction are [3].

Cathode : 0:5O2 þ CO2 þ 2e� ! CO2�
3 (1)

Anode : H2 þ CO2�
3 ! H2Oþ CO2 þ 2e� (2)

Overall : H2 þ 0:5O2 þ CO2,cat ! H2O
þ CO2,an þ electricityþ heat

(3)

Note that carbon dioxide must be supplied to the
cathode as well as oxygen. The CO2 is converted
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to carbonate ions which provide the means of ion
transfer between the cathode and the anode.
Therefore, there is a net transfer of CO2 from
cathode to anode. There are different ways of
CO2 recycling. The most common method feeds
the anode exhaust gas to an anodic gas oxidizer
(AGO), which converts any unused hydrogen or
carbon monoxide into water and CO2. A portion
of the exhaust gas from the anodic gas oxidizer is
then mixed with fresh air and fed into the cathode
inlet. This process also serves to preheat the reac-
tant air, burn the unused fuel, and bring the waste
heat into one stream for use in a bottoming cycle
[4]. The solid oxide fuel cell uses an oxide ion-
conducting ceramic material as the electrolyte.
Since only two phases (solid and gas) are required
and CO2 recirculation is not required, these sys-
tems are conceptually simpler than other fuel cells
[5]. As in the molten carbonate case, no precious
metal catalysts are needed due to the high operat-
ing temperatures (700–1000 �C). SOFC have typ-
ically used materials sets based upon a yttria-
stabilized zirconia (YSZ) electrolyte comprised
of 8–10% Y2O3 in ZrO2 [2]. Above 700 �C,
YSZ becomes a conductor of oxygen ions
(O2�). The negatively charged ion (O2�) is
transferred from the cathode to the anode
[6]. The half-reactions produce water in the
anode as follows:

Anode : H2 þ O2� ! H2Oþ 2e� (4)

Cathode : 0:5O2 þ 2e� ! O2� (5)

Overall : H2 þ 0:502
! H2Oþ electricitgþ heat (6)

The remaining SOFC fuel from the anode reac-
tions is typically oxidized by the remaining oxy-
gen from the cathode in a combustor to produce
heat. This heat is used in the fuel cell plant to
preheat the inlet streams and/or overcome the
endothermicity of steam reforming reactions else-
where in the system.
Hydrogen separation When hydrogen is pro-

duced by thermochemical processes such as
steam methane reformation (SMR), the output

gas is a hydrogen-rich gas (i.e., reformate) that
contains water vapor, carbon monoxide, car-
bon dioxide, and other trace gases. Therefore,
hydrogenmust be separated from the reformate
gas and purified to reach the specific require-
ments for hydrogen use.Hydrogen separation
in refineries has been traditionally done by
established technologies such as pressure
swing adsorption (PSA), selective permeation
processes using polymer membranes, or cryo-
genic separation processes. Each process is
based upon different separation principles.
Economic aspects and other project consider-
ations such as process flexibility, reliability,
and scalability have to be taken into account
to decide the hydrogen separation method [7].
Besides the traditional methods, alternative
techniques for hydrogen separation are being
developed. These include the Electrochemical
Hydrogen Separation method (EHS) and
Hydrogen Separation Membrane Reactor
(HSMR) [8].

Parasitic loads In power generation devices,
parasitic loads are those loads associated with
the normal operation of the system that are
required to sustain the normal operation of
the system in a safe and reliable manner. Typ-
ical parasitic loads are associated with the
preparation of the reactants, handling of prod-
ucts, exchanging of heat and flows, and ther-
mal management. The power required for these
parasitic loads must be produced by the same
generator and subtracted from the generator
power to produce the net system power output.
Ideally, parasitic loads should be minimized in
order to achieve higher system efficiencies.

Poly-generation Poly-generating systems
include energy conversion systems that con-
vert fuel chemical energy into multiple useful
forms of energy or power. For instance, a spe-
cific poly-generation system instance that pro-
duces only two products is a combined heat
and power (CHP) system that generates elec-
trical and thermal power from fuel in a single,
integrated system. Poly-generating systems are
typically comprised of a number of individual
components, including for example a heat
engine, generator, heat recovery equipment,
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and electrical interconnection hardware that
are configured into an integrated whole system.
The primary energy conversion device (i.e., the
prime mover) is typically used to identify the
type of poly-generating system. Prime movers
include reciprocating engines, gas or steam
turbines, and fuel cells that can produce elec-
trical and thermal power from a variety of
fuels, including natural gas, coal, and biofuels.
Thermal energy from the system can be used in
direct process applications or indirectly to pro-
duce steam, hot water, hot air for drying, or
chilled water for process cooling [9]. High-
temperature fuel cells, in particular, can be
designed and operated to poly-generate elec-
tricity, heat, and useful chemicals (such as
hydrogen) in a variety of configurations [10].

Steam methane reformation (SMR) Steam
methane reforming is a mature industrial tech-
nology that is typically used for hydrogen pro-
duction. The basic reforming reaction for
methane is

CH4 þ H2O ! 3H2 þ CO (7)

SMR is an endothermic reaction so that heat must
be provided to drive the reaction forward to pro-
duce hydrogen. The overall process for hydrogen
production typically also includes the water–gas-
shift reaction defined below.
Synergy Synergy describes the complementary

interaction of processes to create an outcome
that is in some way of more value than the sum
of the individual values that would otherwise
have been produced by the individual pro-
cesses operating independently.

Water–gas shift (WGS) The reaction of carbon
monoxide with water to produce hydrogen and
carbon dioxide as follows:

COþ H2O ! CO2 þ H2 (8)

The WGS reaction is reversible and exothermic.
Well-to-tank (WTT) efficiency Well-to-tank

efficiency is defined as the total energy of a
ready-to-be-used fuel (i.e., in the tank of the
vehicle), divided by the total energy required
for the extraction, preparation, transport, and

dispensing of the same fuel. This efficiency
calculation is widely used in the automotive
sector to compare the energy intensity of dif-
ferent fuels. On the other hand, well-to-wheel
(WTW) efficiency accounts for the inefficien-
cies of the vehicle propulsion system. WTTare
higher than WTW efficiencies.

Definition of the Subject

Hydrogen is a likely energy carrier of the future
due to the absence of carbon, low emissions when
converted in various end-use technologies, and
ability to be cleanly and efficiently produced
from various domestic primary energy sources.
In 2003 the Federal government launched the
Hydrogen Fuel Initiative with a total budget of
$1.2 billion over 5 years in order to accelerate
research and development of fuel cell technolo-
gies [11]. Importantly, major automobile manu-
facturers are operating fuel cell vehicles that run
on pure hydrogen gas, and several fuel cell buses
are in operation in major cities around the world.
Companies such as Shell, Air Products and
Chemicals, Chevron, and Air Liquide are devel-
oping hydrogen production, distribution, and dis-
pensing technologies for hydrogen vehicles along
with strategies to deploy them.Moreover, the state
of California intends to reduce the carbon content
of transportation fuels through the Low Carbon
Fuel Standard. Additional legislation in the areas
of energy and climate, such as that contained in
California laws entitled AB32, AB1493, SB76,
and SB1368, highlight California’s commitment
to ensuring low greenhouse gas emissions
for both electricity and transportation fuels
[11]. Many other places around the world, includ-
ing Germany and fellow European Union coun-
tries, Japan, China, and Korea, are advancing
hydrogen fueling and vehicle technology. There-
fore, developing a highly efficient, low-emission,
and economically viable hydrogen production and
delivery methodology is of great importance from
environmental, social, economic, and political
perspectives.

The production of hydrogen from high-
temperature fuel cells is accomplished by a
synergistic integration of fuel processing,
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electrochemical conversion in a fuel cell, and
hydrogen separation that leads to an ability to
locally produce and deliver hydrogen with ultra-
low criteria pollutant and greenhouse gas emis-
sions. The resulting system comprised of a high-
temperature fuel cell that produces electricity,
heat, and hydrogen fuel uses a hydrogen separa-
tion unit (HSU) that separates and purifies the
hydrogen from the anode off-gas, and is typically
referred to as a poly-generating or tri-generating
fuel cell. Figure 1 shows a basic schematic of a
poly-generating HTFC.

Introduction

Since it is not naturally occurring, hydrogen must
be produced from water via electrolysis, photoly-
sis, or thermal splitting, or from hydrocarbon fuels
(e.g., natural gas, coal, biogas, biomass) via refor-
mation or gasification. Currently, hydrogen is typ-
ically produced at large centralized steam methane
reformation (SMR) plants from natural gas. SMR
is a convenient and cost-effective method that has
been implemented to produce a substantial com-
mercial supply for petroleum refining, metals pro-
cessing, and other industrial uses. Not only
hydrogen production (e.g., SMR plants and a host
of other cost-effective and environmentally sensi-
tive production technologies) but also energy-
efficient and environmentally sensitive technolo-
gies for transport, distribution, and dispensing of
hydrogen will be needed in the future [12].

Distributed generation of hydrogen, while typ-
ically less efficient than centralized generation, is
foreseen by many as a viable strategy to produce
hydrogen due to the savings associated with trans-
port and distribution of the hydrogen, which can
be energy and emissions intensive. Significant
efforts to develop small-scale hydrogen produc-
tion plants have led to commercialization of rela-
tively affordable systems. Ogden [13] reviewed
the development and commercialization status of
various types of small-scale reformers.

Conventional steam methane reformers
consisting of long catalyst-filled tubes that operate
at high pressures (15–25 atm) and high tempera-
tures (850 �C) have been successfully scaled

down to units that produce as little as 10–100 kg/h.
However, at such small sizes, relative capital
costs are too high to compete with large-scale
hydrogen production. In addition, the footprint
of these systems may be too large to be placed at
conventional fueling stations. For this reason,
more compact and inexpensive designs have
been, and are being, developed by many manu-
facturers. The average hydrogen production effi-
ciency reported for good systems ranges between
60% and 77% (on a LHV basis) [13]. The main
technical challenges of distributed reformers
include relatively larger system heat losses at
small scale and inability to produce hydrogen
on demand that may require large hydrogen stor-
age capabilities, especially during the early
stages of hydrogen vehicle deployment.

Background

As indicated above, most hydrogen is produced
today from fossil fuels in large SMR plants and is
used at or near the production site [12]. As fuel
cells and hydrogen vehicles become more widely
used, an entire infrastructure for the distribution
and dispensing of hydrogen will be needed with
the additional goal of producing and delivering
hydrogen to consumers in an environmentally
sensitive manner [14].

An integrated energy future that meets trans-
portation fuel and stationary power and thermal
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Catalytic
Burner

HYDROGEN

HTFC + H2 Separation Unit
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+ WATER
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Hydrogen Production from High-Temperature Fuel
Cells, Fig. 1 Basic schematic of a poly-generating HTFC
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energy demands could be made from the same
primary energy sources. For example, the primary
feedstock currently used for the production of
hydrogen (i.e., natural gas) is also a significant
primary energy source for electricity production.
As both energy sectors (transportation and elec-
tricity generation) come to rely on the same pri-
mary energy sources, there are significant
opportunities to integrate them, which can intro-
duce profound changes in how our energy is
converted and distributed. The integration of
these two energy sectors at the level of a produc-
tion plant via poly-generation of hydrogen, heat,
and electricity could lead to lower prices for both
transportation and stationary applications and ulti-
mately enhance overall efficiency and flexible use
of diverse resources [10].

Electricity and hydrogen poly-generation can
be accomplished at large or at small scale. For the
large-scale approach, hydrocarbon feedstocks
such as coal, natural gas, or biomass can be
converted via thermochemical processes to a syn-
gas. Syngas is comprised of hydrogen, water,
carbon monoxide, and carbon dioxide and can
be used to generate electricity in a fuel cell,
steam cycle, gas turbine, or combination of these
technologies (i.e., combined cycle). Since the syn-
gas produced has a high concentration of hydro-
gen, part of the gas stream can be diverted and the
hydrogen can be separated from the rest of the gas
to produce high-purity hydrogen for fuel cell
vehicle use.

For the small-scale approach, poly-generating
fuel cells represent a viable technology to produce
hydrogen, electricity, and heat on demand in a
distributed fashion. Excess heat released during
the electrochemical fuel cell reactions can be used
to produce hydrogen through steam reformation
of hydrocarbon fuels. The highly synergistic
nature of the poly-generating concept at high tem-
peratures leads to higher production efficiencies
compared to conventional hydrogen and electric-
ity generation [15]. If successfully developed,
poly-generating HTFC that produce electricity,
heat, and hydrogen from a variety of hydrocarbon
fuels will provide high efficiency and low emis-
sions distributed hydrogen production and deliv-
ery. In addition, such a concept could aid fuel cell

market viability, stakeholder confidence, and
energy security and sustainability together with
emissions reduction [16].

Key Principles of Poly-Generation of H2

with HTFC

The key principles that apply to high-temperature
fuel cell systems that poly-generate electricity,
heat, and hydrogen are as follows:

1.Fuel flexibility of high-temperature fuel cells
2.High-temperature fuel cell–fuel processing

relationship
3.Low entropy associated with exchanging

heat at similar temperature
4.Fuel utilization concept requires excess fuel

processing
5.Lower fuel utilizations lead to higher electro-

chemical efficiencies
6.Endothermicity of hydrocarbon reformation

provides needed cell cooling
7.Production of excess hydrogen produces

higher fuel cell efficiency
8.Chemical synergy associated with reactant/

product interactions
9.All synergies lead to lower fuel cell system

parasitic losses
10.Electrochemical and catalytic processes are

inherently low emissions
11.Processes are efficient even at small size

enabling distributed production
12.Hydrogen transport involves emissions and

energy penalties
A brief description of each of these key princi-

ples is presented in this section.

Fuel Flexibility of High-Temperature Fuel Cells
High-temperature fuel cells, such as the molten
carbonate fuel cell (MCFC) and solid oxide fuel
cell (SOFC), can be operated on a variety of
hydrocarbon fuels including natural gas, digester
gas, landfill gas, coal and biomass synthesis gases.
MCFC and SOFC technologies comprise specific
characteristics that make them especially amena-
ble to operation on such hydrocarbon fuels. These
characteristics include the use of an oxidizing ion
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in the electrochemical reactions (CO3
2� for MCFC

and O2� for SOFC) and high-temperature opera-
tion (550–650 �C for MCFC and 700–1000 �C for
SOFC) which promotes sufficiently rapid chemical
and electrochemical reactions.

High-Temperature Fuel Cell: Fuel Processing
Relationship
Solid oxide fuel cells (SOFC) and molten carbon-
ate fuel cells (MCFC) generate electricity and heat
through exothermic electrochemical reactions.
Oxidation of hydrogen takes place in the anode
compartment, which overall thermodynamics are
described by the global reaction:

H2 þ 0:5O2 ! H2O D�hf

¼ �241:83 KJ mo1�1 (9)

The electrochemical oxidation reactions that
convert hydrogen to water in the SOFC and
MCFC anode compartments are, respectively:

H2 þ O2� ! H2Oþ 2e� (10)

H2 þ CO2�
3 ! H2Oþ CO2 þ 2e� (11)

These reactions are complemented by
corresponding oxidant reduction reactions in the
cathode compartment, ion transport, and electron
flow to perpetuate the electrochemical reactions.
Since electricity is produced by these electro-
chemical reactions at less than 100% efficiency,
the remaining portion of the enthalpy of reaction
produces heat as reactants are converted to
products.

HTFC system designs typically incorporate
fuel processing with electrochemical conversion.
The global fuel processing reaction includes
steam methane reforming and water–gas-shift
reactions and is described by:

CH4 þ 2H2O ! 4H2 þ CO2 D�hf

¼ �165 KJ mo1�1 (12)

The heat generated by the electrochemical
reactions of Eq. 9 tends to be greater than the

heat required by the endothermic fuel processing
reactions of Eq. 12 for the amount of electricity
produced [6]. Surplus heat is typically used to
preheat the fuel and oxidant streams before they
enter the fuel cell and to produce the steam
required for system operations. Therefore, more
hydrocarbon fuel than that required for the electric
power generation could be processed in a HTFC,
creating a hydrogen-rich stream that could be
subsequently purified and delivered to the point
of use without the need of an additional reformer.

Low Entropy Associated with Exchanging
Heat at Similar Temperature
To proceed at a sufficiently fast rate and to com-
pletion (i.e., consume all the hydrocarbon fuel to
produce hydrogen-rich syngas), the fuel pro-
cessing reactions (e.g., steam reformation reaction
of Eq. 12) must occur at a reasonably high tem-
perature. Irreversible heat transfer processes
between the exothermic fuel cell reactions (i.e.,
heat source) and the endothermic reforming reac-
tions (i.e., heat sink) increase the entropy genera-
tion of the system. This irreversible heat transfer
must be provided to a typical reformer reactor in a
fuel cell system, using either fuel combustion or
fuel cell exhaust heat at temperatures above those
at which the reformation reactions proceed. How-
ever, the operating temperatures of HTFC
(550–650 �C for MCFC and 700–1000 �C for
SOFC) are similar to the temperatures at which
hydrogen production rate and reaction completion
are acceptable for steammethane reformation pro-
cesses (i.e., ~700 �C). Therefore, heat can be
transferred from the exothermic to the endother-
mic process with minimal (or zero) temperature
difference leading to low entropy generation for
heat exchange, resulting in overall high efficiency.

Fuel Utilization Concept Requires Excess Fuel
Processing
Fuel and oxidant utilization factors refer to the
fractions of the total fuel and oxidant flowing
through the anode and cathode compartments
that are consumed to generate electricity. If fuel
and/or oxidant species concentrations become too
low, the chemical potential difference becomes
unable to sustain a voltage difference. The Nernst
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potential (VNernst) describes the relationship
between voltage and reactant and product concen-
trations that applies to a fuel cell

VNernst ¼ E0 þ RT

2F
ln
xH2x

1

2
O2

xH2o
(13)

where E0 is the ideal reversible potential, F is
Faraday’s constant [96,487 kC/kmol], R is the
gas constant, T is the operating temperature, and
xk is the concentration of the species k [6].

Since fuel cell electrodes are good electronic
conductors (they act as equipotential surfaces),
low reactant concentrations anywhere in the
anode or cathode compartments leads to voltage
that cannot be sustained. Therefore, fuel utiliza-
tion (Uf) and oxygen utilization UO2ð Þ must be
always lower than 100%. In other words, the
amount of fuel and oxidant fed into the fuel cell
must always and continuously be greater than the
amount consumed within the stack to produce
electricity even when hydrogen is not produced.

Lower Fuel Utilizations Lead to Higher
Electrochemical Efficiencies
In operational fuel cell systems, cell voltage
increases as fuel utilization decreases, which
results in higher electrochemical efficiencies.
The electrochemical efficiency is defined as the
actual cell voltage (Vcell) divided by the thermo-
dynamically possible cell voltage (Vmax), or

�cell ¼
V cell

Vmax
(14)

where Vmax is defined as the maximum theoretical
voltage that would be achieved if all the energy
from the hydrogen fuel were transformed into
electrical energy [15], or

Vmax ¼
�D�gf
niF

(15)

where D�gf is the Gibbs free energy, ni is the

number of electrons transferred during the elec-
trochemical oxidization of fuel species i (ni = 2

for H2 and CO, ni= 8 for CH4), and F is Faraday’s
constant.

From the Nernst voltage equation Eq. 13, it
can be observed that higher species concentra-
tions lead to higher cell voltages. At lower fuel
utilizations, reactant species concentrations are
higher along the electrode channels. Thus, it can
be stated that lower fuel utilization results in
higher cell voltages that raise the electrochemi-
cal efficiency of the fuel cell as described by
Eq. 14.

An alternative concept that provided insight
into the effects of the fuel utilization on the
electrochemical efficiency relates to the mixing
of products with reactants to dilute the electro-
chemically active species concentrations. Water
product mixes with the anode gas as it is formed
by the electrochemical reactions in an MCFC or
SOFC. The concentration of water product in
the anode increases as the fuel utilization factor
increases. Mixing processes are irreversible so
they produce entropy. As a result, a completely
reversible fuel cell operation would be only
approached as Uf ! 0. In other words, irrevers-
ibilities increase as the utilization factor
increases [17].

Consequently, one desires to operate a fuel cell
at the lowest possible utilization factor to maxi-
mize the cell voltage and reduce mixing irrevers-
ibilities. However, unless one recycles or
otherwise uses the anode off-gas then one alterna-
tively desires high utilization to achieve high
overall stack electrical efficiency. Typically, fuel
utilization is selected in the 70–90% range to
balance these considerations.

One of the key principles of poly-generating
fuel cells is related to the capability of operating
the fuel cell at lower fuel utilizations without
compromising the overall system electrical effi-
ciency. As already stated, hydrogen that is not
electrochemically oxidized will be separated
and considered as a valuable system output.
Therefore, inasmuch as additional hydrogen is
separated and used, there is the opportunity to
take advantage of the higher electrochemical
efficiency that is a natural by-product of the
lower fuel utilizations required for hydrogen
production.
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Endothermicity of Hydrocarbon Reformation
Provides Needed Cell Cooling
The fact that fuel cells must be cooled to maintain
steady state operating temperature allows for syn-
ergistic coupling of endothermic steam reforming
with exothermic fuel cell electrochemical reactions
to yield unprecedented efficiency. Adding more
endothermic reforming reactions for the same
amount of electrochemical reactions results in a
reduced requirement for air cooling of the cell.
The synergistic performance benefits related to
these lower cooling requirements are caused by:
(1) the additional endothermic reformation at lower
fuel utilization that provides additional cooling to
the fuel cell stack; and (2) less electrochemical heat
generated per mol of input fuel due to the higher
voltages achieved at lower fuel utilizations. Both
phenomena reduce the auxiliary power associated
with forcing air through the cathode compartment,
which is the primary means of otherwise removing
heat from the fuel cell.

Chemical Synergy Associated with Reactant/
Product Interactions
High-temperature fuel cells operate at high
enough temperatures to convert methane into
fuels that are more amenable to electrochemical
oxidation such as hydrogen and carbon monoxide
within the anode compartment. This concept is
known as internal reformation (IR) and represents
one of the key features of high-temperature fuel
cells that can yield exceptionally high electrical
efficiencies when compared with low-temperature
fuel cells that process fuel in a separate reactor
(i.e., external reformation). The main synergy
associated with IR is related to the direct con-
sumption of the hydrogen product of the
reforming reaction by the electrochemical fuel
cell reactions that produce water, a reformation
reactant, which all occurs at the same time and
physical location [16]. The immediate consump-
tion of products and provision of reactants by the
fuel cell reactions drives the reformation reaction
forward and assures reaction completeness. Con-
tinual production of hydrogen and consumption
of water by reformation also directly facilitates
electrochemical reaction progress. This chemical
synergy is introduced in addition to the heat

exchange synergy between exothermic fuel cell
reactions and endothermic fuel processing reac-
tions with minimum losses since both reactions
occur at the same time and place. Figure 2 shows
the main reactions, chemical exchange synergy,
and heat transfer processes occurring during inter-
nal reformation in high-temperature fuel cells.

All Synergies Together Work in the Same
Direction to Increase Fuel Cell System
Efficiency
At low fuel utilizations, the ratio between endo-
thermic heat from the fuel processing reactions
and exothermic heat from the electrochemical
reactions increases, leading to a reduction of the
auxiliary power required to circulate cooling air
through the cathode. In addition, thermodynamic
analyses demonstrate that cooling required per
mol of fuel input drops at lower fuel utilizations
due to the higher operational voltages at low fuel
utilizations [15]. The design and operating
changes that produce these synergies require
changes in the same direction. Therefore, all of
the described synergies of poly-generating high-
temperature fuel cells can work together to result
in higher fuel cell efficiencies compared to con-
ventional fuel cell system designs that do not
poly-generate. There remain design challenges,
such as managing the fuel cell temperature gradi-
ent in poly-generating systems, but, the overall
design and operating changes required for poly-
generation work together to improve efficiency.

Integration with Hydrogen Separation
Produces Higher System Efficiency
Fuel cells are by nature required to produce some-
what more hydrogen than is electrochemically

Heat transferred

Fuel cell rxn

Fuel processing rxnCH4 + 2H2O → 4 H2 + CO2

H2 + 0.5O2 → H2O

Hydrogen Production from High-Temperature Fuel
Cells, Fig. 2 Internal reformation chemical and thermal
synergy mechanisms
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converted in the anode compartment. However,
operating at lower fuel utilization leads to
higher electrochemical efficiency and the chem-
ical synergies of internal reforming, and the
endothermicity of fuel processing reactions
leads to lower parasitic losses due to reduced
air blower power. These features by themselves
would not be beneficial to overall system effi-
ciency until and unless they are integrated into a
system design that produces a significant
amount of product hydrogen leading to remark-
ably higher overall efficiency. This is accom-
plished by using the above principles in
combination with hydrogen separation technol-
ogy that is integrated with the system design
requirements in a manner that exchanges more
heat for useful electrochemical and hydrogen
production purposes.

Electrochemical and Catalytic Processes Are
Inherently Low Emissions
The inherent electrochemical and catalytic nature
of high-temperature fuel cells and poly-generating
fuel cells yields ultralow criteria pollution
emissions.

–Thermal NOx requires high-temperature
combustion in air whereas in HTFC, all of the
fuel is processed and converted either electro-
chemically or by catalytic processes at low
temperature.

–SOx cannot be produced since sulfur is
removed from the fuel before entering the system.

–Particulate matter (PM) is not produced due to
high water content, catalyst presence, and low-
temperature conditions extant in the anode com-
partment, followed by catalytic and/or low-
temperature oxidation of the anode off-gas.

–CO is amenable to the electrochemical oxida-
tion to release electrons in the anode compartment
and the remainder is consumed by catalytic and/or
low-temperature oxidation of the anode off-gas.

–Hydrocarbons are usually converted into
methane in a pre-converter reactor before entering
the fuel cell stack and the remainder is consumed
by catalytic and/or low-temperature oxidation of
the anode off-gas.

–Air toxics, such as higher hydrocarbons, alde-
hydes, and alcohols, are not present or are

removed from the incoming fuel and typically no
air toxic compounds are produced by any of the
processes involved in a fuel cell system. If any air
toxics would be produced then they would likely
be destroyed at the high-temperature catalytic
conditions of the anode compartment or anode
off-gas oxidizer.

Processes Are Efficient Even at Small Size
Enabling Distributed Production
Heat engine energy conversion is driven by a
temperature difference while fuel cell energy
conversion is driven by a chemical potential dif-
ference. The efficiency of any heat engine is
limited by the efficiency that could be achieved
by the reversible cycle operating upon a temper-
ature difference, known as the Carnot efficiency
[18]. On the other hand, fuel cells are limited by
the Nernst equation and chemical potential dif-
ference that can be established in the cell, since
they convert the chemical potential difference
directly into electrical energy [6]. Heat engines
for electricity production also have additional
losses associated with the conversion of mechan-
ical energy (e.g., piston movement, spinning tur-
bine) to electricity through cranks, gears, and a
generator.

Heat engines have reduced efficiency at
reduced size because surface-to-volume ratios
increase leading to higher percentage heat losses
and inability to sustain the high cycle temperature
for smaller engines. This leads to an inherent
inability to establish a high temperature difference
leading to a lower efficiency limit (i.e., lower
Carnot efficiency). In addition, small-scale heat
engines have proportionally larger friction, non-
isentropic compressions and expansion, and other
losses in comparison to larger heat engines. As a
result, we currently tend to produce most of our
power in very large central power plants based
upon the heat engine – smaller plants are inher-
ently less efficient.

On the other hand, fuel cell power production
and efficiency depends upon the establishment of
a chemical potential difference which can be
established in equal difference regardless of the
size of the cell.
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Hydrogen Transport Involves Emissions and
Energy Penalties
Today, most hydrogen is produced from natural
gas in large steam methane reformation (SMR)
plants in a centralized fashion. To produce hydro-
gen at large scale in centralized reformation plants
is more efficient than producing hydrogen at
small-scale reformation plants.

The main steps of a well-to-tank hydrogen
supply chain may be defined as production, treat-
ment, distribution, storage, and dispensing. Each
step can be accomplished with a variety of differ-
ent technologies which may be more or less
energy intensive and environmentally friendly
[19]. For long distances, transportation of lique-
fied hydrogen by diesel truck is the most common
strategy. However, liquefaction of hydrogen is the
most energy intensive process and it makes sense
only for very long delivery distances. Shorter
distance hydrogen transport may be resolved by
the transportation of compressed hydrogen which
takes less energy than liquefaction, but delivers
less hydrogen per unit truck volume. Hydrogen
can also be transported via high-pressure pipeline,
which is one of the least energy intensive
methods. But, in comparison to other gaseous or
liquid fuels, hydrogen pipeline delivery is more
energy intensive [20]. In all of these cases, the
relatively low volumetric energy density of hydro-
gen leads to relatively large energy and emissions
penalties associated with hydrogen transport and
delivery. These penalties can result in mediocre
well-to-tank efficiencies compared to other fuels.
These penalties can be averted by the production
of hydrogen in a distributed fashion with a tech-
nology that scales down with high efficiency, such
as poly-generating HTFC [15]. Nonetheless,
energy and emissions penalties associated with
hydrogen transport must be accounted for in all
analyses.

Cycle Configurations for
Poly–Generating HTFC

Brouwer and Leal [21] investigated the produc-
tion of hydrogen with high-temperature fuel cells
by analyzing and comparing eight different cycle

configurations using solid oxide fuel cells (SOFC)
and molten carbonate fuel cells (MCFC). Six of
the eight configurations use fuel cell heat to drive
hydrogen production in an external reformer
placed in different positions in the cycle. The
other two configurations use the internal reforma-
tion capabilities of high-temperature fuel cells to
produce hydrogen.

Based upon the cycle configurations developed
by Brouwer and Leal [21], Margalef et al. [10]
investigated in detail how placing the external
reformer in different positions affects the fuel
cell performance and the hydrogen production
efficiency. In addition, Margalef et al. investigated
the performance of the poly-generating plant at
different fuel utilizations together with the inte-
gration of commercially available hydrogen sep-
aration and purification technologies (i.e.,
pressure swing adsorption) with the fuel cell bal-
ance of plant (BOP).

High-Temperature Fuel Cell Subsystem
High-temperature fuel cells (HTFC) generate elec-
tricity and heat through exothermic electrochemi-
cal reactions. Generated heat by the fuel cell
reactions is typically utilized internally or exter-
nally by the endothermic fuel processing reactions,
which in turn provide cooling to the system
[22]. Surplus heat is used to preheat the fuel and
oxidant streams before they enter the fuel cell and
to produce the steam required for system opera-
tions. In addition, the remaining thermal energy
contained in the exhaust gases can be used down-
stream of the fuel cell for poly-generation applica-
tions that require or value heat [22].

One possible configuration is to use the fuel
cell heat to produce hydrogen via steam methane
reforming in an external reformer (i.e., external
reformation). Another possibility relies on the
internal reforming capabilities of HTFCs and on
the fact that the amount of high-quality heat pro-
duced by the exothermic reactions within the
stack is typically greater than the heat required
for fuel processing [6]. Therefore, more hydrocar-
bon fuel than that required for the electricity gen-
eration can be processed in an HTFC, creating a
hydrogen-rich stream that could be subsequently
purified and delivered at the point of production
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without the need of an external reformer [16] (i.e.,
internal reformation). This mode of operation
implies lower stack fuel utilization factors and
has been associated with synergies such as lower
cell polarization losses and lower parasitic losses
correlated with lower cooling air [15].

Separation/Purification Subsystem
(Hydrogen Separation Unit (HSU))
Hydrogen separation and purification in refineries
has been traditionally accomplished by using
established technologies such as pressure swing
adsorption (PSA), selective permeation processes
using polymer membranes, or cryogenic separation
process. Each process is based on a different sepa-
ration principle, so each method differs significantly
from each other. Economic aspects and other project
considerations such as process flexibility, reliability,
and scalability have to be taken into account to
decide the hydrogen separation method [23].

Other hydrogen separation technologies
include electrochemical hydrogen separation
(EHS), which is foreseen as a promising technol-
ogy to separate hydrogen fuel from a fuel cell
anode exhaust stream. However, EHS technology
is not currently mature and has not been used in
poly-generating applications to date. In any case,
the hydrogen-rich stream is treated and prepared
in the hydrogen separation unit (HSU) according
to the selected separation/purification technology.
For this work, PSA technology has been selected
due to its commercial readiness and recent use in
poly-generating systems [24].

The HSU configuration depends upon the spe-
cific requirements of the hydrogen separation
technology and the anode off-gas conditions.
PSA technology requires relatively low inlet tem-
peratures and high inlet pressures. Additionally,
hydrogen separation with PSA becomes more
efficient at high hydrogen partial pressures
[23]. Therefore, to extract the hydrogen from the
anode off-gas of a HTFC using a PSA, the HSU is
required to:

–Decrease the hydrogen-rich stream
temperature

–Increase the hydrogen-rich stream pressure
–Increase the hydrogen partial pressure of the

hydrogen-rich stream

Table 1 shows representative PSA feed gas
requirements and the current configuration design
points.

A simplified HSU block consisting of a series
of heat exchangers and compressors designed to
meet the PSA temperature and pressure require-
ments is shown in Fig. 3.

As shown in Fig. 3, an electric chiller has been
placed upstream of the PSA reactor to meet the
temperature requirements when ambient air tem-
perature (used as a cold media in the upstream heat
exchangers) is too high. The electric chiller repre-
sents a small fraction of the total parasitic loads.
Interestingly, required PSA inlet temperature is low
enough to condense out sufficient water vapor from
the gas stream. As shown in Fig. 3, condensed
water may be removed upstream of the PSA reactor
resulting in higher hydrogen partial pressures and
facilitating the PSA separation process.

In the internal reformation cases, the air and
water that is heated in the HSU represents an
opportunity to thermally integrate the HSU with
fuel cell balance of plant. This thermal integration
strategy is crucial in order to ensure overall ther-
mal balance within the plant, which may be jeop-
ardized at certain operating conditions if
hydrogen is separated from the anode off-gas [15].

Integrated Poly-Generating HTFC Cycles
According to Fuel Processing
Steam methane reformation (SMR) and
water–gas shift (WGS) are the main fuel pro-
cessing reactions that convert raw fuel (i.e.,
natural gas) into fuels more amenable to elec-
trochemical oxidation (i.e., hydrogen and car-
bon monoxide) occurring on the nickel-based
anode of HTFC.

Hydrogen Production from High-Temperature Fuel
Cells, Table 1 State-of-the-art PSA feed gas
requirements

Parameter
State-of-the-art
value range Notes

Absolute
pressure (kPa)

303–2026 Based on the
state of the art
[25]

Temperature
(○C)

4–50 Based on the
state of the art
[25]
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Steam methane reforming is an endothermic
reaction that consists of the reaction of methane
and steam over a supported nickel catalyst to
produce a mixture of hydrogen, carbon monoxide,
carbon dioxide, and methane. The basic reforming
reaction for methane is

CH4 þ H2O ! 3H2 þ CO

DH ¼ 206 kJ mo1�1 (16)

Heat has to be provided to drive the reaction
forward to the hydrogen production direction. As
shown in Fig. 4, hydrogen concentration under equi-
librium conditions is highest between 900 and
1100 K [16].

The water–gas-shift (WGS) reaction (starting
from steam) is slightly exothermic and occurs at
the same time as steam reforming [6]. During the
shift reaction, additional hydrogen is produced.
The basic water–gas-shift reaction for carbon
monoxide is

COþ H2O gð Þ ! H2 þ CO2

DH ¼ �41 kJ mo1�1 (17)

In poly-generating HTFC, if external reformer
is used to produce hydrogen, special attention has
to be given to the temperature at which heat from

the fuel cell stack is transferred to the external
reformer. Therefore, it is important to analyze
different cycle configurations consisting on differ-
ent positions of the external reformer within the
system.

In the internal reformation cases where addi-
tional hydrogen production occurs at the same
physical location than fuel cell reactions (i.e.,
direct internal reformation) or in a location that
is thermally connected with the anode (i.e., indi-
rect internal reformation), the temperature at
which heat is transferred to the fuel processing
reactions corresponds to the operating stack tem-
perature which is equal to the temperature at
which hydrogen production is maximized. This
feature constitutes one of the key principles that
lead to unprecedented high efficiencies achieved
by poly-generating HTFC [9].

External Reformation Configurations High-
temperature fuel cells (HTFC) can be integrated
with an external reformer in multiple ways. Based
on preliminary designs by Brouwer and Leal [16],
Margalef et al. [10] analyzed in detail the external
reforming configurations of poly-generating
HTFC shown in Fig. 5.

In all cases, steam reformation is driven by the
fuel cell exhaust heat in an external reformer, which
takes as much heat as possible without compromis-
ing the fuel cell operating temperatures. Inlet
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temperatures of the fuel, steam, and air streams are
kept constant at 1173 K in order to sustain the
electrochemical reactions within the stack. There-
fore, depending upon the external reformer loca-
tion, more or less heat is available to produce
hydrogen with the external reformer. Note that in
all the configurations, a hydrogen separation unit
(HSU) block, based on PSA technology, is placed
downstream of the reformer to separate and purify
the hydrogen stream from the reformate gas.

Internal Reformation Configurations Inter-
nal reforming promotes hydrogen production
within the fuel cell stack and provides cooling to
the fuel cell stack due to its endothermic nature.
Generally, fuel cell systems do not electrochemi-
cally consume all the fuel that is supplied
(a fundamental limitation for all fuel cells) and
they produce enough heat to reform much more
fuel than the amount they consume. Remaining
fuel exiting the anode presents a unique opportu-
nity for low-cost hydrogen [16].

Margalef et al. [15] analyzed in detailed one
internal reformation SOFC configuration at 80%
and 60% fuel utilization (U F). Figure 6 shows the
schematic of this configuration. As shown, the
HSU block is placed at the anode gas exit
upstream the catalytic oxidizer.

Representative Performance Characteris-
tics Modeling capabilities developed at the
National Fuel Cell Research Center (NFCRC) of

the University of California, Irvine have been
used to evaluate the fuel cell performance and
the hydrogen production capabilities of the pre-
sented poly-generating HTFC configurations. The
complete model consists of an SOFC stack; heat
exchangers to preheat the fuel, water, and air; an
external SMR reactor placed in different locations
for each of the different configurations; an adia-
batic catalytic combustor that captures the thermal
energy of the unused fuel downstream of the
stack; and an HSU block based on PSA
technology.

Each configuration has been analyzed follow-
ing the same approach. For the external reforma-
tion cases (Conf. 1–5), stack input temperatures of
the fuel, air, and steam have been fixed at 1173 K
whereas the amount of reformed methane varies
depending upon how much heat is available after
preheating all the input streams. Pinch analyses
for each heat exchanger have been performed in
order to avoid temperature crossovers within the
heat exchangers. Similarly, for the internal refor-
mation cases (Conf. 6a/6b), the amount of hydro-
gen extracted in the HSU block depends upon
how much thermal energy has to be extracted
from the anode off-gas in order to preheat the
input streams to the specified temperatures [10].

Bulk Stack and External Reformer Temper-
atures For the external reformation cases, the
heat available to produce hydrogen without
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compromising the thermal balance of the fuel cell
determines how much methane will be taken by
the external reformer. However, the hydrogen
yield will be a function of the temperature at
which the reformation takes places. As shown in
Fig. 4, hydrogen yield peaks between 900 and
1000 K and it flattens out after this point. There-
fore, the external reformer should operate in this
temperature range in order to maximize the hydro-
gen production.

Figure 7 shows both fuel cell stack and external
reforming temperatures for all the configurations.

As expected, stack temperatures are the same
for all cases since inlet stream temperatures have
been fixed to a certain value. Importantly, in con-
figurations 6a and 6b, stack and reformation tem-
peratures are equal due to the fact that hydrogen is
produced by internal reforming.

Configuration 1 presents the lowest reforma-
tion temperature. This makes sense since the
external reformer is placed downstream of all
the heat exchangers where exhaust gas temper-
atures are lowest. Configuration 3b achieves the
highest reformation temperature among the
configurations. This configuration is the only
external reforming configuration where the

fuel utilization factor has been lowered to
60%. Therefore, more hydrogen will be oxi-
dized in the catalytic combustor raising the
exhaust gas temperature considerably. The rest
of the configurations present similar reforma-
tion temperature values, all of them in range
where hydrogen yield is high.

Hydrogen Production Rate Figure 8 shows
the amount of hydrogen produced with each con-
figuration. As observed, there is a significant dif-
ference between the hydrogen produced with the
external reforming configurations and the amount
of hydrogen produced with the internal reforma-
tion configurations.

The amount of hydrogen produced with config-
uration 1 is low. As shown in Fig. 7, the tempera-
ture at which reformation occurs in configuration
1 is 724 K, at which temperature hydrogen yield
under equilibrium conditions is very small.

Figure 7 shows that in configurations 2, 3a, 3b,
and 4, external reforming occurs at temperatures
at which hydrogen yield is high. However, the
amount of hydrogen produced is not comparable
to the internal reformation cases or configuration
5. As mentioned previously, hydrogen production
is a function of the temperature at which the
reformation occurs but is also a function of the
amount of transferred heat from the exhaust gas
stream to the external reformer. Although in con-
figurations 2, 3, and 4, steam reforming occurs at
relatively elevated temperatures, the heat that can
be transferred from the fuel cell exhaust to the
reformer without compromising the fuel cell ther-
mal balance is not enough to reform large amounts
of methane. As a result, the amount of hydrogen
that can be produced with these configurations is
not large.

Configuration 5 presents higher hydrogen pro-
duction than the other external reforming config-
urations. In this case, since the external reformer is
placed after the catalytic combustor, the tempera-
ture at which the reformation occurs is high
enough to achieve significant hydrogen yields.
Importantly, since there is no preheater down-
stream of the reformer, more heat can be extracted
from the fuel cell exhaust streamwithout affecting
any fuel cell stream input temperatures.
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Finally, configurations 6a and 6b achieve the
highest hydrogen production. This is due to the
fact that the reformation takes place within the
SOFC stack, which operates within the range of
temperatures at which hydrogen yield is high.
Additionally, the reformation reactions and the
fuel cell reactions occur in the same physical
space. Therefore, heat from the source (i.e., exo-
thermic fuel cell reactions) to the sink (i.e., endo-
thermic reformation reactions) is directly
transferred without the need of a heat exchanger.
Thus, more heat can be captured resulting in
higher hydrogen yields. The total hydrogen pro-
duction for each configuration is shown in Fig. 8.

Parasitic Loads Associated with the Hydro-
gen Separation Unit Energy required to separate
the hydrogen from the reformate stream varies in
each configuration. The HSU is required to

increase the pressure and drop the temperature of
the reformate gas in order to meet the PSA
requirements. This process requires energy and
as a result, decreases the overall efficiency of the
poly-generating plant. Margalef et al. [10] esti-
mated the amount of energy required to separate
1 kg of hydrogen with the HSU design presented
in Fig. 3. The HSU model consists of a series of
heat exchangers and compressors that decrease
the temperature and increase the pressure of the
reformate gas to the design point levels, accord-
ingly, for each configuration. Figure 9 shows the
energy per kilogram of hydrogen required for the
preparation of the reformate gas to meet the PSA
requirements, as a function of the molar concen-
tration of hydrogen.

As seen, the energy required to separate 1 kg of
hydrogen from the reformate stream does not
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decrease linearly with the hydrogen molar con-
centration and depends upon the hydrogen con-
centration in the anode off-gas. This is due to the
fact that for lower hydrogen concentrations, rela-
tively more gas has to be cooled and compressed
to produce the same amount of hydrogen. There-
fore, the amount of energy required to separate
1 kg of hydrogen with PSA technology is lower
when the hydrogen concentration of the feed gas
is high [10]. Figure 10 shows the molar hydrogen
concentrations of the PSA feed gas for each
configuration.

For all of the external reformation configura-
tions except for configuration 1, hydrogen con-
centrations remain around 60%. Although the

heat available to produce hydrogen in configura-
tion 1 is comparable to the rest of the configura-
tions, the temperature at which the reformation
occurs is not high enough to achieve significant
methane conversion. Similarly, configurations 6a
and 6b present low hydrogen concentrations com-
pared to the rest of the configurations. This makes
sense since the produced hydrogen is mixed with
the anode off-gas products which include all the
carbon dioxide and steam products from the stack
reactions, including internal reforming and elec-
trochemical reactions. As a result, the hydrogen
concentration of the reformate gas for the internal
reformation cases is relative low when compared
with the external reformation configurations.
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Figure11 shows the energy required to separate
1 kg of hydrogen with each configuration. As
shown, higher hydrogen concentration streams
require less energy to separate the hydrogen
from the reformate gas.

Comparative Efficiency Analyses

Because a poly-generating HTFC simultaneously
produces electricity, hydrogen, and useful thermal
energy, efficiencies can be measured and
expressed in a number of different ways. Margalef
et al. developed three different methods to appro-
priately calculate the overall and coproduct pro-
duction efficiencies [9]. Table 2 shows the
developed equations for each method. The

methods have been labeled as: (1) State-of-the-
art Method; (2) Ideal Poly-generation Method,
and (3) Supplemental Input Method.f

These methods are based upon different and
reasonable assumptions for the allocation of input
energy to each of the coproducts. It should be
clear that there is not a unique or superior method
for calculating poly-generation efficiencies so that
each of the methodologies proposed can be used
in comparative analyses if based upon accurate
assumptions. For the current specific analyses, the
Supplemental Input Method is used to estimate the
overall electrical and hydrogen production effi-
ciencies for each configuration. Thermal effi-
ciency has not been calculated since it depends
upon the thermal requirements of each specific
application and there may be cases when thermal
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energy is not required. Results are presented in
Table 3.

The efficiency results shown in Table 3 corre-
spond to the Supplemental Input Method [9] and
do not include the heat products shown in the
equations presented in Table 2. With this method,
electrical efficiency is the net power output Pnet

divided by the energy flow allocated exclusively
for the electricity production, which corresponds
to the total energy flow in Etot minus the energy
flow that has been specifically used to produce
hydrogen product. The energy flow used to pro-
duce hydrogen product includes feedstock energy
(i.e., additional fuel) as well as the necessary fuel
to generate the electricity required for the hydro-
gen separation as if it was produced with a state-
of-the-art combined cycle plant. The lowest elec-
trical efficiency value corresponds to configura-
tion 3b. In this case, hydrogen is produced
externally and the fuel cell is operating at 60%
utilization factor. As expected, the electrical effi-
ciency is low since more fuel is used without
obtaining any additional energy flow output (i.e.,
hydrogen fuel). On the other hand, the highest
electrical efficiency value corresponds to config-
uration 6b, in which hydrogen is produced inter-
nally and the fuel cell is operated at 60%
utilization factor. Due to the synergies associated
with higher voltages at lower fuel utilizations,
electrical efficiency is significantly higher than
the rest of the configurations. Nevertheless, one
must recall the discussion associated with the key
principles above that this analysis confirms that
these synergies are only captured if hydrogen is
separated from the anode off-gas. Otherwise,
more fuel is being used to obtain the same mix
of energy outputs. The rest of configurations pre-
sent similar electrical efficiencies.

With the Supplemental Input Method, hydro-
gen efficiency is calculated in a similar way as

specified in Table 2. The chemical power output
of the hydrogen produced, H, is divided by the
energy flow input specifically allocated to pro-
duce hydrogen. Once again, it corresponds to the
feedstock energy (i.e., additional fuel) as well as
the necessary fuel to generate the electricity
required for the hydrogen separation as if it was
produced with a state-of-the-art combined cycle
plant. As seen in Table 3, the highest values cor-
respond to the internal reformation cases. Interest-
ingly, although the parasitic load per kilogram of
hydrogen produced is higher in configuration 6a
than in configuration 6b (see Fig. 11), hydrogen
production efficiency is greater in the former case
due to the fact that when hydrogen is produced at
80% utilization factor, the additional fuel feed-
stock allocated to produce hydrogen is equal
to zero.

Finally, overall efficiency values are similar in
all the external reformation cases, even for con-
figuration 1 where the hydrogen output is almost
negligible. This indicates that the hydrogen pro-
duction does not affect the overall performance
when the amount of hydrogen is relatively small
(i.e., external reformation cases). As expected,
both internal reformation cases achieve the
highest overall fuel-to-product efficiency values.

Hydrogen Transport Impacts on
Comparative Analyses

Today, most hydrogen is produced from natural
gas in large steam-methane reformation (SMR)
plants in a centralized fashion. To produce hydro-
gen at large scale in a centralized plant is more
efficient than producing hydrogen at small scale
[20]. Stephens-Romero et al. [19] define produc-
tion, treatment, distribution, storage, and dispens-
ing as the main steps of a well-to-tank hydrogen

Hydrogen Production from High-Temperature Fuel Cells, Table 3 Efficiency results obtained with the Supple-
mental Input Method (LHV)

Configuration 1 2 3a 3b 4 5 6a 6b

Electrical efficiency 53.4% 53.3% 53.3% 46.9% 53.3% 52.8% 50.0% 58.4%

Hydrogen efficiency 18.0% 73.5% 73.2% 68.2% 73.2% 62.1% 90.7% 83.5%

Overall efficiency 52.3% 54.7% 54.8% 48.5% 55.0% 55.7% 70.0% 69.5%
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supply chain. Each step can be accomplished with
a variety of different technologies. Figure 12
shows the main steps of a generic hydrogen sup-
ply chain from well to tank with the most widely
used technologies.

One of the main benefits of producing hydro-
gen in a distributed manner versus centralized
manner is the elimination of the fuel transport
and delivery steps (fuel distribution) which can
be energy intensive. Furthermore, if hydrogen is
produced on demand as in poly-generating HTFC,
hydrogen storage may be considerably reduced
compared with the distributed reformer case.

Comparative Analysis of Ten Different
Hydrogen Supply Chains
To evaluate the benefits of producing hydrogen in
a distributed fashion versus centralized produc-
tion, different hydrogen supply chains with differ-
ent technologies for each step are analyzed from
an energy perspective, resulting in ten different
cases. Details of each supply chain are provided in
Table 4. As shown, two different final uses
corresponding to the two available fuel cell vehi-
cle tank pressures (i.e., 350 bar and 700 bar) [26]
are evaluated. In addition, when hydrogen is pro-
duced in a centralized SMR plant, the three

available treatment methodologies are investi-
gated. As a result, ten different supply chains
have been evaluated.

After evaluating the energy required for each
step from production to dispensing of hydrogen,
well-to-tank (WTT) efficiencies of the ten differ-
ent hydrogen supply-chain scenarios were calcu-
lated. Figure 13 shows the main results obtained
from the analyses.

As shown, the lowest WTT efficiency values
are observed for the distributed steam-methane
reformation (SMR) cases whereas the highest
values correspond to poly-generating HTFC. As
expected, due to the significant energy penalties
associated with liquefaction processes, WTT effi-
ciencies of centralized SMR with liquid hydrogen
transportation are almost as low as the distributed
SMR cases. Importantly, the production step
includes the energy content of the fuel feedstock.
TheWTTefficiency values have been obtained by
dividing the energy content of 1 kg of hydrogen
(on a LHV basis) by the total energy required from
WTT corresponding to each case.

From these energy-based comparative analyses,
it is concluded that, of all the analyzed cases, poly-
generating HTFC provide the most efficient way to
produce and deliver hydrogen.
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Discussion of Scientific Basis for
Observed Performance

High-temperature fuel cells (HTFC) operate at high
enough temperature and produce enough heat and
water from the electrochemical reactions to provide
heat to the internal fuel processing reactions (i.e.,
internal reformation). Importantly, the overall heat
generated by the fuel cell reactions is typically
greater than the heat consumed by the endothermic
fuel processing reactions occurring within the fuel
cell stack [6]. Surplus heat is partially used to
preheat the fuel and oxidant streams before they
enter the fuel cell and to produce the steam required
for system operations. Therefore, more hydrocar-
bon fuel than that required for the electricity gen-
eration could be processed in an HTFC, creating a
hydrogen-rich stream that could be subsequently
purified and delivered to the point of use without
the need of an external reformer. This represents
the main concept that defines and allows the pro-
duction of hydrogen in addition to electricity and
heat with an HTFC. Such systems have been

identified as poly-generating HTFC or tri-
generation systems (Fig. 14).

Poly-generation systems can produce and
deliver hydrogen fuel with lower marginal costs,
fuel use, and emissions than conventional hydro-
gen production and delivery methods [27]. Since
hydrogen is produced in a distributed generation
fashion there is no energy or emissions penalty
associated with the transport and delivery of the
hydrogen to its point of use. Recent studies
performed at the National Fuel Cell Research
Center (NFCRC) of the University of California
Irvine demonstrate that less energy is needed to
transport and deliver hydrogen to vehicles com-
pared with distributed and centralized steam
methane reforming (SMR) resulting in higher
well-to-tank (WTT) efficiencies [15].

Definition and Quantification of the Synergies
Associated with Poly-Generating HTFC
Among the main benefits associated with the pro-
duction of hydrogen with HTFC, there are

Hydrogen Production from High-Temperature Fuel Cells, Table 4 Definition of the ten unique hydrogen supply
chain cases

CCase Production Treatment Distribution Storage Dispensing

1 Centralized
SMR

Liquid H2 Diesel truck
(100 km)

Liquid H2 Use = 350 bar
(Transfer = 7 bar to 400 bar)

2 Centralized
SMR

Liquid H2 Diesel truck
(100 km)

Liquid H2 Use = 700 bar
(Transfer = 7 bar to 800 bar)

3 Centralized
SMR

Compressed H2

(200 bar)
Diesel truck
(100 km)

Compressed H2

(200 bar)
Use = 350 bar
(Transfer= 200 bar to 400 bar)

4 Centralized
SMR

Compressed H2

(200 bar)
Diesel truck
(100 km)

Compressed H2

(200 bar)
Use = 700 bar
(Transfer= 200 bar to 800 bar)

5 Centralized
SMR

Compressed H2

(500 bar)
Diesel truck
(100 km)

Compressed H2

(500 bar)
Use = 350 bar
(Transfer= 500 bar to 400 bar)

6 Centralized
SMR

Compressed H2

(500 bar)
Diesel truck
(100 km)

Compressed H2

(500 bar)
Use = 700 bar
(Transfer= 500 bar to 800 bar)

7 Distributed
SMR

Compressed H2

(500 bar)
n/a (0 km) Compressed H2

(500 bar)
Use = 350 bar
(Transfer= 500 bar to 500 bar)

8 Distributed
SMR

Compressed H2

(500 bar)
n/a (0 km) Compressed H2

(500 bar)
Use = 700 bar
(Transfer= 500 bar to 800 bar)

9 Poly-
generating
HTFC

Compressed H2

(500 bar)
n/a (0 km) Compressed H2

(500 bar)
Use = 350 bar
(Transfer= 500 bar to 500 bar)

10 Poly-
generating
HTFC

Compressed H2

(500 bar)
(0 km) Compressed H2

(500 bar)
Use = 700 bar
(Transfer= 500 bar to 800 bar)
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synergistic effects intimately related with operat-
ing the fuel cell at low fuel utilization factors:

1.Synergistic impact of lower fuel utilization
leads to higher cell voltages which result in:

(a)Higher electrochemical efficiencies
(b)Less electrochemical heat generated per mol

of input fuel

2.Synergistic impact of lower fuel utilization
increases the heat sink associated with the endo-
thermic SMR reaction (i.e., internal fuel pro-
cessing), reducing excess air requirements for
cooling.

Synergies 1(b) and 2 reduce the excess air
requirements for the stack cooling. Consequently,
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supply-chains

Etot Poly-generating
HTFC

Electricity
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Heat (Qnet)

Hydrogen
(H2)

Hydrogen Production
from High-Temperature
Fuel Cells, Fig. 14 Inputs
and outputs of a poly-
generating HTFC
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lower cooling requirements will lower the para-
sitic loads from the cathodic air blowers, increas-
ing the net power of the system and the overall
system efficiency. In this section, more details
about each of the identified synergies are
provided.

Synergistic Impact of Lower Fuel Utiliza-
tion Leads to Higher Electrochemical Effi-
ciencies Ideal reversible voltage (E0) drops as
soon as current is being produced due to the
changes in product and reactant concentrations.
Importantly, reactants and products concentra-
tions along the electrode channels vary at differ-
ent utilization factors. Therefore, operating the
fuel cell at different fuel utilizations may affect
the cell voltage. The voltage reduction caused by
the change of species concentrations is known as
Nernstian losses (�Nernst), which added to the
reversible voltage E0, results on the Nernst Volt-
age (VNernst).

VNernst ¼ E0 þ �Nernst ¼ E0 þ RT

2F
In xH2x

1

2
o2

0
B@

1
CA

xH2O
(18)

Figure 15 shows the Nernstian losses (�Nernst)
as a function of the utilization factor obtained with
the poly-generating SOFC modeling efforts by Li
and Margalef [15, 28].

As shown in Fig. 15, voltage drop related with
the Nernstian losses decreases at lower fuel utili-
zations. This effect represents in fact one of the
synergies associated with poly-generating fuel
cells, which typically operate at lower fuel utili-
zations than stand-alone fuel cells (i.e., electricity
and heat production only).

To quantify this synergy, the system can be ana-
lyzed at two different fuel utilizations. The first
value corresponds to the typical utilization factor
of a stand-alone SOFC (e.g., Uf = 0.9) whereas
the second value corresponds to the typical utiliza-
tion factor of a poly-generating SOFC (e.g.,
Uf = 0.6). The difference in Nernst losses (V Nernst)
between both operating points represents the voltage
gain of operating the fuel cell at lower fuel utiliza-
tions and quantifies this synergistic effect. Approx-
imately, a gain of 0.06 V in the Nernst voltage has
been observed by operating the fuel cell at typical
utilization factor used in poly-generating fuel cells
(Uf = 0.6 compared to Uf = 0.9).

Additionally, the utilization factor affects the fuel
cell performance through reaction kinetics since
they also depend upon the reactant and product
concentrations at the reaction sites [22]. The voltage
drop associatedwith the reaction kinetics at different
fuel utilizations is known as reaction loss (�rxn rate).
However, previous analyses performed byMargalef
et al. [15] show that reaction losses represent a small
fraction of the total voltage drop related with the
concentration changes associated with different fuel
utilizations. Therefore, the overall effects of
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operating the fuel cell at lower fuel utilizations on
the cell voltage can be defined as

DV cell,conc ¼ DV cell,Nernstian

þ DV cell,rxn rate � DV cell,Nernstian

(19)

If all the energy from the hydrogen fuel were
transformed into electrical energy, the cell voltage
would correspond to the maximum voltage vmax.
The maximum voltage would be given by

Vmax ¼
�D�gf
niF

¼ 0:97 V if using the LHV (20)

where�D�gf is the Gibbs free energy at 900
�C, ni

is the number of electrons transferred during the
electrochemical oxidization of fuel species
i (ni = 2 for H2 and CO, ni = 8 for CH4), and
F is the Faraday’s constant. This voltage would be
obtained from a 100% efficient system [6]. There-
fore, the actual efficiency of the cell
(or electrochemical efficiency) is the actual volt-
age divided by the maximum voltage, or

�cell ¼
V cell

Vmax
¼ V cell

0:97
if using the LHV (21)

Therefore, the electrochemical efficiency gain
associated with lower utilization factors can be
written as

D�cell ¼
DV cell,conc

Vmax
¼ 0:06

0:97
� 100

¼ 6:2%if using the LHV (22)

This result demonstrates and quantifies the first
synergy associated with generating hydrogen with
HTFC. As seen, by lowering the utilization factor
at typical values of poly-generating SOFC, the
electrochemical efficiency increases by 6.2%.

A more philosophical approach to explain the
cell voltage drop as the fuel utilization factor
increases is related to the mixing of products
with reactants to dilute electrochemically active

species concentrations. Water product mixes
with the anode gas as it is formed throughout
the electrochemical reactions. Note that mixing
of products with reactants can occur in either the
anode (e.g., MCFC, SOFC) or cathode (e.g.,
PEMFC, PAFC) compartments. The concentra-
tion of water product in the anode increases as
the fuel utilization factor increases. Mixing pro-
cesses are irreversible so they produce entropy.
As a result, a completely reversible SOFC oper-
ation would be only approached as Uf ! 0. In
other words, irreversibilities increase as the uti-
lization factor increases. Consequently, one
wants to operate a fuel cell at the lowest possible
utilization factor in order to reduce the mixing
irreversibilities. However, there is a compro-
mise between the cell efficiency and the fuel
utilization efficiency that counterbalances this
consideration with a desire for high utilization
to achieve high overall system electrical
efficiency.

Synergistic Impact of Lower Fuel Utiliza-
tion Increases the Heat Sink Associated with
the Endothermic SMR Reaction, Reducing
Excess Air Requirements for Cooling A high-
temperature fuel cell (HTFC) is an electrochemi-
cal device that converts chemical energy of a fuel
and oxidant directly to electricity. Fuel cell elec-
trochemical reactions are exothermic, thus elec-
trochemical heat is produced. In addition, during
the operation of an HTFC, ohmic resistance across
the electrodes and bipolar plates generates heat.
The specific electrochemical heat released qFC
can be calculated applying the first law of thermo-
dynamics, according to Eq. 23. Sign convention
for this analysis is specified in Fig. 16:

Q>0 W>0

Hin

Hout

Hydrogen Production from High-Temperature Fuel
Cells, Fig. 16 Sign convention
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D�hf ¼ qFC � wFC (23)

where D�hf is the enthalpy of combustion of
hydrogen corresponding to the reaction

H2 þ 1

2
O2 ! H2O liquidð Þ D�hf

¼ �285:84 kJ mo1�1 (24)

and wFC is the electric work produced by the fuel
cell, given by the Eq. 23

wFC ¼ neFV cell (25)

where Vcell is the operational cell voltage, ne is the
number of electrons transferred during the elec-
trochemical reactions (i.e., ne = 2 for hydrogen),
and F is the Faraday’s constant. Combining
Eqs. 23 and 25, the specific heat generated during
a real fuel cell operation can be calculated as
follows:

qFC ¼ D�hf þ wFC

¼ D�hf þ neFV cell
kJ

mol H2

� �
(26)

In a real fuel cell, although part of the heat is
exchanged and used in several ways, including fuel
processing and air preheating, excess air is usually
required to prevent overheating [29]. Assuming
that the fuel processing consists of steam reforma-
tion (SMR) and water–gas shift (WGS), the total
specific heat absorbed by the fuel processing reac-
tions qFC including the steam production is

qFP ¼ D�hSMR þ D�hWGS þ 2� D�hvap
¼ 206:1� 41:2þ 2� 44:1

¼ 253:1
kJ

mol CH4

� � (27)

where D�hSMR is the enthalpy of steam reforming
reaction,D�hWGS is the enthalpy of water–gas-shift
reaction, andD�hvap is the enthalpy of vaporization
of water. Therefore, remaining heat that has to be
transferred to the excess air for cooling purposes
qcool is the difference between the heat liberated

during the fuel cell reactions qFC and the heat
absorbed by the fuel processing reactions qFP:

qcool ¼ m � qFC þ qFP
kJ

mol CH4

� �
(28)

where m is the number of moles of hydrogen
produced during the fuel processing reactions.
For this specific case, the overall fuel processing
reaction includes SMR and WGS, and is given by
Eq. 29.

CH4 þ 2H2O ! 4H2 þ CO2 (29)

Therefore, m is equal to 4. Combining
Eqs. 27–29, the specific cooling required can be
written as

qcoo1 ¼ 4 D�hf þ neFV cell

� �

þ qFP
kJ

mol of CH4

� �
(30)

As expected, more electrochemical heat is lib-
erated per mole of hydrogen qFC at higher fuel
utilizations. Consequently, by operating the fuel
cell at lower utilization factors reduces the fuel
cell cooling requirements per mole of input fuel,
due to the higher cell voltages that result in less
electrochemical heat generated. Lower cooling
requirements mean lower parasitic loads from
the air blowers, increasing the net power of the
system and the overall system efficiency.

World’s First Poly–Generating HTFC
System

The world’s first installation to poly-generate
electricity and hydrogen with high-temperature
fuel cells (i.e., a molten carbonate fuel cell) has
been installed at the Orange County Sanitation
District (OCSD) in Fountain Valley, California
[24]. The system that has been installed at OCSD
is the world’s first hydrogen coproduction sys-
tem installed at a customer site. In addition, it has
begun to produce electricity, heat, and hydrogen
from renewable digester gas fuel. The prime
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contractor in the effort is Air Products and
Chemicals, Inc., who is working with FuelCell
Energy and the National Fuel Cell Research Cen-
ter and OCSD on the project. The main funding
agencies are the US Department of Energy, Cal-
ifornia Air Resources Board, and the South Coast
Air Quality Management District.

This important installation of a prototype poly-
generating HTFC operating on digester gas at
OCSD will provide important data and experience
that will benefit the advancement of the poly-
generation concept. The installation itself and
measured performance characteristics may also
identify important areas for research, development,
improvement, and application of the concept.

Future Directions

Recommendations for future research work on
poly-generating HTFC development include the
development of a detailed dimensional and
dynamic SOFC model that is required to solve
the complicated internal temperature and species
concentration profiles that are not resolved by
nondimensional models. Thermodynamic and
nondimensional SOFC insights are nonetheless
useful for system design and comparative ana-
lyses. In addition, the overall system performance
obtained by these models generally sets the ideal
system performance target. However, since the
outlet flow temperatures do not necessarily repre-
sent the maximum temperatures in the SOFC, and
peak temperatures often occur internal to the
stack, a dimensional SOFC model and/or internal
temperature measurements could be used to deter-
mine if the SOFC working voltage is achievable
and practical.

All the analyses performed in previous litera-
ture have been performed at a fixed current den-
sity value. Therefore, the same analyses described
in this chapter should be performed at lower cur-
rent densities. At such operating conditions, it is
likely that the operational cell voltage will rise,
increasing the electrochemical efficiency. How-
ever, less electrochemical heat will be generated,
which is likely to reduce the hydrogen production
potential. Therefore, it is possible to adjust the

system performance for each specific market
depending upon which product is more valuable
by varying the operational current density in addi-
tion to the fuel utilization.

It has been found that pressure swing adsorp-
tion (PSA) might not be the best technology for
extraction and purification of the hydrogen from
the anode off-gas due to the PSA feed gas require-
ments. A complex HSU configuration is required
in order to meet pressure, temperature, and hydro-
gen concentration requirements. Therefore, differ-
ent purification strategies such as electrochemical
hydrogen separation and selective permeation
membranes might be more suitable for the poly-
generation application.

An economic analysis of poly-generating high-
temperature fuel cells should be performed in
detail. From an efficiency perspective and consid-
ering only the configurations presented herein,
poly-generating HTFC are the best solution. How-
ever, the economics of such novel systems should
be analyzed and compared with conventional pro-
duction methods. Additionally, due to the poly-
generating nature of these systems, different strate-
gies to fit each of the specific market requirements
should be designed. These strategies might be
resolved by dynamic modeling efforts to investi-
gate the ability of system configurations to dynam-
ically dispatch each of the respective products
depending upon demand profiles for each product.
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Glossary

CANDU CANadian Deuterium Uranium reactor
that uses heavy water as moderator and
coolant.

Gibbs free energy A chemical thermodynamic
function that describe the energy available to
do useful work.

Hybrid thermochemical cycles Series of elec-
trochemical and thermochemical series of reac-
tions for water splitting hydrogen production.

Hydrolysis The chemical reaction between
water and another substance to form new sub-
stances including the ionization of water mol-
ecule and splitting of the hydrolyzed
compound.

Thermochemical cycles The process of water
splitting for hydrogen production using heat

source in chemical reactions where the chem-
ical compounds used are continuously
recycled.

Thermolysis The process of thermal decompo-
sition through a chemical reaction where a
chemical substance breaks up into two or
more substances using heat.

Water electrolysis The decomposition of water
for hydrogen production using electric current.

Water radiolysis The process of water molecule
dissociation into hydrogen and hydroxide ions
through the exposure to high energy ionizing
radiation.

Definition of the Subject

Right after the 2015 United Nations Climate
Change Conference in Paris, two solutions,
namely, renewable energy and carbon free fuels,
have come out. In this regard, several nations have
started re-planning their future with hydrogen to
help combat global warming and solve energy
issues. One of the most recent historical events is
that the chief executive officers of thirteen leading
energy, transport and industrial global companies
established the hydrogen council during the recent
Davos Economic Forum in 2017. All these
attempts show how shifting to hydrogen economy
will take place. However, the technology cur-
rently utilized for the generation of hydrogen,
steam reforming of natural gas, is not environ-
mentally benign in a satisfactory manner and
leads to some environmental impact due the life
cycle emissions of some greenhouse gases, such
as CO2. Several innovative clean technologies of
hydrogen production, especially for large-scale
production, would be possible and feasible when
incorporating the nuclear energy of the advanced
nuclear fission-based technologies, and ultimately
the nuclear fusion energy. This chapter sheds light
on the potential of the current routes and the future
of hydrogen production using nuclear energy and
the associated safety aspects of such projects. It
also highlights the role of nuclear hydrogen
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production for securing a sustainable and clean
energy future.

Introduction

The interest and need of large-scale production of
hydrogen is growing, and it is seen to be playing an
important role in the current millennium.Hydrogen
is vital basic element in a wide range of chemical
processes. It is a clean energy carrier that can be
stored in various forms including forming ammo-
nia (which is the essential element in fertilization
industry as well as pharmaceuticals and large-scale
cooling applications). It is also considered as the
future fuel for fuel cell vehicles. Hydrogen is also
crucial for the methanol economy.

Currently, hydrogen is mostly produced
through fossil based driven technologies. How-
ever, there is a growing awareness of the impact
of greenhouse gases emissions of such technolo-
gies. The historic Paris Agreement of COP21 to
combat climate change initiated a flourishing
potential for politicians, stakeholders, and the
public of all nations of the world to work towards
sustainable low-carbon energy future. Carbon-
free large-scale hydrogen production is consid-
ered one of the innovative technologies which is
expected to serve as the platform of the Paris
Agreement. Renewable and nuclear energy alter-
natives are the main players in this market. Con-
centrated solar thermal technologies and high
temperature reactors are the most appropriate
options with high potential to drive the high tem-
perature hydrogen production technologies (e.g.,
High Temperature Steam Electrolysis (HTSE),
thermochemical and hybrid-thermochemical
hydrogen production cycles). Wind and nuclear
generated electricity are also the competent for
driving conventional large-scale electrolysis
plants at economic and environmentally benign
operation. However, generally speaking, even
with employing energy storage techniques, solar-
and wind-based energy systems for hydrogen pro-
duction will always face the challenge of avail-
ability and fluctuating nature of the energy source.

The cost is another factor that plays a huge role
in the choice of the nuclear technology for

hydrogen production as well as emerging the
nuclear hydrogen intro the global market.
Although steam methane reforming technology,
which is the most dominant method for hydrogen
production to meet the current hydrogen
demands, is of relatively low cost compared with
the other cleaner alternatives for hydrogen pro-
duction, yet using the off-peak operating periods
of power nuclear reactors for hydrogen produc-
tion through electrolysis technologies, or using
the nuclear energy for the cogeneration of electric
power along with hydrogen production through
water splitting technologies may be more cost
effective, as well as being more attractive com-
pared with hydrogen-only nuclear reactors, espe-
cially considering small size reactors and the use
of light water reactors.

It is important to note that the most dominant
and cost-effective approach for hydrogen genera-
tion is based on the steam methane reforming. Yet
the cost associated with its environmental impact
brings the attention to other innovative technolo-
gies which are very promising when coupled with
nuclear reactors. The direct use of nuclear-
produced electricity for conventional electrolysis
of water is a direct mature approach. However,
thermochemical and hybrid thermochemical
water splitting cycles using the nuclear heat and
electricity are of promising potential for large-
scale clean hydrogen production, considering the
energy usage and operating efficiency, as will be
discussed in the following sections.

Routes of Nuclear Energy for Hydrogen
Production

Energy of nuclear radiation can be envisaged to
generate hydrogen through direct water radiolysis
(chemo-nuclear) process, or using the generated
high temperature heat of fission/fusion reactors
and/or the electric power of nuclear power plants
in thermal, electric, or hybrid hydrogen produc-
tion plant. Figure 1 shows the different routes of
using the nuclear energy for hydrogen generation
through several carbon-free and carbon-based
hydrogen production technologies.
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In radiolytic water splitting process, high-
energy radiation and the kinetic energy associated
with the fission products are used for exciting the
water molecule resulting in its direct split into
hydrogen and oxygen. Carty et al. [1], in 1981,
reported 15% efficiency with splitting six water
molecules using 100 eV alpha radiation in steam
irradiation process. The containment of radioac-
tive materials as per safety regulations and designs
of current commercial reactors seize the progress
of such process for large-scale hydrogen
production.

Nuclear reactor technologies enable the con-
version of the nuclear radiation energy to useful
high temperature heat by thermalizing the nuclear
particles in collision-slowing process. The ther-
mal energy is carried by heat transfer fluid to the
power plant for electricity generation. Based on
the temperature level of the generated heat,
nuclear generated thermal energy and/or the pro-
duced electric power can be employed for

hydrogen production in several hydrogen genera-
tion technologies.

Thermodynamically, heat can be used for
water splitting by supplying the required enthalpy
difference, DH, and the Gibbs free energy, DG
(the latter cannot be transferred in form of heat,
for hydrogen production processes it is mostly in
the form of electric work) for splitting water mol-
ecules. For instance, in the electrolysis water split-
ting technology, only electric power is provided;
however, part of it is internally converted to heat
equal to –TDS by the Joule effects within the
electrolyte. The ratio of required change of
enthalpy to the change in Gibbs energy is linked
to the temperature of the process. The reaction
enthalpy increases with higher temperature
values, yet the Gibbs energy decreases. This
brings the operation of conventional electrolysis
to be considered at relatively low temperatures
(around the standard temperature), where the
ratio of DG to DH is very high compared with

Natural Gas or Naphla 
Reforming

Nuclear Reactor

HeatElectricity

Conventional Water 
Electrolysis 

High Temperature 
Electrolysis

Thermochemical 
Cycles Carbon 

Free 

Hybrid Thermo-
chemical Cycles

Carbon 
Based Gasification of 

Biomass or Coal

Hydrogen Sulphide (H2S) 
Cracking

Nuclear Energy

RadiationFission Fusion

Water Splitting
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by-product:
O2

by-product:
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by-product:
CO2

Radiolysis
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Fig. 1 Technology routes
of hydrogen generation
using nuclear energy
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high temperature operation for this specific
process.

Using conventional electrolysis for hydrogen
production coupled with nuclear power plant is
not bringing too much complication to the sys-
tem integration as the hydrogen plant is only
resembling an electric load which shall be
connected to the electric grid. Although low-
temperature electrolysis is currently the ready
technology for nuclear hydrogen production,
yet the thermodynamic potential of using the
energy of nuclear reactors for high-temperature
hydrogen production processes is higher. In
high-temperature thermal energy processes for
hydrogen production, the required energy is
directly supplied in form of heat. Heat-based
processes have the thermodynamic advantage
of not being constrained by the Carnot efficiency
ruling heat engines converting heat to electric
power. This also applies to the hybrid processes
where electric work is supplied to conduct cer-
tain steps of the process along with thermal
energy, which still release the thermodynamic
efficiency from Carnot limitations compared
with purely electric driven processes.

Generation IV Nuclear Reactors for
Hydrogen Production

The new generation of nuclear power plants has
higher potential for positive contribution in the
domestic energy sources for achieving energy
security and stability, along with the safe, reliable,
and economic operation. In 2002, The Generation
IV (GEN IV) International Forum (GIF) selected
six fission systems from nearly 100 different con-
cepts, and developed a technology roadmap for
the development of these technologies [2]. The
updates on the development, time line, and status
of these technologies can be found in the reports
released by GIF [3]. Table 1 shows the six types of
innovative nuclear technologies considered by the
nations incorporated in GIF and the possible
routes for integration with the different hydrogen
generation technologies. In the following, some of
the nuclear hydrogen technologies based on the
concepts of GEN IV reactors are highlighted.

SCWR for Hydrogen Production
There are several projects on the SCWR, based on
thermal and fast spectrum bases, developed in six
countries. The CANDU-SCWR thermal pressure
tubes reactor presents a viable potential for hydro-
gen production application by integration with
Copper–Chlorine (CuCl) hybrid thermochemical
plant [4]. This also applies to all other SCWRs
based on the operating temperature of the reactor
core and the temperature requirements for this
cycle. The CANDU-SCWR is fueled with ura-
nium dioxide, cooled by supercritical water, and
moderated using heavy water. Thorium is the sec-
ondary option to fuel this reactor. The referential
plant of the CANDU-SCWR is of 2,540 MWth,
the pressure tube reactor allows for modification
of the power, reducing the fuel channel in the core.
It allows the insertion of reheaters in the steam
cycle (for example, see [5]).

The CANDU-SCWR core outlet temperature
of 625 �Cmay be used for supplying heat to the HI
decomposition step of the S-I thermochemical
cycle which required heat at the temperature of
450 �C. This step takes about 10% of the cycle
heat demand, and the rest of the heat demand is
required at about 850 �C which cannot be pro-
vided by this reactor. This also applies to the HyS
process which required high-temperature heat.
Several studies have been conducted on
upgrading the heat of the CANDU-SCWR to pro-
vide heat at elevated temperature. Chemical and
electric heat pumps have been studied, yet not
been considered as a solid option to be used for
the cogeneration application of this reactor. Due to
this, the national research and development on
nuclear hydrogen production in Canada has been
more focused on the development of the CuCl
process as the most promising alternative for inte-
gration with the CANDU-SCWR. This is also the
case for the other countries developing SCWRs
including the USA, Japan, China, France, and
Republic of Korea.

The CuCl cycle was developed by the Atomic
Energy of Canada Limited (AECL) and the
Argonne National Laboratory (ANL) as a low-
temperature thermochemical cycle. Several CuCl
cycle configurations were tested and investigated
to identify the most optimized cycle design
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considering the energy (thermal and electric)
requirements and the associated cost among
other factors. The cycle proved being of positive
potential for generation of hydrogen using the
nuclear power [6–10]. In general, CuCl cycle
consists of set of closed loop reactions of interme-
diate copper and chloride compounds with the
overall net water splitting reaction. The cycle
internal loop recycles all the chemicals on a con-
tinuous basis without any greenhouse gas emis-
sions. A schematic of the five-step CuCl cycle is
shown in Fig. 2. The figure shows the paths of the
different compounds in the closed loop steps with
the temperature requirements for each step of the
process.

In general, indirect integration incorporating
intermediate heat exchangers is needed for linking
the SCWR and CuCl plant, due to safety consid-
erations. In addition, the heat extraction points
and water flow arrangements of the power cycle
are governed by the level of operating temperature
values of the main operations of the CuCl plant.
One of the conceptual system integration schemes
of the CANDU-SCWR with the CuCl hydrogen
generation plant, proposed by Wang et al. [11], is
shown in Fig. 3. The power cycle in this system is
proposed to be steam Rankine cycle with single
reheat, preheater, and two turbines. Part of the
supercritical water at the core exit condition,
state A, is bypassed to provide heat to the

Nuclear-Assisted Hydrogen Production, Table 1 Hydrogen technologies adaptability with the advanced nuclear
reactor technologies

GEN IV – advanced nuclear technologies

SCWR VHTR SFR GFR MSR LFR

Specifications Core outlet
temperature (�C)

500–625 750–950 450–550 750–850 650–850 450–800

Efficiency (electric
based) (%)

44–48 40–50 38–42 45–48 45–55 42–45

Thermodynamic power cycle

Brayton cycle – He S-CO2 He He S-CO2

Rankine cycle Steam Steam Steam – – Steam

Hydrogen
production
technologies

Electrolysis

PEM electrolysis
(<100 �C)

✓ ✓ ✓ ✓ ✓ ✓

Alkaline
electrolysis
(~200 �C)

✓ ✓ ✓ ✓ ✓ ✓

High temp
electrolysis
(>800 �C)

– ✓ – ✓ ✓ ✓

Thermochemical/hybrid cycles

Sulfur iodine
(>800 �C)

– ✓ – ✓ – –

Hybrid sulfur
(>800 �C)

– ✓ – ✓ – –

Copper chlorine
(>600 �C)

✓ ✓ – ✓ ✓ –

Carbon-based thermochemical

Steam methane
reforming (>700 �C)

– ✓ – ✓ ✓ –

Coal/biomass
gasification
(>650 �C)

✓ ✓ – ✓ ✓ –

GFR gas cooled fast reactor, LFR lead cooled fast reactor,MSRmolten salt reactor, SCWR super critical water reactor, SFR
sodium cooled fast reactor, VHTR very high temperature reactor
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Nuclear-Assisted
Hydrogen Production,
Fig. 2 Schematic of the
five-steps Copper–Chlorine
hybrid thermochemical
cycle

Nuclear-Assisted Hydrogen Production, Fig. 3 Schematic of integrated SCWR power cycle and CuCl hydrogen
generation plant, modified from Wang et al. [11]
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thermolysis and hydrolysis processes of the CuCl
plant at around 520–530 �C and 365–375 �C,
respectively. Based on the condition of the return
flow of the power cycle working fluid after the
heat transfer process to the hydrogen generation
plant (state I), it may be returned to the main cycle
as the path shown in the figure. Different system
integration schemes have been proposed in the
literature considering double-reheat power cycle
and providing heat to the different CuCl processes
through different extraction points from the power
cycle based on the temperature level.

VHTR for Hydrogen Production
VHTRs are generally helium cooled thermal reac-
tor designs, moderated by solid graphite, with a
core outlet temperature of 750–950 �C (up to
1,000 �C). This very high operating temperature
results in a high electric efficiency and a great
potential for cogeneration applications, especially
hydrogen production. It is actually seen as the
most suitable among the other six GEN IV con-
cepts for highly efficient hydrogen production.
There are several projects on the VHTR concept
designed as Small Modular Reactors (SMRs) with
pebble bed or prismatic block core. Several con-
ceptual designs have been considered for the inte-
gration of hydrogen production technologies with
the VHTR projects processed and considered by
GIF. The Sulfur Iodine (S-I), the Hybrid Sulfur
(HyS), and the HTSE are the three hydrogen pro-
duction technologies taken into consideration for
VHTR hydrogen production projects. The Next
Generation Nuclear Plant (NGNP) of the US
VHTR program suggests the use of HTSE due to
its relatively simpler design [12]. Different studies
have been performed to investigate the perfor-
mance of such system integration, and an overall
operating efficiency of 30–34% were reported
[13]. Steam methane reforming was also consid-
ered for system integration with the NGNP.

The S-I thermochemical cycle (simplified
schematic of the cycle processes is shown in
Fig. 4) is considered for hydrogen production
using the heat of the Gas Turbine Temperature
Reactor for hydrogen production (GTHTR300C)
of the Japan Atomic Energy Research Institute,
Japan Atomic Energy Agency, and the US-DOE

NERI (Nuclear Energy Research Initiative) Gen-
eral Atomics modular helium reactor concept. The
GTHTR300C considers the coupling of the S-I
plant through intermediate heat exchangers with
a helium Circulator. The reactor has a secondary
helium cooling loop for the S-I integration.
Helium in the main loop circulates from 950 to
590 �C at its highest and lowest temperature
values, respectively. Helium leaves the intermedi-
ate heat exchanger with temperature difference of
100 �C from the inlet temperature (core exit tem-
perature). The secondary helium cycle operated
with helium circulating from around 900 �C,
exiting the intermediate heat exchanger, supply-
ing heat to the H2SO4 vaporizer, and the HI
decomposer, and leaves at around 470 �C. Differ-
ent versions of the system cogeneration are con-
sidered. Figure 5 shows the schematic of the
cogeneration plant for power and hydrogen, pro-
ducing 45–60 ton of hydrogen daily, along with
175–202 MW at 45–48% of overall efficiency.

Another integrated conceptual system for
nuclear hydrogen production is the Pebble Bed
Modular Reactor (PBMR) of the South African
VHTR program for cogeneration of power and
hydrogen. However, the program was terminated
in 2010. One of the main reasons of terminating
the program is the immaturity of the helium gas
turbine power plant among other issues. In this
program, the Hybrid Sulfur (HyS) water splitting

SO2 - Depolarized Water 
Electrolysis 
(80-120oC)

H2SO4 Thermochemical 
Decomposit ion

(800oC)

SO2 + H2OH2SO4

½ O2

H2 H2O

Nuclear-Assisted Hydrogen Production,
Fig. 4 Schematic of the Sulfur Iodine S-I thermochemical
cycle
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thermochemical cycle was considered for the
hydrogen generation plant. Figure 6 shows a sche-
matic of the HyS process. The configuration of the
integrated system can be seen in Fig. 7. The inte-
grated system was designed as four linked PBMR/
HyS modules to a steam power cycle. Each reac-
tor unit generates 500 MWth, which is used to
raise the helium temperature to 950 �C in the

primary loop. One hundred and ninety five MW
of the thermal power is to be transferred to each
unit of the HyS plant through the helium second-
ary loop. In addition, 55 MW of the generated
electric power is fed to each of the HyS units in
the hydrogen generation plant. With regards to the
overall system operation, it was designed to gen-
erate about 600 MW of electric power which is

Nuclear-Assisted Hydrogen Production, Fig. 5 Schematic of the integrated GTHTR300C with S-I plant for
hydrogen production, adopted from Naterer et al. [4]

H2SO4→SO2 + H2O + ½ O2

(>800oC)

SO2 + H2O+ ½ O2H2SO4(H2O)

SO2 + 2H2O +I2→H2SO4 +2HI
(<120oC)

I2 (H2O)

2HI→SO2 + H2+ I2

(>300oC)

H2O

H2

½ O2

2HI (I2 , H2O)

Nuclear-Assisted
Hydrogen Production,
Fig. 6 Schematic of the
Hybrid Sulfur HyS hybrid
thermochemical cycle
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partially used for hydrogen cogeneration, produc-
ing around 20 Mt per day along with 380 MW of
electric power delivered to the grid.

Safety Aspects of Nuclear Hydrogen
Production Plants

The information provided in this section would
give the reader a good understanding of the prac-
tical and general safety concerns and consider-
ations associated with nuclear hydrogen
production. The topic may have much more to
be discussed, but it was seen to be beyond the
scope of this chapter.

On the nuclear plant side, even though nuclear
energy is carbon-free, yet other concerns exist
regarding the safety of reactor operation and
nuclear waste transporting and storing. The severe
and long-term damage to the surrounding envi-
ronment after the Fukushima Daiichi accidents in
2011 has led the world to be more concerned with
the development of improved safety regulations
of existing nuclear power plants and the modern
designs under development (which adapt much
safer systems). Several regulations and consider-
ations were also implemented, mainly in the new
designs, to secure the plant from terrorist attacks

or collision of civil airplanes. Other design aspects
of the safety systems were already in place in most
of operating reactors in response to military flights
attacks, yet there are differences in size, weight,
and amount of fuel involved in civil airplanes
compared with military ones.

With respect to hydrogen generation plants; the
fundamental philosophy of safety for a chemical
plant for hydrogen production is completely dif-
ferent than that of a nuclear power plant. The latter
is mainly built on confinement of all the radioac-
tive materials into the facility. However, in a
chemical facility, confining chemical materials
increase the hazard and explosion potential, put-
ting workers and the public in risk. This for sure
applies on water splitting hydrogen plants where
there is a possibility of inadvertent mix of the
resulting hydrogen and oxygen causing the hazard
of internal explosions.

In a hydrogen production plant, the two main
safety concerns are the uncontrolled release of
hydrogen, and the release of interim toxic gases
and compounds of the hydrogen production pro-
cess. Although leakage detectors and shut-off
valves would be part of safety regulations of
chemical plants, yet, proper measures shall be
considered to face any failure through the opera-
tion and ensure the capability of maintaining the

Nuclear-Assisted Hydrogen Production, Fig. 7 Schematic of the integrated PBMR and HyS plant for cogeneration
application, adopted from Naterer et al. [4]
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safety of the control room of the nuclear power
plant.

The main hazard associated with the hydrogen
leakage in hydrogen production plant is being
ignited. The jet flames of ignited hydrogen can
be extended to several meters and could cause
severe damage of the structure and components
of the hydrogen plant due to overheating. Safety
design shall consider safe distance between the
nuclear power plant and the co-located hydrogen
plant to avoid any damage to the nuclear facility.
If the released hydrogen did not ignite, it may
generate a hydrogen air cloud that may move
and spread over a long distance or penetrate to
the nuclear facility through the ventilation system.
This cloud is associated with the hazard of
delayed non-overpressure flash fire with strong
heat wave. Such incident shall not alert the over-
pressure emergency response and falsely would
not interrupt the safe operation signal in the con-
trol room. Another hazard of unignited released
hydrogen is the explosion of the hydrogen air
cloud causing damaging overpressure waves.

Thermochemical and hybrid thermochemical
hydrogen production technologies involve the
hazard of the release of toxic gases into the
plant. For instance, there is possibilities of
uncontrolled release (or leak) of toxic gases such
as H2SO4, SO2, SO3, HI, I2 in S-I hydrogen pro-
duction plant; H2SO4, SO2 and SO3 in HyS hydro-
gen production plant; and the chlorine gas in CuCl
hydrogen production plant. Safety considerations
to mitigate the consequences of the penetration of
such toxic gases to the nuclear power plant control
room have to be taken into account in the safety
designs of nuclear hydrogen plants. Applying safe
separation distance between the co-located
nuclear power plant and hydrogen production
plant is a simple approach to secure the nuclear
facility from the effects of any accidental release
of such gases in the hydrogen generation facility.
Proper actions have to be applied to isolate the
control room including ventilation system shut-
down based on the concentration of these gases
with applying recirculated filtered air in the con-
trol room until the hazard of the released gases is
over.

Concluding Remarks

Nuclear energy, as relatively clean energy source,
has the potential to contribute to the growing
hydrogen economy. Nuclear power plants
coupled to electrolysis, thermochemical, or hybrid
water splitting plants is considered as a promising
route for large-scale carbon-free hydrogen pro-
duction routes. In the short term, coupling nuclear
and hydrogen generation plants would serve in
reducing the carbon emissions accompanied with
the currently fossil-powered steam methane
reforming hydrogen plants. In the long term,
nuclear hydrogen is believed to be serving as a
direct fuel for hybrid hydrogen fuel cell vehicles
which are expected to replace currently operating
ones as one of the strategies adopted by several
nations for decarbonization of the transportation
sector.
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Coat-Mix Process®, 759
Cobaloxime complexes, 1084, 1085
Co-based supramolecular systems, 1080–1082
Cocatalyst deposited semiconductor, 1111–1112
Coefficient of drying performance(COPdry), 982
Coefficient of thermal expansion (CTE), see Thermal

expansion coefficient (TEC)
CO2 emission, 738

per unit of useful energy, 740
total reduction, 742

Cold temperatures, 151
Combined cycle, 975
Combined cycle power plant (CCPP), 13
Combined heat and power (CHP), 27, 84, 477, 515, 516,

570, 713–714, 733, 825–826
devices, 499
generation, 735
high-electrical-efficiency, 737
PEM (see Polymer electrolyte membrane

(PEM) fuel cell systems)
SOFC (see Solid oxide fuel cell (SOFC))
total energy efficiency of, 742

Commercialization, SOFC
alcohol-based fuels, 618–619
alternative materials and fuels, 621–622
anode materials, 610–612
applications, 592
biogas fuels, 619–620
cathode types, 605–607
C-H-O ratio, fuels, 614, 615, 618
city gas fuels, 614–618
coal gas fuels, 620–621
Cr poisoning phenomena, cathode, 608–609
Cu-based cermet anodes, 612
fuel flexibility, 612–614
impurity poisoning (see Impurity poisoning)
ionic conductivity (see Ionic conductivity)
I-V characteristics, 603, 619–621
LaCrO3-based oxide anodes, 611–612
limitations, 592
Ni/YSZ cermet anodes, 611
oxygen ionic conductors (see Oxygen ionic

conductors)
perovskite-related oxide cathode, 607–610
protonic conductors, 602–605
S/C ratio, fuels (see Steam-to-carbon

(S/C) ratio)
Compression creep and creep recovery method, 491
Concentrating solar thermal (CST) systems, 1004
Conduction band, 1099
Continuously-stirred tank reactor (CSTR), 908
Continuum surface force (CSF) model, 248
Conventional imbibing method, 477, 482, 483
Conventional reactors (CRs), 936, 939, 941
Conversion electron yield x-ray absorption method

(CEY-XAS), 349
Copper-ceria, 642

catalysis, 643–645
conductivity, 642–643
poisoning and stability, 645–646

Copper chlorine (CuCl) hybrid thermochemical cycle,
1154–1157

Cost breakdown, 154
Cost issues, SOFCs

constant current operation, 693
constant voltage operation, 693
high cost element, identification of, 692
low-cost materials, 692
raw materials, roles of, 692
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Coulombic efficiency (CE), 799
Counter electrode (CE), 1037
CPP, see Clean Power Plan (CPP)
Criteria air pollutants, 27
Cr poisoning phenomena, cathode, 608
Current density, 86–88

cell level, 684
stacks level, 685

Current interruption, 542
Cu-UPD-mediated electrodeposition method, 309
Cyanobacteria, 865, 867–869, 872, 886
Cyanobacterial biohydrogen production, 868–869
Cyclometalated IrIII complexes, 1079

D
Dark fermentation, 905–908

algal substrate, pre-treatment for, 845–846
ammonia, 849–850
for energy and chemical production, 856
food wastes, pre-treatment for, 846
furanic and phenolic compounds, 851
hydraulic retention time, 848
hydrogen and carbon dioxide removal, 849
inhibition, 849
inoculum for, 846–847
lignocellulosic substrate, pre-treatment for, 839–845
macro-and micronutrients, 848–849
metabolic pathways, mechanism of, 836–838
nutrients, 850–851
organic loading rate, 848
pH, 848
principle of, 836
process, 990
temperature, 847–848
volatile fatty acids, 849

Degradation, 195
Density functional theory (DFT), 108, 298, 442, 576

calculcations, 822, 823
Department of energy (DoE), 202, 203, 208
Design for manufacturing and assembly (DFMA ), 31
Design verification test, 119
Deuterium exchange experiments, 442
DG, see Distributed generation (DG)
Diels-Alder polymerization, 396
Diffusion models, 245
Dilute-acid pretreatment, 912
Direct acid casting (DAC) technique, 481
Direct hydrocarbon solid oxide fuel cells

anodes for hydrocarbon fuels, 635–637
cell potential and power density, 635
copper-ceria, 642–646
double perovskites, 652–655
electronic conductivity for, 641
fluorite, 658
lanthanum chromates, 646–652
oxidation of hydrocarbons in, 637–640
poisoning and stability, 641–642
pyrochlore structured oxides, 657, 658

strontium titanates, 655–657
structures and defect chemistry, 640–642
tungsten bronzes, 659

Direct hydrogen-fuel-cell-powered vehicles, 159
Direct manufacturing cost model, 30–32
Direct methanol fuel cells (DMFCs), 296, 345, 448, 706
Dissociation constants, carbonate melts, 534
Dissolved additives, for hydrogen production, 1115–1117
Distributed energy resources (DER), 1123
Distributed generation (DG), 701, 712–713, 725–726,

733, 735, 1123
CHP, 713–714
mobile applications, 714, 715
off-grid and secondary, 714
prime power, 713

3D microtomography, 583–584
DOE 2020 target costs, 78
Dopant, 1099
Doped semiconductors, photo-catalytic hydrogen

production, 1112–1114
Doping, 1099
Double perovskites, 652–653

catalysis, 653–654
conductivity, 653
stability, 654–655

Dow membranes, 390
D1 protein, 865, 883, 924, 926, 931
Dry agglomerate model, 535
Dual proton-oxygen ion-conducting cells, 573, 574
Durability/reliability, SOFC systems, 135, 195

air flow, 679
anomalous gaseous leakage, 683
carbon deposition, 689
cell performance, degradation in, 683
chromium poisoning, 686–688
combusted gases, back diffusion of, 683
contamination, 681–682
current density, effects of, 684–685
current flow, redistribution of, 683
distribution of current, 681
edge effect, 681
electrical path, 679
electrical shorting, 683
electrochemical conversion, 679
emergency stops, 682, 683
exothermic and endothermic effects, 683–684
field tests, 679–680
fuel and fuel treatment, 679
gas distribution, 681
generalized model for degradation, gaseous

impurities, 690–691
impurities, 689–690
long-term operation, 680, 681
nickel sintering, 688–689
oxygen potential, 685–686
stack weight, effect of, 681
sulfur poisoning, 689
thermal cycles/redox cycles, 681

Durability targets, 154
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Dusty gas model (DGM), 250
Dye sensitization, 1099
Dye-sensitized semiconductors, 1111
Dye-sensitized solar cells, 20
Dynamic mechanical analyses (DMA), 407

E
EEA, see Electrolyte-electrode assembly (EEA)
Effectiveness factor, 531
Electrical conductivity, 633, 672
Electrical efficiency, 735
Electrical generators, 13
Electrically driven vehicles, 20
Electroactive catalyst layers (ECLs), 84
Electrocatalysis (EC), 92

facet-and shape-controlled Pt-Alloy nanocrystal,
312–317

Pt-Alloy, 301–306
Pt and Pt-alloy nanowire and nanotube, 309–312
Pt monolayer, 306–309

Electrocatalyst, 135, 295
targets, 155

Electrocatalytic reaction, 633
Electrochemical area (ECA), 515
Electrochemical double layer capacitors (EDLC), 16
Electrochemical hydrogen production, see Hydrogen

evolution/oxidation reaction (HER/HOR)
Electrochemical hydrogen separation (EHS), 1133
Electrochemical impedance spectroscopy (EIS), 1042
Electrochemically active bacteria (EAB), 799, 802, 804
Electrochemically active surface area values (ECSA),

208–209, 218, 323
Electrochemical reaction, PEMFC, 262

Butler-Volmer and Tafel kinetics, 262
double trap model, 264
dual-path kinetic model, 263
Heyrovsky-Volmer mechanism, 263

Electrochemical surface area, 312
Electrochemical systems

alkaline fuel cell, 15
direct methanol fuel cell, 15
energy conversion and storage, 13
high-temperature proton exchange membrane

fuel cell, 14–15
molten carbonate fuel cell, 16
phosphoric acid fuel cell, 15–16
photovoltaic system, 19–20
polymer electrolyte membrane fuel cell, 14
redox flow batteries, 16–17
solid oxide fuel cell, 16
supercapacitors, 16
thermodynamic efficiency, 14

Electrochemical vapor deposition (EVD), 665, 668,
669, 688

Electrode(s), 102, 326–328, 468
materials, 577–578

Electrode electrolyte assembly (EEA), 27
Electrolysis of water, 787

Electrolyte, 84, 89, 90, 531, 569, 591, 760
membranes, 439, 458
role, 89–91

Electrolyte-electrode assembly (EEA), 64, 67–69
Electrolyte take-up (ETU), 515
Electromobility, 20–22
Electronic conductivity, 641, 648

cathode types, 605–606
Electron relay, 1060
Electroosmotic drag, 199
Element-sensitive electron energy loss spectroscopy

(EELS), 309
Ellingham diagrams, 677
Emissions, 771
Empirical valence bond model (EVBM), 824
End-of-life treatment, 776
Endothermicity, of hydrocarbon reformation, 1130
Energy, 949, 950, 952, 964, 966

conversion processes, 12
output/input, 515

Energy dispersive X-ray (EDX), 410
Enhanced process integration (EPI), 993–994, 999
Enzymatic hydrolysis, 910
Equilibrium moisture content (MCeq), 980, 982
Equivalent annual cost (EAC), 725
Equivalent weight, 439
Ethanol (C2H5OH), 811
Eukaryotic host, 872
Eukaryotic microalgae, 874, 886, 887
European Directive on CHP, 735
Eutectic alkali metal carbonates, 534
Exchange current density, 531
Exergy, 975
Extended X-ray absorption fine structure (EXAFS),

302, 582, 583
Extracellular electron transfer (EET), 799, 803

F
Factory acceptance test, 119
Fe/Cr system, 17
[FeFe] hydrogenases, 828
Fe-N-C catalyst, 343, 376
Fermentability, 905
Fermentation, 833
Ferritic alloys, 673
Field readiness demonstration test, 119
Field tests, 679–680
First-generation cells, 665, 668, 673, 678, 688, 692
Fixed-grid models, 247
Fluidized-bed membrane reactors (FBMRs), 935
Fluorenyl groups, 407, 408
Fluorescence yield, 927, 929
Fluorinated cyclic compounds, 393
Fluorinated ethylene propylene (FEP), 515
Fluorite, 658
Fluorite-type oxides electrolytes

CeO2-based oxide, 597–598
pyrochlore-type oxide, 598
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Fluorite-type oxides electrolytes (cont.)
types, 593
ZrO2-based oxide, 593–597

Formic acid (HCOOH), 812, 914
Fossil fuels, 478
Free (unionized) ammonia nitrogen (FAN), 850
Freezing, 218
Fucus serratus, 980, 985, 997
Fuel cell(s), 1, 11, 27, 102–103, 531, 733

vs. alternate technologies, 12
applications, 89
classification, 296
electricity generation, 84
energy conversion, 84, 85
flexibility, 591
future works, 79
H2/air, 403, 404
high-temperature, 2
life time and reliability, 196
performance, 135
power and energy capabilities, 17
reactants, 103
supply chain, 774
technology, 84
temperature in, 296

Fuel cell cathode, transport reaction, 327
Fuel cell electric vehicles (FCEV), 324
FuelCell Energy (FCE), 533, 794
Fuel cell system (FCS), 27, 28
Fuel cell vehicles, on Pt consumption, 325
Fullerene groups, 408, 409

G
Gas batteries, 13
Gas diffusion electrode (GDE), 84, 85, 94
Gas diffusion layer (GDL), 84, 94, 95, 199, 203, 210, 212,

222, 235, 240, 515, 517–519
Gas diffusion media (GDM), 199, 201, 203, 208, 211, 212
Gas engine CHP unit, 736
Gasification, 975

biomass, 788
of coal, 786
reactions, 984, 985, 996, 998

Gasifying agent, 987
Gas-phase mass-transfer coefficient, 540
Gas solubility, 535
Gas transport, PEMFC

binary friction model, 251
dusty gas model, 250
Maxwell-Stefan models, 251
tortuosity model, 252

Gd2O3-doped CeO2 electrolyte, 597
Gd2Ti2O7 (GZT) electrolytes, 598
General motors, fuel cell vehicles and FCV model, 141
Generation IV nuclear reactors, hydrogen production,

1154–1159
Genetic modifications, biohydrogen production

D1 protein and sulfur metabolism, 883–885
enzymes, 879–881

photosynthesis, 875–879
starch metabolism, 881

Genetic optimization conventional methods, 871–874
Gibbs free energy, 4, 86, 1151
Global energy challenge

global challenges, 703–704
pollution and emissions, restrictions on, 703
renewable–based power production increase, 703, 704
structural investments, 702–703
world electricity consumption, 702
world primary energy demand, 702

Glucose, pathways during dark fermentation, 836, 837
Graphite-based bipolar plates, 166
Graphite plates, 239
Graphitic nitrogen atoms, 353
Graphitization, 515
Grazing-incidence small-angle X-ray Scattering

(GISAXS), 426, 428
Green algae, 865, 867, 869, 872

biohydrogen production, 869
Greenhouse gases (GHGs), 834

analysis, 34
MEF, 37

Green-house gases, regulated emissions, and energy use in
transportation (GREET) software, 21

Grid electricity, annual displacement of, 743

H
H2/air-powered PEM fuel cells, 296
Heat engines, 12–13
Heat pipe effect, 267
Heat transport, PEMFC, 266

interface models, 266
non-isothermal model, 266
Soret and Dufour effects, 267

Hemicelluloses, 905
Heterocycts, 868
Heterologous expression, 865
Heterostructure, 569
Hexafluoroisopropylidene-containing

polybenzimidazole, 489
H2-fed PEFC, 93–95
High conductive electrolyte, 693–694
High electrical conductivity, 672
High power density (HPD), 717
High-temperature fuel cells (HTFC), 2, 16, 1123–1124

See also Poly-generating high-temperature fuel cells
High temperature polymer electrolyte fuel cells, 95–96
High-temperature polymer electrolyte membrane fuel cells

(HT-PEMFC), 515, 516
High-temperature polymer electrolyte membranes,

114–115
High-temperature proton exchange membrane (HTPEM)

fuel cell, 14
polarization curve, 15

High-temperature steam electrolysis (HTSE), 793
Hofmann elimination reaction, 442, 443
Homoacetogenesis, 838
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Homologous expression, 865
Honda, 144
H2S poisoning, 614, 617
Humidified fuel, 633
Hybrid electric vehicles, 20
Hybrid sulfur (HyS) hybrid thermochemical cycle,

1157, 1158
Hybrid sulfur (HyS) process, 508
Hybrid sulfur (Hy-S) thermochemical water splitting

cycle, 792–793
Hybrid thermochemical cycles, 1151
HydA1, 880
HydA2, 880
Hydraulic models, 245
Hydraulic retention time (HRT), 848, 908
Hydrocarbon ionomer membranes

block copolymers, 397–401
composite membranes, 409–410
high-IEC ionomers, rigid rod backbone, 393–397
pendant acidic groups, polymers with, 404–407
sulfonic acid clusters, polymers with, 399–405
superacid groups, 407–409

Hydrocarbon PEMs, 463
Hydro-char, 788
Hydrogen, 515, 1003, 1099

applications, 949
from biomass, 951
characteristics, 948
cost analysis, production, 957
diffusion, 937
market, 948
partial pressures, 937, 939
permeation flux, 937
production, 948, 950
production routes, 951
properties, 947, 948
sustainable energy system, 943
temperature effect, 937

Hydrogen-air fuel cells, 125
Hydrogenase enzymes, 870, 875, 880, 881, 889

crystal structure, 880
molecular weight, 879

Hydrogenases, 920, 926, 929, 931
Hydrogenation, 1, 975, 994–996
Hydrogen carrier, 975
Hydrogen contaminants impacts, 217
Hydrogen energy, 236, 834
Hydrogen evolution/oxidation reaction (HER/HOR), 297

ab initio dynamical simulation, 825
d-band model, 822–823
DFT calculcations, 822, 823
at electrodes modified with molecular catalysts,

827–831
empirical valence bond model, 824
metal-dependent reactivity, 824
molecular-level simulations, 823
at platinum electrodes, 825–827
potential-determining step, 820, 822
Santos–Schmickler approach, 823–825

standard equilibrium potential, 819
Tafel–Volmer mechanism, 822, 823
thermodynamic overvoltage, 820
thermodynamic volcano plot, 821
Volmer–Heyrovsky mechanism, 820, 821

Hydrogen fermentation reactions, using monomers,
838, 839

Hydrogen oxidation reaction (HOR), 87, 92, 96, 104,
173–175, 297, 326, 439

Hydrogen PEMFC vehicle, 323
Hydrogen peroxide (H2O2), 812
Hydrogen photocatalysis data, 1064–1066
Hydrogen-producing bacteria (HPB), 836
Hydrogen production, 801, 1099

algae, 791
aspects, 784
from bio-algae systems, 1
biomass gasification and pyrolysis, 788
costs, 795–796
development and modification, 1109–1117
dissolved additives for, 1115–1117
electrolysis of water, 787–788
fuel cell co-production, 794–795
gasification and pyrolysis of coal and hydrocarbons,

786–787
hydrogen at scale, 796
methods, 1
microalgae (see Microalgae, hydrogen production)
microbial electrolysis cells, 791–792
nuclear-related pathways, 792–793
photocatalysts for, 1107–1109
photolytic, 789–790
photosynthetic bacterial, 790–791
reformation of fossil hydrocarbons and bio-derived

liquids, 784–786
Rh-based supramolecular photocatalysts, 1071–1078
route, 801–802
thermochemical production methods, 793–794
and utilization, 2

Hydrogen production, nuclear energy, 1153
conventional electrolysis, 1154
cost, 1152
hydrogen production plants, safety aspects of,

1159–1160
radiolytic water splitting process, 1153
SCWR for, 1154–1156
VHTR for, 1157–1159

Hydrogen production rate (HPR), 799, 805, 806
Hydrogen production systems, Pd-based membranes,

see Pd-based membrane reactors
Hydrogen productivity, 905
Hydrogen pump, 505
Hydrogen recovery, 799
Hydrogen separation, 994, 1124

integration with, 1130–1131
Hydrogen separation unit (HSU)

configuration, 1134
parasitic loads associated with, 1138–1140
separation and purification, 1133
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Hydrogen storage, 991–993
Hydrogen sulphide (H2S), 964
Hydrogen yield, 799, 905
Hydrolysis, 1151
Hydrophilic/hydrophobic phase separation, 387
Hydrothermal liquefaction (HTL), 990
5-Hydroxymethylfurfural (HMF), 914
Hythane, 833

I
Impregnation technique, 358
Impurity poisoning, 591

boron poisoning, 617, 618
chlorine poisoning, 617, 618
H2S poisoning, 614–617
phosphorus poisoning, 617, 618
siloxane poisoning, 617, 618

Inert gas step addition (ISA)
anodic overpotential, 555–557
cathodic overpotential, 553–555
measurements, 547
overpotential analysis, 547–552
overpotential relations, 557–558

Inhibitors, 905
Injection molded carbon plates, 54–55
Inoculum, for dark fermentation, 846–847
Inorganic membrane reactors, see Membrane

reactors (MRs)
Integrated co-generation system, 996
Integrated planar SOFC stack concept, 766
Interface resistivity, 684
Intermediate temperature gaseous species, 694
Internal combustion engine (ICE), vehicle catalytic

converter, 324
Internal reformation (IR), 1130

configurations, 1135
Internal resistance, 531
Ion and water transport, 177–178
Ion exchange capacity (IEC), 187, 387, 389–391, 423,

425, 431
high-IEC ionomers, 393–397

Ionic channels, 387
Ionic conductivity, 444

Ba2In2O5-based oxide electrolyte, 600
cathode types, 606–607
Gd2O3-doped CeO2 electrolyte, 597
LaGaO3-based oxides electrolyte, 599
La10Si6O27 electrolyte, 601–602
proton-conductive perovskite type oxides electrolyte,

604–605
ScSZ electrolyte, 596
Sm2O3-doped CeO2 electrolyte, 597
yttria-stabilized ZrO2 electrolyte, 594
ZrO2 doped conductors, 594–596

Ionic resistance, 515
Ionic species contamination, 226
Ionomer, 323, 387, 417, 439, 459

ion and water transport, 177–178
membranes, 417

sulfonate groups, 333
thin film, 330–334

Ionomer covered catalyst particle (ICCP) model, 243
Ionomer-Pt interface, 330
Ionomer thin films, PEM, 417, 420

characterization and diagnostic techniques, 421
ionomers comparision, 420
morphology, 426
structure/property relationship, 430
substrate/film interactions, 431
swelling and sorption behavior, 423
thickness regime, 433

Iron phthalocyanine, 351
I-V characteristics, SOFC

alcohol-based fuel, 619
coal gas fuel, 620
protonic conductors, 603

J
Japan’s Ene-Farm program, 118

K
Kilo watts, 515
Kinetic losses, 235
Knudsen diffusion coefficient, 252

L
LaCrO3-based oxide anodes, 611
LaGaO3-based oxides electrolytes, 599
Laminaria digitata, 985
316L and 310 austenitic stainless steel, 536
LaNi0.6Fe0.4O3 (LNF) cathodes, 608
Lanthanum, 749
Lanthanum chromates, 646–647

catalysis, 649–651
conductivity, 647–649
stability, 652

Lanthanum nickel-iron oxide cathodes, 687
Lanthanum strontium cobaltite ferrites (LSCF), 667, 670,

676, 679, 685
Lanthanum strontium manganites (LSM), 668, 670, 674,

676–679, 684–688
La10Si6O27 electrolytes, 600
La0.6Sr0.4Co0.2Fe0.8O3 (LSCF) cathodes, 608
La9.33+xGe6O26+3x/2 (x = 0-2.67) electrolytes, 602
LCA, see Life cycle assessment (LCA)
LCC model, see Lifecycle cost (LCC) model
LCI, see Life cycle inventory (LCI)
LCIA model, see Life cycle impact assessment (LCIA)
LCOE, see Levelized cost of electricity (LCOE)
Levelized cost of electricity (LCOE), 41
Level set (LS) method, 248
Leverett J-function, 256
Levulinic acid, 914
Li-air systems, 21
Life cycle assessment (LCA), 733

goal and scope, 768
phases, 745
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Life-cycle cost (LCC) model, 27, 34, 35
Life cycle impact assessment (LCIA), 27–28, 772

AP2 damage factors, 37–40
commercial buildings, emission, 37
CPP, 40
emission factors, 37–39
environmental and health externalities, 34–37
fuel cells emission factors, 39–40
LCOE, 41–43
MBA, 36, 37, 40
MEF, 36–37

Life cycle inventory (LCI), 733
Lifetime, 195
Light absorption, 1055, 1057–1060
Lignocellulosic biomass, 906, 909–912, 915
Lipid biosynthesis, 881
Liquefaction

of biomass, 954
vs. pyrolysis, 954

Liquid organic hydrogen carrier (LOHC),
992–993

Liquid phase mass transfer rate, 540
Liquid water, in membrane electrode assembly

capillary-based models, 257
pore-scale models, 255
saturation-based models, 256
two-phase flow transport, 255

Ln0.8Sr0.2Co1-yFeyO3-δ cathode
cathodic polarization, 609
electrical conductivity, 608

Loan repayment factor (LRF), 725
Local transport loss, 323, 329
Local transport resistance, 329–330
Los Alamos National Laboratory (LANL), 296
Low equivalent weight (EW) membranes

ionomer chemical modification, 465
mechanical stabilization, 465

Lower heating efficiency (LHV), 204–205
Lowest unoccupiedmolecular orbital

(LUMO), 1055
Low-Pt fuel cell

durability of, 335–336
performance, 328–329

Low-temperature PEM fuel cells, 104

M
Macroalgae, 977, 978, 988–989
Macrocycle, 343
Macro-scale mathematical models, 237
Manganese, 752, 753
Marginal benefit of abatement (MBA), 36, 37, 40
Marginal emission factor (MEF), 36, 37
Marketing issues, SOFCs

applications, 709
APU, 711–712, 726
Bloom Energy, 717–718
Ceramic Fuel Cell Ltd., 718
Ceres Power, 719
cost and availability, 723

distributed generation, 712–714, 725–726
experience/learning curves, 723–725
FuelCell Energy, 717
high-volume field testing and production, 720
interrelated challenges in, 720
large central power plants, 727
large-scale test and demonstration, 720
manufacturing cost calculations, 722–723
micro-CHP, 709–711, 726–727
Mitsubishi Heavy Industries, 718
primary market drivers and estimated

market sizes, 715
REAL-SOFC, 720
reliability, 721, 722
Rolls Royce Fuel Cell Systems, 718
Siemens Westinghouse, 716, 717
Topsoe Fuel Cell, 719, 721
US SECA program, 720, 721
validation and proof, 720
Wärtsilä, 719–720

Mars-van Krevelen-type (MvK) mechanism,
649, 650

Mass transfer, 531, 833
Mass transport losses, 235
Mass-transport phenomenon, 107
Materials degradation, PEMFC

alloy stability, 220
bipolar plates, 226
carbon corrosion, 221
catalyst contaminants, 220
chemical stability, 223
freezing conditions, 226
gas diffusion layer, 222
ionic species contamination, 226
mechanical degradation, 225
micro porous layer, 222
Pt coarsening, 218
seals degration, 227

Mathematical modeling, 235
Matrix, 531
Maximum entropy method (MEM), 581, 582
MBA, see Marginal benefit of abatement (MBA)
m-Dichlorobenzene, 396
Mechanical pretreatment, 910
MEF, see Marginal emission factor (MEF)
Melt/solid polymerization, 480
Membrane electrode assembly (MEA), 27, 103, 173, 195,

197, 323, 326, 458, 477, 491–496
and voltage–loss terms, 174–176

Membrane electrolytes
hydrocarbon ionomer membranes (see Hydrocarbon

ionomer membranes)
PFSA (see Perfluorosulfonic acid (PFSA))

Membrane on catalyst (MOC), 941
Membrane reactors (MRs), 935

benefits, 936
characteristic of, 935
FBMRs, 935
PBMRs, 935
Pd-based membranes
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Membrane targets, 155
MeN4, 355, 358–365
Me–N–C catalysts, 355, 358–365
Metal-air batteries, 21
Metal support cells, 665, 676
Metal-to-ligand charge-transfer (MLCT), 1055, 1058
Metal-to-metal charge-transfer (MMCT), 1055
Methane (CH4), 515, 533, 810, 950, 963
Methanogenesis, 838
Methanol-fed fuel cell, 95
Microalgae, hydrogen production, 865, 977–978, 988

and cyanobacteria, 922, 923
genetic engineering approach, 923–925
mechanisms, 922–923
mutant strains, 926–931
PSII, 930–931
two-stage hydrogen production, sulfur deprivation

technique, 925–926
Microalgal biohydrogen production

bioethics, 893–894
biohydrogen research, 894–895
chlamydomonas reinhardtii for, 869
cyanobacterial biohydrogen production, 868–869
genetic modifications (see Genetic modifications,

biohydrogen production)
green algae biohydrogen production, 869
systems biology approach (see Systems biology

approach, biohydrogen production)
targeted genome engineering (TGE), 889–893

Microalgal chloroplasts, 871
Microbial electrolysis cell (MEC), 791, 799

advantages, 801
ammonium/nitrogen from urine, 810
applications, 808
cathode catalyst, 805
domestic wastewater (DWW) treatment, 808
electrolyte conductivity, 805
fundamentals, 801–803
hydrogen production route, 801
industrial wastewater, 808
main extracellular electron transfer pathways, 803
operating factors, H2 production, 803–808
pH, 804
substrate/fuel source, 804, 805
temperature, 804
thermodynamics and electrochemical

evaluation, 802
valuable products synthesis, 810
voltage, 805

Micro–combined heat and power (micro-CHP), 701,
709, 710, 726–727

domestic application, products for, 710
in Europe, 710, 711
in Japan and South Korea, 711
in North America, 711

Microelectricalmechanical (MEM) systems, 505
Micro-planar SOFCs, 572–574
Micro porous layer (MPL), 174, 201, 222, 240
Micro-scale models, 272

Microtubular SOFCs, 570–572
Minor species, 694–695
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