
Chapter 11
Brown Measure

The Brown measure is a generalization of the eigenvalue distribution for a general
(not necessarily normal) operator in a finite von Neumann algebra (i.e. a von
Neumann algebra which possesses a trace). It was introduced by Larry Brown in
[46], but fell into obscurity soon after. It was revived by Haagerup and Larsen
[85] and played an important role in Haagerup’s investigations around the invariant
subspace problem [87]. By using a “hermitization” idea, one can actually calculate
the Brown measure by M2.C/-valued free probability tools. This leads to an
extension of the algorithm from the last chapter to the calculation of arbitrary
polynomials in free variables. For generic non-self-adjoint random matrix models,
their asymptotic complex eigenvalue distribution is expected to converge to the
Brown measure of the (�-distribution) limit operator. However, because the Brown
measure is not continuous with respect to convergence in �-moments, this is an open
problem in the general case.

11.1 Brown measure for normal operators

Let .M; �/ be a W �-probability space and consider an operator a 2 M . The relevant
information about a is contained in its �-distribution which is by definition the
collection of all �-moments of a with respect to � . In the case of self-adjoint or
normal a, we can identify this distribution with an analytic object, a probability
measure �a on the spectrum of a. Let us first recall these facts.

If a D a� is self-adjoint, there exists a uniquely determined probability measure
�a on R such that for all n 2 N

�.an/ D
Z
R

tnd�a.t/

and the support of �a is the spectrum of a; see also the discussion after equa-
tion (2.2) in Chapter 2.
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264 11 Brown Measure

More general, if a 2 M is normal (i.e. aa� D a�a), then the spectral theorem
provides us with a projection-valued spectral measure Ea, and the Brown measure
is just the spectral measure �a D � ı Ea. Note that in the normal case �a may not
be determined by the moments of a. Indeed, if a D u is a Haar unitary, then the
moments of u are the same as the moments of the zero operator. Of course, their �-
moments are different. For a normal operator a, its spectral measure �a is uniquely
determined by

�.ana�m/ D
Z
C

znNzmd�a.z/ (11.1)

for all m; n 2 N. The support of �a is again the spectrum of a.
We will now try to assign to any operator a 2 M a probability measure �a on its

spectrum, which contains relevant information about the �-distribution of a. This
�a will be called the Brown measure of a. One should note that for non-normal
operators, there are many more �-moments of a than those appearing in (11.1).
There is no possibility to capture all the �-moments of a by the �-moments of
a probability measure. Hence, we will necessarily loose some information about
the �-distribution of a when we go over to the Brown measure of a. It will also
turn out that we need our state � to be a trace in order to define �a. Hence, in
the following, we will only work in tracial W �-probability spaces .M; �/. Recall
that this means that � is a faithful and normal trace. Von Neumann algebras which
admit such faithful and normal traces are usually addressed as finite von Neumann
algebras. If M is a finite factor, then a tracial state � W M ! C is unique on M and
is automatically normal and faithful.

11.2 Brown measure for matrices

In the finite-dimensional case M D Mn.C/, the Brown measure �T for a normal
matrix T 2 Mn.C/, determined by (11.1), really is the eigenvalue distribution of
the matrix. It is clear that in the case of matrices, we can extend this definition to
the general, non-normal case. For a general matrix T 2 Mn.C/, the spectrum �.T /

is given by the roots of the characteristic polynomial

P.�/ D det.�I � T / D .� � �1/ � � � .� � �n/;

where �1; : : : ; �n are the roots repeated according to algebraic multiplicity. In this
case, we have as eigenvalue distribution (and thus as Brown measure)

�T D 1

n
.ı�1 C � � � C ı�n/:

We want to extend this definition of �T to an infinite-dimensional situation. Since
the characteristic polynomial does not make sense in such a situation, we have to
find an analytic way of determining the roots of P.�/ which survives also in an
infinite-dimensional setting.
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Consider

log jP.�/j D log j det.�I � T /j D
nX

iD1

log j� � �i j:

We claim that the function � 7! log j�j is harmonic in Cnf0g and that in general
it has Laplacian

r2 log j�j D 2�ı0 (11.2)

in the distributional sense. Here, the Laplacian is given by

r2 D @2

@�2
r

C @2

@�2
i

;

where �r and �i are the real and imaginary part of � 2 C. (Note that we use
the symbol r2 for the Laplacian, since we reserve the symbol � for the Fuglede-
Kadison determinant of the next section.)

Let us prove this claim on the behaviour of log j�j. For � 6D 0, we write r2 in
terms of polar coordinates

r2 D @2

@r2
C 1

r

@

@r
C 1

r2

@2

@�2

and have

r2 log j�j D
�

@2

@r2
C 1

r

@

@r

�
log r D � 1

r2
C 1

r2
D 0:

Ignoring the singularity at 0, we can write formally
Z

B.0;r/

r2 log j�jd�rd�i D
Z

B.0;r/

div.grad log j�j/d�rd�i

D
Z

@B.0;r/

grad log j�j � ndA

D
Z

@B.0;r/

n
r

� ndA

D 1

r
� 2�r

D 2�:
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That is, Z
B.0;r/

r2 log j�jd�rd�i D 2�;

independent of r > 0. Hence, r2 log j�j must be 2�ı0.

Exercise 1. By integrating against a test function show rigorously that r2 log j�j D
2�ı0 as distributions.

Given the fact (11.2), we can now rewrite the eigenvalue distribution �T in the
form

�T D 1

n
.ı�1 C � � � C ı�n/ D 1

2�n
r2

nX
iD1

log j� � �i j D 1

2�n
r2 log j det.T ��I/j:

(11.3)

As there exists a version of the determinant in an infinite-dimensional setting, we
can use this formula to generalize the definition of �T .

11.3 Fuglede-Kadison determinant in finite von Neumann algebras

In order to use (11.3) in infinite dimensions, we need a generalization of the
determinant. Such a generalization was provided by Fuglede and Kadison [75] in
1952 for operators in a finite factor M ; the case of a general finite von Neumann
algebra is an straightforward extension.

Definition 1. Let .M; �/ be a tracial W �-probability space and consider a 2 M .
Its Fuglede-Kadison determinant �.a/ is defined as follows. If a is invertible, one
can put

�.a/ D expŒ�.log jaj/	 2 .0; 1/;

where jaj D .a�a/1=2. More generally, we define

�.a/ D lim
"&0

exp
�
�
�

log.a�a C "/1=2
�� 2 Œ0; 1/:

By functional calculus and the monotone convergence theorem, the limit always
exists.

This determinant � has the following properties:

ı �.ab/ D �.a/�.b/ for all a; b 2 M .
ı �.a/ D �.a�/ D �.jaj/ for all a 2 M .
ı �.u/ D 1 when u is unitary.
ı �.�a/ D j�j�.a/ for all � 2 C and a 2 M .
ı a 7! �.a/ is upper semicontinuous in norm-topology and in k � kp-norm for all

p > 0.



11.4 Subharmonic functions and their Riesz measures 267

Let us check what this definition gives in the case of matrices, M D Mn.C/,
� D tr. If T is invertible, then we can write

jT j D U

0
B@

t1 : : : 0
:::

: : :
:::

0 : : : tn

1
CA U �;

with ti > 0. Then we have

log jT j D U

0
B@

log t1 : : : 0
:::

: : :
:::

0 : : : log tn

1
CA U �

and

�.T / D exp

�
1

n
.log t1 C � � � C log tn/

�
D n

p
t1 � � � tn D n

p
det jT j D n

p
j det T j:

(11.4)

Note that det jT j D j det T j, because we have the polar decomposition T D V jT j,
where V is unitary and hence j det V j D 1.

Thus, we have in finite dimensions

�T D 1

2�n
r2 log j det.T � �I/j D 1

2�
r2.log �.T � �I//:

So we are facing the question whether it is possible to make sense out of

1

2�
r2.log �.a � �// (11.5)

for operators a in general finite von Neumann algebras, where � denotes the
Fuglede-Kadison determinant. (Here and in the following, we will write a � � for
a � �1.)

11.4 Subharmonic functions and their Riesz measures

Definition 2. A function f W R2 ! Œ�1; 1/ is called subharmonic if

(i) f is upper semicontinuous, i.e.

f .z/ � lim sup
n!1

f .zn/; whenever zn ! zI

(ii) f satisfies the submean inequality: for every circle the value of f at the centre
is less or equal to the mean value of f over the circle, i.e.
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f .z/ � 1

2�

Z 2�

0

f .z C rei� /d� I

(iii) f is not constantly equal to �1.

If f is subharmonic then f is Borel measurable, f .z/ > �1 almost everywhere
with respect to Lebesgue measure and f 2 L1

loc.R2/. One has the following
classical theorem for subharmonic functions; e.g. see [13, 92].

Theorem 3. If f is subharmonic on R
2 � C, then r2f exists in the distributional

sense, and it is a positive Radon measure 
f ; i.e. 
f is uniquely determined by

1

2�

Z
R2

f .�/ � r2'.�/d�rd�i D
Z
C

'.z/d
f .z/ for all ' 2 C 1
c .R2/:

If 
f has compact support, then

f .�/ D 1

2�

Z
C

log j� � zjd
f .z/ C h.�/;

where h is a harmonic function on C.

Definition 4. The measure 
f D r2f is called the Riesz measure of the subhar-
monic function f .

11.5 Definition of the Brown measure

If we apply this construction to our question about (11.5), we get the construction of
the Brown measure as follows. This was defined by L. Brown in [46] (for the case
of factors); for more information, see also [85].

Theorem 5. Let .M; �/ be a tracial W �-probability space. Then we have:

(i) The function � 7! log �.a � �/ is subharmonic.
(ii) The corresponding Riesz measure

�a WD 1

2�
r2 log �.a � �/ (11.6)

is a probability measure on C with support contained in the spectrum of a.
(iii) Moreover, one has for all � 2 C

Z
C

log j� � zjd�a.z/ D log �.a � �/ (11.7)

and this characterizes �a among all probability measures on C.

Definition 6. The measure �a from Theorem 5 is called the Brown measure of a.
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Proof [Sketch of Proof of Theorem 5(i)]: Suppose a 2 M . We want to show that
f .�/ WD log �.a � �/ is subharmonic. We have

�.a/ D lim
"&0

exp
�
�
�

log.a�a C "/1=2
��

:

Thus

log �.a/ D 1

2
lim
"&0

�.log.a�a C "//;

as a decreasing limit as " & 0. So, with the notations

a� WD a � �; f".�/ WD 1

2
�.log.a�

�a� C "//;

we have

f .�/ D lim
"&0

f".�/:

For " > 0, the function f" is a C 2-function, and therefore f" being subharmonic is
equivalent to r2f" � 0 as a function. But r2f" can be computed explicitly:

r2f".�/ D 2"�
�
.a�a�

� C "/�1.a�
�a� C "/�1

�
: (11.8)

Since we have for general positive operators x and y that �.xy/ D �.x1=2yx1=2/

� 0, we see that r2f".�/ � 0 for all � 2 C and thus f" is subharmonic.
The fact that f" & f implies then that f is upper semicontinuous and satisfies

the submean inequality. Furthermore, if � 62 �.a/, then a � � is invertible; hence,
�.a � �/ > 0, and thus f .�/ 6D �1. Hence, f is subharmonic. ut
Exercise 2. We want to prove here (11.8). We consider f".�/ as a function in � and
N�; hence, the Laplacian is given by (where as usual � D �r C i�i)

r2 D @2

@�2
r

C @2

@�2
i

D 4
@2

@ N�@�

where

@

@�
D 1

2

�
@

@�r
� i

@

@�i

�
;

@

@ N� D 1

2

�
@

@�r
C i

@

@�i

�
:
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(i) Show that we have for each n 2 N (by relying heavily on the fact that � is a
trace)

@

@�
�Œ.a�

�a�/n	 D �n�Œ.a�
�a�/n�1a�

� 	

and

@

@ N��Œ.a�
�a�/na�

�	 D �
nX

j D0

�Œ.a�a�
�/j .a�

�a�/n�j 	:

(ii) Prove (11.8) by using the power series expansion of

log.a�
�a� C "/ D log " C log

�
1 C a�

�a�

"

�
:

In the case of a normal operator, the Brown measure is just the spectral measure
� ıEa, where Ea is the projection-valued spectral measure according to the spectral
theorem. In that case, �a is determined by the equality of the �-moments of �a and
of a, i.e. by

Z
C

znNzmd�a.z/ D �.ana�m/ if a is normal

for all m; n 2 N. If a is not normal, then this equality does not hold anymore. Only
the equality of the moments is always true, i.e. for all n 2 N

Z
C

znd�a.z/ D �.an/ and
Z
C

Nznd�a.z/ D �.a�n/:

One should note, however, that the Brown measure of a is in general actually
determined by the �-moments of a. This is the case, since � is faithful and the
Brown measure depends only on � restricted to the von Neumann algebra generated
by a; the latter is uniquely determined by the �-moments of a; see also Chapter 6,
Theorem 6.2.

What one can say in general about the relation between the �-moments of �a and
of a is the following generalized Weyl Inequality of Brown [46]. For any a 2 M

and 0 < p < 1, we have

Z
C

jzjpd�a.z/ � kakp
p D �.jajp/:

This was strengthened by Haagerup and Schultz [87] in the following way: If Minv

denotes the invertible elements in M , then we actually have for all a 2 M and every
p > 0 that
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Z
C

jzjpd�a.z/ D inf
b2Minv

kbab�1kp
p :

Note here that because of �.bab�1/ D �.a/, we have �bab�1 D �a for b 2 Minv .

Exercise 3. Let .M; �/ be a tracial W �-probability space and a 2 M . Let p.z/ be
a polynomial in the variable z (not involving Nz), hence p.a/ 2 M . Show that the
Brown measure of p.a/ is the push-forward of the Brown measure of a, i.e. �p.a/ D
p�.�a/, where the push-forward p�.
/ of a measure 
 is defined by p�.
/.E/ D

.p�1.E// for any measurable set E.

The calculation of the Brown measure of concrete non-normal operators is
usually quite hard, and there are not too many situations where one has explicit
solutions. We will in the following present some of the main concrete results.

11.6 Brown measure of R-diagonal operators

R-diagonal operators were introduced by Nica and Speicher [136]. They provide a
class of, in general non-normal, operators which are usually accessible to concrete
calculations. In particular, one is able to determine their Brown measure quite
explicitly.

R-diagonal operators can be considered in general �-probability spaces, but we
will restrict here to the tracial W �-probability space situation; only there the notion
of Brown measure makes sense.

Definition 7. An operator a in a tracial W �-probability space .M; �/ is called R-
diagonal if its only non-vanishing �-cumulants (i.e. cumulants where each argument
is either a or a�) are alternating, i.e. of the form �2n.a; a�; a; a�; : : : ; a; a�/ D
�2n.a�; a; a�; a : : : ; a�; a/ for some n 2 N.

Main examples for R-diagonal operators are Haar unitaries and Voiculescu’s
circular operator. With the exception of multiples of Haar unitaries, R-diagonal
operators are not normal. One main characterization [136] of R-diagonal operators
is the following: a is R-diagonal if and only if a has the same �-distribution as up

where u is a Haar unitary, p � 0, and u and p are �-free. If ker.a/ D f0g, then
this can be refined to the characterization that R-diagonal operators have a polar
decomposition of the form a D ujaj, where u is Haar unitary and jaj is �-free
from u.

The Brown measure of R-diagonal operators was calculated by Haagerup and
Larsen [85]. The following theorem contains their main statements on this.

Theorem 8. Let .M; �/ be a tracial W �-probability space and a 2 M be R-
diagonal. Assume that ker.a/ D f0g and that a�a is not a constant operator. Then
we have the following:

(i) The support of the Brown measure �a is given by

supp.�a/ D fz 2 C j ka�1k�1
2 � jzj � kak2g; (11.9)

where we put ka�1k�1
2 D 0 if a�1 62 L2.M; �/.
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(ii) �a is invariant under rotations about 0 2 C.
(iii) For 0 < t < 1, we have

�a.B.0; r// D t for r D 1p
Sa�a.t � 1/

; (11.10)

where Sa�a is the S -transform of the operator a�a and B.0; r/ is the open disk
with radius r .

(iv) The conditions (i), (ii), and (iii) determine �a uniquely.
(v) The spectrum of an R-diagonal operator a coincides with supp.�a/ unless

a�1 2 L2.M; �/nM in which case supp.�a/ is the annulus (11.9), while the
spectrum of a is the full closed disk with radius kak2.

For the third part, one has to note that

t 7! 1p
Sa�a.t � 1/

maps .0; 1/ onto .ka�1k�1
2 ; kak2/.

11.6.1 A little about the proof

We give some key ideas of the proof from [85]; for another proof, see [158].
Consider � 2 C and put ˛ WD j�j. A key point is to find a relation between �jaj

and �ja��j. For a probability measure � , we denote its symmetrized version by Q� ,
i.e. for any measurable set E, we have Q�.E/ D .�.E/ C �.�E//=2. Then one has
the relation

Q�ja��j D Q�jaj �
1

2
.ı˛ C ı�˛/; (11.11)

or in terms of the R-transforms:

R Q�
ja��j

.z/ D R Q�
jaj

.z/ C
p

1 C 4˛2z2 � 1

2z
:

Hence, �jaj determines �ja��j, which determines

Z
C

log j� � zjd�a.z/ D log �.a � �/ D log �.ja � �j/ D
Z 1

0

log.t/d�ja��j.t/:
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Exercise 4. Prove (11.11) by showing that if a is R-diagonal then the matrices

�
0 a

a� 0

�
and

�
0 �
N� 0

�

are free in the .M2.C/ ˝ M; tr ˝ �/.

11.6.2 Example: circular operator

Let us consider, as a concrete example, the circular operator c D .s1 C is2/=
p

2,
where s1 and s2 are free standard semi-circular elements.

The distribution of c�c is free Poisson with rate 1, given by the densityp
4 � t=2�t on Œ0; 4	, and thus the distribution �jcj of the absolute value jcj is the

quarter-circular distribution with density
p

4 � t 2=� on Œ0; 2	. We have kck2 D 1

and kc�1k2 D 1, and hence the support of the Brown measure of c is the closed
unit disk, supp.�c/ D B.0; 1/. This coincides with the spectrum of c.

In order to apply Theorem 8, we need to calculate the S -transform of c�c. We
have Rc�c.z/ D 1=.1 � z/, and thus Sc�c.z/ D 1=.1 C z/ (because z 7! zR.z/
and w 7! wS.w/ are inverses of each other; see [137, Remark 16.18] and also the
discussion around [137, Eq. (16.8)]). So, for 0 < t < 1, we have Sc�c.t � 1/ D 1=t .
Thus, �c.B.0;

p
t // D t , or, for 0 < r < 1, �c.B.0; r// D r2. Together with

the rotation invariance, this shows that �c is the uniform measure on the unit disk
B.0; 1/.

11.6.3 The circular law

The circular law is the non-self-adjoint version of Wigner’s semi-circle law.
Consider an N � N matrix where all entries are independent and identically
distributed. If the distribution of the entries is Gaussian, then this ensemble is
also called Ginibre ensemble. It is very easy to check that the �-moments of the
Ginibre random matrices converge to the corresponding �-moments of the circular
operator. So it is quite plausible to expect that the Brown measure (i.e. the eigenvalue
distribution) of the Ginibre random matrices converges to the Brown measure of
the circular operator, i.e. to the uniform distribution on the disk. This statement is
known as the circular law. However, one has to note that the above is not a proof for
the circular law, because the Brown measure is not continuous with respect to our
notion of convergence in �-distribution. One can construct easily examples where
this fails.
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Exercise 5. Consider the sequence .TN /N �2 of nilpotent N � N matrices

T2 D
�

0 1

0 0

�
; T3 D

0
@0 1 0

0 0 1

0 0 0

1
A ; T4 D

0
BB@

0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0

1
CCA ; T5 D

0
BBBBB@

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

0 0 0 0 0

1
CCCCCA

; � � �

Show that,

ı with respect to tr, TN converges in �-moments to a Haar unitary element,
ı the Brown measure of a Haar unitary element is the uniform distribution on the

circle of radius 1,
ı but the asymptotic eigenvalue distribution of TN is given by ı0.

However, for nice random matrix ensembles, the philosophy of convergence
of the eigenvalue distribution to the Brown measure of the limit operator seems
to be correct. For the Ginibre ensemble, one can write down quite explicitly its
eigenvalue distribution, and then it is easy to check the convergence to the circular
law. If the distribution of the entries is not Gaussian, then one still has convergence
to the circular law under very general assumptions (only second moment of the
distribution has to exist), but proving this in full generality has only been achieved
recently. For a survey on this, see [42, 171].

11.6.4 The single ring theorem

There are also canonical random matrix models for R-diagonal operators. If one
considers on (non-self-adjoint) N � N matrices a density of the form

PN .A/ D const � e� N
2 Tr.f .A�A//;

then one can check, under suitable assumptions on the function f , that the
�-distribution of the corresponding random matrix A converges to an R-diagonal
operator (whose concrete form is of course determined in terms of f ). So again one
expects that the eigenvalue distribution of those random matrices converges to the
Brown measure of the limit R-diagonal operator, whose form is given in Theorem 8.
(In particular, this limiting eigenvalue distribution lives on an, possibly degenerate,
annulus, i.e. a single ring, even if f has several minima.) This has been proved
recently by Guionnet, Krishnapur, and Zeitouni [82].
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11.7 Brown measure of elliptic operators

An elliptic operator is of the form a D ˛s1 C iˇs2, where ˛; ˇ > 0 and s1 and s2 are
free standard semi-circular operators. An elliptic operator is not R-diagonal, unless
˛ D ˇ (in which case it is a circular operator). The following theorem was proved
by Larsen [116] and by Biane and Lehner [38].

Theorem 9. Consider the elliptic operator

a D .cos �/s1 C i.sin �/s2; 0 < � <
�

2
:

Put � WD cos.2�/ and � D �r C i�i: Then the spectrum of a is the ellipse

�.a/ D
�

� 2 C j �2
r

.1 C �/2
C �2

i

.1 � �/2
� 1

	
;

and the Brown measure �a is the measure with constant density on �.a/:

d�a.�/ D 1

�.1 � �2/
1�.a/.�/d�rd�i:

11.8 Brown measure for unbounded operators

The Brown measure can also be extended to unbounded operators which are
affiliated to a tracial W �-probability space; for the notion of “affiliated operators”,
see our discussion before Definition 8.15 in Chapter 8. This extension of the Brown
measure was done by Haagerup and Schultz in [86].

� and �a can be defined for unbounded a provided
R 1

1
log.t/d�jaj.t/ < 1, in

which case

�.a/ D exp

�Z 1

0

log.t/d�jaj.t/
�

2 Œ0; 1/;

and the Brown measure �a is still determined by (11.7).

Example 10. Let c1 and c2 be two �-free circular elements and consider a WD c1c�1
2 .

If c1; c2 live in the tracial W �-probability space .M; �/, then a 2 Lp.M; �/ for
0 < p < 1. In this case, �.a � �/ and �a are well defined. In order to calculate
�a, one has to extend the class of R-diagonal operators and the formulas for their
Brown measure to unbounded operators. This was done in [86]. Since the product
of an R-diagonal element with a � free element is R-diagonal, too, we have that a is
R-diagonal. So to use (the unbounded version of) Theorem 8, we need to calculate
the S -transform of a�a. Since with c2, also its inverse c�1

2 is R-diagonal, we have
Sjaj2 D Sjc1j2Sjc�1

2 j2 . The S -transform of the first factor is Sjc1j2 .z/ D 1=.1 C z/;

compare Section 11.6.2. Furthermore, the S -transforms of x and x�1 are, for
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positive x, in general related by Sx.z/ D 1=Sx�1 .�1 � z/. Since jc�1
2 j2 D jc�

2 j�2

and since c�
2 has the same distribution as c2, we have that Sjc�1

2 j2 D Sjc2j�2 and thus

Sjc�1
2 j2 .z/ D Sjc2j�2 D 1

Sjc2j2 .�1 � z/
D 1

1
1�1�z

D �z:

This gives then Sjaj2 .z/ D �z=.1 C z/, for �1 < z < 0, or Sjaj2 .t � 1/ D
.1 � t /=t for 0 < t < 1. So our main formula (11.10) from Theorem 8 gives
�a.B.0;

p
t=.1 � t /// D t or �a.B.0; r// D r2=.1 C r2/. We have kak2 D 1 D

ka�1k2, and thus supp.�a/ D C. The above formula for the measure of balls gives
then the density

d�a.�/ D 1

�

1

.1 C j�j2/2
d�rd�i: (11.12)

For more details and, in particular, proofs of the above used facts about R-diagonal
elements and the relation between Sx and Sx�1 , one should see the original paper of
Haagerup and Schultz [86].

11.9 Hermitization method: using operator-valued free probability for
calculating the Brown measure

Note that formula (11.7) for determining the Brown measure can also be written as

Z
C

log j� � zjd�a.z/ D log �.a � �/ D log �.ja � �j/ D
Z 1

0

log.t/d�ja��j.t/:

(11.13)

This tells us that we can understand the Brown measure of a non-normal operator a

if we understand the distributions of all Hermitian operators ja � �j for all � 2 C

sufficiently well. In the random matrix literature, this idea goes back at least to
Girko [77] and is usually addressed as hermitization method. A contact of this idea
with the world of free probability was made on a formal level in the works of Janik,
Nowak, Papp, and Zahed [103] and of Feinberg and Zee [71]. In [24], it was shown
that operator-valued free probability is the right frame to deal with this rigorously.
(Examples for explicit operator-valued calculations were also done before in [1].)
Combining this hermitization idea with the subordination formulation of operator-
valued free convolution allows then to calculate the Brown measure of any (not just
self-adjoint) polynomial in free variables.

In order to make this connection between Brown measure and operator-valued
quantities more precise, we first have to rewrite our description of the Brown
measure. In Section 11.5, we have seen that we get the Brown measure of a as
the limit for " ! 0 of

r2f".�/ D 2"�
�
.a�a�

� C "/�1.a�
�a� C "/�1

�
; where a� WD a � �:
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This can also be reformulated in the following form (compare [116], or Lemma 4.2
in [1]: Let us define

G";a.�/ WD �
�
.� � a/��

.� � a/.� � a/� C "2
��1�

: (11.14)

Then

�";a D 1

�

@

@ N�G";a.�/ (11.15)

is a probability measure on the complex plane (whose density is given by r2f"),
which converges weakly for " ! 0 to the Brown measure of a.

In order to calculate the Brown measure, we need G";a.�/ as defined in (11.14).
Let now

A D
�

0 a

a� 0

�
2 M2.M/:

Note that A is self-adjoint. Consider A in the M2.C/-valued probability space with
respect to E D id ˝ � W M2.M/ ! M2.C/ given by

E


�
a11 a12

a21 a22

��
D

�
�.a11/ �.a12/

�.a21/ �.a22/

�
:

For the argument


" D
�

i" �
N� i"

�
2 M2.C/

consider now the M2.C/-valued Cauchy transform of A

GA.
"/ D E
�
.
" � A/�1

� DW
�

g11."; �/ g12."; �/

g21."; �/ g22."; �/

�
:

One can easily check that .
" � A/�1 is actually given by
� �i"..� � a/.� � a/� C "2/�1 .� � a/..� � a/�.� � a/ C "2/�1

.� � a/�..� � a/.� � a/� C "2/�1 �i"..� � a/�.� � a/ C "2/�1

�
;

and thus we are again in the situation that our quantity of interest is actually one
entry of an operator-valued Cauchy transform: G";a.�/ D g21."; �/ D ŒGA.
"/	21.

11.10 Brown measure of arbitrary polynomials in free variables

So in order to calculate the Brown measure of some polynomial p in self-adjoint
free variables, we should first hermitize the problem by going over to self-adjoint
2 � 2 matrices over our underlying space, and then we should linearize the
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problem on this level and use finally our subordination description of operator-
valued free convolution to deal with this linear problem. It might be not so clear
whether hermitization and linearization go together well, but this is indeed the
case. Essentially we do here a linearization of an operator-valued model instead
of a scalar-valued one: we have to linearize a polynomial in matrices. But the
linearization algorithm works in this case as well. As the end is near, let us illustrate
this just with an example. For more details, see [95].

Example 11. Consider the polynomial a D xy in the free self-adjoint variables
x D x� and y D y�. For the Brown measure of this a, we have to calculate the
operator-valued Cauchy transform of

A D
�

0 a

a� 0

�
D

�
0 xy

yx 0

�
:

In order to linearize this, we should first write it as a polynomial in matrices of x

and matrices of y. This can be achieved as follows:

�
0 xy

yx 0

�
D

�
x 0

0 1

� �
0 y

y 0

� �
x 0

0 1

�
D XYX;

which is a self-adjoint polynomial in the self-adjoint variables

X D
�

x 0

0 1

�
and Y D

�
0 y

y 0

�
:

This self-adjoint polynomial XYX has a self-adjoint linearization

0
@ 0 0 X

0 Y �1

X �1 0

1
A :

Plugging in back the 2 � 2 matrices for X and Y , we get finally the self-adjoint
linearization of A as

0
BBBBBBB@

0 0 0 0 x 0

0 0 0 0 0 1

0 0 0 y �1 0

0 0 y 0 0 �1

x 0 �1 0 0 0

0 1 0 �1 0 0

1
CCCCCCCA

D

0
BBBBBBB@

0 0 0 0 x 0

0 0 0 0 0 1

0 0 0 0 �1 0

0 0 0 0 0 �1

x 0 �1 0 0 0

0 1 0 �1 0 0

1
CCCCCCCA

C

0
BBBBBBB@

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 y 0 0

0 0 y 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

1
CCCCCCCA

:

We have written this as the sum of two M6.C/-free matrices, both of them being
self-adjoint. For calculating the Cauchy transform of this sum, we can then use
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Fig. 11.1 Brown measure (left) of p.x; y; z/ D xyz � 2yzx C zxy with x; y; z free semicircles,
compared to histogram (right) of the complex eigenvalues of p.X; Y; Z/ for independent Wigner
matrices with N D 5000
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Fig. 11.2 Brown measure (left) of p.x; y/ D x C iy with x; y free Poissons of rate 1, compared
to histogram (right) of the complex eigenvalues of p.X; Y / for independent Wishart matrices X

and Y with N D 5000

again the subordination algorithm for the operator-valued free convolution from
Theorem 10.5. Putting all the steps together gives an algorithm for calculating the
Brown measure of a D xy. One might note that in the case where both x and y

are even elements (i.e. all odd moments vanish), the product is actually R-diagonal;
see [137, Theorem 15.17]. Hence, in this case, we even have an explicit formula
for the Brown measure of xy, given by Theorem 8 and the fact that we can calculate
the S -transform of a�a in terms of the S -transforms of x and of y.

Of course, we expect that the eigenvalue distribution of our polynomial evaluated
in asymptotically free matrices (like independent Wigner or Wishart matrices)
should converge to the Brown measure of the polynomial in the corresponding
free variables. However, as was already pointed out before (see the discussion
around Exercise 5), this is not automatic from the convergence of all �-moments,
and one actually has to control probabilities of small eigenvalues during all of
the calculations. Such controls have been achieved in the special cases of the
circular law or the single ring theorem. However, for an arbitrary polynomial in
asymptotically free matrices, this is an open problem at the moment.
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In Figs. 11.1, 11.2 and 11.3, we give for some polynomials the Brown measure
calculated according to the algorithm outlined above, and we also compare this
with histograms of the complex eigenvalues of the corresponding polynomials in
independent random matrices.
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