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  Pref ace    

 The focus of this book is to provide a clear understanding of how the proteins in 
HIV-1 can be analyzed by proteomic approaches and cover some of the accomplish-
ments produced by this powerful technique. Being in the fi eld, we believe that much 
can be learned from the comprehensive study of proteins and their modifi cations. 
Throughout our combined careers, we have seen many scientifi c advances that were 
initiated by protein-focused research of HIV-1. To convey this appreciation for this 
topic, we have set out to compile expert views of HIV-1 proteomics. The target audi-
ences for this book are those non-expert readers who desire a comprehensive but 
technically understandable view of the fi eld, those in associated fi elds who want a 
deeper theoretical understanding and an entree into in-depth technical literature and 
resources through review references, and experts in the fi eld who are interested in 
key points of interest and confl ict in HIV-1 proteomics as well as current directions 
in the fi eld. We hope you enjoy this work.  

   Baltimore, MD, USA    David     R.  M.     Graham      
Frederick, MD, USA    David     E.     Ott    
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    Chapter 1   
 Introduction: HIV-1 Proteomics, Why Should 
One Care?                     

     David     E.     Ott         

   This book focuses on applying proteomics to the study of the HIV-1 virion and its 
associated proteins. Before we go further, it is important to understand why this 
topic is worthy of a book or a researcher’s effort to read it. Proteomics, the detection 
of the constellation of proteins and their posttranslational modifi cations in complex 
samples from organisms, has been used for years to comprehensively analyze pro-
tein samples to better understand basic biology and for medical research aimed at 
developing new and improved diagnostic procedures and therapies. 

 Despite the analytical power and potential of this important technology, these 
approaches have only recently been applied to the study of HIV-1 virions. HIV-1, 
like most RNA viruses, has a small genome, encoding just nine proteins. To com-
pensate for this constraint, retroviruses use several unusual mechanisms to produce 
multifunctional proteins by differential splicing, alternative translational initiation/
internal ribosomal entry site (IRES) usage, protease processing, translation frame-
shifting/nonsense codon suppression, and posttranslational modifi cation [ 1 ,  2 ]. 
Many of these processes are well known now, but initially many of these now rou-
tinely understood cellular mechanisms for maximizing protein expression from a 
limited genome and modifi cation in mammalian systems such as frameshifting [ 3 ] 
and myristylation [ 4 ] were initially observed in studying retroviral proteins. Thus, 
the study of retroviral proteins and their modifi cations has yielded many important 
discoveries. Yet these advances were made with traditional methods which, though 
still quite useful, remain constrained by relatively low sensitivity and limited 
throughput. Thus, even though much progress has been made in HIV-1 “pro-
teomics,” there are still many potential modifi cations and secrets of HIV-1 proteins 

        D.  E.   Ott ,  Ph.D.      (*) 
  Leidos Biomedical Research, Inc. ,  Frederick National Laboratory 
for Cancer Research ,   1050 Boyles Street ,  Frederick ,  MD   21702 ,  USA   
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that remain to be discovered. High sensitivity and comprehensive mass spectrome-
try methods have the power and the capacity to search out and fi nd these potentially 
undiscovered species and increase our understanding of HIV-1 and, in a wider 
sense, biology as a whole. 

 In addition to just the cellular proteins, HIV-1 also interacts with and sometimes 
acquires cellular proteins during assembly. These proteins can provide essential 
functions that support viral replication, either in assembly, infection, or immune 
evasion. Therefore, in addition simply the viral proteins in virus particles, the rep-
ertoire of the cellular proteins in the virion also can provide important information 
for understanding HIV-1 biology. Finally, HIV-1 as a lentivirus is a complex retro-
virus with several proteins that modulate the various systems. Upon HIV-1 infec-
tion, expression of several of its proteins, some of which are not signifi cantly 
incorporated into the virion, interferes the cellular signaling and cycling pathways. 
This represents a topic ripe for study with of various infected cell types with pro-
teomic approaches to better understand the as yet elusive mechanisms for HIV-1 
pathogenesis and cell killing. 

 In light of these aspects, proteomics offers a unique approach to:

•    Understand HIV-1 viral assembly  
•   Understand HIV-1 infection/immune escape  
•   Understand HIV-1 pathogenesis  
•   Produce better drugs or therapies against HIV-1 and its related pathogenesis  
•   Design/produce effective vaccines    

 In light of these potential benefi ts, HIV-1 proteomics is a fi eld that holds great 
promise to solve the various riddles and puzzles of this very important human 
pathogen and to combat the AIDS pandemic. Given all of these factors, the under-
standing how proteomics has been used and continues to be a vital tool for HIV-1 
biology is important for anyone who wants a well-rounded view of HIV-1 research 
and biology. To this end, this book covers the proteomic analysis of HIV-1, its 
achievements, its challenges, its applications, and its potential for future 
directions.    

   References 

    1.    Sundquist WI, Krausslich HG. HIV-1 assembly, budding, and maturation. Cold Spring Harb 
Perspect Med. 2012;2(7):a006924.  

    2.    Karn J, Stoltzfus CM. Transcriptional and posttranscriptional regulation of HIV-1 gene expres-
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    3.    Jacks T, Power MD, Masiarz FR, Luciw PA, Barr PJ, Varmus HE. Characterization of ribo-
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    Chapter 2   
 HIV-1 Biology at the Protein Level                     

     David     E.     Ott         

      The Benefi ts of HIV-1 Protein Study 

 To understand a biological entity, one primarily needs to understand its nature and 
composition. Thus, one of the fi rst experiments carried out after identifying a new 
virus is to examine its protein content because that is the critical part of the virus 
that will lead to an understanding of its biology, open up ways for diagnosis, and 
guide the development of antiviral strategies. Yes, we rightly classify viruses based 
on their genome: DNA, RNA, double strand, single strand, plus, or minus, and these 
nucleic acids encode proteins as well as other genetic elements such as microRNAs 
which, along with proteins, regulate gene expression. Yet, it is the proteins in the 
virions that catalytically carry out the replication cycle, induce immune responses 
that can be helpful or detrimental to the host, cause pathogenic effects in the host, 
and provide for vaccine and drug therapeutic targets. One of the reasons why HIV-1 
antivirals were produced so rapidly after the discovery of HIV/AIDS was that we 
already had an extensive understanding of retroviruses from data gathered from 
intensive protein analysis of avian, murine, equine, feline, and other viruses, which 
provided the basic understanding of retroviral biology, from how they replicate and 
their essential enzymatic reactions to the serological responses against them that are 
induced in the host. It is important to note that retroviruses led to the discovery of 
oncogenes since they can recombine with and, thus, transduce cells with cellular 
regulatory genes that were acquired by the virus during reverse transcription [ 1 ,  2 ]. 
In fact, before the term retroviruses was coined, most were isolated from tumors or 
leukemias, e.g., Rous sarcoma virus and murine leukemia virus, and placed under 
the umbrella term RNA tumor viruses. Thus, retroviral protein studies also greatly 
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contributed to the genetics of cancer, signal transduction, differentiation, and cell 
cycle control [ 1 ,  2 ]. The previous groundwork with retroviruses also saved many 
lives during the early stages of the AIDS crisis by accelerating the design and pro-
duction of the HIV-1-induced antibody screening test [ 3 ]. The rapid development of 
this test, from virus discovery in 1983 [ 4 ] to commercial test in 1985, reduced an 
immeasurably large number of new infections by protecting the donated blood sup-
ply and providing diagnostic screening for at-risk people to identify AIDS carriers. 
Additionally, biochemical understanding of the reverse transcriptase process 
resulted in the use of the fi rst antiviral, AZT/zidovudine, in 1987 [ 5 ,  6 ] only 4 years 
post discovery, a remarkably rapid drug development for a new pathogen. Later, 
more effective antiviral therapies targeting protease [ 7 ] were approved in 1995 [ 8 ], 
and the early forms of the current clinical antiviral therapy, highly active antiviral 
therapy (HAART aka CART) [ 9 ], were developed soon after in 1996. HAART uses 
combinations of multiple classes of drugs that initially targeted reverse transcriptase 
and protease by different mechanisms to combat the mutation-driven HIV resistance 
to single-drug therapy. Viruses developing resistance to one class have to also have 
resistance to the others to replicate effi ciently. Antivirals against other targets includ-
ing integrase [ 10 ] and Env [ 11 ] have been developed and are now used in HAART/
CART regimens. The foundation of all of these advances is based on an impressive 
understanding of the basic biochemistry and structure of the viral proteins. 

    Evolution of Retroviral Biochemistry 

 The biochemical study of retroviruses began during the late 1960s and evolved 
through the 1990s [ 12 – 16 ]. Please note that in this book, the term retroviruses will 
refer to only orthoretroviruses which include HIV-1. The spumaretroviruses/foamy 
viruses [ 17 ], which are similar yet have several important replication differences, 
are not discussed in this book. Initially, proteins were studied by rudimentary tech-
niques. Indeed, the essential retroviral biochemistry study that uncovered the basis 
for the paradigm-shifting discovery of a polymerase, retroviral reverse transcrip-
tase, that reverses the “central dogma” of molecular biology was achieved by clas-
sical biochemical enzymatic assays on extracts of partially purifi ed murine and 
avian retroviral particles [ 18 ,  19 ]. The advent of SDS-polyacrylamide gel electro-
phoresis in 1965 revolutionized protein analysis, greatly improving separation and 
resolution by molecular mass [ 20 ]. Applying this to retroviral virions provided the 
fi rst looks into its proteome. In fact, the retroviral proteins are still referred to by 
some by their molecular mass, e.g., p24 or gp120. Subsequent advancement in tech-
nology such as large-scale virus purifi cation combined with immunoblotting, meta-
bolic radiolabeling, Edman degradation sequencing, and amino acid analysis 
allowed for a remarkable characterization of the proteins in retroviral particles. 
Contrary to the ease at which nucleic acids are sequenced to deduce protein sequence 
today, many of the fi rst full sequences of retroviral proteins were produced by pains-
taking protein sequencing methods. Several protein modifi cations of viral proteins 
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by the cell as well as the viral protease processing sites were also uncovered by 
these protein sequencing analyses, information that cannot be revealed by sequenc-
ing DNA. Therefore, even though amazing technical nucleic acid efforts, such as the 
human genome project, have provided a wealth of information, studying the pro-
teins themselves is still vital as the virus has many tricks that it plays with its 
genome. So although nucleic acid-based methods reigned in biology in the late 
1980s through the mid-2000s, the analysis of the proteins, the active agents in the 
cell, in the form of high-power mass spectrometry to carry out “proteomic” analy-
sis, i.e., a detailed and refi ned analysis of each individual protein in a complex 
mixture, ushered in new appreciation for protein study. 

 The analysis of HIV-1-associated proteins has been a crucial part of studying 
human immunodefi ciency virus type 1 from the beginning. At the time of the discov-
ery of HIV-1 in 1983, it was fortunate that the methods and ability to analyze retro-
viral proteins were already in place. These consisted of what would now be considered 
classical biochemistry: immunoblots, immunoprecipitation, column chromatogra-
phy, amino acid analysis, and degradative protein sequencing (presented in this chap-
ter). In contrast, mass spectrometry was mostly confi ned to relatively small molecules. 
Unlike today, the rather primitive computers of the day also played a role in limiting 
its technical abilities. Rapidly applying biochemistry steered by the prior knowledge 
of retrovirology to this “new” virus that caused AIDS brought forth a fountain of 
basic information about HIV-1: protein makeup of the virion, protein sequence, iden-
tifi cation and characterization of critical of enzymes, and detection of new retroviral 
proteins. In turn, this information along with contributions from other fi elds gener-
ated the AIDS test and drugs that have saved so many lives. While classical biochem-
istry remains a powerful set of techniques that are still invaluable to protein analysis, 
mass spectrometry techniques have breathtakingly evolved (presented in Part II), 
emerging as a dynamic, multifaceted tool that allows for highly sensitive, high-
throughput analyses of proteins present in complex mixtures, approaches often 
placed under the banner proteomics. Yet despite these new courses of study made 
possible by advanced mass spectrometry, the classical approaches either by them-
selves or in conjunction with mass spectrometry still remain vital tools. There are 
experiments that mass spectrometry still cannot carry out. Thus the classical and the 
new are more complementary rather than redundant.   

    HIV-1 Virus Genome and Its Proteins: Basics 

 Retroviral particles are composed of proteins, RNA, and lipids [ 21 ]. While RNA, 
both viral genomic RNA and a host primer tRNA, and lipids are required for infec-
tious particle formation, the viral proteins in the virion do the critical work in repli-
cation and, thus, are the most studied components of the virion. As with most RNA 
viruses, genome coding capacity is at a premium due to the instability of RNA; 
therefore, HIV-1 produces these proteins in an effi cient, temporally managed fash-
ion that is a tour de force in economy and design, using nearly all of the tricks 
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available in mammalian biology that provide for the parsimonious production of 
protein activities: protease processing, frameshifting, differential RNA splicing, 
regulated mRNA nuclear export, overlapping ORFs, alternative translation initia-
tion, and internal ribosomal entry sites [ 22 – 24 ]. HIV-1 produces one unspliced 
RNA encoding multiple proteins in all three reading frames (Fig.  2.1 ) and six 
spliced RNAs. Using several approaches, these RNAs produce three polyproteins, 
each essential for infectivity, as well as six additional proteins that assist in HIV-1 
replication. Thus, the virus-encoded proteome of HIV-1 appears to be relatively 
small, nine proteins (Fig.  2.1 ) that include polyproteins which are further processed 

  Fig. 2.1    Organization of the HIV-1 genome and HIV-1 virion proteins. ( a ) The organization of the 
HIV-1 genomic open reading frames is presented with proteins expressed from unspliced genomic 
RNA in  orange , single-spliced RNA in  green , and multiply spliced RNA in  blue . ( b ) Diagram of the 
viral proteins incorporated into virions. Unless indicated otherwise, all internal  vertical lines  in protein 
diagrams denote HIV-1 protease cleavage sites. The GagPol frame shift site is denoted by an  arrow  
and labeling. Color scheme for RNA splicing is as above. Myristyl modifi cation is denoted in red       
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by proteases to provide for the full major complement of 22 distinct peptides from 
which 15 functional proteins are made [ 23 ,  24 ]. All of the essential structural pro-
teins, i.e., those minimally required within an infectious particle, are produced fi rst 
as polyproteins, which are cleaved into several smaller mature proteins by a coordi-
nated process that ensures proper folding to carry out replication. These critical 
proteins, Gag, GagPol, and Env, are expressed, processed, and incorporated into 
virions by all retroviruses. In addition to the Gag, GagPol, and Env polyproteins and 
their mature processed forms, two proteins, Vpr and Nef, that are unique to HIV-1 
and the closely related HIV-2 and simian immunodefi ciency virus (SIV) are also 
incorporated into virions. The other four initially expressed proteins act in the 
infected cell, enhancing and regulating transcription/splicing [ 22 ] as well as altering 
cellular processes and defeating innate defenses [ 25 ,  26 ]. The remainder of this 
chapter will focus on those proteins that are found in the virion, thus readily studied 
by protein analysis of virus particles.

       Viral Proteins in HIV-1 Virions 

 The most abundant protein in the virion is Gag and its mature protein products [ 15 , 
 16 ,  27 ]. Gag is the only retroviral protein that is strictly required to produce “virus-
like” particles; Gag drives particle formation through strong intermolecular interac-
tions with other Gag molecules, with RNA, and with plasma membrane lipids 
through which the particle buds acquire a host-derived membrane envelope. During 
this budding process, the viral surface glycoprotein, Env, which provides for target 
cell binding and entry into the host cell, is also brought into the virion with the 
plasma membrane [ 15 ,  16 ,  27 ]. The Env precursor is incorporated into the virion at 
lower levels than Gag [ 28 ], cleaved in the late Golgi apparatus, forming a surface 
glycoprotein (SU) that is noncovalently attached to a transmembrane (TM) protein 
that trimerizes to form Env complexes. Env trimers on the surface of the virion bind 
receptors (CD4 and CXCR4 or CCR5) on host cells and induce a fusion event, 
which empties the infection machinery into the cell (Fig.  2.2 ).

   Unlike the Gag proteins, only small amounts of the enzymatic proteins of the 
virus are needed [ 15 ,  16 ,  27 ], protease (which processes Gag and GagPol during 
virion maturation), reverse transcriptase (which converts the genomic RNA into 
viral DNA using a complex series of DNA polymerization steps), and integrase 
(which places the viral DNA into the host chromosomal DNA to form the provirus 
that expresses the viral RNAs for another round of replication). To express the 
small amounts of these Pol proteins required, about 5 % of the Gag translations 
undergo a -1 frameshift that redirects the ribosome from the  gag  gene reading 
frame to that of the  pol  gene (Fig.  2.1 ). This results in a GagPol polyprotein that 
can join the forming particles with Gag due to intermolecular interactions between 
Gag. Because both Gag and GagPol are expressed polyproteins that assemble into 
the virion, the correct ratio of the structural and enzymatic proteins is incorpo-
rated into the  particle. Both of these polyproteins are subsequently processed by 
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protease during and after assembly [ 15 ,  16 ,  27 ]. Processing is a sequential reac-
tion liberating the mature proteins in a coordinated fashion that results in a struc-
tural reorganization of the virion interior, forming a mature, fully infectious virion 
with a conical core [ 29 ]. 

 In addition to the essential Gag, GagPol, and Env proteins, the other virally 
encoded proteins incorporated into virus particles, Vpr and Nef, are referred to, as 
accessory proteins. Despite the accessory name, these proteins, Vpr, Vif, Vpu, and 
Nef, are nonetheless essential for robust in vivo infection and pathogenesis [ 30 ]. 
They are only “nonessential” when examined in artifi cial cell culture-based assays 
that do not accurately refl ect in vivo conditions. The strong selective pressure to 
economize the relatively low coding capacity genome of RNA viruses, especially 
retroviruses, ensures that all of the viral proteins are “essential” for the virus in vivo; 
otherwise, they would not have been maintained in the viral genome. Thus, the 
nonessential label arises from the artifi cial perspective of in vitro reductionist stud-
ies and in comparison with simpler retroviruses that express the three universal 
retroviral proteins, such as the prototypic avian retroviruses. Of the four proteins, 
Vpr, which is thought to assist nuclear entry of the PIC during infection (see below), 
is incorporated into virions at the greatest extent, ~ 14 % of Gag [ 31 ], as fi tting for 
a protein that functions in the target cell. Vpr is brought into the virion through an 
interaction with the C-terminal region of the Gag polyprotein, sequences in p6 Gag  
[ 32 ]. In contrast, Nef, which is mostly believed to act at the productively infected 
stage of replication, is also incorporated into the virion but in relatively small 
amounts, consistent with its role in virus production. Nef seems to be incorporated 
due to its strong binding to the plasma membrane, being a passive bystander caught 

  Fig. 2.2    HIV-1 entry and uncoating. ( a ) Electron micrographs of individual HIV-1 virions show-
ing the conical core structure are presented. ( b ) A diagram of HIV-1 host binding through uncoat-
ing is presented. A color key identifi es the virion proteins, and the HIV-1 receptor, CD4, and 
coreceptor, CXCR4/CCR5 are presented at left       
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up in the budding process. The necessity of incorporating the other proteins into 
virions is less clear. From biochemical analyses, Tat, Rev, Vif, and Vpu are typically 
thought to be excluded for the virus particle. Moreover, any reported HIV-1 packag-
ing of these proteins did not appear to be the result of a specifi c incorporation [ 33 ] 
or have any functional consequences.  

    HIV-1 Assembly: Why Gag Polyproteins? 

 Particle assembly relies on getting the right proteins in the right place with the right 
structure. Due to the large size of the cell and the complexity of the cytoplasm, 
proteins that are destined to assemble into the virus particle need to have both 
temporal- spatial and structural coordination. HIV-1 has eight proteins that are 
required for assembly of an infectious virion: MA, CA, NC, p6 Gag , PR, RT, IN, and 
Env, SU, and TM (these proteins are discussed below). If these many parts are 
expressed individually, then virion assembly would face daunting problems of spe-
cifi c transport, coordinated expression, and proper folding and oligomerization in 
the chaotic environment of the cell. Combining expression of these proteins into 
units that blend their properties together in a polyprotein overcomes these issues. 
Proteins with related roles in replication are linked together for transport so only 
one protein needs to fi nd its way to the plasma membrane. Polyprotein expression 
ensures that these proteins are present at the proper levels and in an equal stoichi-
ometry, something especially important for building complex structures. Finally, 
putting like proteins together allows them to fold coordinately, each making its own 
intra-subunit interaction with inter-subunit interactions being made easier by coop-
erative binding between all the subunits in the polyprotein. The polyprotein is an 
effi cient strategy to solve the temporal-spatial and structural demands of assembly. 

 Thus, HIV-1 Gag as the primary driver of assembly contains all of the proteins, 
MA, CA, and NC, that provide for the structure of the virion [ 15 ,  16 ,  27 ]. These 
subunits, as domains in the Gag polyprotein, interact with the same subunits in other 
Gag molecules or cellular membranes and RNAs to make it fold into a rodlike struc-
ture that possesses both strong plasma membrane binding and oligomerization prop-
erties [ 29 ]. Upon binding of Gag to the plasma membrane, the strong multimerization 
properties of Gag organize into larger complexes of Gag hexamers that structurally 
tie themselves to neighboring hexamers to produce sheets that begin to curve, ulti-
mately producing a spherical particle that buds from the plasma membrane [ 29 ]. 

 The virion must have its enzymes for replication, protease, reverse transcriptase, 
and integrase, but the amount needed is catalytic not structural. In fact, overexpres-
sion of GagPol results in premature processing before assembly [ 34 ]. Thus, the Pol 
region is expressed at a much lower level (5 %) than full-length Gag [ 15 ,  16 ,  27 ]. 
The strategy of expressing Pol as a frameshift of Gag achieves two important 
 functions; Pol is produced at an appropriately low level and the N-terminus of Pol 
is fused to Gag allowing for its incorporation into the particle. Also, because Gag 
and GagPol are produced for the same polysomes, they can interact and assemble 
together at the same place in the same time in the right amounts, solving the 
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temporal- spatial and stoichiometric problems. Overall the Gag and GagPol poly-
proteins are an ingenious strategy used by retroviruses to provide for the incorpora-
tion of the essential mature proteins at the correct ratios in the correct structures, 
rather than doing these functions for each mature protein independently. 

 Gag and GagPol are mostly assembly machines, possessing strong intermolecu-
lar interactions that are very stable [ 15 ,  16 ,  27 ]. However, infectivity requires the 
virion proteins to disassociate in order to carry out reverse transcription and integra-
tion. So this assembly machine needs to switch to an infection machine. To do this 
both Gag and GagPol subunits are processed into mature proteins by the Pol- 
encoded protease both during and after virus release from the cell [ 35 ]. Protease 
processing unleashes the poised subunit structures that, when together in the poly-
protein make Gag strongly multimeric, once liberated from each other by protease 
go their own way forming homotypic interactions and structures that completely 
restructure the virion and transform it into an infection machine. The mature struc-
ture is a particle with a HIV-1 trademark conical capsid core inside the virion [ 29 ] 
(Fig.  2.1 ). This maturation process is not random as processing occurs in a coordi-
nated fashion that regulates the formation of the different structures, performing a 
molecular ballet with everything occuring at its proper time. Coordination of pro-
cessing is critical as alteration of the normal order of stepwise processing results in 
a noninfectious particle [ 35 ]. From assembly through infection, the polyprotein 
strategy is a sophisticated, elegant, and even beautiful dynamic process used by 
retroviruses to solve the logistical problems of many proteins, a small genome, and 
a big cell. 

 As a polyprotein, Env transverses the secretory system as any transmembrane 
protein does where it is processed in the Golgi apparatus into the Env molecule (see 
below). The expression of Env as a polyprotein is most likely due to the need for both 
subunits to assemble together. The mechanism for Env incorporation into the virion 
is currently not clear, though it seems to be passively incorporated [ 15 ,  16 ,  27 ].  

    The HIV-1 Proteins 

 Below are brief summaries of the proteins produced by HIV-1 with an emphasis on 
those incorporated into the virion. Accompanying each entry is the web address for 
its UNIPROT database reference which contains valuable information on function, 
modifi cations, processing, sequences (protein and data), and helpful references.  

    Gag (  http://www.uniprot.org/uniprot/P12493    ) 

 The Gag polyprotein is produced from the unspliced full-length RNA species that 
serves as both an mRNA and the viral genome (reviewed in [ 36 ]). As discussed above, 
Gag produces all of the proteins suffi cient for the production of particles and drives 
particle formation, though expression of Gag only produces particles, viruslike 
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particles or VLPs, that are not infectious [ 15 ]. The bulk of the protein within virions 
is Gag, each virion containing approximately 2500 copies of Gag protein [ 37 ], consis-
tent with its role as the major structural component of the virion. Gag is cleaved by the 
GagPol-encoded protease, reviewed below, into six mature proteins, MA (p15 MA ), CA 
(p24 CA ), SP1 (also known as p2), NC (p7 NC ), SP2 (also known as p1), and p6 Gag , in a 
process initiated at the start of viral assembly and completed after particle release 
from the cell (Fig.  2.1 ). The Gag proteins fall into three categories: (1) those that have 
a function in the mature virion and infection, MA, CA, and NC; (2) those that act in 
Gag only, regulating the coordination of Gag processing, SP1and SP2; and (3) p6 Gag  
which interacts with cellular proteins to assist virion release from the cell [ 15 ,  16 ,  27 ]. 
Stepwise processing of both the Gag polyprotein and the GagPol protein (discussed 
below) is strictly required for infectivity of the virus particles release from the cell 
[ 35 ]. In addition to these major proteins, there are also minor proteins that are pro-
duced from low levels of internal cleavage of several mature Gag proteins, forming 
fragments of SP1, SP2, and p6 Gag  [ 38 ]. Their importance in viral biology is currently 
unclear. As presented above, the individual mature Gag proteins play different, yet 
similar roles as both subunits in Gag and protein in the mature virion. Below is a brief 
description of the mature Gag proteins (note: UNIPROT does not contain individual 
entries for the mature Gag proteins. Please use the Gag entry for them).  

    MA, Matrix, p17 MA  

 This N-terminal protein in Gag is N-terminally myristylated cotranslationally during 
Gag synthesis. The addition of myristate to the MA subunit in Gag is essential for 
Gag targeting to the plasma membrane and particle formation [ 15 ,  16 ,  27 ]. Matrix 
functions primarily at the assembly stage, directing the localization and membrane 
binding of the Gag polyprotein by the N-terminal myristyl fatty acid modifi cation, a 
positive stretch of amino acids, and a phosphatidylinositol- 4,5- bisphosphate [PI(4,5)
P 2 ] binding site [ 39 ]. These features coordinately cause Gag to be strongly attached 
to the membrane with a hexameric arrangement of MA trimers [ 29 ]. The interactions 
between the different regions of Gag are complex and beyond the scope of this 
review. Informative reviews that detail these Gag-Gag assembly interactions and the 
transition of Gag in particles from its “immature” polyprotein state to its mature 
infections structure are available [ 27 ,  29 ,  40 ]. MA in mature virions is loosely associ-
ated with the virion membrane. It is not part of the core structure that contains the 
genome and the essential enzymes for reverse transcription and integration. In addi-
tion to myristylation, MA is phosphorylated near a nuclear localization site. Though 
this was once thought to be important for infection in nondividing cells, phosphory-
lation of MA does not seem to play an obvious role in replication [ 41 ]. The structural 
organization of the membrane-associated MA hexamers, presumably in the context 
of Gag, appears to limit the incorporation of Env trimers into the virion by steric 
hindrance: the long cytoplasmic tails of Env can only fi t through the holes in the 
hexameric lattice made up of MA trimers, rather than a direct and positive MA-Env 
interaction that drives Env incorporation [ 42 ,  43 ].  
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    CA, Capsid, or p24 CA  

 CA as a region in Gag provides a strong protein-protein interaction force that is 
critical to particle assembly. Similar to MA, the N-terminus of the CA subunit inter-
acts to produce hexamers, while the C-terminus forms dimers, apparently both 
within and between Gag hexamer arrays knitting the Gag proteins together [ 29 ]. 
During the proteolytic processing of Gag, sequentially liberated forms of CA rear-
range stepwise [ 35 ] to gradually produce a cone-shaped core that consists of ~1500 
CA proteins, mostly formed as an array of about 250 hexamers with 12 pentamer 
contacts [ 29 ,  44 ]. This conical structure within HIV-1 particles contains both the 
dimeric RNA genome and the enzymes required for establishing an infection/provi-
rus, reverse transcriptase, and integrase [ 45 ,  46 ]. Upon fusion of the viral and cel-
lular membranes, the CA cores enter into the cell and later uncoat and disassemble 
some of the capsid structure, allowing reverse transcription to begin (Fig.  2.2 ) [ 46 ]. 
Proper formation of the core is critical for the production of an infectious virus [ 47 ]. 
The requirements for CA-CA interactions are relatively strict such that many CA 
mutations drastically alter the formation of the core. The impact of CA is such that 
small molecules that interrupt CA processing are being evaluated as anti- HIV- 1 
therapies [ 48 ]. Some cells appear to have an innate immunity that targets CA. There 
are several cellular proteins, APOBEC3G, Tetherin, and TRIM5α, collectively 
termed restriction factors, which inhibit HIV-1 replication [ 49 ,  50 ]. Of these, 
TRIM5α from other species, e.g., rhesus macaque, restricts HIV-1 infection by 
binding to CA cores. The exact mechanism for this restriction is not known, but it 
appears that TRIM5α binding advances the timing of core uncoating either directly 
or through degradation of CA by the ubiquitin proteasome pathway [ 51 ,  52 ], inter-
fering with reverse transcription and integration. CA interacts with cyclophilin A in 
the infecting cells, and interrupting this interaction can reduce HIV-1 infectivity, but 
the mechanism is unclear and complicated [ 53 ]. CA is phosphorylated on several 
serines. Although some mutagenic data suggest somewhat that some of these sites 
are important in CA function, the general intolerance of CA to substitutions makes 
this fi nding only suggestive [ 54 ,  55 ]. Thus, the importance of this posttranslational 
modifi cation is not clear.  

    SP1, Spacer Protein 1, p2 Gag  

 SP1, which was previously known as p2 due to its apparent molecular mass, appears 
to play a role in both the assembly of the spherical immature particle and the proper 
formation of the mature conical core. Mutations in the fi rst four amino acids in SP1 
within Gag drastically alter the formation of normal particles in the absence of prote-
ase, implying that SP1 acts as a molecular switch to provide an organizing function to 
immature virion assembly [ 56 ]. On the maturation side, the CA-SP1 protease cleav-
age site is the last to be cleaved by the HIV-1 protease in the normal sequence of 
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processing [ 35 ], releasing SP1 from the C-terminus of CA. Removing SP1 from CA 
allows it to complete the fi nal stages of core formation [ 47 ]; thus this processing con-
trols the timing of the CA-CA interactions that allows for the appropriate conical core 
formation. Mutations that interfere with the timing of cleavage, either accelerating or 
preventing cleavage, and small-molecule compounds that block processing at this site 
form misshapen cores due to the retention of the CA-SP1 structure, yielding virions 
that are noninfectious [ 35 ]. Thus, the primary function of SP1 is to coordinate and 
regulate the intricate transition of CA from a region that knits Gag together in the 
spherical immature particle to one that produces the highly ordered CA shell that 
produces the conical core. SP1 and its cleavage are the target of the core interrupting 
compounds [ 48 ].  

    Nucleocapsid, NC, p7 NC  

 NC is a highly basic protein that binds both RNA and DNA and which plays several 
different roles in HIV-1 replication [ 57 ,  58 ]. NC as a portion of Gag assists in 
assembly by binding RNA to provide a scaffold that constrains Gag to bring the 
monomers into close contact to promote the CA-CA and MA-membrane interac-
tions that drive assembly [ 59 ]. The NC region of Gag also selectively binds unspliced 
HIV-1 RNA to package it as dimeric genomic RNA into the assembling virion [ 15 , 
 16 ,  27 ,  57 ]. NC is present in the viral core, binding the genomic RNAs. NC also 
plays a role in reverse transcription, assisting the formation of the viral cDNA from 
the genomic RNA by acting as an RNA chaperone that alters the genomic RNAs. By 
melting RNA secondary structure and enhancing formation of alternate structures, 
NC provides valuable assistance to the complex synthetic molecular gymnastics 
that occur during the reverse transcription of the genomic RNA into a full-length 
viral cDNA [ 46 ,  60 ]. Even after cDNA formation, NC still plays an as yet undefi ned 
role in integration [ 58 ], the formation of a provirus in the host chromosomal DNA 
(see Integrase section below). NC has not been found to have signifi cant posttrans-
lational modifi cations.  

    p6 Gag  

 As the C-terminal portion of Gag, p6 Gag  plays two main roles in assembly. (1) p6 Gag  
binds several cellular proteins, notably Tsg101 and ALIX, that, in turn, stimulate 
the release of the budding particle from the cell surface through the use of the cel-
lular budding machinery [ 27 ,  61 ]. The p6 Gag  protein does not seem to have any post- 
assembly function and is not found in the capsid core [ 62 ]. Additionally, the p6 Gag  
in the Gag polyprotein binds the viral Vpr protein causing it to be packaged into the 
assembling virion [ 32 ,  63 ]. A fraction of the mature p6 Gag  is ubiquitinated, 
sumoylated, or phosphorylated. The role of the small amount of ubiquitin attached 
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to Gag (~2 %) in the virus release remains controversial [ 64 ,  65 ] with some studies 
favoring an active role of ubiquitinated Gag in release while others support ubiqui-
tination as a by-product, being more of a consequence of an interaction with a ubiq-
uitinating activity as it uses the cellular release machinery [ 65 ]. Similar to ubiquitin 
a small amount of Gag is covalently modifi ed with Sumo-1, though this seems to 
have a potentially negative effect in infection rather than assembly [ 66 ]. The p6 Gag  
protein is phosphorylated on several serine and threonine amino acids; however, the 
importance of this modifi cation is currently unclear [ 67 ,  68 ].  

    GagPol (  http://www.uniprot.org/uniprot/P12497    ) 

 The GagPol polyprotein is produced from the same unspliced RNA as Gag by a -1 
ribosomal frameshift that occurs in ~5 % of the Gag translations just after NC 
(reviewed in [ 36 ]). This results in a shift from the  gag  to the  pol  open reading frame, 
replacing the  gag -encoded SP2 and p6 Gag  proteins with the  pol -encoded p6 Pol  (also 
known as the transframe protein or preprotease), protease (PR), reverse transcrip-
tase (RT), and integrase (IN) proteins (Fig.  2.1 ). GagPol is brought into the assem-
bling virion by Gag interacting with Gag portion of GagPol. There are approximately 
125 copies of GagPol proteins in the mature virion, consistent with its role provid-
ing the enzymatic component of the virion. Similar to Gag, GagPol is cleaved by the 
HIV-1 protease, initially with protease as a subunit with low activity that, upon 
cleavage, liberates highly active mature PR that then fi nishes GagPol processing 
concurrently with Gag to produce eight mature proteins, MA, CA, SP1, NC, p6 Pol , 
PR, RT, and IN (Fig.  2.1 ) [ 35 ]. Similar to Gag, the Pol portion of GagPol also under-
goes sequential processing [ 69 ]. An overview of the proteins encoded by the Pol 
ORF is presented below.  

    p6 Pol , Preprotease, Transframe Protein 

 The p6 Pol  protein appears to function simply as a regulatory sequence for PR since muta-
tions in this region alter the initial processing of PR from the GagPol polyprotein [ 70 ].  

    PR, Protease 

 PR is the viral aspartic protease that, acting as a dimer, processes both the Gag and 
GagPol polyproteins [ 15 ,  16 ,  27 ]. The sequence requirements for the PR recogni-
tion site are fairly promiscuous [ 71 ] with optimal sites generally being cleaved 
before those with less optimal characteristics. This property, along with steric hin-
drance, causes PR to process the polyproteins in an ordered fashion which, in turn, 
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induces the proper folding of the mature Gag and Pol proteins into the functional 
virion as present above [ 35 ]. PR processing might also be regulated by reversible 
oxidation (inactive) and reduction (active) of cysteines in PR [ 72 ]. PR is a main 
target for anti-HIV-1 therapies such as HAART/CART.  

    RT, Reverse Transcriptase 

 The RT enzyme provides the RNA-dependant DNA polymerase that converts the 
dimeric HIV-1 RNA genome into the substrate for integration: a linear cDNA struc-
ture with two long terminal repeats (LTRs) at each end [ 46 ]. RT is a heterodimer of 
a p66 subunit and a p51 subunit, the latter produced by a differential cleavage of p66 
(Fig.  2.1 ). The reverse transcription of the genomic RNA carried out by RT involves 
a complex process that generates a full-length cDNA with long terminal repeats, 
LTRs, on each end from the mRNA-like structure of the genomic RNA [ 46 ]. RT is 
found associated with NC and the genomic RNAs in the virion core structure 
(Fig.  2.2 ) [ 27 ]. After reverse transcription, the remnants of the core organize into the 
preintegration complex, also referred to as a PIC which contains the viral cDNA 
genome, IN, and Vpr, that carries out the fi nal infection step, integration of the pro-
virus into the host genome [ 73 ].  

    IN, Integrase 

 The IN protein is found in the core as a tetramer (Fig.  2.2 ). The IN binds to the LTR 
ends and integrates the viral cDNA into the host genomic DNA through a mecha-
nism of staggered cuts, ligating one strand of the cDNA to the chromosomal DNA 
and relying on cellular DNA repair to ligate the second strand [ 45 ]. Integration also 
relies on cellular proteins to allow the preintegration complex to bind to and access 
the chromatin structure to produce the provirus stage of the replication cycle [ 45 , 
 73 ]. In nondividing cells, the IN within the preintegration complex can interact with 
several cellular proteins allowing it to transverse the nuclear pore and enter the 
nucleus to access the host chromosomal DNA [ 45 ,  73 ].  

    Env (  http://www.uniprot.org/uniprot/P03377    ) 

 The Envelope protein (Env) is the surface glycoprotein protein complex which resides 
on the surface of HIV-1 virions that allows the core to enter the host cell (Fig.  2.2 ) and 
begin the infection process [ 42 ,  74 ]. The Env glycoprotein complex consists of a tri-
mer of gp120 SU  (SU)/gp41 TM  (TM) dimers (Fig.  2.2 ). Env is translated as a gp160 
complex that is processed in the Golgi compartment by furin or a furin-like protease 
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(Fig.  2.2 ) [ 42 ]. The trimeric SU/TM complex, referred to as Env, binds CD4 on HIV-
1’s target cells which induces a conformational change that opens up a coreceptor-
binding site in SU that, in turn, allows Env to bind a host surface protein, a chemokine 
receptor CXCR4 or CCR5 [ 42 ,  74 ]. Coreceptor binding exposes the fusogenic regions 
of the TM protein that fuses the virion membrane with that of the target cell, spilling 
out the contents of the virion allowing the HIV-1 core to enter and start the infection 
process [ 42 ,  74 ]. SU is heavily glycosylated, a feature that shields it from host anti-
bodies [ 15 ,  74 ]. TM is also glycosylated, though less so than SU, and has two hydro-
phobic alpha helices arranged in helical bundles, one in the ectodomain, located in the 
extracellular space that interacts with SU, and the other in the membrane-spanning 
region [ 42 ,  74 ]. Upon coreceptor activation, the helices in the ectodomain penetrate 
the target cell plasma membrane. TM draws the two sets of helices together causing 
virion and target cell membrane fusion [ 42 ,  74 ,  75 ]. Slightly less than half of TM is a 
cytoplasmic tail which has several cellular protein binding functions [ 76 ] and is pal-
mitoylated at two sites [ 77 ], though their signifi cance is not clear.  

    Accessory Proteins 

 In addition to the standard Gag, Pol, and Env proteins present in all orthoretrovi-
ruses, HIV-1 has several proteins typically described as accessory proteins that, 
while not strictly required for replication in vitro, are nevertheless required for effi -
cient transmission, replication, and pathogenesis in vivo [ 25 ]. Since the focus of this 
book is the proteomic analysis of HIV-1 virions, only the accessory proteins signifi -
cantly incorporated into virions, Vpr and Nef, will be discussed at any length. 
However, Vif (  http://www.uniprot.org/uniprot/P12504    ) and Vpu (  http://www.uni-
prot.org/uniprot/P05923    ) play important roles in HIV-1 biology, especially in coun-
teracting intrinsic host antiviral defenses, and should be studied by those wishing to 
understand HIV-1 biology [ 78 ].  

    Vpr (  http://www.uniprot.org/uniprot/P12520    ) 

 The 11 kDa Vpr protein provides several important functions in HIV-1 replication 
[ 79 ]. About 250 copies of Vpr are packaged per virion through a specifi c interaction 
with p6 Gag  [ 31 ] and Vpr is found in the core [ 62 ]. One of the most important func-
tions is its ability to bind to and assist the import of the preintegration complex into 
the nucleus of nondividing and cell-cell cycle arrested cells. Integration of the viral 
cDNA into the host chromosomal DNA is required, yet is normally prevented by the 
nuclear membrane. Two ways in which the HIV-1 can access the host genome are 
(1) during cell division when the nuclear membrane is broken down and (2) through 
nuclear import of the preintegration complex by interactions of IN and Vpr with the 
nuclear pore [ 73 ,  80 ]. Vpr is required for the infection of cells that although active 
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do not divide such as macrophages, which are important in vivo targets for HIV-1 
infection and pathogenesis [ 81 ]. Vpr also arrests dividing cells at the G 2  stage of the 
cell cycle, induces apoptosis, and produces other pathogenic effects [ 82 ]. The func-
tional implications of these properties are not clear, but likely increase replication, 
transmission, and possible immune evasion.  

    Nef (  http://www.uniprot.org/uniprot/P03406    ) 

 The Nef protein is packaged in only low amounts [ 83 ], and most of its properties 
would not mechanistically require its incorporation: CD4, MHC I, and MHCII 
downregulation as well as altering cell signaling by binding PAK2 [ 84 ]. Nef is also 
myristylated and binds the plasma membrane so Nef incorporation may be simply 
due to passive packaging during budding. Nef expression in the producer cell 
increases the infectivity of the resultant virions, though whether this requires Nef 
incorporation into the virion remains controversial [ 85 ].  

    Regulatory Proteins 

 Finally, there are two transcriptional regulatory proteins expressed by HIV-1 that 
are critical for replication, Tat (  http://www.uniprot.org/uniprot/P04610    ) which 
transactivates transcription from the HIV-1 promoter and Rev (  http://www.uniprot.
org/uniprot/P04618     ) which exports the unspliced, full-length mRNA genome and 
singly spliced mRNA from the nucleus into the cytoplasm to provide both genomic 
RNA and Gag and GagPol as well as Env and Vpu expression [ 86 ]. While the biol-
ogy of these proteins is very interesting and important, neither of these appears to 
be incorporated into the virion, thus beyond the focus of this book. Please see these 
excellent reviews [ 22 ,  87 ,  88 ].  

    Incorporation of Cellular Proteins into HIV-1: Bystanders, 
Partners, Captives, and Assassins 

 Viruses by defi nition heavily depend on host proteins and systems for replication. 
Unlike DNA viruses which can be quite large and have the genomic capacity to 
encode a signifi cant amount of synthetic machinery, RNA virus genomes are typi-
cally quite small and focused on manipulating the cell with a few proteins to repli-
cate. Examples of this strategy are retroviruses which integrate into the host genome 
and mimic host genes and picornaviruses which alter the transcriptional machinery 
to replicate. As discussed above, retroviruses employ many creative expression 
strategies to maximize viral coding capacity from a small genome. Yet they still rely 
on host proteins for assistance for all parts of the assembly process. 
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 Cellular proteins are incorporated into and onto HIV-1 virions during assembly. 
While the functions that cellular proteins provide for the virus inside the cells range 
from the well studied, e.g., translation, to the less understood, e.g., budding and 
release, the role, if any for the cellular proteins incorporated into the virion, is less 
clear. Cellular proteins can associate with the particle in one of four ways: as a con-
sequence of their presence as bystanders present at the site of budding; as partners 
that assist the viral protein assembly; as captives that are hijacked by specifi c pack-
aging into HIV to provide a post-assembly function for the virus, e.g., immune eva-
sion or infection; or as assassins, host restriction factors, that have attributes which 
get them packaged into the virion and inhibit infection. This is a quite large topic 
and thus is beyond the scope of this review. Interested readers should consult some 
of the reviews on this subject for details [ 89 ,  90 ]. Each class of incorporated cellular 
protein provides a helpful clue to the HIV-1 biology. Bystanders, experimentally 
those proteins that do not require any specifi c virion protein for incorporation and 
whose absence does not affect viral replication, mostly implicate the region and 
nature of the budding site. In contrast, partners, proteins that are specifi cally incor-
porated by a virion protein and when absent incorporation the virion fails to assem-
ble, provide mechanistic hints for the cellular side of the assembly process. Captives, 
experimentally those specifi cally incorporated proteins in whose absence virions 
assemble, have reduced infectivity or sensitivity to host antiviral defenses. Unlike 
the other types, assassins do not play a role in assisting of HIV-1 replication; rather 
they carryout host suppressive mechanisms; in their absence infectivity and replica-
tion are increased, which, in turn, suggest potential approaches for antiviral thera-
pies. Thus, the study of the cellular proteins incorporated into HIV promises to 
provide clues to the site of budding, assembly, infection and jamming cell defenses, 
and host restriction factors. 

 Historically, these proteins were studied using traditional protein chemistry 
methods. These studies yielded an important but limited set of proteins due to limi-
tations of their sensitivity and ability to examine complex mixtures. Also, some 
techniques, such as immunoblots, require one to specifi cally query the sample for a 
protein of interest rather than identify an unknown protein(s). The evolution of mass 
spectrometry to provide high sensitivity, high-throughput analysis, and amino acid 
sequencing of very complex mixtures of proteins has provided for an explosion of 
proteins associated with HIV-1 virions and provided several important leads for 
understanding HIV-1 biology [ 91 ,  92 ]. 

    The Purity Problem 

 In biochemistry, sample purity is paramount to produce unambiguous results. Even 
though the study of proteins that are incorporated into virions appears to be 
straightforward, there are several aspects that complicate these studies. When viral 
proteins are detected in virus particle preparations, it is clear that they are in the 
virus and not simple contaminants, not so when cellular proteins are found in 
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virion preparations because large amounts of cellular proteins are released into 
culture media and biological fl uids that can contaminate the sample. These proteins 
are secreted from the cell by normal cellular processes, released by cell death 
induced by HIV-1, and present in cell culture medium supplements. Therefore, one 
critical issue is whether a cellular protein detected is truly in/on the particle or 
simply present as a contaminant in the sample. Retroviral isolation procedures 
typically use ultracentrifugation to isolate the virions from the extracellular mate-
rial. Even though it is possible to remove these proteins by biophysical means, by 
either density or velocity centrifugation, care must be taken to achieve highly 
effective removal of soluble proteins. In addition to soluble proteins, even unin-
fected cells release protein-laden vesicles, either microvesicles (particles that bud 
from the plasma membrane) or exosomes (particles that fi rst bud into late endo-
somal compartments that, in turn, fuse to the plasma membrane to be released from 
the cell) [ 90 ,  93 ]. While these vesicles are fairly heterogeneous, a signifi cant subset 
of these vesicles has the same density and size as HIV-1 particles. Therefore, while 
biophysical methods can remove a majority of vesicular contamination, they are 
unable to remove this fraction which contains a large amount of protein. Even 
more confounding is that the cellular protein makeup of these vesicles roughly mir-
rors that of virions. This problem is greatest for virus preparations produced from 
lymphoid cell lines, which produce a large amount of vesicles. But even prepara-
tions produced from transfected epithelial cells contain signifi cant quantities of 
contaminating vesicles. Effective removal can be achieved by supplementing bio-
physical methods with other approaches. 

 Two methods currently used to produce highly pure virion preparations exploit 
differences between the virus and vesicles, protease digestion, and vesicular immu-
noaffi nity depletion. The digestion approach takes advantage of the fact that virion 
preparations can be digested with high levels of a nonspecifi c protease, commonly 
subtilisin or protease K [ 90 ,  93 ]. These proteases remove the proteins on the out-
side of the virion, but cannot cross the membrane envelope of the virions, leaving 
the interior proteins intact. In contrast, the protease digests most of the proteins in 
the contaminating vesicles, making them lighter. Repurifying the digested virions 
by density allows for effective removal of these particles, leaving highly pure 
HIV-1 particles with interior proteins intact and ready for study. Another method 
exploits the incorporation of CD45 into vesicles produced from hematopoietic 
cells [ 90 ,  93 ]. This highly abundant surface protein is excluded from virions, pre-
sumably due to the inability of the large CD45 cytoplasmic tail to fi t into the con-
strained Gag lattice during assembly and budding. Removal of vesicles, which 
contain CD45, can be accomplished by immunoaffi nity depletion with anti-CD45 
microbeads. Despite these powerful tools, no method can remove all of the con-
taminating particles. Therefore, it is important to establish uninfected controls to 
monitor the effi ciency of the removal of potentially contaminating proteins by 
using parallel-treated mock virus preparations. Even with the most careful purifi -
cation, it is unreasonable to expect that contaminating proteins in a complex bio-
logical sample can be reduced to zero; there will always be a possibility that a 
protein is not truly on or in the virus. With increased sensitivity, there is increased 
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noise from contaminating particles, potentially leading to false positives. While 
this is a problem with classical biochemistry methods, it is magnifi ed as greater 
sensitivity mass spectrometry methods are used. Therefore, conformational assays 
using other often less sensitive methods and direct methods, e.g., confi rming mass 
spectrometry data with immunoblot or Edman protein sequencing, greatly assist in 
concluding that a particular protein is inside HIV-1 particles. 

 One occasionally mentioned effort to support specifi c incorporation is whether a 
particular protein is at an “enriched” level in the virus versus that found in the cell. On 
the surface this seems to be logical; however, the great assumption with this line of 
reasoning is that proteins are uniformly distributed in a cell, which is clearly not true. 
In fact, proteins are localized to different regions of the plasma membrane. For instance, 
one would not expect histones to be present in a virus that buds from the plasma mem-
brane, while fi nding β-actin would be highly likely. Therefore, enrichment over the 
total cell or even the plasma membrane does not prove specifi c incorporation as it is the 
protein composition at the site of budding that is pertinent. Conversely, the array of 
bystander proteins incorporated into the virions does provide for sort of fi ngerprint of 
where the virus assembled and budded from. Taken one step further, it could be possi-
ble to determine the source of a virion by its composition, whether it came from a T cell 
or macrophage and what type could be inferred by the spectrum of proteins found in it.   

    HIV-1 Proteome Summary 

 HIV-1 virions contain a variety of proteins, both viral and cellular. Although there 
has been much progress made in examining these proteins in the virion, it is impor-
tant to appreciate that there are many more questions still to be answered: what is 
the comprehensive picture of the extent and type of HIV-1 protein posttranscrip-
tional modifi cations? To what extent are virion proteins processed further into minor 
cleavage sites and do they have any regulatory or replication function for HIV-1? 
What are the differences in the constellation of cellular proteins in/on HIV-1 parti-
cles produced from, e.g., macrophages and subtypes of T cells? What immune regu-
latory molecules on the surface of HIV-1 might impact in vivo replication and 
pathogenesis? Finally, to what extent are cellular proteins in the virion contributing 
to HIV-1 replication and immune evasion? These and many more make for a fruitful 
playground for the HIV-1 biochemist and mass spectrometrists.     
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    Chapter 3   
 25 Years of HIV-1 Biochemistry                     

     David     E.     Ott         

   Retroviral biochemistry came to the forefront in the late 1960s, the co-discovery of 
reverse transcriptase by Howard Temin’s and David Baltimore’s laboratories [ 1 ,  2 ]. 
Retroviruses, originally referred to as RNA tumor viruses, oncoviruses, or oncorna-
viruses, were being studied for their induction of cancer mostly in avian and murine 
systems [ 3 ,  4 ]. The term retrovirus fi rst appeared in 1975 [ 5 ], refl ecting the realiza-
tion that these RNA viruses go against the “central dogma” of molecular biology, 
which held that DNA was the principal source of cellular information with genes 
being expressed by transcription into RNA which is then translated into proteins [ 6 , 
 7 ]. RNA tumor viruses were found to reverse this going from RNA to a viral DNA 
form that is integrated into the host to form a provirus, a mechanism fi rst hypothe-
sized in the 1960s by Howard Temin (see his Nobel Prize lecture [ 8 ] for a historical 
review). The HIV-1 proviral form acts as a stable locus of genes in the cell, produc-
ing both viral proteins and the viral RNA genome through a complex series of 
molecular gymnastics. Hence, the term retrovirus for backward virus was coined. 
However, it is important to remember that this major advance as well as other in 
retroviral biochemistry was before the advent of many of the modern biochemical 
tools, instead relying on rudimentary forms of analysis, protein purifi cation, enzy-
mology, chromatography, protein sequencing [ 9 ,  10 ], spectrometry, velocity sedi-
mentation, density centrifugation, and immunodiffusion. However, progress was 
slow and the ability to accurately analyze complex mixtures of proteins was nonex-
istent, unlike today with current mass spectrometry methods. 

 As discussed in chapter “Introduction: HIV-1 Proteomics, Why Should One 
Care?”, the study of retroviruses has produced an abundant harvest of insights into 
cancer, immunology, cell biology, antiviral vaccines, biochemistry, and genetics. 
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The mechanistic knowledge gleaned from studying the prototypic avian and murine 
retroviruses laid an essential foundation for the rapid progress in characterizing 
HIV-1 and AIDS drugs. The early, pre-HIV, study of retroviruses was carried out 
with fairly basic techniques, basic chromatography, and enzyme assays. Truly these 
early retrovirologists accomplished amazing things, relying on their brains and 
careful, well-thought-out experiments more than high-tech techniques. This chapter 
provides an introduction and discussion of the more modern “classical” techniques 
which complement the newer “proteomic” mass spectrometry approach and are as 
essential today as they were decades ago. 

    Aspects of HIV-1 Particle Biochemistry 

 Classical biochemistry starts with examining a highly complex mixture of material 
usually in the form of a tissue from which cells are isolated and lysed, and the com-
ponents, protein, lipid, or carbohydrate, of interest, are purifi ed and studied. For 
proteins, this is typically an involved process to isolate the relatively tiny amounts 
of the protein of interest in the vast sea of cellular proteins. Compared to classical 
cellular biochemistry, retroviral protein biochemistry is easier since the virus does 
most of the purifi cation work by releasing particles into the cell culture medium 
leaving the complexity of the cell behind. By doing so, viruses conveniently purify 
themselves for the researcher, who can straightforwardly isolate HIV-1 virions 
using their biophysical properties, either by their density or their size using density 
or sedimentation centrifugation. 

 Within the last 15 years, there has been a strong interest in the cellular proteins 
incorporated into HIV-1 virions [ 11 – 13 ]. Viruses, by defi nition, require cells to rep-
licate. HIV-1, retroviruses in general, has a relatively small genome when compared 
to the large DNA viruses which have extensive genomes that code for many proteins 
which provide independent viral replication functions and modulation cell func-
tions for immune escape and manipulation of the cell for the advantage of the virus. 
Therefore HIV-1 relies on mostly cellular proteins to replicate. One way to study 
this is to examine the host proteins found in virions (see chapter “HIV-1 Biology at 
the Protein Level” for an extended discussion). Host proteins can be incorporated 
into virions by just being present at the site of HIV-1 budding, being taken up as 
bystanders due to their presence in the plasma membrane as the particle buds 
through the membrane. These proteins, while not specifi cally incorporated, still 
provide for clues to the site of budding and cell type producing the virus. Proteins 
could also be incorporated as partners when they interact with viral proteins as well 
as actively assist in assembly and virion production. Also, HIV-1 could incorporate 
cellular proteins as captives to assist in post-assembly functions such as immune 
evasion and promotion of cellular infection. 

 Thus, while the study of the cellular proteins in virions is important, the poten-
tial for contamination is a critical concern because while the origin of the HIV-1 
proteins in virions is obvious, great care must be carried out to selectively detect 
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those cellular proteins both in and on the virion versus those that are present as 
contaminants. The essential question is how to show that a protein is on or in the 
virion as opposed to being merely being in “purifi ed” virus preparations. For 
instance, one classical method for surface proteins is to specifi cally immunopre-
cipitate the virus and then assay for a viral protein, typically capsid. This is essen-
tially a qualitative method and unable to examine proteins inside the virion. For 
quantitative studies, the virions must be purifi ed and the particles examined 
directly. While separation of virions from culture media and most proteins released 
by cells can be accomplished by using centrifugation, still a signifi cant amount of 
cellular proteins co-purify with retroviral virions, being present in vesicles 
(microvesicles or exosomes [ 12 ,  14 ]) that have the same size and density as viri-
ons. Thus, studies seeking to identify and characterize cellular proteins in the 
HIV-1 particles require high levels of purifi cation with strict controls that demon-
strate that the protein(s) of interest are removed. Two techniques, protease diges-
tion of virions and CD45 immunoaffi nity depletion, are discussed in chapter 2: 
“HIV-1 Biology at the Protein Level” so they will not be recapitulated here. 
Nevertheless, in biochemistry, either classical or high-tech mass spectrometry, the 
purity of the sample is critical to draw accurate conclusions from the results.  

    HIV-1 Proteomics Before There Was Proteomics 

 Before the current mass spectrometric sequencing capabilities, analysis of viral and 
cellular proteins in retroviruses was done with well-developed techniques that relied 
on classical biochemistry which lack the throughput of proteomics but still identi-
fi ed and characterized the HIV-1 viral proteins and their modifi cations as wells as 
many cellular proteins present both in and on HIV-1 particles. In the days before 
proteomics, analysis of proteins in the virion took a brute-force approach (tech-
niques are discussed below): isolate the various proteins in the virion by chromatog-
raphy, run the fractions on a protein gel, blot the proteins on a gel, and cut out bands 
for automated microsequencing. This approach was labor intensive and took 
months/years to complete. In contrast, this can be done in a couple of days with 
much higher sensitivity with current MS/MS spectrometry. Yet the classical 
approach and its associated techniques still have some advantages. The following is 
a review of these classical biochemistry techniques, their strengths and limitations.  

    Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis 

 An essential advance in biochemistry arrived with the advent of sodium dodecyl 
sulfate polyacrylamide gel electrophoresis (SDS-PAGE), a critical technique that is 
widely taken for granted today. Before SDS-PAGE proteins were electrophoresed on 
a variety of gel substrates and buffer systems. Because proteins can have neutral, 
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positive, or negative charges, the samples were loaded in the center of the gel and 
electrophoresed with proteins migrating according to their charge, positive to the 
cathode side and negative to the anode. Thus, while proteins could be separated 
using this system, relative size was not determined. Note that this was not isoelectric 
focusing which yields the protein’s isoelectric point, a measure of the protein’s pH 
properties [ 15 ]. This changed in 1966 with the fi rst use of the negatively charged 
detergent sodium dodecyl sulfate (SDS) in the sample which was electrophoresed in 
thin polyacrylamide tube gels (see references in [ 16 ]). Since the SDS not only solu-
bilizes most proteins, but imparts a net negative charge to the protein, the proteins 
migrate in only one direction, toward the anode. Thus, proteins could be loaded on 
the top of the gel and unidirectionally electrophoresed down the gel. It was soon after 
the introduction of SDS-PAGE (1967) that it was recognized that the SDS bound 
most proteins according to their mass. Thus, amount of negative charge imparted to 
the proteins by SDS is, for the most part, proportional to the molecular mass of the 
protein [ 16 ], a major breakthrough. However, at the time, polyacrylamide was cast in 
tube gels which meant every sample had to be run in an independent tube, making 
comparison of samples diffi cult. Now samples with different proteins could be mean-
ingfully compared based on a consistent measurable property, their mass. The fi nal 
major step was the development of the slab-gel SDS-PAGE system by Laemmli in 
1970 [ 17 ] which involved casting a polyacrylamide gel as a rectangular slab using a 
Trizma HCl (Tris)-glycine-SDS buffer system and a discontinuous gel system that 
used a small “stacking” gel on top the analytical gel to focus the protein sample 
before it entered the main gel. This system now allowed a wide variety of protein 
samples to be resolved side by side with a molecular mass marker for accurate com-
parison and determination of their apparent molecular weight. While later innova-
tions such as gels with increasing gel concentrations, gradient gels, and alternative 
buffer systems have appeared, the Laemmli system remains the basis for analyzing 
proteins, and the Laemmli paper is one of the most cited in biological research [ 17 ].  

    Immunoblotting/Western Blotting 

 The discovery of the DNA code opened a host of new ways to analyze DNA, a mol-
ecule once thought of as a gooey, stringy nuisance contaminant by protein biochem-
ists. One of these was the Southern blot, eponymously named for its inventor 
presented in another seminal paper [ 18 ,  19 ]. For this technique, DNA was separated 
on an agarose gel, blotted onto a sheet on nitrocellulose, and then hybridized with 
specifi c radiolabeled DNA probes to reveal the presence of the specifi c DNA in the 
mixture. This watershed advance in nucleic acid research was soon followed by 
applying this technique to the analysis of RNA (Northern) and protein (Western blot 
or immunoblot). For the Western blot, SDS-PAGE gels are electroblotted onto poly-
vinylidene fl uoride (PVDF) membranes and reacted with serum or antibodies spe-
cifi c for a protein or proteins. The bound antibodies are visualized by various means, 
having been labeled directly with a fl uorophore, enzyme, or radioisotope before the 
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analysis or detected secondarily using a labeled anti-immunoglobulin antibody 
which binds to the primary antibody. This technique brought even more analytical 
power to SDS-PAGE techniques by being able to identify specifi c proteins as immu-
noreactive bands in the sample lane, no matter how complex the mixture. 

 Western blots are an essential tool for the analysis of proteins and are widely used 
by HIV researchers. There are primarily two types of immune reagents used to visual-
ize proteins of interest, antiserum or monoclonal antibody. The key to the success of 
this technique is the strength and specifi city of these reagents, each of which has its 
distinct advantages. Antiserum (polyclonal sera) made to the whole or just a portion of 
the protein of interest commonly recognizes more than one epitope and thus can detect 
more than one portion of the protein. Also, these immune reagents can be stronger due 
to dominant epitope specifi cities in serum. For instance, we have some antisera that 
readily detect viral proteins at a 1:500,000 dilution for analysis compared to a typical 
dilution of 1:4000 for antisera and 1:1000 for monoclonal antibodies. However, this is 
not always the case as there are plenty of weak antisera and strong monoclonal anti-
body titers. Additionally, because there can be an array of antigen-specifi c antibodies 
present, antisera can recognize several epitopes within a protein; Western blots using 
antisera are much more plastic in detecting proteins. Therefore, variant proteins such as 
mutants, isotypes, splice variants, related proteins, and multiple fragments of proteo-
lytically processed proteins may be detected. Antiserum made to short defi ned peptides 
do not have these advantages since they typically elicit only one epitope specifi city. A 
disadvantage to antisera is that it contains not only the desired antibodies, but the other 
antibodies in present in the serum, so it is possible that these reagents could produce 
higher background noise and nonspecifi c bands. For instance, many antisera are pro-
duced by linking a peptide to bovine serum albumin which is also a component of cell 
culture media and commonly used in molecular mass standards. Thus, these types of 
peptide antisera can lead to strong unwanted bands in blots that can overwhelm and 
obscure bands from the desired proteins. Finally, the supply of any given antiserum is 
fi nite and cannot be precisely reproduced. 

 Monoclonal antibodies recognize only one epitope, thus only one part of the 
protein. Because the epitope is usually defi ned, being made to a peptide, the inter-
pretation of the results is more straightforward. This can be useful for mapping 
proteolytic fragments or splice variants with two or more antibodies. Also, a mono-
clonal antibody can have less background, having only one antibody present instead 
of the many specifi c and much more nonspecifi c antibodies present in the serum. 
Despite having only one specifi city, there are many monoclonal antibodies that 
detect one or more irrelevant bands, due to the antibody cross-reacting with similar 
epitope on another protein. Finally, monoclonal antibodies are produced from 
hybridoma cell lines either in vitro or in vivo, so a good antibody can be reproduced. 
Also, due to their purity, monoclonal antibodies are commonly directly labeled for 
detection of proteins and as secondary detection reagents in Western blots. 

 Despite the analytical power and sensitivity of current mass spectrometry for ana-
lyzing HIV-1, both SDS-PAGE and its logical extension, the Western blot, still com-
plement modern “proteomic” techniques. First, they are rapid and easily interpretable, 
with some procedures giving results within a couple of hours with low cost. The 
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instrumentation is comparatively simple so each laboratory member can have their 
own equipment and carry out analyses independently. Most importantly, these tech-
niques examine the whole protein, not just the sequence of peptide fragments by MS/
MS spectrometry in complex mixtures of proteins which leads to ambiguity: was this 
sequence from a pro-form of a protein, a processed active form, or a variant, or, in the 
case of the Gag polyprotein, is the peptide from Gag or just one of its mature proteins? 
Thus, many researchers confi rm proteomic protein identifi cations with a Western blot. 
Alternatively, the complexity of a mass spectrometry sequencing sample can be 
reduced by fractionating by size. The sample can be separated on an SDS-PAGE gel 
which is the cut into size fractions and the proteins in each slice digested and analyzed 
to provide the sequences present in a specifi c molecular mass range. An Achilles heel 
of mass spectrometry is the bioinformatics side where the peptide sequences are 
matched to proteins. Because peptide sequences are compared to expected values in 
databases, genetic polymorphisms, unexpected protein modifi cations, and other fac-
tors can cause vital peptide to be missed obscuring the identifi cation of proteins. 
Finally, these classic biochemistry and proteomic techniques have opposing, thus 
complementary natures. Western blots look inward: one needs to decide what protein 
to interrogate the blot for a principally yes or no answer. Since these antibodies need 
to be chosen, one needs to test from a hypothesis of what protein is of interest as it is 
obviously not profi table to guess with tens of thousands of proteins in a cell. In con-
trast, MS/MS spectrometry sequencing is outward looking, one harvests information 
on nearly all of the proteins in a complex mixture simultaneously, yet one does not 
study the intact protein. Mass spectrometry and Western blots work hand in hand, 
proteomics indentifying candidates and blots providing valuable information about 
the form of the protein and its posttranslational modifi cations.  

    Reversed-Phase High-Pressure Chromatography 

 Chromatography in many different forms has been used for over a century to separate 
materials. Biochemically, paper, silica plates, and columns (mostly liquid in biology) 
with various packing materials have been used for years to separate tissue and cell 
extracts into pure proteins. Four principle types of liquid chromatography column are 
molecular sieve/gel exclusion which separates on the basis of size; ion exchange which 
exploits differences in charge at a pH, i.e., their isoelectric point (pI); affi nity which 
relies on binding of a protein to a material, DNA, cofactor, protein, or specifi c anti-
body; and reversed phase which separates proteins based on the hydrophobic character. 
This last method employs a hydrophobic column material through which sample in a 
hydrophilic solvent is pumped. Since all proteins have some hydrophobic character, 
most bind to the column packing matrix. The proteins are then separated by increasing 
the hydrophobicity of the solvent fl owing over the column in a gradient. Proteins are 
eluted from the nonpolar matrix when they partition into the solvent according to their 
hydrophobicity, i.e., they are more soluble in the solvent than on the matrix. This pro-
cess is carried out at high pressure to produce a rapid fl ow rate that is precisely 
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controlled so that the proteins eluted off the column are resolved in narrow peaks at 
distinct and reproducible times. The primary benefi ts of reversed-phase high-pressure 
liquid chromatography (r-pHPLC) are high resolution, speed, and reproducibility; 
many virion proteins can be purifi ed in one column run. The r-pHPLC technique is 
better than ionic exchange because the hydrophobic nature of a protein is typically little 
changed, whereas a protein charge can vary widely based on oxidation, reduction, and 
differential posttranslational modifi cation of the proteins. Molecular exclusion col-
umns have relatively low- resolution power compared to r-HPLC so they can rarely 
resolve proteins out of complex mixtures. One of the early downsides to using r-HPLC 
is that the column sizes were relatively large, therefore requiring large amounts of 
sample. This is good for preparative work, for separating proteins from milligrams of 
purifi ed virus, concentrated from liters of virus production, but not for the analytical 
microgram to tens of nanogram amounts produced from cell transfections or material 
isolated directly from primary sources. The advent of microbore HPLC techniques, 
using ~2 mm columns with single digit micron-sized column material, now allows for 
small amounts of virus (from >1 to 0.1 μg) to be rapidly analyzed [ 20 ]. With high preci-
sion pumps and programmable gradient controllers, r-HPLC can resolve both the viral 
and host proteins in the virion at reproducible times allowing for matching of chro-
matograms by overlaying the profi les to compare several samples. Also, when using a 
UV detector in the near UV range (206 nm), where the absorbance of amino acids is 
the same, the peak area is directly proportional to mass, allowing for comparative mea-
surements between protein peaks in the chromatograph. 

 The downsides to r-HPLC are that this technique requires that the proteins be dena-
tured. Thus, the isolation of active enzymes or intact protein complexes such as mul-
tiprotein complexes is not possible, unless they can be refolded/reassociated 
post-purifi cation. Another drawback is that r-HPLC samples cannot contain detergent, 
a common technique for producing cell extracts, as this binds to the column and inter-
feres with the partitioning of the solute proteins between the column and the solvent. 
While both of these limit r-HPLC utility for analysis of cells, the goal of analyzing 
retrovirus particles is to examine their protein composition rather than enzymology. 
Also since the complexity of proteins in virions is relatively simple compared to cells, 
they can be lysed directly in the r-HPLC loading buffer without extraction and isola-
tion procedures involving detergent. Despite these limitations, r-pHPLC remains a 
powerful technique for the examination of both viral and  cellular proteins in HIV-1, 
simultaneously analyzing and isolating the components of virions.  

    Automated N-Terminal (Edman Degradation) Protein 
Sequencing 

 Long before DNA could be sequenced [ 21 ], proteins were being routinely sequenced 
by using chemicals or enzymes. The original Sanger reagent sequencing, which 
chemically labeled the amino-terminal residue from a polypeptide which was then 
partially hydrolyzed and the fragments separated and completely hydrolyzed 
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(1951), was soon supplanted by the Edman degradation technique which immobi-
lized the carboxy-terminus of the protein and then chemically cleaved the amino- 
terminal residue so that each step revealed a successive amino acid [ 9 ,  10 ,  17 ]. 
These techniques required large amounts of protein and were carried out painstak-
ingly by hand. Automating this process, the protein sequenator developed by Edman 
in 1967 [ 22 ] made protein sequencing more rapid but still required large amounts of 
protein and the length of sequence that could be read was rather limited. Therefore, 
to sequence proteins, one had to break them up into small polypeptides by cleaving 
the protein with proteases and then sequencing the peptides. By manually compar-
ing and knitting together the short sequences produced from several protease 
digests, a sequence of the whole protein could be obtained. Modern protein sequenc-
ing machines use an approach pioneered by Hunkapiller and Hood, who developed 
the protein microsequencer in 1978 [ 23 ]. With this new tool, it was possible to 
sequence 77 amino acids from using 5 mg of antibody light chain. Much longer 
sequence reads from much less material in an automated format revolutionized pro-
tein sequencing, vastly increasing the speed and ease of sequencing. 

 Today, the chemically based microsequencer is still used. Its disadvantages are 
that it requires much more protein than ms/ms spectrometry sequencing. Also, it 
works best on a purifi ed protein; the presence of other proteins causes other amino 
acids to be present in the reads. While low levels of contaminants can be tolerated, 
being less abundant than the proteins of interest, not all amino acids yield the same 
signal; thus, it is possible to have a weakly yielding residue in the protein at the 
same position as a strong amino acid signal in the contaminant which could lead to 
a miscall. Thus, protein sequencers cannot analyze complex mixtures of proteins. 
Also, the chemistry of Edman degradation sequencing requires a free amino group 
on the end. Therefore, proteins with modifi ed amino-termini, e.g., those with acyl 
modifi cations such as HIV-1 Gag, cannot be directly sequenced [ 23 ]. To sequence 
the remainder of the protein, this modifi ed amino acid must be removed, typically 
by a downstream protease cleavage to produce a “free” amino-terminal end. This is 
a real shortcoming as roughly half of the proteins in the cell have blocked amino- 
termini. Furthermore, “reading” the sequence output requires some skill that must 
be learned from experience: how to adjust the results for differing amino acid yields 
and looking for potentially modifi ed amino acids, e.g., ubiquitinated proteins or 
cyclic proteins, which make interpretation diffi cult. On the positive side in compari-
son to MS/MS spectrometry sequencing, the length of the sequencing reads is much 
longer and is direct. The sequence is obtained without any bioinformatical statistical 
fi tting to a protein sequence database that could miss proteins due to allelic poly-
morphism, mutations, or posttranslational modifi cations not noted in the database. 
Also, some proteins are cleaved into too small a polypeptide to be statistically sig-
nifi cant enough to be reported. This is especially true with basic proteins and trypsin 
digestion, a commonly used protease for fragmentation. Finally, the coverage of an 
MS/MS spectrometry sequence is only as good as its database and its digestion 
procedure. Despite its low throughput and other shortcomings, the protein microse-
quencer still remains an important protein analysis tool.  
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    Amino Acid Analysis 

 Amino acid analysis analyzes the amino acids present in a protein by fi rst acid 
hydrolyzing the protein and then separating and detecting the individual amino 
acids. This technique, once done manually with thin layer chromatography, is now 
carried out in an automated format which greatly increases speed and accuracy. This 
method provides the most precise way to analyze the amino acid makeup of a pro-
tein. Amino acid analysis also is the most accurate method to measure the absolute 
amount of protein in a sample. However, a downside to this technique is that it 
requires relative larger amounts of proteins than some other methods and samples 
that are very pure. In HIV-1 biochemistry, this was used to identify the amino acid 
composition of the HIV virion proteins before sequencing. With the roster of amino 
acids found in a protein, the sequencing is more easy to read and assemble since one 
only needs to arrange the amino acids like a puzzle rather than discover and then 
order them. Sequence ambiguities such as missing amino acids and miscalls are 
more easily resolved. Also, once the sequence is known, then modifi ed residues can 
be identifi ed by their differing elution profi le on the HPLC separation. This tech-
nique is also useful for quality control of recombinant and purifi ed proteins. 

 These classical techniques have served us well over the last few decades and are 
still very relevant to the study of proteins in HIV-1 particles. Looking to the future, 
there will be a long partnership between the old-school “proteomics before there 
was proteomics” and proteomics.     
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    Chapter 4   
 Proteomic Studies of HIV-1                     

     David     R.  M.     Graham         

      Introduction 

 Up to this point, the reader should have a good understanding of HIV-1 at the protein 
level. In Chaps.   1     and   2    , we have explored in depth the role of host proteins and the 
techniques that are routinely used in traditional research approaches. In this chapter 
we will introduce some of the fundamentals of proteomics and how they can best be 
applied to the study of HIV-1 and other viruses. 

 When our group started working on HIV-1 proteomics over a decade ago, we had 
to overcome many challenges. Given the limited amount of sample available for 
HIV-1, we didn’t have enough material to follow stringent process testing like we 
normally would have done for our classical biochemical experiments. Eventually, 
with the help of our colleagues at the AIDS and Cancer Vaccine Program, we began 
using large quantities of 1000-fold concentrated virus isolated from >500 mL of cell 
culture supernatants. Armed with suffi cient virus to systematically address where 
we were making mistakes, we were able to identify and adapt our methods to work 
with HIV-1 and began to disarm many experimental and methodological landmines. 
In this chapter, we share the lessons and experiences that we had to overcome to 
fi nally be able to move forward to obtaining meaningful results and publications. It 
is my hope that the reader will be able to benefi t from these experiences as a starting 
point for the study of HIV-1 or other projects involving limited numbers of samples 
and specialized approaches.  
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    Proteomic Studies of HIV-1 

    Proteomics: “A Three-Legged Stool” 

 Proteomics has been described by many as a “three-legged stool”—if any one leg 
fails, there are catastrophic results for the user. In terms of HIV-1 proteomics, the 
legs of the stool consist of (1) sample preparation, (2) mass spectrometry, and (3) 
bioinformatics. In this chapter, we will principally address the fi rst two legs, and we 
dedicate Chap.   6     to addressing the third. I have attempted to provide practical advice 
and the necessary minimal amount of background information for investigators 
wishing to attempt studies in this area or for physicians to better understand the type 
of information that one might consume as this fi eld matures. 

    Sample Preparation 

 The purity problem of HIV-1 was explored in Chap.   2    ; however, we will expand 
upon this issue as it applies to proteomics. Ott and colleagues have nicely described 
the use of both subtilisin and CD45 depletion for the generation of pure virus prepa-
rations for host and viral proteins within the lipid bilayer of the virion and whole 
virions, respectively [ 1 ]. Our group has also contributed to this area publishing meth-
ods of virus isolation including density manipulation and refi ned protocols for the 
use of OptiPrep reagents [ 2 ]. As we get closer to completing the initial “cataloging” 
of host proteins that are incorporated into virions, we are very likely to shift toward 
examining posttranslational modifi cations (PTMs) of viral proteins (described in 
Chap.   5    ) and the analysis of HIV-1 virions isolated directly from patients. Also, in the 
near future, we are likely to begin to take more quantitative approaches to the study 
of HIV-1 virions in patients. This shift in applications also necessitates a shift in our 
sample preparation procedures—away from the traditional large-scale biochemical 
approaches typically used in proteomics to those that allow for the more rapid isola-
tion of virions such as affi nity purifi cation approaches. For affi nity purifi cation 
approaches, despite being marketed as an HIV-1 purifi cation kit, we only just recently 
confi rmed that CD44 was incorporated into HIV-1 virions from both macrophages 
and T-lymphocytes [ 2 ]. Thus, consideration of a CD44-positive enrichment kit 
(Miltenyi), as a fi rst step alongside a CD45 depletion kit, may accelerate sample 
processing. The caveats with these approaches, though, are that CD44 enrichment 
might preferentially enrich for R5-tropic virions [ 3 ] or may miss subsets of viruses 
that may not incorporate CD44. Although affi nity enrichment and depletion methods 
are very straightforward, ultracentrifugation remains one of the best approaches to 
isolate HIV-1 [ 3 ] and is widely used for the enrichment of virus for ultralow limits of 
detection by quantitative polymerase chain reaction (PCR) methods. Adaptation of 
these protocols to the latest generation of benchtop ultracentrifuges that can rapidly 
obtain extremely high relative centrifugation forces in a short period of time may be 
an alternative path moving forward. 
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 For the near future, it is likely that primary viruses must be expanded from cell 
cultures ex vivo unless working with patient samples isolated from patients in the 
acute phase HIV-1 infection, where HIV-1 titers are very high. If ex vivo expansion 
of virus is the case, then careful consideration must be given to the expansion strat-
egy, as from a host-protein standpoint, HIV-1 will refl ect the cell type that it last 
replicated in, potentially altering any host-protein phenotypes of PTMs that would 
have existed in the patient [ 2 ]. As tissue culture approaches improve for ex vivo 
expansion of cells [ 4 ] and our knowledge grows about what the differences are 
between primary virions and those expanded ex vivo, this may become less of an 
issue in the future. From a sequence perspective, if one is using proteomic approaches 
to confi rm virus sequence changes ex vivo, expansion is less of a concern. 

 Regardless of the technique for the purifi cation or generation of HIV-1 virions for 
study, for the purpose of cataloging viral proteins or the study of viral protein PTMs, 
virus must be signifi cantly concentrated so that total protein concentration is in the 
range of 1 mg/mL to facilitate both the digestion of virus by proteases (most com-
monly trypsin) and the cleanup and recovery of the digested material. To this end, 
ultracentrifugation offers a very rapid way of “pelleting” virus to concentrate it, and 
the supernatant can be discarded. Even if the resulting pellet is invisible to the naked 
eye, the virus can then easily be resuspended in a digestion buffer containing trypsin 
to improve recovery. In our group we use an acid-cleavable detergent like RapiGest 
(Waters) to accelerate the digestion of the virus and also inactivate the virion at the 
same time. Acid-cleavable or similar detergents are a must as common detergents are 
contaminants for mass spectrometry analysis in following steps (reviewed in [ 5 ]).  

    Protein and Peptide Quantitation 

 While there are a plethora of different protein quantitation kits on the market based 
upon different methodologies (reviewed in [ 6 ]), users are often unaware of the effect 
of interfering substances, and protein quantitation can be vastly impacted. In our 
experience, protein and peptide quantitation is one of the most important steps in 
proteomics. If suffi cient experimental material exists (>50 μg), our fi rst recommen-
dation is a precipitation-based approach, like the 2D Quant kit from GE healthcare. 
Specifi cally made to quantitate proteins from samples prepared with complex lysis 
buffers that include detergents, this kit simply precipitates out the protein and then 
follows a colorimetric approach. The downsides of this approach are the relatively 
high amount of protein required for this purpose, only really allowing for studies 
involving infected tissues or cells in the context of HIV-1. Therefore, as an alterna-
tive we have used a custom protein binding assay described in  6  with a fl uorescent 
post-dye like Sypro Ruby (Invitrogen) or Lava Purple (epicocconone, the Gel 
Company/GE Healthcare). This method uses a dot-blot apparatus, and interfering 
substances are washed through a fi lter, whereas the protein itself adsorbs to a nitro-
cellulose membrane. The sample is run along with a standard curve and read on a 
fl uorescent scanner. Protocols for each of these methods are available on the vendor 
sites. Recently, Feist and Hummon reviewed similar approaches for microgram 
amounts of materials for proteomic studies [ 5 ,  7 ]. 
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 Prior to sample concentration, for most individuals working with HIV-1 ELISAs 
or quantitative PCR generally is used to determine the quantity of virus present in the 
sample. This information can be used to help estimate the total amount of protein in 
a sample. Based upon published studies, there are roughly 1,500 copies of capsid 
(p24) per copy of viral RNA [ 8 ], which works out to be approximately 16,000 virions 
per picogram of p24. Using results obtained by Marozsan and colleagues, these num-
bers appear to overestimate the number of virions by a factor ranging from 33 to over 
100, when calculating the ratios of p24 to viral RNA [ 9 ]. Given the higher reproduc-
ibility of viral RNA measures versus p24 assay results, we prefer to normalize by 
viral copy number. By ELISA, in our experience, [ 9 ] the protein concentration of a 
virus preparation is generally 10–20-fold higher than the p24 level. Like any quanti-
tative assay, one must be very careful to run the sample in dilution to make sure that 
the reported value is in range of the standard curve used for the assay. In practical 
terms, we generally use 25 mL of infected culture supernatant to obtain suffi cient 
virus in the supernatant to perform a discovery experiment. Our general assumptions 
are that HIV-1 grows at approximately 10 ng/mL of p24 from permissive cell lines. 
Thus, we have 250 ng of p24, or using our rule of thumb, 2.5 μg of total protein. This 
is on our low end for a thorough cataloging of virus by mass spectrometry but suffi -
cient for us to obtain signifi cant coverage of the virus for most applications. 

 For discovery experiments, the limited abundance of HIV-1, especially from 
small cell culture experiments or from primary isolates, is the biggest risk factor for 
the success in HIV-1 proteomics. A good rule of thumb is to work backward from 
your optimal analysis to inform yourself of how much material is required for your 
mass spectrometry experiment. For instance, if one is looking to perform an experi-
ment to fi nd as many proteins as possible in their HIV-1 isolate, then the ideal 
amount of protein to have for nano-high-performance liquid chromatography (nano-
HPLC) ranges between 1 and 10 μg of digested and cleaned peptide on column. 
Working backward, using the optimal workfl ow recommended below, always 
underestimates protein amount after digestion by a factor of 2 prior to digestion of 
protein and peptide cleanup and quantitation by HPLC. Thus, for a discovery exper-
iment, the risks expand greatly for starting amounts of material under 20 μg. Since 
purifi ed virus is roughly 1 μg/mL of total protein in supernatant, this means that 
20–25 mL of supernatant is the minimum required. For plasma from a patient, this 
would depend on the titer of virus in the patient, but 20 mL of plasma would be a 
good starting point for a discovery experiment, so long as the patient is viremic.  

    Sample Cleanup: Beware of Traditional Detergents 

 Most classical methods working with HIV-1 involve inactivation of virus with 1 % 
triton X-100. Since detergents are a profound interfering substance for both nano- 
HPLC and mass spectrometry, different strategies must be thought of for inactiva-
tion of virus. While new approaches and products allow for the removal of detergents 
[ 10 ], many of which are now commercially available (Pierce or Thermo Scientifi c) 
in our laboratory, we have substituted the use of an acid-cleavable detergent 
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(reviewed in [ 11 ]) such as 0.5 % RapiGest (Waters) or alternatively a buffer contain-
ing urea to facilitate digestion of proteins [ 2 ] obviating the need to use detergents at 
all. The use of a high-quality trypsin is also essential following the manufacturer’s 
instructions to avoid contamination with trypsin autolysis products. 

 The next step of good sample preparation is removing salts (another interfering 
substance) from the sample and actually quantifying the peptide that will be injected 
onto the mass spectrometer. In our group we have moved directly to off-line HPLC 
cleanup of the peptides and use a standard curve by HPLC. By far this is the gold 
standard for peptide quantitation and desalting, but from a practical standpoint, this 
is somewhat like driving around the block in a Ferrari, as using HPLC instrumenta-
tion for this purpose can be costly and using a neighbor’s HPLC system is not prac-
tical since often they are set up with assays specifi c to their laboratory needs. A 
much less expensive approach is the use of peptide spin cartridges, which allow for 
washing and desalting of peptides in a typical laboratory setting. The subsequent 
use of the LavaPep [ 6 ] (The Gel Company) or a similar peptide quantitation method, 
like nanodrop (Thermo Scientifi c), provides the investigator with precise informa-
tion on the abundance of peptides prior to performing a mass spectrometry experi-
ment as the recovery can sometimes be variable between spin cartridges. The use of 
a peptide standard mix to make a standard curve is essential to ensure accurate 
quantitation (available from ProteoChem, Life Technologies and Sigma-Aldrich). 
Regardless of the approach, purifi ed quantitated peptides maximize the probability 
of success of a mass spectrometry experiment.   

    Mass Spectrometry: The Basics 

 Prior to discussing the acquisition of mass spectrometry data, a lengthy aside is 
necessary to introduce mass spectrometry (MS), as the success of the HIV-1 pro-
teomic experiment is now dependent on a well-executed MS experiment. While the 
end point of a mass spectrometry experiment is obtaining information on both pro-
tein composition and abundance, understanding the principles of mass spectrometry 
(MS) helps inform the investigator as to what types of mass spectrometers are better 
suited to what purpose. While any experienced proteomic core director should be 
able to guide the newly initiated, it never hurts to come in somewhat informed to the 
conversation. Unfortunately, there is a paucity of reviews in mass spectrometry for 
the lay audience and for the most part a lack of fundamental education for most 
scientists and clinicians in this area. At the time of writing, the Agard lab at 
University of California San Francisco (UCSF) has a fantastic primer available 
online (  http://www.msg.ucsf.edu/agard/protocols.html—MS101    ; Google Keyword 
search: Agard lab mass spectrometry 101) that I have drawn heavily from my own 
teaching of the fundamentals of mass spectrometry at Johns Hopkins School of 
Medicine (  https://jh.box.com/ms-basics-graham    ). The next section presents a lay 
view of mass spectrometry meant as a general guide for the reader and is in no way 
meant to be a comprehensive review of the subject but is intended to allow the 
reader to have an informed conversation with a mass spectrometrist. 
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    Vacuum System and Source 

 Often the fi rst thing that somebody notices when a mass spectrometer is installed in the 
laboratory is that they are loud. The noise associated with a MS instrument is due to the 
vacuum systems needed to keep the instrument operating under very low vacuum rang-
ing from 10 −3  to 10 −5  Torr or lower depending on the section of the instrument or what 
operations are being performed (for reference, outer space pressure ranges from 10 −6  to 
<10 −17  Torr in interstellar space, the moon surface atmosphere being 10 −11  Torr). Think 
of the classic experiment that is performed in high school labs across the nation—a 
falling ball or a falling feather. In normal atmospheric pressure air (760 Torr), a feather 
falls much more slowly than the ball due to air resistance. In a vacuum they fall at the 
same rate (see the Human Universe: Episode 4 on Youtube by Brian Cox). Ions, despite 
their incredibly small sizes, bang into other molecules and are slowed down just like 
any other matter. Therefore, it’s the job of the source region to allow samples to enter 
into the MS system from an area of high pressure to inside of the instrument—where a 
very high vacuum exists. The trick with mass spectrometry has always been trying to 
get the sample from the solid or liquid phase into the gas phase so that it can be moved 
around inside a vacuum. The other problem is how we can move it around once we 
have converted our analyte into the gas. The job of the source of a mass spectrometer 
is to convert our analyte into the gas phase and, at the same time, impart a charge on 
analyte. The charge, either positive or negative, is the only way we can move some-
thing around in the gas phase using principles of magnetism. 

 The source most widely used today is what is called electrospray ionization mass 
spectrometry. In this method peptides are resuspended into an aqueous solution, ran 
through a capillary column (from an HPLC system) through an emitter needle that is 
electrifi ed at high voltage, while gas, typically nitrogen, is blown into the source region 
to evaporate the solvent. The result is that the solution, which contains charged parti-
cles, rapidly evaporates and the droplets begin to reach a point where the like charges 
repel each other and the force is stronger than the surface tension of the droplet result-
ing (Rayleigh limit) in an explosion of the particles out of solution into the gas phase 
(into the air). Since the most commonly used protease, trypsin, cleaves after a lysine or 
arginine, which are basic amino acids, peptide typically becomes protonated (H+), 
resulting in peptides having at least one positive charge. Protonation is facilitated by 
acidic pH conditions. After being charged into ions, the peptides are focused through a 
series of ion optics toward the next component of the system, the mass analyzer. While 
air and other non-charged particles are also entering into the instrument, the ion optics 
create fi elds that are stronger than the airfl ow created by the vacuum system. Therefore, 
the charged particles, or ions, are continually concentrated relative to their environment 
as they enter into regions of the instrument held at lower pressure.  

    The Mass Analyzer 

 As mentioned above, vacuum is going to allow charged peptides to move in the 
instrument. Highly effi cient (roughing) and high velocity (turbo pumps) vacuum 
pumps are used to remove as much air as is feasible to create a vacuum. Once this 
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is achieved, peptides can be accelerated, decelerated, and steered using magnetic 
fi elds. While beyond the scope of this book, in most Electrospray Ionization (ESI) 
instruments, a series of ion optics are used to steer the beam of ions and focus them 
to the mass analyzer where masses are separated. 

 The job of the mass analyzer is to separate different masses entering through the 
source regions. The same principles that are involved in redirecting ions (varying 
voltages and radio frequencies) are used by the mass analyzers to get rid of unwanted 
ions or enrich desired ions. 

 There are three major types of mass analyzers that are commonly used in modern 
instruments: the quadrupole (Q), the ion trap (IT), and the time of fl ight (TOF) mass 
analyzers. In the most common confi guration for protein analysis, multiple analyz-
ers are combined, generating what is referred to as a tandem mass spectrometer. 
Two or three analyzers are typically combined in series originating several different 
confi gurations. 

 Likely, the easiest mass analyzer to conceptualize is the time of fl ight mass spec-
trometer (reviewed in [ 12 ]). In a TOF instrument, ions are separated according to 
the time they take to travel while accelerated by a magnetic fi eld. The ions hitting 
the detector are recorded, and this information is presented in a mass spectrum, with 
mass ( m / z —defi ned below) on the  x -axis and the intensity of the signal on the  y -axis. 
To visualize how a TOF mass analyzer works, imagine a bowling ball and a marble 
sitting side by side in a lane at a bowling alley. If the exact same amount of force is 
applied to the bowling ball and the marble at precisely the same time, the marble 
will reach the end of the lane sooner than the bowling ball. Since we can measure 
the time it takes for this to occur and we know the amount of force that has been 
applied, we can calculate the mass of the marble and the bowling ball. While the 
equations look a bit different, for an ion in a TOF instrument, the time of fl ight is 
directly proportional to mass. The only conceptual trick is that since we cannot 
physically push the ions but instead need to use voltage to apply force, the ions will 
receive energy in a dose equal to the number of charges that they have on the mol-
ecule. For example, a molecule with one charge will receive the equivalent of one 
push of equal energy, whereas a molecule with two charges will receive two pushes 
of equal energy, and so on. In order to calculate the mass of an unknown peptide, 
knowing the time (measured) and the force applied, but not charge state (number of 
charges), other inferences need to be made. Despite the name mass spectrometry, 
the mass on a mass spectrum is in reality the “ m / z ,” or mass over charge ratio. 
Indeed a peptide ion fl ies at a speed, which is in direct proportion to its charge in the 
instrument. So mass ( m ) is actually equal to  m  +  H / z , where  M  = mass,  H  = mass of a 
proton, and  z  is the charge. Fortunately with high-resolution mass spectrometers,  z  
(charge state) can be calculated by using the information stored within the isotopic 
envelope. This is generated by the natural distribution of isotopes and their relative 
abundance within a peptide chain. For instance, the natural abundance of  13 C gener-
ates different isotopic forms of the same peptide. The isotopic envelope, which can 
be observed before correcting for isotopic distribution, is a representation of the 
natural occurrence of heavier isotope (e.g.,  13 C). Since peptides are mostly com-
prised of carbon, hydrogen, nitrogen, and oxygen, we can use the natural abundance 
of heavy isotopes to determine what the charge state is by looking at what the mass 
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difference is between the light and heavy isotopes (for reference see [ 13 ]). For 
example, the natural mass of carbon is 12.00 Da exactly. For carbon 13, the mass is 
13.00 Da. Therefore for a population of ions in a typical peptide, most will be made 
up of  12 C; however, some will have  13 C. Therefore, when these different forms are 
resolved in a mass analyzer, we can see the population with the  12 C form and the 
population with the  13 C form. To calculate the charge, we look at the mass difference 
between the two  m / z  forms of the population. If the mass difference between one 
isotope and the next is 1, then there is only a +1 charge, if it is 0.5, then there is a +2 
charge and so on. Typically, with electrospray ionization instruments, the charge 
state is +2 and above. Therefore, an important caveat is that we need an instrument 
of suffi ciently high resolution to resolve the differences between the nearest peaks. 

 After the TOF, the next mass analyzer that is easiest to conceptualize is a quadru-
pole mass analyzer. The quadrupole, Q or quad for short, is in essence composed of 
two couples of parallel rods (four poles) aligned with an axis and equally spaced by 
90° angles. If one was to look at them standing on a watch dial, one would be at 12 
o’clock, one at 3, one at 6, and one at 9. A radio frequency is applied to the rods, and 
a current is then applied on top of this. In lay terms, one set of forces is used to nudge 
ions off the axis, and the other to nudge ions on the axis. For example, if fi ltering 
higher masses is desired, just enough energy is applied to keep the mass of interest 
between the rods—thus lower mass ions will crash into the rods or leave the ion beam, 
because, like in a TOF instrument, a lighter ion will travel farther with the same force. 
For higher mass fi ltering, just enough energy is applied to steer lower masses in the 
center of the beam, and higher masses will not be moved toward the central axis and 
will eventually exit the ion beam. The small ions will ping-pong back and forth, but 
the large ions with initial kinetic energy won’t be overcome by the small forces. Thus, 
by working together, the poles in the quadrupole can act as a mass fi lter for the masses 
of interest. To generate a mass spectrum, a quadrupole mass spectrometer has to allow 
each individual ion to pass through to separate the masses. Since ions are nudged 
along, the resolution of these instruments tends to be much lower than other instru-
ments and is often used in combination with other mass analyzers in hybrid instru-
ments. One of the most powerful applications of a quadrupole instrument is when 
three quadrupoles are placed in series, also known as a triple quadrupole (Q 3 ) instru-
ments. In this case, a particular ion can be selected, the second quadrupole can be used 
to fragment the ions, and the third quadrupole used to transmit only the resulting 
fragment ions (also known as product ions or transition ions) to the detector. In this 
approach, termed selective or multiple reaction monitoring, highly specifi c “transi-
tion” ions can be monitored with incredible gains in signal- to-noise ratios. This is 
because peptides that have the same mass by chance and are co-eluting (isobaric ions) 
are eliminated prior to reaching the detector. Selective reaction monitoring is described 
in detail in a recent review by Gianazza and colleagues [ 14 ]. 

 The next major type of mass analyzer is the ion trap mass analyzer [ 15 ], which is 
an evolution beyond a traditional ion trap mass analyzer. A traditional ion trap mass 
analyzer uses similar principles to a quadrupole, except instead of letting ions pass 
through the gate or not, a trap keeps the ions trapped in an orbit. To measure a mass 
spectrum, ions are scanned out of the trap (using the same forces as a quadrupole) to 
the detector. Alternatively, individual ions can be kept in the trap and all the other ions 
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ejected. An Orbitrap instrument uses some of the same principles as an ion trap, except 
instead of ions traveling inside of the trap, the ions spin between an outer electrode 
shell and an inner central axis electrode or spindle. An outer “trap” is usually neces-
sary to load ions from the source region into the Orbitrap to overcome the fi eld gener-
ated between the outer shell and inner spindle. Similar to a TOF, the heavier the ion, 
the farther away it “orbits” the electrode, and the lighter an ion is, the closer the orbit.  

    The Detector 

 In order to actually detect ions that have been separated by a mass analyzer, a detec-
tor is needed. Now working in reverse order, in the case of the Orbitrap, the detector 
is built into the trap on opposite sides. This confi guration is necessary, since ions 
moving within a magnetic fi eld generate currents on the outer shell electrode. These 
signals are picked up on either side of the fi eld, and the signals can be deconvoluted 
using Fourier transformation to generate exquisitely high-resolution mass spectrum. 
This high resolution is achieved since the current itself is deconvoluted from the 
actual path of the ions versus being interpreted from electronics as signals are 
detected in a TOF instrument. In a quadrupole or a TOF instrument, once ions have 
been separated and sorted, the signal must be converted from ions to electrons. While 
detectors can vary in their construction, in the case of non-Orbitrap detectors, ions 
are sent colliding into charged surfaces that amplify the signal into electrons, pho-
tons, or both. The intensity of the signal is then recorded and reported along an axis 
that is mass to charge or  m / z . Knowing that detectors, like any electronic equipment, 
only work within certain ranges, typically four orders of magnitude or less. This is an 
important consideration, since the detectors often cannot detect weak signals in the 
presence of strong signals, and if detectors become saturated with too much signal, 
they can take some time to “reset.” From an experimental standpoint, this means that 
if the signal is too low, it will not stand out from the electronic noise, and if a signal 
is too high, you will lose the ability to quantitate if the detector is saturated.  

    Tandem Mass Spectrometry 

 The fi nal concept that must be introduced to the reader is tandem mass spectrome-
try. As mentioned, a tandem mass spectrometer is an instrument where mass spec-
trometry can be performed in tandem. For most MS applications, a hybrid mass 
spectrometer is used. For proteomic applications, a modest resolution is required 
(~10–15,000 resolution) to determine the charge state of multiply charged peptides. 
Given this resolution requirement, most hybrid mass spectrometers use at least a 
quadrupole as an analyzer. Only one vendor, Thermo Scientifi c, owns the patent on 
the Orbitrap mass analyzer. Generally, the quadrupole is used as a mass analyzer to 
rapidly select ions for fragmentation, followed by different analyzers (such as TOFs 
and traps). As mentioned, several different confi gurations exist on the marketplace 
including trap-TOFs and other magnetic sector detectors which are beyond the 
scope of this book. 
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 The most common use of a tandem MS instrument is to fi rst measure the mass and 
intensity of the analytes (MS) and then to isolate one molecular ion in particular, frag-
ment it, and measure the mass of the fragments (a second MS spectrum). We term this 
operation MS/MS, MS 2 , or tandem MS. Conceptually, there are two types of tandem 
MS instruments: those that operate in tandem separated by space and those that oper-
ate in tandem separated by time. Tandem-in-space instruments carry out the isolation 
of ions, fragmentation of ions, and measurement of fragment ions in different spaces 
in the instrument. The Q-TOF is the best example of a tandem- in- space instrument, as 
the fi rst MS experiment allows all ions to pass through the quadrupole and collision 
cell and be separated by the TOF. In the second MS experiment, the quadrupole iso-
lates the mass of interest and the ion is fragmented (either in a collision cell or by 
increasing energy of the ions), and the fragments are separated in the TOF. As elec-
tronic components improve, at the time of writing, Q-TOFs can easily operate in the 
50–200 Hz range, performing many MS/MS experiments in a second. 

 The second type of instrument is a tandem-in-time hybrid instrument. In a 
tandem- in-time experiment, the operations are performed in the same region of the 
mass spectrometer but at different times. An example would be an ion trap instru-
ment, where ions are fi rst collected and scanned out to perform the MS experiment, 
and then all ions but the ion of interest scanned out, the ion fragmented and the 
fragments scanned out for the second MS experiment. Hybrid trap instruments now 
exist in where ions can be measured in the Orbitrap for the fi rst experiment, and a 
quadrupole used to collect ions, then the ions are fragmented in the loading trap and 
fragments measured in the Orbitrap. In this manner, the speed of the instrument 
operations can be increased signifi cantly, with Orbitrap instruments operating in the 
18–20 Hz range. While “slower” than a Q-TOF instrument, the ability of optimizing 
MS/MS by varying fi ll times of ions in the trap and the ability to perform additional 
experiments makes a trap instrument more versatile.   

    Mass Spectrometry in the Context of HIV-1 Proteomics 

    Chromatography Considerations 

 Having covered the principles of mass spectrometry in the preceding section, we 
can appreciate that tandem mass spectrometry will be the most important applica-
tion of mass spectrometry for most researchers engaging in HIV-1 proteomic stud-
ies. In previous primers on proteomics, we have spent considerable time extolling 
the virtues of performing extensive protein separation techniques to increase the 
coverage of proteins [ 16 ]. In the context of HIV-1 proteomics, the limited amount 
of sample available for the investigator precludes the use of protein separation 
methods given the considerable losses that can occur in most gel-based or chroma-
tography approaches. Reiterating, the sample preparation approaches described 
above, an in-solution digest with trypsin followed by peptide quantitation is the 
method of choice for HIV-1 proteomics. Fortunately, we are well beyond the days 
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of slow instrumentation, where often only one or two MS/MS events could be per-
formed per second. With instruments now exceeding 50 Hz, the number of MS/MS 
events that can be obtained per second reduces the need for extensive multiple 
dimension protein and peptide fractionation approaches. 

 Given that most experiments will involve a complex mixture of peptides but be 
limited to under 10 μg of peptide, the best investment for discovery proteomics uses 
nano-HPLC methods with long gradients and long columns for separation of pep-
tides. Recently, Hsieh and colleagues published a very elegant study examining the 
relationships between column and gradient lengths on MS and MS/MS performance 
showing the performance gains of longer nano-HPLC columns [ 17 ]. Indeed, some 
companies are now marketing 1 m-long nano-HPLC monolithic columns (Dionex) 
that have exceptional performance. HPLC “chip” systems, which reduce the number 
of connections and reduce the “dead volume” of connections, are also becoming 
more and more robust. These systems include offerings from Eskigent/ABSciex 
(ChiPLC) and Agilent (ChipCube System). The chip systems offer less user vari-
ability, as do purchased columns; however, they also tend to be much more expen-
sive. It is at this point though that the investment in off-line desalting and accurate 
peptide quantitation will protect the investment no matter what choices are made. At 
minimum most facilities should be able to offer a 30-cm column to perform nano- 
HPLC separations on. Prior to performing extensive experiments with biological 
samples, testing the system confi guration for performance is a good investment prior 
to running an extensive experiment. Often, a single sample run in triplicate can help 
to determine the optimal load for the column and optimal chromatography gradients 
for the sample. In our laboratory, we routinely profi le ~1,500 proteins from 10 μg of 
peptide from HIV-1 virions and ~3,000 proteins from HIV-1-infected MDMs using 
a 30-cm 150-μM ID column packed with 3-μM C18 resin with a 300 Å pore size, 
over a 90-min gradient at 500 nL per min on an ABSciex 5600 instrument (manu-
script in preparation). This generic method, with direct loading onto the analytical 
column, is highly reproducible. Given the limited amount of sample available in a 
typical experiment involving virions or infected primary cells, nano-HPLC is the 
method of choice; however, as sources on UHPLC systems continue to improve, the 
gap between micro-fl ow and nanofl ow HPLC will likely narrow. At the time of writ-
ing, approximately tenfold more material must be used with UHPLC to obtain the 
same limits of detection as nanofl ow chromatography methods; however, the 
increased performance and stability of the UHPLC system warrants consideration.   

    Mass Spectrometry Acquisition: Qualitative Versus Quantitative 
Methods 

    Data-Dependent Analysis 

 By far the most common type of qualitative mass spectrometry experiment is data- 
dependent analysis (DDA). In this type of experiment, a full scan of all of the masses 
is fi rst taken by the instrument (MS), then a specifi c mass is isolated and fragmented 
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(typically by collision-induced dissociation or CID), and the fragment masses mea-
sured (MS/MS). Since peptide separation is occurring in real time, the width of a 
typical peak is only a few seconds. Now that the mass spectrometry fi eld has moved 
away from slower instruments operating between 2 and 5 Hz and capable of only 
performing 1–5 MS/MS events per second, the need for extensive peptide fraction-
ation is lessened. New high-resolution/-performance mass spectrometers now oper-
ate at speeds of up to 200 Hz at the time of writing, allowing for the acquisition of 
much more data in a short period of time. This reduces the probability of missing a 
peptide stochastically. Given the limited amount of material for an HIV-1 experi-
ment, performing an experiment on an instrument slower than 50 Hz (for a Q-TOF) 
is simply not recommended. If not practical, then strategies must be considered to 
either separate proteins prior to digestion or peptides after digestion using different 
fractionation strategies (reviewed in [ 18 ]). 

 From the reader’s perspective, the fundamental goal of a DDA experiment is the 
acquisition of MS/MS data on as many peptides generated from proteins as possi-
ble. DDA experiments are typically semiquantitative. As the speed of acquisition 
and sampling of peptides increases, the number of times a spectrum is observed can 
be used as an estimate of the protein abundance. This method, termed spectral 
counting, is a good start at estimating protein abundance. If biological replicates are 
available, then this approach can be used along with simple statistical tests between 
groups to identify proteins that are changing under different conditions.  

    Label-Free Quantitative Approaches: Spectral Counting and Data- 
Independent Analysis 

 We are quickly advancing toward observing more and more of the proteome in each 
experiment, and the issue of quantitation is often becoming more important than 
detection of unknown proteins. Since we already know all of the viral proteins in 
HIV-1, for example, should we bother trying to isolate and identify all of them? 
Perhaps not. If we have already generated a large database of proteins using tradi-
tional (DDA approaches), then we can construct in silico databases based upon the 
time that a peptide has eluted along with the fragmentation spectrum. Once this 
database is constructed, then we can perform an experiment where we simply skip 
to the fragmentation step. Generically, in this type of approach, the instrument mea-
sures all of the precursor ion masses (and intensities) and then quickly isolates a 
range of masses and simultaneously fragments them and measures the fragment 
ions all together. By mapping the precursor ions and fragment ions back to data-
bases constructed before and not trying to isolate a single ion, we can enhance the 
sensitivity of detection by approximately tenfold. This type of approach is marketed 
by different vendors (MSE by Waters, All Ions by Agilent and SWATH by ABSciex 
to name a few); however, in essence it is taking advantage of higher collision ener-
gies and looking for fragment ions that are unique to the peptide of interest. The 
downside of these methods is that care must be taken to ensure that peptides are 
normalized properly prior to acquisition on the instrument and that the samples are 
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ran on the same column to ensure that retention times of peptides do not drift. If 
possible, it is best to run each sample twice, once in DDA mode and then once in 
data-independent analysis (DIA) mode. In this manner, one obtains the best of both 
worlds: the accurate quantitation and the ability to identify unknowns in each sam-
ple. Another drawback of this method is that at the time of writing, the informatic 
tools to manage proteomic data generated in this manner are limited and often 
require investing in the vendor’s proprietary software platforms or the installation of 
open-source software, like open Sequential Windowed Acquisition of All Theoretical 
Fragment Ion Mass Spectra (SWATH-MS), which can be beyond the capability of 
most users. Other iterations of these methods exist including what Thermo terms 
parallel reaction monitoring, and all of these methods have signifi cant advantages 
over DDA methods. Additionally, these approaches do not suffer from the limita-
tions of labeling chemistries described briefl y below. SWATH approaches have 
already shown utility in the study of HIV-1-infected macrophages [ 19 ,  20 ].  

    Labeling Approaches 

   Isobaric Tagging 

 Prior to DIA, isobaric tags for relative and absolute quantitation (iTRAQ) and simi-
lar methods were used to label peptides from different conditions and mix them 
together during separation. The principle of isobaric mass tags is that they are intact 
and the same mass during the peptide-labeling step. Once the tagged peptides frag-
ment, fragment masses that are unique to each tag are detectible, and an uncharged 
“balance” region is liberated along with the peptide fragments. In this way, mixtures 
up to eight components can be mixed together, an approach referred to as “multi-
plexing,” and quantitated relative to one another in a single experiment with iTRAQ 
reagents (ABSciex). While we and others in the fi eld have experience with these 
methods in the context of HIV ([ 2 ,  21 ,  22 ]), we are now using this method less fre-
quently due to challenges with variability of sample labeling, normalization, and 
bioinformatic challenges for quantitation. An attractive alternative to iTRAQ 
reagents is the use of tandem mass tags (TMT) from Pierce. These tags are also 
isobaric like iTRAQ reagents but come in a number of different covalent chemis-
tries that are available for their use including amine-, cysteine-, and carbonyl- 
reactive chemistries. TMTs, like iTRAQ reagents, have also been used to study 
HIV-related neurological disease in synaptosomes [ 23 ]. Specialized algorithms are 
required at the data analysis step to ensure that samples are normalized properly, 
and careful consideration must be given to the reproducibility of the chemistry so 
that labeling is consistent between samples. The quality of the reagents also deserves 
consideration to avoid any degradation of the reporters. Many of the challenges 
associated with the use of iTRAQ reagents were addressed by Luo and Zhao from a 
statistical viewpoint [ 24 ]. Given the expense of the reagents and challenges with 
labeling and quantitation, many groups, including ours, are moving toward label- 
free quantitation as described above.  
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   Stably Incorporated Labeled Amino Acids 

 One method that merits special mention is the use of heavy amino acids for experi-
ments involving in vitro cultures. The stably incorporated labeled amino acids 
(SILAC) method is especially powerful for in vitro experiments where a cell can 
replicate at least seven generations to ensure uniform uptake of the label. This is 
accomplished by growing cell lines in a tissue culture media that contain a heavy 
amino acid. This allows for the mixing of peptides from different biological samples 
in the same MS run. The ratios of proteins can then be determined by comparing the 
precursor intensities of the “light” to the “heavy” peptide. A nice example of the 
successful application of this technique was recently published by Barrero and col-
leagues to examine metabolic pathways altered by HIV-1 viral protein R (Vpr) [ 25 ]. 
While powerful, the major drawback of this technique is that suffi cient label must 
be incorporated to resolve the light and heavy peaks, especially for higher-charged 
peptides (reviewed in [ 26 ]). This can be accomplished by using LysC as a protease; 
however, this also results in larger peptide fragments that can be diffi cult to 
sequence. Another caveat is that cells have to be adapted to serum-free culture con-
ditions, so this may impact results. The same caveats exist as described in the intro-
ductory chapter insofar as culturing of HIV-1 and changes in host-protein 
composition in the progeny virions.    

    Informatics 

 Intelligent informatic approaches are essential when dealing with HIV-1. We have 
therefore dedicated our fi nal chapter to HIV-1 informatics, where we will discuss 
the aspects in detail (Chap.   6    ). If the reader has followed the advice outlined in this 
book, then after making excellent informed choices about sample preparation, chro-
matography approaches, and instrumentation, they will now have reams of MS/MS 
data on peptides that need to be identifi ed. The fi rst rule of databases is that if the 
information is not present in a database, then it will not be found. As for HIV-1, 
especially in the study of polymorphisms, we address this limitation in the subse-
quent chapter on HIV-1 sequencing (Chap.   4    ) along with strategies to built appro-
priate databases in our HIV-1 informatics chapter (Chap.   6    ). For example, in our 
group, we have generated custom databases that contain only the entries for human 
taxonomy and HIV sequences. A comprehensive strategy is elegantly outlined in 
subsequent chapters. In the case where careful quantitative information is sought for 
different mutations, then detailed sequence information must be generated de novo. 
This point is so important that we discuss it redundantly in this chapter, since many 
individuals will likely elect to have core facilities execute the proteomic portions of 
their studies and may skip subsequent chapters. While most core facilities have 
reasonable search approaches vetted by the reviewers of manuscripts that have been 
produced using primary data from the facility, many facilities will not be aware of 
the nuances of data analysis for HIV-1. Two suggestions for the reader are to fi rst 
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ensure that an appropriate database is constructed that will adequately cover viral 
sequences and second, obtain the search results and load them into either an institu-
tional copy of Scaffold (Proteome Software) or a trial version from the company. 
For the most part, Scaffold will take the uninformed user to an intermediate level by 
following standard workfl ows in the software package. Since the metadata from 
instrumentation is captured in the search results, the software will harvest these data 
and will help the user to generate automated reports that are acceptable to the major 
journals where proteomic research is published. Finally, a special mention needs to 
be made of the HIV-1 proteomic resources available at BioAfrica [ 27 ] (bioafrica.
net), which has a comprehensive toolbox for HIV-1 bioinformatics and is an excel-
lent starting point about learning what resources are available for the investigator.   

    Targeted HIV-1 Proteomics and the Path to Clinical 
Applications 

    Selective Reaction Monitoring 

 In our earlier introduction to mass spectrometry, we introduced the concept of quad-
rupole mass fi lters and the triple quadrupole (QQQ) instrument. Conceptually we 
described a precursor ion being selected in the fi rst quadrupole (Q1), the second 
quadrupole being used as a collision cell (Q2), and the third quadrupole allowing 
only the fragment ions specifi c to the entity of interest to be scanned through the 
third quadrupole (Q3). The probability of an isobaric (same mass) precursor eluting 
at the same retention time from the HPLC and having the same product ion is 
extremely low. Thus, while the overall intensity of the signal is much lower than 
traditional MS/MS, by using SRM (also known as multiple reaction monitoring or 
MRM), we can increase the overall signal to noise, so that the limits of detection of 
most targets can be improved 20–100-fold over traditional methods. Also since 
these methods are quite adaptable to higher fl ow rates from HPLC systems that use 
larger columns and hold more material, often one can use much greater starting 
material to improve the chance of detecting a target of interest. 

 Low sample abundance is a recurring theme of this book, and as the guidelines 
are shifting toward immediate treatment of HIV-1 patients, the chances of obtaining 
primary virus in great quantity are low. Therefore, SRM approaches provide us with 
some hope in the fi eld that there may be a place for mass spectrometry in the clinical 
laboratory helping to inform treatment decisions about HIV-1-infected individuals. 
While we are years away from this becoming a reality, recently we have used SRM 
approaches to detect conserved HIV-1 peptides down to the low femtogram level on 
column. Theoretically, if validated, assays like this could replace expensive 
amplifi cation- based assays in the clinical laboratory to determine HIV-1 viral load. 
As we understand more about the sequences leading to HIV-1 drug resistance, in 
addition to determining viral load, the possibility also exists to look for polymor-
phisms in viral proteins that are associated with drug resistance. 
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 It is our strong opinion that 40 years after the development of the ELISA, we will 
start to see the replacement of the immunoassay with affi nity-based mass spectrom-
etry methods [ 28 ,  29 ]. As costs decrease for mass spectrometry and the sensitivity is 
increased, it is not unrealistic for affi nity enrichment methods to be used with mass 
spectrometry detection. This is particularly true of technologies like SISCAPA, 
which stands for stable isotope standard capture with anti-peptide antibodies, termed 
by Leigh Anderson, who patented the approach. Briefl y, this approach uses antibod-
ies targeting peptides generated after proteolytic cleavage along with heavy synthetic 
peptides used as a standard for quantitation. Much like a competitive ELISA, dis-
placement of the heavy form of the peptide with the light form provides quantitative 
information on the analyte. Logical extension of the art allows for many combina-
tions of this fundamental assay including post-capture addition of standard or capture 
of native proteins with their subsequent digestion. Regardless, these types of 
approaches allow for the development of MS assays that could examine various post-
translational modifi cations of viral proteins or even allow for the quantitation of host 
proteins after pulldown and separation of virus particles from the blood. 

    Quick Start Guide for SRM 

 SRM assay development and assays that approximate SRM, like parallel reaction 
monitoring and DIA, described above, are becoming very common. Typically a min-
imum of two different peptides are used to build a targeted assay for a specifi c pro-
tein. These should be peptides that are unique to the protein of interest. The dominant 
product ion is typically used for quantitation with the addition of at least one or two 
qualifying ions (also present in the transition) to ensure that the relative ratios of the 
ions are consistent, thus reducing the chance of accidentally quantitating an isobaric 
species that co-eluted. For accurate quantitation of a target, heavy peptides are syn-
thesized commercially that are shifted at least 8–12 Da and spiked into the sample at 
a known concentration. This mass shift is essential so that the isotopic envelope of 
the heavy standard doesn’t overlap with the native isotopic envelope at higher charge 
states. The transitions for the heavy peptides are also included along with the transi-
tions for the natural isoforms. Comparing the relative intensity of the heavy internal 
standard to the measured intensity of the target allows for quantitation. An external 
standard is used to ensure that the measurements are within the linear range of the 
detector. Like ELISA’s or any other quantitative assay, dilutions may be required to 
get a target into linear range for quantitation. Due to their specifi city, once devel-
oped, an SRM assay can be very fast (<5 min) and very inexpensive.    

    Thinking Back to Our Experiments and Motivations 

 If executed properly, proteomics now becomes a very powerful tool for the HIV-1 
virologist. Concurrent to the time of writing, we have published the fi rst special 
issue of proteomics on the subject “Virology meets Proteomics” (Proteomics Vol. 
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15 (2015) No. 12). To our knowledge, this represents one of the fi rst collective 
works on viral proteomics and includes two publications on HIV-1 proteomics. 

 In particular, one of the most undiscovered elements of HIV-1 proteomics is study-
ing viral proteins and their posttranslational modifi cations. In work we published in the 
early 2000s using two-dimensional gel electrophoresis, we observed several isoelectric 
shifts of HIV proteins, compatible with phosphorylated forms. Also, the issue of dif-
ferential cleavage products of protease is yet to be explored. What about pathogenic 
versus nonpathogenic viruses? Many have shown the essential role of host restriction 
factors in making virions noninfectious, and others have shown the role of host proteins 
in making the virus more infectious. Recently, we published a study examining HIV-1 
acylation [ 30 ], which showed changes in cellular acylation that were impacted by 
HIV-1 infection. The experimental possibilities are endless. Through careful quantita-
tion and simple mass spectrometry-based experiments, a typical researcher should be 
well empowered to produce reasonable amounts of materials and biological replicates 
to use statistics to quantitate differences in their targets of interest. The power of this 
method is so great that in one experiment, we are now typically observing >1,500 host 
proteins in HIV-1 with as little as 5 μg of total protein using the methodologies described 
above. It is our hope that after reading the history of HIV-1 proteomics and the practical 
guidance provided herein and in other chapters, that we can inspire and educate scien-
tists to become successful and contribute to this quickly growing fi eld.  

    Alternative Approaches 

 We would be remiss to not call out to elegant studies that fall under the umbrella of 
proteomics but use other approaches, like pulldowns or protein arrays. These very 
powerful technologies are more mature in areas outside of virology; however, the 
LaBaer group has recently shown the power of these methods to studying an array 
of different antiviral responses to viruses [ 31 ]. 

    Affi nity Pulldown Approaches 

 A major contributor in the area of IP/interaction studies has been performed by 
Ileana Cristea’s group who has performed elegant work using targeted pulldown- 
based strategies for specifi c proteins looking for host-proteins that interact with 
viral protein targets [ 32 ,  33 ]. Her group has used reporter constructs with tags so 
that not only can one pull down and examine interacting proteins with viral proteins 
but also examine by microscopy where these interactions are occurring. These types 
of affi nity-based approaches have been applied to identify restriction factors 
involved in the control of HIV replication, like SAMHD1 [ 34 ], by using affi nity 
tags on viral proteins. Others have also performed elegant work using viral clones 
that express affi nity tags to pull down interacting proteins after the infection of vari-
ous cell lines [ 35 ]. 
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    Antigen Presentation 

 Don Hunt has pioneered the concept of major histocompatibility major histocom-
patibility complex (MHC) presentation for cancer [ 36 ]. The same techniques that 
are being used for characterizing MHC-bound peptides can also be applied to HIV-1 
to potentially identify novel antigens that could be used as therapeutic vaccine tar-
gets. With new methods being developed to simultaneously profi le small molecules 
and peptides, sample preparation requirements are becoming more streamlined and 
may minimize extensive processing requirements [ 37 ]. This is particularly true for 
HIV-1 where the virion itself contains peptide bound to class I and class II MHCs. 
While identifi cation of peptides with nonspecifi c cleavages is a challenging infor-
matics problem, we strongly believe that there is a great utility in this method for 
defi ning how viral proteins are processed into antigens for vaccine development 
[ 37 ]. Informatics tools and approaches for this purpose are described in Chap.   6    .   

    Protein Arrays 

 Beautiful work has been performed by the group of Bill Robinson at Stanford, 
showing the power of antigen arrays for antibody characterization over 10 years 
ago in the HIV fi eld [ 38 ], and more recently applied to other viruses [ 31 ]. By spot-
ting proteins to an array and characterizing their composition by mass spectrome-
try, this technique opens the door to understanding antibody development to 
various elements, either host or viral proteins or modifi ed viral proteins. As tech-
nology improves to clone out the variable, diversity, and joining region (VDJ) 
rearrangements of antibodies, this method shows promise in the identifi cation of 
neutralizing antibodies and targets that could contribute to the development of 
sterilizing vaccines [ 39 ].   

    Conclusions 

 While we are still several years away from mass spectrometry being a “black-box” 
type of instrument where we simply inject our sample and walk away, rapid recent 
advancements in mass spectrometry data acquisition and bioinformatics have taken 
much of the pain out of the path to success. The most fundamentally important 
aspect of HIV-1 proteomics or any proteomic success is in sample preparation and 
the accurate quantitation of peptides post-desalting. Subsequent chapters expand in 
much greater detail, strategies geared toward the measurement of different post-
translational modifi cations of HIV and associated proteins as well as the informatics 
approaches designed to enhance success.     
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    Chapter 5   
 HIV-1 Sequencing                     

     Shelby     L.     O’Connor         

      Introduction 

 There is a great interest in deep sequencing RNA virus populations, including HIV
/SIV, infl uenza, hepatitis, and Ebola. The RNA polymerases that are critical for 
replication of many RNA viruses have much lower fi delity than DNA polymerases 
employed during genome replication [ 1 ]. This lower fi delity facilitates the accumu-
lation of nucleotide variants into a progeny viral genome during each replication. 
This can have enormous consequences on immune evasion, zoonotic events, drug 
resistance, and pathogenesis [ 2 – 7 ]. With such an enormity of hypotheses to test, 
there has been an increasing interest in deep sequencing virus populations, and 
numerous methods have been developed alongside this interest. From a proteomics 
perspective, these accumulated viral polymorphisms can impact the degree of cov-
erage one can obtain from a proteomics experiment. This chapter focuses exclu-
sively on the evolution of deep sequencing HIV and SIV populations as a means to 
understand the genetic makeup of these virus populations that contributes to their 
behavior in vivo. With this understanding the reader should be able to learn how to 
obtain detailed sequence information to build custom databases that will inform 
their subsequent proteomics experiments. 
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    Reasons Why Understanding HIV/SIV Variation Is Important 
from a Biological and Proteomics Perspective 

 HIV/SIV can evade host immune responses. The fi rst data providing evidence that 
the accumulation of mutations in HIV can lead to escape from CD8 T cells was 
presented in 1991 [ 8 ] and then shown more clearly a few years later [ 9 – 11 ]. This 
was followed by data in SIV-infected nonhuman primates to demonstrate that 
immune escape from CTL occurs during acute and chronic infection [ 12 ,  13 ]. 
Evidence of HIV/SIV escape from antibodies was also shown on several occasions 
[ 14 – 17 ]. These important fi ndings required the collection of sequence data from 
virus populations replicating within individuals. This evidence provided an expla-
nation for why host immune responses are ultimately unable to contain replication 
of HIV in most infected individuals. Even though immune escape has been well 
documented, there is an ongoing need to assess the evolutionary path of immune 
escape in the context of different host genetic backgrounds and in the face of other 
immune modulatory factors. Glycosylation plays an important role in HIV/SIV host 
immune evasion [ 18 ]. Since many mass spectrometry algorithms reject information 
lacking consensus glycosylation sequences, for these studies, high sequence cover-
age is necessary to properly interpret mass spectrometry data. 

 In addition to evasion of natural immune responses, there are concerns over eva-
sion of HIV from vaccine-elicited immune responses. From past HIV vaccine trials, 
we have learned that the presence of vaccine-elicited immune responses can select for 
transmission of virus sequences that are less likely to be neutralized by host immune 
responses [ 19 – 21 ]. Understanding whether vaccine-elicited immune responses can 
select for transmission of viruses with specifi c sequences or affect the emergence of 
immune escape variants after HIV transmission is essential for evaluating vaccine 
effi cacy. While newer algorithms are much better at assigning polymorphisms from 
mass spectrometry data alone, having extensive information on polymorphisms pres-
ent in the virus population assists in the proper assignment of spectra to peptides. 

 HIV viruses can accumulate mutations such that viral proteins become resistant 
to antiretroviral medications. Antiretroviral treatment is the most commonly used 
approach to treat people with HIV. It is well established that strict adherence to 
antiretroviral drug regimens is essential to prevent the emergence of drug-resistant 
mutations [ 22 ,  23 ]. To prevent widespread circulation of drug-resistant variants, 
there is ongoing global surveillance of HIV drug-resistant viruses, and there are 
efforts to implement low-cost sequencing protocols in these countries to expand 
these programs [ 24 – 27 ]. By improving our tools to track HIV drug-resistant muta-
tions, there will be better global surveillance of transmitted HIV drug-resistant 
strains so that numerous individuals are not vulnerable to HIV infection without the 
option for using antiretrovirals. In this case obtaining sequence information about 
known mutations related to drug resistance might inform an experiment so that viral 
enzymes are enriched or targeted in the analysis. Also obtaining detailed sequence 
information could assist in better quantitation of the relative abundance of the muta-
tion using targeted proteomics. 
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 Globally, circulating strains of HIV are diverse and still evolving. There are at least 
nine genetic subtypes (clades) and numerous circulating recombinant forms (CRFs) of 
HIV worldwide [ 28 ,  29 ]. These different subtypes can differ by approximately 30 % in 
 env , thus making them quite distinct virus groups [ 30 ]. Although it has been speculated 
that HIV transmission varies for the different subtypes, there is no signifi cant in vivo 
evidence for this [ 28 ]. Still, there is evidence that there are differences in disease pro-
gression of antiretroviral-naïve individuals infected with different HIV subtypes and 
CRFs [ 29 ,  31 – 33 ]. There is no ecological reason why these different subtypes of HIV 
will remain localized to their current location; the opposite is true, as there have been 
several introductions of HIV subtypes into new regions throughout the epidemic [ 34 ]. 
Thus, ongoing monitoring of the prevalence of the different subtypes of HIV will help 
predict how the epidemic may change at an epidemiological level. 

 In addition to surveillance of HIV in humans, monitoring viruses in wild nonhu-
man primates will help either prevent the next zoonotic event or track the origins of 
the zoonotic event that may occur. There have been at least four instances of zoo-
notic SIV transmission events leading to the groups of HIV circulating globally 
[ 35 ]. Naturally, this raises concerns that there will be future zoonotic transmission 
events that will introduce another SIV into the human population or, perhaps, a dif-
ferent RNA virus. Tools to monitor viruses circulating in wild nonhuman primates 
thus provide a view on the underlying world of existing viruses that may have the 
potential to jump species. These sorts of surveillance studies are needed to prevent 
future outbreaks. Thus, we posit that sequencing is the backbone of a successful 
viral proteomics experiment.  

    The Evolution of HIV/SIV Sequencing Technologies 

 The description of the fi rst full-length sequence of HIV (called HTLV-III) in 1985 
was performed using Maxam-Gilbert and Sanger techniques [ 36 ]. This was fol-
lowed by Sanger sequencing of the fi rst full-length clone of SIV [ 37 ]. These revolu-
tionary studies paved the way for our ability to understand the complex nature of 
HIV/SIV sequence evolution and diversity. 

 Over time, Sanger sequencing methods improved [ 38 ]. The development of slab 
gel sequencers that took advantage of fl uorescently labeled dideoxynucleotides 
allowed for higher-throughput DNA sequencing. In many cases, plasmids containing 
virus genes were sequenced, with the assumption that a single clone was derived from 
a single virus. Sequence lengths of about 700 bp could be obtained, which took longer, 
but this approach generated information about linked mutations. At its maximum 
capacity, the ABI 377 sequencers could sequence 96 samples per 10 h run. This trans-
lated into the interrogation of 192 viruses in a 24-h period. The subsequent introduc-
tion of capillary DNA sequencing further increased throughput. With an ABI 3730 
capillary sequencer, it was possible to sequence 48 plasmids per 2 h run. This trans-
lated into the interrogation of 576 viruses in a 24-h period. At that time, these were 
astounding numbers for sequencing numerous HIV/SIV genomes in a single day. 
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 While sequencing plasmids was informative, it was time consuming and expen-
sive. A transition was then made from sequencing plasmids to sequencing bulk PCR 
products generated from SIV cDNA. With this approach, it was possible to explore 
the bulk virus population [ 39 ]. Bulk sequencing was limited, however, because it 
was only possible to identify evidence that a specifi c nucleotide position was accu-
mulating variants in the total virus population. This approach gave a better perspec-
tive of the evolving virus population, but it could not be used to quantify the 
frequency of a given nucleotide variant in a population. 

 A benefi t of Sanger sequencing is the relatively long length of sequencing reads 
(approximately 400–700 bp), facilitating analyses of strings of nucleotide sequences. 
This key advantage has kept the use of Sanger sequencing in favor for single genome 
amplifi cation (SGA) sequencing of HIV/SIV [ 40 ]. SGA approaches have been 
instrumental in defi ning transmitted/founder viruses that initiate an HIV or SIV 
infection [ 41 ,  42 ]. Unfortunately, the cost and time required to sequence large virus 
populations using this technology has made it somewhat obsolete for characterizing 
total virus population. 

 In 2005, a sequencing revolution began with the description of pyrosequencing 
technology [ 43 ]. This discovery opened doors to increase the throughput of sequenc-
ing HIV/SIV. With this technology came a transition to pyrosequence HIV/SIV. The 
GS 20 and GS FLX were early instruments typically found at core facilities, and they 
were used for initial virus pyrosequencing experiments [ 44 – 47 ]. These were expen-
sive and diffi cult to use, so Roche/454 developed the benchtop GS Jr. sequencer in 
2009 that was adopted by many labs. Using this technology, a single piece of PCR-
amplifi ed DNA was attached to a bead, clonally amplifi ed, and then pyrosequenced. 
This approach yielded about 100,000 sequences on a GS Jr. in a single run that took 
about 24 h to process. Once the GS Jr. became commonplace, it was used routinely 
for sequencing virus populations for the next few years [ 48 – 52 ]. Each sequence gen-
erated by the Roche/454 pyrosequencing technology was thought to represent a sin-
gle piece of DNA that was part of a PCR product that was derived from an original 
virus particle. Of course, PCR amplifi cation of the same virus sequence was still 
expected. Yet, if all viruses were equally amplifi ed, then the distribution of virus 
sequences would be a reasonable refl ection of the relative viruses in the overall pop-
ulation. Overall, this meant that 100,000 viruses could be interrogated in 24 h. 

 The length of reads that can be obtained on the Roche/454 platform can vary 
from 400 to 1000 bp. This is dependent upon the sample preparation and the 
sequencer being used. This length is on par with that obtained by Sanger technol-
ogy, so linkage and haplotype information can be obtained from any given read. In 
contrast, a major problem associated with pyrosequencing was a high error rate 
frequently associated with the diffi culties defi ning the number of specifi c nucleo-
tides present in homopolymers [ 47 ,  53 ]. This is especially a major concern when 
sequencing drug resistance mutations in HIV because many drug resistance muta-
tions occur in homopolymer regions. To accurately characterize mutations in HIV, 
an assortment of data fi ltering steps and analysis tools were developed to ensure that 
a mutation in a homopolymer region was authentic [ 52 ,  54 ,  55 ]. Consequently, this 
technique is useable, but not ideal, for widespread screening of drug-resistant HIV. 
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 Sequencing by synthesis using the Illumina sequencing platform is the current 
workhorse for deep sequencing HIV/SIV. Solexa, the original company to develop 
sequencing-by-synthesis technology, was formed in 1998. It was acquired by 
Illumina in 2007, and since then, the use of this technology has increased dramati-
cally [ 56 ]. When originally implemented, Solexa Genome Analyzers were used for 
sequencing but were replaced with Illumina HiSeq machines in 2010. Since then, 
these machines have been available in core facilities, but are expensive to operate. 
In 2011, Illumina developed the benchtop MiSeq that was more amenable for use in 
smaller labs. This machine has greatly improved the accessibility for larger num-
bers of labs to incorporate deep sequencing in their research portfolios [ 57 ]. One 
drawback to this technology is that it splits DNA into a lot of small pieces, and then 
the small pieces are sequenced. This makes it diffi cult to generate long contiguous 
sequences, and it can be diffi cult to create analysis pipelines to process the data. 
Currently, the length of reads ranges from 125 to 300 bp. When merging paired end 
reads, it is possible to sequence a single DNA fragment of about 500 bp. As these 
lengths have approached the capability of Sanger sequencing, it has made deep 
sequencing of HIV/SIV substantially more practical. In addition, sequences gener-
ated by this technology are not subject to the same homopolymer errors that plague 
pyrosequencing. Further, a single MiSeq run can sequence ten million pieces of 
DNA in a run that lasts 3 days. If each sequence came from a single piece of DNA 
generated in a PCR amplifi cation, then this means that more than three million 
viruses can be interrogated in a 24-h period using the Illumina MiSeq. 

 Given the advantages of the Illumina MiSeq (high fi delity, low cost, increasingly 
longer read length), there has been a movement to focus development efforts to deep 
sequence HIV/SIV on the Illumina platform. For this reason, the remainder of this 
chapter will focus on the methodology and analysis approaches used to sequence 
HIV/SIV on the Illumina MiSeq.   

    HIV/SIV Deep Sequencing Methodologies 

    Pre-experimental Questions 

 Before initiating any experiment designed to deep sequence HIV or SIV, it is neces-
sary to carefully identify the goals for the experiment and the subsequent goals one 
wishes to obtain with a complementary mass spectrometry experiment. The follow-
ing section outlines some key questions to address before undertaking the task of 
deep sequencing. 

 Question 1: Am I interested in characterizing SNPs across the entire coding 
sequence of the genome? 

 With current technologies, it is diffi cult to sequence the complete coding region 
of a single virus without cloning it into a plasmid. It is possible, however, to obtain 
the frequency of each independent nucleotide at every position throughout the HIV/
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SIV coding sequence. For this approach, long amplicons are generated and then 
fragmented into libraries. The pieces in the libraries are tagged and sequenced. The 
sequenced pieces can then be mapped back to a reference sequence and the fre-
quency of each nucleotide at each position can be measured. Even though this 
approach provides little information about linkage, it can provide useful informa-
tion about ongoing evolution of sequence variants in the virus population that may 
confer resistance to host immune responses or antiretroviral drugs [ 26 ,  45 ,  58 ]. 

 Question 2: Do I want to determine linked sequences across a small section of 
the genome? 

 It is entirely feasible to obtain linkage information about short stretches of virus 
sequences, as long as the maximum nucleotide distance is realistically within the 
limitations of the sequencing methodology. For this approach, relatively small ampli-
cons (~300–500 bp) are generated, tagged, and sequenced from both ends of the 
DNA in individual clusters. The paired sequences from the same cluster are merged, 
and then each merged piece of DNA is treated as a single DNA sequence. Sequence 
information is obtained across the entire piece of DNA and for each piece of DNA 
from the PCR product that was sequenced. The frequency that a certain stretch of 
nucleotides appears in the total population can then be calculated. Even though this 
approach is limited to a small region of the genome, it is an effective way to quantify 
variation within an entire T cell epitope, investigate linked variants within the enve-
lope gene, or track individual virus populations replicating in an animal. 

 Question 3: Do I know the sequence of my SIV inoculum or the sequence of the 
virus population soon after HIV infection? 

 It is important to know the sequences of HIV/SIV that are replicating during 
acute infection for two reasons. First, it is important to know the sequences of the 
“baseline” virus population so that sequences present at later time points can be 
compared back to early virus sequences. Second, it is important to design primers 
in conserved virus regions that will amplify virus sequences in an unbiased manner. 
If the sequences of the early virus populations or the SIV inoculum are not known, 
these can be obtained through unbiased sequencing of viral cDNA. This approach 
has been used to discover new strains of SIV and other RNA viruses from the plasma 
of wild nonhuman primates [ 3 ,  48 ,  59 ]. 

 Question 4: What is the virus titer? 
 Knowing the virus titer is important for experimental setup. To sequence SIV 

and HIV, there obviously needs to be detectable virus so that there is material to 
sequence. When titers are low, concentrating the virus becomes essential. In addi-
tion, long stretches of RNA are diffi cult to amplify by RT-PCR when there is a 
low amount of starting material, and thus amplifying shorter segments by RT-PCR 
is more practical. When titers are high (>10 4  copies/ml of plasma), then RT-PCR 
occurs readily and yields large amounts of viral cDNA for sequencing. Given the 
need to amplify the viral cDNA so there is product available for sequencing, it is 
expected that templates will be resampled. Although idealistic, it is reasonable to 
expect that the PCR products generated by amplifi cation of templates using prim-
ers located in conserved regions are a good representation of the starting virus 
population [ 48 ]. 
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 It is useful to consider the following hypothetical example when assessing how 
virus titer will infl uence the results. Imagine that there are 20 vRNA templates pres-
ent at a 50/50 ratio of the variant to the wild type. If only 50 % of these templates are 
amplifi ed by RT-PCR, then amplifi cation of fi ve wild-type and fi ve variant templates 
are needed to observe a 50/50 ratio in the fi nal data set. If, by chance, this changes by 
one template, then four wild-type and six variant templates are amplifi ed, so the ratio 
of wild type to variant is 40/60 in the fi nal data set. In contrast, imagine that there are 
2000 vRNA templates present at a 50/50 ratio of the variant to the wild type. If only 
50 % of these templates are amplifi ed by RT-PCR, then amplifi cation of 500 wild-
type and 500 variant templates are needed to observe a 50/50 ratio of the variant to 
the wild type. If, by chance, this changes by one template, then 499 wild-type and 
501 variant templates are amplifi ed, so the ratio of wild type to variant will still be 
approximately 50/50 in the fi nal data set. Thus, slight perturbations in template 
amplifi cation are less apparent when the titers are high. When analyzing low titer 
samples, more accurate information about the sequence of the virus population can 
be obtained by sequencing multiple independent samples.  

    Sequencing Methodology 

 Once the above questions have been carefully considered, there are some standard 
HIV/SIV sequencing pipelines that can be easily modifi ed for a given experimental 
question. In the following sections, three methodologies will be outlined: (a) unbi-
ased whole genome, (b) PCR-amplifi ed whole genome, and (c) PCR-amplifi ed 
short segments.

    a.    Unbiased whole genome 
 This approach is typically used to sequence an entire viral genome when very 

little is known about the virus used in the study and there are no primers available 
to amplify the virus segments. Initially, viral RNA is isolated from a sample. 
Random hexamers are used to prime the RNA to initiate synthesis of the fi rst 
strand of cDNA. The RNA is degraded and then the second strand of cDNA 
synthesis is completed. The double-stranded cDNA segments are fragmented 
into a library using the Nextera tagmentation kits (Illumina). Library ID tags are 
added and the fragments are sequenced on an instrument, such as the MiSeq. 
Analysis of the data set will be described below. 

 This unbiased whole genome approach has been used extensively to discover 
RNA viruses present in wild nonhuman primates [ 3 ,  4 ,  60 – 63 ]. We have also 
used this approach routinely to sequence virus stocks for clients who have little 
a priori knowledge of the inoculum sequence. In an experiment comparing data 
obtained by this unbiased approach vs. amplicon-based approaches (below), the 
data appears to be quite similar [ 48 ]. Notably, the unbiased approach requires a 
high titer, or there will otherwise be insuffi cient starting material to yield ade-
quate cDNA of the entire viral genome.   
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   b.    Amplicon-based whole genome 
 This approach is typically used to sequence an entire viral genome when there 

is an extensive amount of information known about the inocula. Primers specifi c 
for conserved sites in the virus genome are designed and then used to amplify 
viral gene segments by RT-PCR. Similar to the double-stranded cDNA created 
using the unbiased approach, the double-stranded PCR products are fragmented 
into libraries with the Nextera technology, tags are added, and then sequenced on 
an instrument, such as the MiSeq. 

 This biased sequencing approach is advantageous for many reasons. Unlike the 
unbiased approach, samples with low viral titers can be used as starting material, a 
critical need when trying to sequence from individuals who have low viral loads 
attributed to either natural or drug-mediated control. In addition, there is an exten-
sive amount of fl exibility inherent to this approach. As long as a PCR product can 
be generated from nucleic acid starting material, then it can be fragmented into a 
library and sequenced. This approach has been used to interrogate the frequencies 
of nucleotides across the viral genome to quantify variation in T cell epitopes [ 58 , 
 64 ]. Besides analyses of entire viral genomes, it is possible to amplify a single 
gene, such as HIV polymerase, to characterize drug-resistant mutations [ 26 ]. 

 One limitation to fragmenting DNA into a library is that sequences of variable 
length are created that have diverse start and stop positions. These inconsisten-
cies do not affect the mapping of reads to a reference sequence, but they limit the 
information that can be gained about linkage between sites. In sum, both 
amplicon- based and unbiased whole genome sequencing are fl exible and can 
yield information about variant frequencies across a wide data set, but they are 
limited in the information that can be obtained about linkage across a specifi c 
area of a genome.   

   c.    Amplicon-based sequencing of a small segment of the viral genome 
 This approach is typically used to sequence a small segment of a genome 

when the start and end positions are known and the entire string of nucleic acids 
across each piece of DNA are of interest. Primers specifi c for the region of inter-
est are used to amplify the virus segment by RT-PCR. Tags are added that are 
both unique for the specifi c sample and help initiate sequencing on the instru-
ment being used. These tags can be added using the TruSeq kits (Illumina) with 
or without PCR. The addition of tags by PCR leaves open the possibility that bias 
or errors may be incorporated into the DNA with the additional amplifi cation 
steps. The addition of tags without PCR leaves open the possibility of greater 
sample loss. Either way, the tagged samples can be pooled and loaded on an 
instrument, such as an Illumina MiSeq. 

 This sequencing approach is advantageous for sequencing entire short seg-
ments of DNA that are the same length. On the Illumina MiSeq platform, 
sequences of up to 300 bp from each end of a single DNA molecule can be gener-
ated. After trimming and merging of paired sequences, it is entirely feasible to 
generate high- quality sequence information for an amplicon of about 400–500 bp 
long. Information about identical sequences or linked variants can be determined. 
Ultimately, this data covers a relatively small length of sequence, but a great depth 
of coverage can be obtained for a segment of DNA that is up to 500 bp.       
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    Sequence Analysis 

 Gathering sequence data has become relatively easy, but analyzing it can be diffi cult 
and time consuming. There are many tools available to help investigators analyze 
sequence data. Many of these are complex and some require a basic knowledge of the 
command line. Many biologists who are interested in sequencing, however, are not 
familiar with the sort of bioinformatics needed to transform sequence information into 
something that is meaningful to an end user. Fortunately, there is software available 
for non-bioinformaticians to interact with their data. This chapter will emphasize the 
use of the software product called Geneious (Biomatters, Ltd). This software has a 
graphical user interface to visualize aligned reads, making sequence analyses more 
accessible to non-bioinformaticians. The next section will walk you through a general 
outline of how data that is obtained from an Illumina MiSeq can be explored in 
Geneious to obtain a set of information that can be handled in a viewable format. 

 Prior to sequencing samples, information linking each barcode tag to a sample is 
entered on the instrument. This is an essential step so that sequence information can 
be deconvoluted after the run. Once the sample information has been entered, then a 
DNA pool containing the denatured samples is loaded onto a fl ow cell, and the sin-
gle-stranded DNA molecules hybridize to specifi c adapter oligos on the surface of 
the fl ow cell. The hybridized DNA molecules are amplifi ed on the fl ow cell to form 
a cluster of single-stranded DNA molecules located at a single coordinate. DNA in 
each cluster is sequenced so that a single consensus forward and a single consensus 
reverse sequence read are obtained for the DNA located at each cluster [ 56 ]. 

    Trimming, Merging, and Mapping FASTQ Reads 

 After the sequencing run is complete, the instrument deconvolutes the data by bar-
code. Two FASTQ fi les are generated for each barcode: one fi le containing all the 
forward reads and one fi le containing all the reverse reads. FASTQ reads are FASTA 
reads (strings of nucleotide sequences) with quality information attached to each 
nucleotide. Each FASTQ read is labeled with a header containing information about 
the machine, the run number, the coordinate position of the cluster, and the direction 
of the sequence (  http://www.illumina.com/documents/products/techspotlights/
techspotlight_sequencing.pdf    ). 

 FASTQ reads can be imported into Geneious and then quality trimmed. The 
trimming stringency may depend on your specifi c experiment. Once trimmed, the 
coordinate position associated with each read can be used so that the forward and 
reverse reads from the same cluster can be interrogated as a single unit. Paired reads 
can then be merged using a tool called FLASH (Fast Length Adjustment of SHort 
reads) [ 65 ]. There is an available plug-in that can be used for this purpose in 
Geneious (  http://www.geneious.com/plugins/fl ash    ). 
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 After trimming and merging, the reads can be mapped to a reference sequence, if 
available. The appropriate reference sequence should be imported into Geneious. 
Both the reference and the reads are selected and then the “Map to reference” func-
tion can be applied. The mapping settings are specifi c to the experiment being per-
formed, but there is no harm using one of the default settings to explore the data. 
There is no perfect group of settings for mapping reads to a reference. By mapping 
the reads, all the sequences will be arranged in the same direction as the virus 
sequence. Once reads are mapped, then there is typically interest in either quantify-
ing the frequency of individual SNPs or linked segments in the genome. These two 
methods are outlined below.  

    Quantify the Frequency of Individual SNPs Across the Virus 
Genome 

 Under the “Annotate & Predict” menu in Geneious, there is an option to “Find 
Variations/SNPs.” After selecting that option, parameters are chosen to detect vari-
ants in the mapped sequences, relative to the reference. Some parameters should be 
considered carefully:

    a.    Depth of coverage: It is important to determine how much coverage at a given 
position is required to determine if a variant is authentic. Oftentimes, there is low 
coverage at the ends of the amplicons that are fragmented and then sequenced. 
Requiring a minimum amount of coverage is important so detection of false 
positives is minimized.   

   b.    Minimum variant frequency: This is a highly subjective number. Control experi-
ments have determined that 2 % is a reliable threshold to use to consider a variant 
authentic or not [ 26 ]. This threshold, however, will be somewhat dependent on 
the technical procedures used upstream of the sequencing reactions. Another 
consideration is the amount of computer memory required to characterize vari-
ants. Choosing a threshold that will detect an informative number of variants 
without being overwhelming is key.   

   c.     P -value: This is a number that takes into account the authenticity of the SNP of 
interest in the context of the surrounding sequences. An alternative to setting a 
 p -value threshold is to have Geneious calculate the  p -value for the characterized 
variants. With this approach, the user can consider the  p -value when determining 
the authenticity of each variant.      

    Quantify the Frequency of Linked Segments 

 Once the alignment is made, portions of sequence reads spanning a specifi c region 
of interest can be extracted from the alignment. The region in the reference sequence 
of interest can be highlighted, and then all the sequences spanning that region can 
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be selected, vertically. These sequence portions can be extracted into a new sequence 
list. When sequences are extracted from an alignment created from a Nextera 
library, the reads will be of variable length. When sequences are extracted from an 
amplicon of a single size, the reads will be of a similar length. Either way, after 
sequences are extracted, they should be fi ltered by size, and then reads that are the 
exact length of the sequence of interest should be extracted. For instance, to exam-
ine variation in a nine-amino-acid CD8 T cell epitope, reads that are 27 nucleotides 
in length should be examined. Once reads of the appropriate length have been 
extracted, then there are two major analysis routes to choose:

    a.    Assess the frequency of a nucleotide sequence in the data set: This is a simple 
counting exercise. In Geneious, there is an option under the Edit menu to “Find 
duplicates.” With this tool, Geneious will identify sequences that are perfectly 
identical. It will report the number of times a given nucleotide sequence is 
detected in the total nucleotide sequence list.   

   b.    Assess the frequency of an amino acid sequence in the data set: For this analysis, 
the reads need to be translated. Under the Sequence menu, there is an option to 
“Translate.” A key point is to ensure the reads are translated in the correct read-
ing frame. Once they are translated, then “Find Duplicates” can be used to deter-
mine the number of times a given amino acid sequence is present in the total 
amino acid sequence list.     

 In both cases, after the duplicates have been identifi ed, the data can be exported 
as a FASTA fi le. The FASTA fi le can be converted to a tab-delimited fi le in a text 
editor. At this point, the frequencies of each nucleotide or amino acid sequence in 
the population can be calculated. 

 When measuring variant frequencies, it is important to determine the threshold 
frequency of the variants to consider as authentic. This is a common concern among 
researchers and is dependent on a given type of experiment. To determine a mini-
mum threshold for variation, it is best to sequence a sample that should be clonal 
and has been prepared in the same conditions as the experimental samples. In one 
example, an HIV clonal stock from a plasmid was created and used to quantify the 
variant threshold when deep sequencing by the Illumina platform. In this study, a 
variant frequency of 2 % was found to be a conservative threshold for determining 
the authenticity of a variant [ 26 ]. The threshold to use, however, is dependent upon 
the preparation protocol, such that empirically measuring the error for an experi-
mental technique is useful. 

 If possible, detecting a variant in multiple samples from the same individual 
further increases confi dence that the variant is authentic. Longitudinal samples are 
ideal to assess whether a variant present at a low frequency at an early time point 
will then expand at a later time point. This type of observation increases the likeli-
hood that the initial variant present at 2 % (or less) is authentic.  
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    De Novo Assembly 

 There are times when information about the reference sequences is unknown, so it 
is not possible to map reads to a reference. This is common when using the unbiased 
sequencing approach described above. In these cases, a de novo assembly of the 
reads may be appropriate. When performing a de novo assembly, reads will be 
arranged so that overlapping segments will be linked together to form a single con-
tig. Parameters need to be selected for running a de novo assembly. These parame-
ters are likely going to be specifi c to a given experiment, but an investigator should 
not be afraid to use default parameters to explore the data set. Geneious will gener-
ate several de novo assembled contigs. For each contig, the closest identity of the 
consensus sequence can be determined using BLAST. There is an option to perform 
a “Sequence Search” in Geneious. With this tool, the consensus can be used in a 
BLAST search against a number of databases. The end user can then explore the 
hits to determine the identity of the sequence contig.   

    Discussion and Final Thoughts 

 Throughout this chapter, a variety of points to consider when deep sequencing HIV/
SIV have been raised. Simply saying “I want to deep sequence SIV or HIV” is not 
enough when designing one of these experiments. Different deep sequencing 
approaches will yield different data sets that will inform subsequent mass spectrom-
etry experiments in a different contextual manner. While collecting the data may be 
relatively easy, it is useful to consider how data will be analyzed and stored before 
beginning. 

 It is also important to consider whether deep sequencing is appropriate for the 
specifi c experimental needs. For instance, should single genome amplifi cation 
(SGA) be used rather than deep sequencing? The differences between these tech-
niques are substantial. For SGA, vRNA is diluted so that a single amplifi ed product 
will have been generated from a single virus [ 66 ]. This amplifi ed product is 
sequenced with Sanger technologies. While expensive and time consuming, the 
sequence data obtained can be attributed to a single template, which may be impor-
tant for the experiment. In contrast, generating an amplicon and then deep sequenc-
ing the amplicon will generate a lot of data about SNP frequencies, but information 
about linkage between distant sites will be lost. 

 There is a lot of time and expense associated with deep sequencing. A single run 
on an Illumina instrument is expensive. Multiplexing samples signifi cantly reduces 
the cost per sample, but, oftentimes, methods need to be tested on a few samples 
before expanding to a larger cohort. Testing these sequencing methodologies is 
made easier when there are colleagues with whom samples can be tested on other 
ongoing runs. Nonetheless, planning for method development is key, since most 
SIV/HIV deep sequencing experiments require a custom approach. 
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 Analysis of data must also be considered. Each MiSeq run will generate multiple 
gigabytes of data. After performing an analysis of the data in Geneious, project 
sizes can be tens of gigabytes in size. The processing time of large data sets gets 
longer and becomes overwhelming. Managing, storing, and backing up this data 
with appropriate hardware needs to be considered in any grant budget. 

 Besides storing and analyzing data, it can be diffi cult to display the data. Variation 
at 10,000 nucleotides across a genome is diffi cult to display on a single screen. 
Often, key pieces of information are extracted and then put into a graph or a table to 
present to an audience. To explore the entire genome, there are some tools available. 
At UW-Madison, a program called LayerCake was developed to explore and com-
pare variation in multiple genomes [ 63 ,  67 ]. Alternately the V-phaser and V-profi ler 
programs that were developed by the Broad Institute can be used to generate heat 
maps of the data sets [ 58 ,  68 ]. 

 Predicting the future of HIV/SIV deep sequencing is impossible. Major improve-
ments will come as read lengths increase. While it would be ideal to deep sequence 
entire virus genomes from the beginning of the virus transcript to the end, this is 
unlikely to happen in the near future. In addition to read length limitations, the 
amplifi cation of entire viral genomes without recombination is technically diffi cult. 
Single virus template sequencing will likely require new technologies that have not 
yet been developed. 

 Still, the technologies available to deep sequences SIV/HIV are useful and can 
be used to sequence other RNA viruses. The exponential improvements in sequenc-
ing technologies are continuing to diversify the hypotheses that are being tested 
with deep sequencing experiments, and thus our understanding of virus populations 
will continue to evolve. What is unlikely to change in the near future is the need for 
better sequence databases to maximize the return on investment for mass spectrom-
etry experiments.     
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    Chapter 6   
 Proteomic Studies of HIV-1 and Its 
Posttranslational Modifi cations                     

     David     R.     Colquhoun       and     David     R.  M.     Graham         

      Introduction: Posttranslational Modifi cations Important 
to HIV-1 

 HIV requires many proteins to complete its life cycle. Many of these proteins are 
decorated with biologically critical modifi cations that alter structure and function. 
In fact, there are many different types of posttranslational modifi cations (PTMs) 
involved in the virus life cycle (Fig.  6.1 ). In this chapter, we will reintroduce the 
virus life cycle from the perspective of PTMs. While these modifi cations will be 
described in detail later in the chapter, we will highlight new modifi cations in bold 
as they are introduced.

   A mature, budded virion is a 120–150 nm diameter structure composed of a capsid 
(containing viral RNA, vif, vpr, nef, p7, reverse transcriptase, and integrase) and a p17 
viral matrix surrounded by a lipid bilayer of host origin [ 1 ]. This lipid bilayer is stud-
ded with host proteins and the viral gp120/gp41 heterotrimer glycoprotein complex. 
 Glycosylation  is widely recognized to participate during the infection of target cells 
and in particular with interactions between gp120 and CD4. In order to infect the tar-
get cell types, CD4 +  T cells, macrophages, and microglial cells, the virus initiates 
binding and entry via gp120 interaction with CD4. This interaction is assisted by 
 N -glycans on gp120, particularly at Asn197 [ 2 ]. This interaction with CD4 likely 
stabilizes the protein–protein interaction and results in a conformational change in 
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gp120 that increases the affi nity for coreceptors (CCR5 and CXCR4) and exposes the 
 palmitoylated  protein gp41 [ 3 ]. The interactions with coreceptor further stabilize 
interactions exposing the fusion peptide of gp41 allowing fusion and entry of the virus 
[ 4 ]. Viral binding and entry can also be enhanced by dendritic cells expressing the 
C-type lectin (glycan-binding protein) DC-SIGN, which binds gp120 and facilitates 
interaction of the virus and CD4 and the coreceptor [ 5 ]. Once inside the cell, HIV 
deposits its payload by uncoating and initiating reverse transcription (RT). 

 This series of events is very poorly understood, as the events occur rapidly and 
components are hard to isolate and measure [ 6 ]; however, Schweitzer and col-
leagues have recently applied proteomics-based methodologies to understand the 
early state of virus uncoating and the formation of pre-integration complexes [ 7 ]. 
The mechanisms that drive uncoating and the early steps of infection are unknown 
at the level of PTMs. 

  Fig. 6.1    Chemical structures of some of the major protein modifi cations involved in the HIV-1 life 
cycle. See Table  6.1  for roles and references. Glycan images modifi ed from  Essentials of 
Glycobiology , Chap.   8    , Fig.   8.1           
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 The HIV cDNA generated by the RT is in complex with a number of viral 
proteins, including matrix and integrase, and a number of host factors related to 
transcription and chromatin remodeling, RNA binding, and nuclear import factors 
[ 8 ]. Modifi cation of these proteins is critical to nuclear entry and integration; nuclear 
targeting of the process is thought to be mediated by matrix, which strongly inter-
acts with integrase via tyrosine  phosphorylation  [ 9 ]. Conversely, it has also been 
reported that vpr is responsible for the karyophilic properties of the pre-integration 
complexes in macrophages, interacting through multiple serine phosphorylations 
[ 10 ]. Nevertheless, the phosphorylation of viral proteins in the pre-integration com-
plex, thought to be carried out by protein kinase A, is critical for nuclear entry. Once 
in the nucleus, DNA integration must be achieved. Integrase itself is known to be 
 acetylated  by the host histone acetyl transferase p300, which mediates a stronger 
interaction between the viral genome and host genetic material and enhances the 
enzymatic activity of the protein. This mediates integration of the genome to “tran-
scriptionally active regions of chromatin” [ 11 ]. 

 Once integrated, the virus enters latency, which can last from months to years. 
Reactivation occurs when the viral genome is transcribed, which is initiated by acti-
vation of T cells and the increased expression of the transcription factor 
NF-kB. NF-kB has also been implicated in the role of acetylation in reactivation, as 
it is also involved in the relationship between TNFα and histone deacetylase inhibi-
tors. As the viral mRNA is transcribed, the viral proteins rev and tat are produced, 
which regulate viral protein (gag and env) and RNA expression and localization 
[ 12 ]. The major PTMs involved in the nuclear stage of HIV infection are phos-
phorylation, which is active in the signal transduction and complex recruitment, and 
acetylation, which is a major player in transcriptional regulation. These modifi ca-
tions are thought to have a high frequency of cross talk and related functions [ 13 ]. 
A complex concert of events occurs once viral RNA and protein are produced. The 
gag polyprotein is co-translationally  myristoylated  in the ER on the matrix subunit, 
which is sequestered in a hydrophobic pocket as the polyprotein is expressed into 
the cytoplasm [ 14 ]. When gag either interacts with viral genomic RNA or begins to 
multimerize with other gag proteins, a conformational change occurs and the myris-
toyl group is exposed, creating a hydrophobic region that preferentially interacts 
with the plasma membrane [ 15 ]. Other viral factors also play a role in gag assembly 
[ 16 ]. Additionally, the localization is coordinated via an interaction involving the 
lipid tail of phosphatidylinositol 4,5-bisphosphate (PI(4,5)P 2 ) [ 17 ], which specifi -
cally targets the multimers to the lipid raft microdomains where fi nal assembly and 
budding take place [ 18 ]. Meanwhile, the expressed env protein, a precursor to gp120 
and gp41, trimerizes and is co-translationally  N-glycosylated  in the Golgi [ 19 ]. 
This gp160 is processed by furin [ 20 ] into the mature proteins, which migrate to the 
membrane to and assemble into a virion in lipid raft microdomains [ 21 ]. Budding 
then occurs at the plasma membrane and is coordinated by a number of host viral 
proteins, including the nucleocapsid domain of gag [ 22 ], ESCRT complexes [ 23 ], 
and the ubiquitin ligase nedd4 [ 24 ], which covalently attaches  ubiquitin  to p6 [ 25 ]. 
While the precise mechanisms are not fully understood, a picture of complex pro-
tein–protein interactions mediated by a number of critical PTMs is emerging [ 26 ]. 
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As the virus buds, the mature virion moves to continue the life cycle by targeting 
lectins and receptors with the  N -glycan decorated gp120.  

    The Increasing Recognition of the Role of Posttranslational 
Modifi cations in HIV-1 Proteins 

 The role of PTMs in HIV has been known for some time. With the advent of more 
powerful technology, the discoveries in this fi eld have dramatically increased. Since 
1990, the number of publications involving HIV and four of the major PTMs has 
increased approximately fi vefold (Fig.  6.2 ). The areas of greatest interest are phos-
phorylation and glycosylation, which is logical given the frequency of these modi-
fi cations (Fig.  6.3 ) and their important role in HIV infection and pathogenesis 
(Table  6.1 ). Other modifi cations have seen only modest gains in interest, likely due 
to the inherent challenges in studying these modifi cations.

  Fig. 6.2    Number of publications in HIV research describing specifi c posttranslational modifi ca-
tions. A keyword search of Scopus (  http://www.scopus.com    ) for keywords HIV and either phos-
phorylation, glycosylation, acylation, or ubiquitination in the abstract, title, or keywords was 
carried out. Results were exported and displayed in prism       
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         Posttranslational Modifi cations of Host Proteins 

 The human genome contains somewhere in the region of 21,000 genes [ 27 ]. While 
alternative mRNA splicing allows for much more protein diversity by creating new 
protein [ 28 ], nature’s answer to protein diversity appears to be posttranslational mod-
ifi cations. Posttranslational modifi cations are covalent modifi cations of the nascent 
protein following transcription and translation [ 29 ]. Posttranslational modifi cations 

    Table 6.1    A list of some common protein modifi cations that affect the HIV replication cycle   

 Modifi cation  Role  Site/motif  References 

 Phosphorylation  Signaling  S, T, Y  Francis et al. [ 10 ] 
 Acetylation  Transcriptional activation  K  Ott et al. [ 128 ] 
 N-glycosylation  Binding, immune evasion  NxS/T  Raska et al. [ 129 ] 
 O-glycosylation  Not known (in HIV)  S/T  Graham et al. [ 77 ] 
 Myristoylation  Traffi cking, localization  N-terminal G  Bentham et al. [ 130 ] 
 Palmitoylation  Cellular localization  C  Rousso et al. [ 131 ] 
 Nitrosylation  Protease inactivation  C  Persichini et al. [ 63 ] 
 Ubiquitination  Release, degradation  K  Strack et al. [ 132 ] 

N-Linked glycosylation

Phosphorylation

Acetylation

Methylation

Palmitoylation

Citrullination

Sulfation

O-linked glycosylation

Amidation

S-diacylglycerol cysteine

Ubiquitylation

Hydroxylation

Pyrrolidone Carboxylic Acid

40.20

35.68

8.28

1.84

2.31

3.28

1.19
4.00

0.53

0.62

0.62
0.72

0.820.93

1.02

Myristoylation

Others

  Fig. 6.3    Statistics of major posttranslational modifi cations on proteins. The Swiss-Prot database 
was mined for PTM frequency in both experimental and putitative models and the modifi cations 
enumerated [ 30 ]. Values are represented as a percentage of proteins in the entire database having 
at least one modifi cation       
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are critical to protein function, localization, and protein–protein interactions. Many 
proteins are modifi ed by at least one PTM; in a survey of the Swiss-Prot database, 
over 40 % of the sequences were predicted or experimentally observed to contain an 
N-glycosylation modifi cation, and nearly as many proteins have the potential to be 
phosphorylated on at least one residue [ 30 ]. Other less common modifi cations are 
known to occur as well (Fig.  6.3 , see uniprot.org/docs/ptmlist for a full list of PTMs). 

 While this serves as a good estimator of frequency, this does not account for mul-
tiple modifi cations on the same protein, or PTM cross talk, which is a well- established 
phenomenon [ 31 ,  32 ]. Nevertheless, it is abundantly clear that protein PTMs are 
common, abundant, and important regulators of function in biological systems. 

 Enzymatic conjugation confers some level of specifi city for the target amino acid 
(either specifi c site or sequence motif), making reactions both predictable and more 
biologically relevant. These modifi cation sites are determined predominantly by the 
specifi city of the transferase or kinase utilized and may have specifi c amino acid 
motifs to specify the target amino acid sequence.  

    Detailed Description of PTMs Involved in the HIV-1 Life 
Cycle 

    Phosphorylation 

 Phosphorylation was fi rst described by Krebs and Fischer in 1955 [ 33 ]. It involves 
the enzymatic addition of a phosphate (PO 4  3− ) group to the side chain of serine, 
threonine, and tyrosine residues. This modifi cation is highly dynamic and is involved 
in a great deal of biological processes, including tumor suppression, signal trans-
duction, homeostasis such as insulin signaling, and protein recycling [ 34 ]. Addition 
of phosphate groups by kinases can activate enzymes, both by altering the tertiary 
structure of proteins, often resulting in changes in local hydrophobicity and expo-
sure of active sites in the protein [ 35 ]. Regulation of phosphorylation is carried out 
by phosphatases and kinases, which enzymatically modify phosphorylation sites. 
Other forms of regulation, including cross talk with  O -GlcNAc, have been described 
[ 31 ,  32 ]. The most thoroughly documented role of phosphorylation in HIV biology 
is in the nuclear host–virus interactions [ 10 ].  

    N-Linked Glycosylation 

 Attachment of complex glycans by an  N -glycosidic bond to asparagine residues 
results in the production of  N -glycans. These are, along with phosphorylation, one 
of the most common protein modifi cations observed in biology.  N -Glycans exist in 
three classes: high mannose (oligomannose), complex, and hybrid [ 36 ]. They are 
assembled in a complex process involving many enzymes in the endoplasmic 
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reticulum (ER) and Golgi. The functions of  N -glycans are varied and include struc-
tural defense, self recognition, cell–cell interactions, host–pathogen interactions, 
regulation of enzymatic processes, and regulation of receptor-binding affi nities 
[ 37 ]. The structures can be extremely complex, and alteration of the  N -glycan struc-
ture can alter the function and location of the protein. It has recently been shown 
that protein structure can dictate the type of modifi cation [ 38 ]. Clearly, this is a 
highly regulated process that is critical to cell biology; it is no surprise that HIV 
utilizes many of the characteristics of glycoproteins in a vast array of ways to assist 
in driving function, defense, and pathogenesis [ 39 ]. For example, gp120 glycosyl-
ation is proposed to act as a steric barrier or glycan shield [ 40 ] that assists the virus 
in evading antibody responses to gp120 protein. Evolution of the glycans confers an 
adaptable defense against immune response [ 41 ]. Recently, by removing these gly-
cans, Huang and colleagues demonstrated that it is possible to generate effective 
neutralization using antibodies [ 42 ], reinforcing the importance of glycans in anti-
body evasion.  

    Palmitoylation and Myristoylation (Fatty Acid Acylation) 

 The addition of long chain lipids to proteins is termed acylation. Myristoyl group 
(C 14 ) chains, which are rare saturated fatty acids in cells, are covalently attached to 
N-terminal glycines via the enzyme  N -myristoyl transferase (NMT) as a co- 
translational modifi cation in the ER [ 43 ]. Myristoylation of proteins effects an inter-
action with hydrophobic regions of the cell, such as plasma membranes, allowing 
proteins to be localized but not necessarily anchored. Enzymatic addition of a C 16  
saturated palmitoyl group onto cysteines via a thioester linkage by palmitoyltrans-
ferases confers additional hydrophobicity. Proteins acylated in both forms will 
interact strongly with the inner leafl et of the plasma membrane [ 44 ]. Palmitoylation 
of proteins also has been shown to preferentially drive proteins to lipid raft micro-
domains [ 45 ]. Functionally, acylation is important for cell signaling. It is best 
described in its role as a modulator of G-protein-coupled receptor signaling, where 
dynamic modulation of palmitoylation is thought to regulate the membrane versus 
cytosolic location of protein domains. This regulation affects receptor activity and 
downstream responses in a variety of biological functions such as the endocrine, 
nervous, and cardiovascular systems and, more importantly in the context of HIV, 
immune response [ 46 ].  

    Ubiquitination/Ubiquitylation 

 Ubiquitination is the covalent addition of a small ubiquitin protein to a lysine resi-
due in targeted proteins. The reaction is catalyzed by ubiquitin E1, E2, and E3 
ligases [ 47 ]. The most well-known role of this modifi cation is the signaling of 
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proteins for degradation and recycling in the proteasome [ 48 ]. However, other roles 
have been postulated, including stress responses, DNA repair, cell cycle control, as 
well as viral infectivity [ 47 ]. Many of these common modifi cations are involved in 
the HIV life cycle, which hijacks and spans many common cellular pathways 
involved in cell signaling, cell traffi cking, binding, and complex assembly. These 
include, but are not limited to, interactions with gag, p6, tat, and integrase, as well 
as signaling between viral proteins and host factors [ 49 ].   

    Advantages and Challenges of Studying PTMs 

 The study of PTMs is a burgeoning fi eld. As our overall understanding, biological 
processes become more detailed; the roles of PTMs in many diseases, cellular func-
tions, and regulation have been revealed [ 50 ]. The role of dynamic modifi cations, 
such as phosphorylation and glycosylation, was initially characterized by mutation 
of specifi c sites of modifi cation, studied using well-characterized protein models. 
However, the use of -omics technologies has allowed the high-throughput analysis 
of entire cell cultures or tissues for specifi c modifi cations [ 51 ]. In addition, more 
recent work indicates some of these modifi cations may act in concert, and the 
dynamic interplay between modifi cations can dramatically affect the biological 
state of a system [ 31 ,  32 ]. Finally, since the occupancy or proportion of modifi ed 
proteins can play a role in the biological effect, novel analytical techniques are 
being developed in order to characterize and both absolutely and relatively quantify 
the amount of modifi ed proteins present in different biological states. With the 
advancement of PTM studies and techniques, the need for comprehensive, repro-
ducible, and validated techniques has become clearly apparent. As with any scien-
tifi c experiment, advantages, challenges, and limitations must be understood in 
order to comprehend and place any fi ndings into a biological context. 

 The single most important advantage of studying PTMs is that we are able to 
understand a more detailed biological picture of the system being studied. In the 
context of HIV, by merely measuring protein levels in a cell, the mechanism for the 
subcellular localization of viral proteins would not be well understood. In contrast, 
the study of PTMs allows for better characterization, measurement, or emulation of 
a particular biological system, which is the goal of basic science experiments. The 
recent interest in systems, or multi-omic, studies emphasizes the need to place fi nd-
ings in the context of all the components [ 52 ]. This in itself presents challenges and 
limitations, since in many instances the comprehensive measurement of proteins, 
lipids, nucleic acids, and metabolites is untenable or prohibitively expensive to 
undertake. However, studies that successfully integrate different disciplines often 
reveal novel mechanisms and associations that were otherwise unapparent. For 
example, the role of the inner membrane PI(4,5)P 2  in gag multimerization and 
membrane localization required a multidisciplinary approach to clearly identify 
biological function and role in the process [ 53 ,  54 ]. 
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 Many PTMs, as previously noted, are dynamic processes that change in response 
to stimulus, such as immune activation, stress responses, or analyte and substrate 
levels. Developing an understanding of the role of dynamic modulation of proteins 
can lead to a striking view of cellular regulation. For example, the role of  O -GlcNAc 
in a large number of diseases is only starting to be realized, and the cross talk 
between glycosylation and phosphorylation is revealing novel disease markers and 
mechanisms [ 55 ]. Many of these processes initialize a chain reaction of downstream 
effects, massively altering gene and protein expression in a cell, such as in the use 
of  N -myristoyl transferase by Nef in HIV infection [ 56 ]. As diseases progress, the 
levels of modifi cations may change dramatically. By quantifying PTM levels, the 
progress or extent of a disease may be better characterized and measured [ 57 ]. 
Subtle interventions at specifi c targets may be suffi cient to abrogate infectivity of 
viruses [ 58 ], to prevent completion of the viral life cycle [ 59 ], or to better elucidate 
poorly understood phases such as latency [ 60 ]. 

 Although there are a number of benefi ts to studying PTMs, there are also clear 
challenges. Some of these are presented by limitations in instrumentation, such as 
preservation of modifi cations and their subsequent detection, which will be covered 
in detail later in the chapter. Other limitations are inherent in the biology of PTMs, 
such as temporal expression and modulation, dynamic range, and more broadly, the 
a priori biological understanding of how subtly modifying a side chain residue of a 
single amino acid can affect signal downstream biological effects.  

    Proteomic Methods for PTM Analysis 

 In order to measure PTMs from biological samples, specifi c a priori decisions must 
be made in order to select the correct technique, sample preparation, and analysis 
strategies. These decisions typically require an assessment of which modifi cations 
are being studied and the specifi city and range of the involved proteins. For example, 
if S-palmitoylation is a target, biochemical membrane isolation should be carried out 
as the proteins of interest are most likely present in this cellular fraction [ 45 ]. 
Conversely, when studying protein phosphorylation, specifi c inhibitors should be 
supplemented in the extraction buffer, and sample perturbation should be minimized 
[ 61 ]. Following sample extraction, the choice of analytical technique is often driven 
by availability of equipment and samples and the cost of an assay. A number of bio-
chemical, gel-based and MS techniques are available, and these are outlined below. 

    Biochemical Methods 

 One of the major challenges of studying some PTMs is the lability of the modifi ca-
tion and thus the biological interpretation of any analytical data. As discussed ear-
lier, thoughtful and careful sample preparation with knowledge of the sample 

6 Proteomic Studies of HIV-1 and Its Posttranslational Modifi cations



86

lability and treatment conditions can vastly improve the experimental outcomes. In 
some circumstances, the relative reactivity of modifi cations can be used in chemical 
labeling strategies. One example is the detection and measurement of S-nitrosylation, 
a modifi cation thought to be important in cell signaling, immune defense, and 
pathogenesis of some diseases [ 62 ]. This modifi cation has been shown to have anti-
viral activity, in part due to its ability to inactivate the HIV-1 protease [ 63 ]. The 
modifi cation itself is extremely susceptible to oxidation and is light sensitive, mak-
ing measurement diffi cult. Using the differential oxidation to their advantage, 
Jaffrey et al. developed a biotin switch method whereby mild ascorbate treatment 
released the nitrosylation, and the thiol was biotin labeled and subsequently cap-
tured [ 64 ]. Further refi nements have led to fl uorescent labeling techniques [ 65 ] and 
other MS-compatible applications [ 66 ,  67 ]. Other dynamic modifi cations, such as 
 O -GlcNAc, can be similarly modifi ed and subsequently measured [ 68 ].  

    Difference Gel Electrophoresis and 2D Electrophoresis 

 Two-dimensional gel electrophoresis (2DE) was fi rst described by O’Farrell and 
Klose [ 69 ,  70 ]. With the advent of fl uorescent protein labeling, differential analysis 
within individual gels became possible [ 71 ]. Difference gel electrophoresis (DIGE) 
and 2DE have been used extensively for many years in HIV research (e.g., [ 72 – 75 ]). 
However, with the development of robust LC-MS/MS techniques, the application of 
DIGE and gel-based protocols has declined. This is primarily due to the complexity 
of data analysis and spot identifi cation and the great deal of time and investment 
required, compared to an iTRAQ or other quantitative MS approach. Furthermore, 
protein identifi cations are made following quantifi cation, so only those proteins 
deemed of interest are actually identifi ed by mass spectrometry (MS). The amount 
of protein required to visualize low-abundance proteins can be quite high, and 
reproducibility can be an issue. 

 With all that in mind, there are several “niche” applications that 2DE and in par-
ticular DIGE are well suited to. One of these is the analysis of PTMs. Using two- 
dimensional electrophoresis followed by Western blotting, Davis et al. were able to 
demonstrate that HIV-1 reverse transcriptase is present in a number of protein iso-
forms within the cell [ 76 ]. The isoforms were shown by phosphatase activity to be 
in part due to phosphorylation, and additional experiments showed that the majority 
of the protein was in the modifi ed form. The phosphorylation site was not deter-
mined, as MS analysis was not carried out. In another study, Graham and coworkers 
described the use of DIGE to differentially identify PTMs in HIV and SIV [ 77 ]. By 
enzymatically cleaving  N -glycans from the virus in one of two samples, and dif-
ferentially labeling the resulting proteins, modifi ed proteins were easily visualized, 
as spot locations changed for deglycosylated glycoproteins. Taking advantage of the 
deamidation of N to D in PNGase F treatment, MS was utilized to identify sites of 
N-glycosylation on gp120 for both HIV and SIV. This approach is advantageous, as 
modifi ed proteins are easily visualized and can be excised for MS identifi cation. 
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Although not carried out in this study, 2DE samples are also compatible with glycan 
isoform analysis (see below). Using this technique, along with well-defi ned hypoth-
eses, allows proteomic screening for specifi c PTMs of interest and gives informa-
tion on relative proportions of modifi ed versus unmodifi ed proteins.  

    Mass Spectrometry of PTMs 

 Mass spectrometry has been applied to proteins for several decades [ 78 ,  79 ]. 
“Bottom-up” MS, where tryptic peptides are analyzed and searched against genomic 
databases [ 80 ], has been used with much success for the last decade [ 31 ,  32 ,  81 ,  82 ]. 
Recently, technological advances have rapidly improved the sensitivity, selectivity, 
and resolution of instrumentation [ 83 ,  84 ]. Naturally, this improvement in technol-
ogy has enabled an emphasis on targeting specifi c peptides, and subsequently 
PTMs, since one of the overarching goals of many proteomic studies is to apply 
technology to biological questions and place these studies in a biologically relevant 
framework [ 52 ], in which PTMs play a critical role. Thus, in addition to the techni-
cal gains in instrumentation, novel methods have been applied to the fragmentation 
and detection of biomolecules in MS. These methods include MS 3  and MS  n   analy-
sis, as well as alternative fragmentation methods such as electron capture dissocia-
tion/electron transfer dissociation (ECD/ETD) and higher-energy collision 
dissociation (HCD) in the orbitrap [ 85 ]. 

 Fragmentation of some modifi ed peptides by collision-induced dissociation 
(CID), particularly phosphorylation and GlcNAcylation, results in elimination of 
the modifi cation and poor fragmentation on the peptide backbone, typically report-
ing a mass of the precursor minus the modifi cation, or a neutral loss of  m / z  80 and 
97 (phosphorylation of Y and S/T, respectively) or 203 (hexosamine). In trapping 
instruments such as ion traps (which, as the name implies, can accumulate ions until 
a specifi ed threshold is attained), this neutral loss event was compensated for in one 
of two ways: fi rstly, carry out data-dependent neutral loss (DDNL) analysis, 
whereby a neutral loss of specifi c  m / z  in MS to MS 2  triggered an accumulation of 
the neutral loss ion and subsequent MS 3  fragmentation [ 86 ], or, secondly, trigger a 
second MS  n   event while still accumulating data, which is termed “pseudoMS  n  ” [ 87 ]. 
This development was particularly important since up to an estimated 80 % of ions 
from a phosphopeptide enrichment contained neutral loss ions [ 86 ]. 

 In addition to MS 3  approaches, alternative fragmentation methods have been 
developed. To overcome the energy transfer to the PTM and poor fragmentation, 
ECD was developed for Fourier transform MS [ 88 ]. This utilizes a free electron, 
which reacts with the peptide backbone in an exothermic manner, resulting in frag-
mentation of the backbone without affecting proximal phospho groups [ 89 ]. In ETD, 
the same principle applies, but the reaction is catalyzed by an anthracene anion in ion 
trap or orbitrap instruments [ 90 ]. The resulting MS/MS spectra are rich in  c  and  z  
ions and give a much better sequence coverage than CID for modifi ed peptides. One 
important caveat, however, is that ETD has been shown to require larger, higher 
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charge state precursors for optimal results. Recent work has developed a more robust 
workfl ow using the endoprotease LysC in combination with some mobile phase 
modifi ers to optimize results [ 91 ]. To our knowledge, these techniques have not been 
applied to HIV PTM study, making this a potentially fruitful area of research.  

    Advanced MS Techniques 

 The data-dependent acquisition utilized by bottom-up MS creates challenges. While 
bottom-up MS is suited to proteomic discovery, it is not optimal for PTM analysis. 
As previously mentioned, the detection of PTMs is reliant on the a priori knowledge 
of their presence. In addition, searching for multiple PTMs can dramatically increase 
the time taken for data analysis. One way to overcome those limitations is to utilize 
data- independent  acquisition. This technique goes by a number of names: 
SWATH-MS, MS E , AIF, or PAcIFIC [ 92 ]. In this method, the instrument scans mass 
ranges in MS/MS without isolating specifi c precursor ions, essentially capturing all 
the ions present within a given dynamic range. The advantage of this is that you can 
screen for PTMs based upon a given mass change; the disadvantage is that these 
experiments are data independent so any neutral loss ions cannot be further frag-
mented for structural or compositional information. 

 Another method that has garnered recent attention is the use of “top-down” 
MS. In contrast to bottom-up, the intact protein is introduced to the mass spectrom-
eter, and subsequently fragmented into smaller pieces, which are then analyzed for 
the presence of modifi cations [ 93 ]. While it is extremely powerful and can identify 
any known modifi cation (complex  N -glycans and other complex modifi cations 
aside), there are limitations. The protein sequence must be known in order to fi t the 
fragments to the sequence, and the protein must be purifi ed and of a size that is cur-
rently amenable to analysis (large proteins do not suffi ciently ionize). While a rela-
tively robust sample preparation tool exists [ 94 ], the challenges of implementing 
this technology still need to be overcome. Once established, this may change the 
way PTMs are studied in many research areas. For HIV, the ability to screen viruses 
from different cell types may help to establish in more detail mechanisms of viral 
tropism and immune responses to different viruses.   

    Emerging Technologies 

 A number of emerging technologies are enabling a deeper and more directed analysis 
of HIV and host PTMs. Advanced sample preparation and labeling strategies will 
allow for refi ned analysis and capture of specifi cally modifi ed proteins, and instru-
mental and analytical updates will enable analysis of PTMs and proteins from novel 
and benefi cial angles. The two main areas of these emerging technologies are sample 
labeling/enrichment and improved analytical technologies such as instrumentation 
and bioinformatic strategies. From the labeling and enrichment side, the emergence of 
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click chemistry tools and techniques has the potential to dramatically change the way 
that we study PTMs, since it removes the barriers and limitations of the aforemen-
tioned radiolabeling, and is more specifi c than chromatographic enrichment and anal-
ysis. From an analytical aspect, the explosion of simple, accessible nonprotein MS 
methods, and the subsequent technological advances, opens the door to analyzing not 
only the proteome but also the functional modifi cations attached to the proteins in a 
site-specifi c manner. Finally, the utilization of the nascent technology of MS imaging, 
while currently limited in application and robustness, may provide a tool for the spe-
cifi c localization of proteins and their modifi ed counterparts in tissues and cells. 

    Click Chemistry 

 Click chemistry is the use of bio-orthogonal synthetic compounds for the specifi c 
labeling and capture of modifi ed residues. These residues can be specifi cally labeled 
in order to study a particular PTM on proteins or a specifi c cellular pathway. The term 
“click chemistry” was coined by Barry Sharpless, who described it as “spring- loaded” 
reactions, “destined for a single trajectory” [ 95 ]. These reactions typically involve 
1,3-dipolar cycloadditions that react an azide to an alkyne functional group either 
catalyzed by copper [ 96 ] or using copper-free chemistry for in vivo studies [ 97 ]. 
There are a number of commercially available azide- and alkyne-containing sub-
strates. A great deal of the seminal work was carried out studying cell surface 
 O -glycans by feeding azide-modifi ed precursors to cells and detecting incorporation 
via Western blotting to a clicked substrate, e.g., FLAG tag [ 96 ]. Other substrates for 
modifi cation include  N -glycans such as sialic acid and fucose precursors [ 98 ,  99 ]; 
acylations such as palmitoylation, myristoylation, and prenylation [ 100 ,  101 ]; and 
newly synthesized proteins using azidohomoalanine [ 102 ,  103 ]. As we understand 
more about the mechanisms and chemistry of PTM incorporation, improvements are 
made in the selectivity and sensitivity of chemical analogs. For example, by modify-
ing the permeability of compounds, it is possible to reduce the dose of analog to 
achieve equal labeling effi ciency, reducing potential off-target effects [ 98 ]. 
Furthermore, by altering the initial “click” substrate, one may change the target speci-
fi city and further defi ne specifi c subpopulations of proteins and their modifi cations. 

 In HIV research, as discussed above, the role of specifi c PTMs in the life cycle, 
both on the host and viral sides, still remains largely unknown. However, the effects 
of some more studied modifi cations are beginning to be elucidated. For example, it 
is well known that surface glycosylation of viral proteins is critical in evading and 
adapting to the host immune response [ 42 ,  104 ,  105 ]. Obviously, as a high number 
of cell surface proteins are glycosylated, glycan–protein interactions are known to 
be critical for cell–cell communication, as well as HIV–cell interactions [ 2 ,  106 ]. 
These primary interactions are critical and provide insight into specifi c viral–host 
mechanistic relationships; however, by specifi cally targeting a subpopulation of 
proteins, we may yield more information regarding more subtle secondary interac-
tions that may be just as critical to the viral life cycle [ 107 ].  
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    Non-proteomic Mass Spectrometry 

 The emergence of proteomic MS in the last 30 years has led to an explosion in dis-
covery at the protein level. The methods of bottom-up MS and data analysis using 
proteogenomic databases have allowed broad access to understanding the “what,” 
“when,” and relatively “how much” questions asked of protein expression in spe-
cifi c systems and disease states. In HIV, this has resulted in a broader understanding 
of the proteins that play a role in HIV infection and life cycles [ 31 ,  32 ,  81 ,  82 , 
 108 – 110 ], as well as the minimally conserved proteome of HIV itself [ 107 ,  111 ]. 
These studies have certainly advanced knowledge in the fi eld of HIV biology; how-
ever, a challenge associated with this type of research is that more subtle biology 
may be missed, considering we are only studying proteotypic peptides with defi ned 
modifi cations, that is, by searching against protein and genomic databases, and by 
selecting certain analysis tools and methods, we choose to ignore a vast wealth of 
information about protein modifi cations and diversity. For example, labile modifi -
cations such as phosphorylations may be lost during sample preparation or analysis, 
and while a protein may be defi ned as critical, it may be the effect of phosphoryla-
tion that defi nes the biology. While methods for phosphoproteomic analysis and 
other relatively simple modifi cations (e.g.,  O -GlcNAc) are developing rapidly [ 51 , 
 112 ,  113 ], other modifi cations are not so straightforwardly analyzed. The use of 
ECD/ETD fragmentation has allowed site-specifi c analysis of glycoproteins [ 114 ], 
but the detection of glycan isoforms remains a very specialized technique. As men-
tioned above, a single protein may be multiply glycosylated throughout the 
sequence, and each site of glycosylation can contain a large number of glycan iso-
forms, some of which may be functionally distinct [ 115 ,  116 ]. Methods for glycan 
isoform identifi cation and site localization may lead to a greater understanding of 
the roles of oligosaccharides on HIV attachment, virion–cell interaction, infectivity, 
and the host immune response. 

 The methods for releasing  N -glycans are well established, using enzymatic cleav-
age of the glycan via peptide-N4-( N -acetyl-beta-glucosaminyl)asparagine amidase 
(PNGase F) [ 117 ]. However, separation and analysis of the glycan isoforms are com-
plicated by relative homogeneity of the saccharide monomers. Non-LC methods for 
analysis are primarily driven by MALDI applications, where spotted glycans are 
identifi ed predominantly by their precursor mass, and some structural information is 
yielded by MS/MS analysis [ 118 ]. This method does limit analysis to higher-abun-
dance glycans, and LC separation methods have been advanced in the last several 
years to compensate for this. One recent advance is the use of porous graphitized 
carbon (PGC) HPLC-Chip columns for nano-LC separation of glycans and their 
subsequent analysis by ESI-MS/MS. In this method, the  N -glycans are released from 
the protein backbone, enriched using solid-phase extraction, and separated on a gra-
dient of water/acetonitrile. Glycan structure is assigned based upon the precursor 
mass and using MS/MS fragmentation information; the numbers of hexose, hexNAc, 
fucose, NeuAc, and NeuGc monomers and some unambiguous structures are 
assigned [ 119 ]. While powerful, this technique does not allow the connection 
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between the protein structure and the glycan. In order to achieve this, one must 
isolate both a proteotypic peptide sequence  and  the modifi cation in the same MS/MS 
spectrum. This has been successfully applied by using pronase to nonspecifi cally 
digest the protein backbone, leaving short amino acid tags on the glycans, which are 
then subjected to LC-MS/MS. This technique relies on the a priori knowledge of the 
protein sequence. However, if this is known from a complementary analysis, the site 
occupancy of glycan isoforms on a specifi c protein may be elucidated [ 120 ,  121 ]. 
This structural information could have a myriad of applications to HIV biology, from 
both the host and virion aspect. In conjunction with non-MS methods (e.g., lectin 
arrays), more detailed understanding of the gp120 glycan shield may allow better 
design or specifi city for arrays of neutralizing antibodies and knowledge of the spe-
cifi c cell–virus interactions [ 2 ,  122 ]. Glycans may also play a role in viral tropism, 
and identifying host–virus interactions to specifi c glycoproteins may lead to novel 
approaches to clinical diagnosis and interventions.  

    Mass Spectrometry Imaging 

 While non-proteomic MS techniques are rapidly advancing, there are additional MS 
tools that are beginning to emerge as potentially powerful tools for the analysis of 
biological systems. Mass spectrometry imaging (MSI) is a technique that has shown 
much promise in the past several years. Although MSI was primarily developed for 
the analysis of small molecules and lipids in tissues, much time has been invested 
into developing robust methods for the analysis of proteins and peptides in order to 
add a spatial dimensionality to proteomics information. Analysis of small proteins 
[ 123 ] and peptides [ 124 ,  125 ] is becoming more routine, and novel methods such as 
3D imaging are being proposed [ 126 ]. However, the analysis of PTMs is some way 
off, and to our knowledge there are no publications in this area, suggesting an area 
for further exploration and expansion. Although some limited work on glycan 
monomers and simple carbohydrates has demonstrated the potential effi cacy of this 
technique for glycan analysis [ 127 ], robust and reproducible methods must be 
established before any biological studies can be launched. The potential to localize 
specifi c modifi ed proteins and peptides to tissue and biological regions could be 
applied to understanding the role of HIV infection in systemic disorders such as 
HIV-associated neurocognitive dysfunction.   

    Summary 

 The analysis of the role of PTMs in HIV is growing, and our understanding of the 
basic biological roles of modifi cations on the life cycle of the virus is increasing. 
With the development of enhanced analytical techniques and better mechanisms for 
specifi c labeling, enrichment, and analysis of modifi cations, it is anticipated that 
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further developments will be made in understanding the critical roles of PTMs. In 
particular, the interplay of lipid modifi cations for traffi cking proteins to the cell 
membrane coupled with glycosylations critical to cellular communication, binding, 
and interaction may yield a greater understanding of the roles of host proteins inte-
grated into HIV and reveal potential mechanisms of disrupting the viral life cycle. 
In addition, a thorough characterization of the modifi cations of both host and viral 
proteins present in HIV will allow researchers to develop a better systems biology 
picture of the virus, and potentially connect viral composition to previously unre-
lated cellular pathways, revealing novel mechanisms for intervention and drug tar-
geting. Further, by continuing the characterization of the glycome of the virus, and 
in particular gp120, the enhancement of potentially neutralizing vaccines could be 
realized. In conclusion, the burgeoning fi eld of posttranslational protein modifi ca-
tions will continue to benefi t our understanding of HIV and its clinical effects.     
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    Chapter 7   
 Bioinformatics for Mass Spectrometry-Based 
Proteomics                     

     Rebekah     L.     Gundry         

      Introduction 

 Chapter   4     focused on sample preparation and fundamentals regarding design and 
execution of a successful mass spectrometry (MS) experiment to obtain high- quality 
data. In this chapter, readers are introduced to the processes used to convert a set of 
MS data into an annotated dataset of confi dently identifi ed and characterized pro-
teins in the context of studies involving HIV-1, particularly in the management and 
structure of databases. Fundamental MS data types are reviewed followed by a 
description of how to select an appropriate protein database and use it within a 
search. Subsequently, important concepts regarding data organization, visualiza-
tion, and biological information mining are discussed. Finally, the chapter con-
cludes with a view on the future of systems biology studies using HIV-1 proteomics. 
As this chapter focuses on introducing the reader to the most commonly encoun-
tered bioinformatic concepts in modern HIV-1 proteomics, this discussion is focused 
on data produced by untargeted, bottom-up approaches, whereby the protein is fi rst 
chemically or enzymatically digested into peptides prior to MS analysis, and the 
goal is to collect data for as many analytes as possible without prior knowledge of 
the proteins present in the sample. However, readers should be aware of other pow-
erful strategies that will require different bioinformatics approaches than discussed 
here. These include  top-down proteomics , whereby intact proteins are fragmented 
during MS analysis to obtain amino acid sequence information [ 1 ,  2 ] in a way that 
preserves the stoichiometry among posttranslational modifi cations, proteolytic 
cleavage products, and products of splicing events, among others;  targeted pro-
teomics , where preselected peptides or proteins of interest are quantifi ed and/or 
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characterized; and  data-independent acquisition  where peptides are selected for 
fragmentation independent of their signal intensity [ 3 ]. Overall, these approaches 
are often complementary to the data-dependent, bottom-up proteomic strategies 
which are the focus of this chapter. Ultimately, HIV-1 biology will benefi t from each 
of these approaches which collectively can be used to identify, quantify, and charac-
terize proteins and peptides from cells, tissues, and biological fl uids.  

    Fundamentals of Peptide MS Data 

  Spectra, Chromatograms, and Ion Maps : When performing liquid chromatography 
MS (LC-MS), peptides are eluted from the chromatographic column over time and 
directly introduced to the mass spectrometer. The MS instrumentation will record 
two main types of spectra during a bottom-up data-dependent acquisition. A  precur-
sor ion spectrum or scan , also referred to as an MS 1  or MS spectrum, records a 
snapshot of mass-to-charge ( m/z ) values corresponding to peptide masses present at 
a particular time in the elution profi le. A  product ion spectrum or scan , also referred 
to as an MS 2  or MS/MS spectrum, records  m/z  values corresponding to ions result-
ing from the fragmentation of a peptide ion selected from the MS spectrum. In a 
single LC-MS experiment, the instrument is continually cycling between recording 
MS and MS/MS spectra. LC-MS data can be viewed as a chromatogram composed 
of a large set of consecutively acquired mass spectra. It is possible to view these data 
as a  base peak chromatogram  where the signal of the ions giving the base peak (i.e., 
the most intense peak in each spectrum) in each of a series of spectra is plotted as a 
function of elution time. Important for quantitation, it is possible to view an  extracted 
ion chromatogram , where the intensity of a selected  m/z  value or set of values are 
plotted as a function of elution time. In cases where chromatographic performance 
of the system is excellent and highly reproducible, the area under the curve for the 
extracted ion chromatogram of a particular peptide can be used for quantitation. 
LC-MS data can also be displayed as a three-dimensional ion map where each point 
represents the intensity for a particular  m/z  value at a particular elution time, which 
can be used in label-free quantitation workfl ows. The relationship of an ion map, 
precursor ion spectrum, and product ion spectrum is shown in Fig.  7.1 .

    Peptide Fragmentation : To understand MS/MS spectra and how they are used in 
a proteomic workfl ow to identify proteins, it is important to have a basic under-
standing of the fragmentation process that occurs inside the MS instrument (see 
Chap.   3    ). Briefl y, in an untargeted peptide-centric mass spectrometry experiment, 
the instrument isolates one ion representative of a peptide and subjects it to frag-
mentation. Peptide fragmentation can be carried out by a variety of means, typically 
by collision with an inert gas or radical anions. While the masses resulting from this 
fragmentation process will vary depending on the fragmentation type used, the 
resulting masses (i.e., fragment ions) are directly related to the amino acid sequence 
of the peptide. Therefore, once high-quality MS/MS data are recorded, modern 
 bioinformatics approaches can use this information to rapidly determine protein 
 identity and sites of posttranslational modifi cations.  
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  Fig. 7.1    Types of data obtained during an LC-MS/MS proteomics experiment. ( a ) A representa-
tive three-dimensional ion map where intensity values (color density) for each  m/z  observed over 
time are represented. ( b ) Precursor ion spectrum for 72.04 min. ( c ) Product spectrum for 
 m/z  = 662.39. Data were obtained on an LTQ Orbitrap (Thermo) and viewed using Xcalibur™ 
software (Thermo)       
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    Fundamentals of the Proteomic Workfl ow 

 The proteomic workfl ow conceptually includes all steps involved in the process of 
converting a set of MS and MS/MS spectra into an annotated dataset of confi dently 
identifi ed, characterized, and, sometimes, quantifi ed proteins (Fig.  7.2 ). This pro-
cess includes peak extraction, searching against a relevant protein sequence data-
base or de novo sequencing, post-search validation and redundancy removal, and 
ends with augmentation of the dataset with annotations or other known or predicted 
functional information. At the time of writing this edition, the reader can benefi t 

  Fig. 7.2    Simplifi ed overview of the bioinformatics workfl ow for processing MS data from an 
untargeted, bottom-up proteomics experiment       
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from over a decade in the evolution of bioinformatic tools for proteomic data which 
has yielded many commercial and open-source tools for each step of the process. As 
space does not permit an in-depth discussion of all tools available, readers are 
directed to several excellent reviews and internet resources that comprehensively 
summarize the tools currently available for each aspect of the proteomic workfl ow. 
Ultimately, the choice of preferred platform depends on budget, instrumentation 
used for data acquisition, biological questions, and user expertise.

    MS Peak Extraction : The detection and extraction of peaks plays a critical role in 
the proteomic workfl ow. Reliable peptide and protein identifi cation requires accu-
rate and precise determination of the  m/z  values of the ions. Challenges to peak 
extraction can include chemical noise, baseline artifacts, asymmetrical peak shape, 
low mass resolution, and high charge stages. While some of these challenges can be 
addressed through the use of modern instrumentation with high resolving power 
and mass accuracy, there remains the need for high-performance bioinformatics 
approaches to maximize the quantity and quality of extracted data. Most vendors 
provide peak extraction software with the instrumentation, and some database 
search platforms include supplementary peak extraction tools. As a result, there are 
several open-source and commercial tools that can be used to improve peak extrac-
tion effi ciency, and Mancuso and colleagues recently demonstrated the benefi t of 
using optimized peak extraction algorithms for high mass accuracy and resolution 
data recorded using an orbitrap by comparing performance of nine different extrac-
tion tools [ 4 ]. While some of the commercial peak picking tools are proprietary, 
there has been a commitment by instrumentation vendors and bioinformatics devel-
opers to work closely together to ensure that MS data from most modern instrumen-
tation can be processed by any analysis platform, either directly or by using industry 
standard output format mzML [ 5 ]. This process is aided by a variety of freely avail-
able convertors that turn vendor-specifi c data into the searchable mzML format, and 
many of these tools are summarized at expasy.org, tools.proteomecenter.org, pro-
teinscience.com, and ms-utils.org. 

  Selecting Appropriate Protein Sequence Databases : In the most common pro-
teomic workfl ow, an automated search engine is used to assign peptide sequences to 
the MS/MS spectra. This process requires a protein sequence database to serve as 
the source of potential peptide sequences that can be matched to the experimental 
data. Search algorithms will typically require that the database to be searched 
against be provided as a FASTA formatted fi le, which is a simple text fi le of protein 
sequences represented using single-letter codes. Figure  7.3  shows an example of a 
FASTA sequence for an HIV-1 envelope glycoprotein.

   While numerous web resources for FASTA fi les are available, the HIV researcher 
should carefully consider the source and content appropriate for the study. Of 
course, if a peptide that gave rise to the MS/MS spectrum is not present in the 
sequence database used to process the data, the search algorithm will not be able to 
match the MS/MS spectrum to the correct peptide sequence. The National Center 
for Biotechnology Information (ncbi.nlm.nih.gov) and other public repositories like 
the Swiss Institute of Bioinformatics (isb-sib.ch) and the European Bioinformatics 
Institute (part of the European Molecular Biology Laboratory—ebi.ac.uk) have 
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been collecting and annotating protein sequences into a variety of databases. More 
recently, there have been highly collaborative efforts between these partners to form 
the UniProt consortium (uniprot.org). For many years, the UniProtKB/Swiss-Prot 
database has been the source of choice for most organisms, which at the time of 
writing contains 548,546 entries comprising 195,452,300 amino acids abstracted 
from 236,982 references (source: expasy.org, release 2015_06 statistics). By far, 
UniProtKB/Swiss-Prot is the most common and arguably the top reference database 
for use in human proteomic studies. However, while UniProtKB/Swiss-Prot con-
tains 20,206 entries for human, it has <2000 entries for macaques of different ori-
gins and only 9 entries for HIV-1. When extending out to other UniProt resources 
like TrEMBL, which is unreviewed, there are >125,000 entries for humans, ~70,000 
entries for  Macaca mulatta , but only ~3700 sequence entries for HIV-1. Fortunately, 
since 1987, the Theoretical Biology and Biophysics Group at the Los Alamos 
National Laboratory (LANL) has been funded by the Division of AIDS of the 
National Institute of Allergy and Infectious Diseases to accept and curate HIV-1 
sequences. These sequences, and a variety of tools to perform HIV-1 bioinformat-
ics, are freely available (hiv.lanl.gov). Most of the sequences found in LANL are 
derived from GenBank, which at the time of writing includes over 765,000 entries 
for HIV. A guide to the HIV sequence database and the other major HIV database 
(the HIV RT/Protease Sequence Database at Stanford) was published in 2003 by 
Kuiken and colleagues and provides useful information on how to use these 
resources effectively [ 6 ]. Ultimately, investigators must exercise caution when 
selecting a FASTA database to use in a proteomic analysis, as the number and extent 
to which the sequences have been manually curated will vary. 

 Given the low costs of generating HIV and SIV sequence information as described 
in Chap.   4    , generating an experiment-specifi c database is now practical for scientists 
wishing to perform HIV-1 proteomics experiments. If limited sequence information 
is available for the virus of interest, it is possible to generate additional sequence 
information by using BLASTP to fi nd virus sequences similar to the target sequence. 
This type of in silico infl ation can be a useful tool to increase the sequence variability 
around a specifi c known sequence within a FASTA database, without overburdening 

  Fig. 7.3    A representative FASTA sequence of an HIV-1 envelope glycoprotein. The amino acids 
in  red  correspond to a peptide whose annotated MS/MS spectrum is shown in Fig.  7.4        
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the bioinformatic analysis (e.g., if all HIV sequences were included). Until more 
recently, appending all of these redundant sequences belonging to different strains of 
HIV could have created a challenge through increasing the redundancy present in the 
database; however, the use of alignment and clustering algorithms in modern bioin-
formatics platforms largely overcomes these challenges (discussed below). 

 If merging multiple FASTA fi les is required, a text editor capable of editing large 
fi les (e.g.,   www.vim.org    ; macupdate.com) is adequate. However, the novice user can 
quickly become lost or unknowingly generate errors. To avoid potential errors due to 
manual manipulation, users should consider computational resources that eliminate 
manual intervention and manipulate FASTA databases quickly and effi ciently, includ-
ing dbtoolkit and fastahack available at github.com and subsetDB at tools.proteome-
center.org. Moreover, in recent versions of Proteome Discoverer (Thermo), it is 
possible to include one or many separate FASTA fi les within a single search without 
merging them in advance. Ultimately, the investigator should become familiar with 
the benefi ts and methods for creating custom FASTA databases for proteomics 
research. Investigators new to this approach may fi nd it useful to review the benefi ts 
of using carefully curated databases in a “fi t-for-purpose” approach [ 7 ], as well as visit 
the Computational Omics and Systems Biology Group (compomics.com) which pro-
vides a rich resource for educational materials describing the principles of database 
searching and how database size and accuracy can affect search results. Specifi cally, 
the workshop on MS data processing illustrates the problem of information infl ation 
that can occur when redundant entries are added to databases without high informa-
tion quality (  http://compomics.com/workshops/bits-ms-data-processing/    ). 

  The Database Search : The fundamental goal of the search algorithm (or search 
engine) is to match an MS/MS spectrum obtained during the experiment to a peptide 
sequence from a predefi ned database (i.e., to generate peptide spectrum matches). 
The output is a list of peptide sequences that can explain the experimental data with 
a certain degree of probability or false discovery rate. As described above, the data-
bases are typically protein sequences translated from genomic data, although spectral 
libraries [ 8 ] or mRNA data [ 9 ] can also be used. These identifi ed peptides are then 
assembled into proteins, which is where it can become computationally challenging 
if the database contains redundant peptides or alternatively spliced proteins. 

 As mentioned above, many algorithms have been developed for searching peptide 
mass spectrometry data; however, there is considerable variation in the level of in-
house bioinformatics expertise and support required to install and use these tools 
properly. Furthermore, the options that each platform provides for enhanced data 
visualization can vary signifi cantly. This is especially important in the case of HIV-1 
proteomics, where there can literally be thousands of matches for the Gag polyprotein, 
with annotations belonging to thousands of different entries in the database. This can 
make data interpretation exceptionally challenging. For this reason, easy- to- use plat-
forms with enhanced data visualization capabilities can be especially benefi cial. 
While it is not feasible to comprehensively review all of the available software tools 
in this chapter, several examples are provided and readers are directed to several 
recent reviews and Wikipedia   https://en.wikipedia.org/wiki/List_of_mass_spectrom-
etry_software    ) that have comprehensively summarized available platforms [ 10 – 12 ]. 
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 Of the freely available tools, those at CompOmics (  www.compomics.com    ) are 
easy to install and capable of performing database searching and data visualization. 
These tools include dbtoolkit, described above, and SearchGUI [ 13 ], which is a 
graphical user interface for running proteomics search engines including X! Tandem 
[ 13 – 19 ], MS-GF+ [ 20 ], MS Amanda [ 21 ], MyriMatch [ 22 ], Comet [ 23 ], Tide [ 24 ], 
Andromeda [ 25 ], and OMSSA [ 13 ,  26 – 29 ]. Finally, PeptideShaker [ 30 ] is a free 
alternative to Scaffold (Proteome Software) and allows for the visualization of a 
proteomics experiment generated from SearchGUI using the tools described above 
and supports the full export of data to the PRIDE database, one of the leading public 
repositories for proteomic data. Furthermore, PeptideShaker can be used to import 
data from the PRIDE database, thus allowing collaborators to view data without hav-
ing to distribute fi les or install the same software platforms. A commercial alternative 
to PeptideShaker is Scaffold software, a post-search processing tool that is used to 
visualize search results from multiple search engines including Mascot [ 31 ], Mascot 
Distiller (Matrix Science), Proteome Discoverer (Thermo Scientifi c), Spectrum Mill 
(Agilent), SEQUEST [ 32 ], Phenyx (includes OLAV scoring [ 33 ]), IdentityE/PLGS 
(Waters Corporation), X! Tandem [ 13 – 19 ], OMSSA [ 26 ], and MaxQuant/Andromeda 
[ 25 ]. The benefi ts of Scaffold is that it automates FDR scoring, allows for protein and 
peptide FDR fi ltering and family clustering, and includes validation tools like 
PeptideProphet/ProteinProphet [ 34 ] and additional statistical features. While the 
investment for academic laboratories is modest, the plug-n-play functionality and 
data visualization interface can enable alignment of matches to a consensus HIV-1 
sequence, allowing quick interpretation of data. Another commercial software tool 
that is especially relevant for HIV-1 proteomics is PEAKS [ 35 ]. PEAKS enables 
traditional database searching approaches using its own algorithm and can incorpo-
rate multiple algorithm searching using Mascot, OMSSA, SEQUEST, and X! 
Tandem (ibid). Moreover, PEAKS includes de novo sequencing tools and sequence 
tag homology searching and integrates a posttranslational modifi cation fi nder, each 
of which can be especially useful for studying organisms where protein databases 
may be incomplete. PEAKS can be used to search spectra that have gone unmatched 
in other searches and thereby has the potential to increase protein coverage of HIV-1 
proteins and identify novel posttranslational modifi cations. 

 Independent of the search algorithm and post-search validation tools used, the 
availability of spectral annotation viewers allows investigators to quickly visually 
inspect the quality of the MS/MS spectra. In this process, particularly when amino 
acid variants or posttranslational modifi cations are suspected, investigators will 
ensure that the majority of peaks are assigned to the predicted peptide sequence and, 
vice versa, that a core set of fragment ions predicted from the proposed sequence are 
observed in the spectrum (e.g., series of y-ions). The outcome of the proteomic 
workfl ow is exemplifi ed in Fig.  7.4 . Figure  7.4a  reviews the major types of ions that 
are observed when various fragmentation approaches are used. Figure  7.4b  shows 
 m/z  values for fragment ions that are calculated to result from CID fragmentation of 
a proposed peptide sequence for the MS/MS spectrum obtained in Fig.  7.1c , and 
those peaks observed in the MS/MS spectrum are highlighted in color. Figure  7.4c  
shows the annotated MS/MS spectrum of precursor  m/z  = 662.39, where all major 
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peaks are accounted for by the proposed peptide sequence from HIV-1 envelope 
glycoprotein. In summary, by following the example of HIV-1 envelope glycopro-
tein outlined in this chapter, the reader is introduced to raw MS data (Fig.  7.1 ), the 
proteomic workfl ow (Fig.  7.2 ) that is used to process the raw data using a FASTA 
sequence (Fig.  7.3 ), and the outcome of the data interpretation (Fig.  7.4 ).

    Posttranslational Modifi cations : Chapter   6     discussed strategies for studying var-
ious posttranslational modifi cations involved in the HIV-1 life cycle. This topic is 
worth revisiting in the context of informatics, as the appropriate scope and number 
of modifi cations to allow during a search will impact results. For example, includ-
ing too many potential posttranslational modifi cations in the search can artifi cially 
infl ate the number of potential matches for each spectrum. Typically, the minimal-
istic set of modifi cations that are most frequently associated with the specifi c exper-
imental conditions will yield the most robust results, and for this reason, it is 
important to consider stoichiometry for each potential modifi cation. For example, 
reduction and alkylation are common steps to encourage protein unfolding and 
thereby enhance enzymatic digestion. If this is used during sample preparation, then 
a modifi cation (e.g., carbamidomethylation) at cysteine residues is allowed in the 

  Fig. 7.4    Peptide fragmentation nomenclature and how it is used to interpret and annotate an MS/
MS spectrum. ( a ) Peptide fragmentation nomenclature, indicating the types of fragment ions most 
commonly observed for each of the three major fragmentation mechanisms used in modern pro-
teomics. For a particular cleavage position, the assignment of  a ,  b ,  c  vs.  x ,  y ,  z  is determined by the 
terminus (N- vs. C-terminus) on which the charge remains (indicated by  arrows ). ( b )  m/z  values 
for fragment ions predicted to result from the proposed peptide sequence VVTIEPLGVAPTK 
from HIV-1 envelope glycoprotein. Values in  red  or  blue  were observed in the MS/MS spectrum in 
panel  c . ( c ) Annotated MS/MS spectrum from CID fragmentation of precursor  m/z  662.39 acquired 
using an LTQ Orbitrap MS (raw data shown in Fig.  7.1c ). Assigned fragment ions are indicated 
and correspond to predictions in panel  b . Panels  b  and  c  were generated using Proteome Discoverer 
2.1 (Thermo)       
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search. Similarly, oxidation at methionine and N-terminal protein acetylation are 
also commonly included. Beyond these common modifi cations, the choice to 
include additional modifi cations depends on stoichiometry and whether it is logical 
that a modifi cation that occurs in low abundance should appear as a unique match. 
In the case of phosphorylation, it is typically unlikely to routinely observe this mod-
ifi cation unless the sample was specifi cally prepared to enrich for phosphorylated 
peptides. Therefore, if a phosphopeptide enrichment is not performed, including 
phosphorylation in the fi rst round of searching may lead to increased rate of false- 
positive identifi cations. Bioinformatics approaches that include additional rounds 
of searching [ 36 ,  37 ] for spectra that go unmatched in the fi rst round can be power-
ful for assigning high-confi dence posttranslational modifi cations even without 
physical enrichment. Moreover, Scaffold PTM, PEAKS, Byonic [ 38 ], and PTMrs 
[ 39 ], for example, can improve site localization assignment of a wide variety of 
posttranslational modifi cations. 

  The Redundancy and Annotation Problem : In the context of HIV-1 proteomics, 
each polymorphism can result in a separate FASTA entry in the database and then 
result in thousands of different “hits” for different viruses and often hundreds of hits 
for single viral proteins. Therefore, the raw output of a single search algorithm can 
result in an unmanageable number of matches. Fortunately, many software pack-
ages like Scaffold, Proteome Discoverer, and ProteinCenter (Thermo) have very 
good approaches to rapidly cluster data into meaningful outputs.  

    Extracting Annotated and Predicted Biology 

 Once a set of peptide and protein identifi cations have been made, the next step in the 
proteomic workfl ow is dependent upon the biological question or experimental 
goals. In some cases, after the fi rst round of discovery, it may be apt to reanalyze the 
samples using a targeted approach, where quantitative measurements of preselected 
peptides can be made with more precision and lower detection limits than possible in 
the non-targeted discovery approach. This strategy can, for example, provide further 
confi dence in putative abundance changes measured in the fi rst round of discovery or 
be used to obtain more evidence for a novel posttranslational modifi cation. In the 
case of HIV-1, targeted analysis of specifi c peptides that are signatures of intact vs. 
processed gag can inform the degree of virus maturation. Also, this approach can be 
used to compare the relative abundance of the envelope glycoprotein among sam-
ples. Alternatively, the next step may be additional bioinformatic analyses of the 
proteins identifi ed in the discovery experiment. In this case, when working with 
organisms whose protein sequence databases are only partially or recently com-
pleted, the descriptions for each entry may be incomplete. Hence, the proteins may 
lack information on biological function, subcellular localization, interactions, and 
pathway affi liations. Therefore, in an effort to begin to understand a particular pro-
tein’s biological role, it can be helpful to analyze the amino acid sequence for simi-
larity to other proteins that are annotated, for specifi c folds of protein domains, and 
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for sequence motifs that may indicate propensity for a particular posttranslational 
modifi cation. A BLAST (basic local alignment search tool, NCBI) search against a 
database of known protein sequences can be used to identify proteins with similar 
amino acid sequences that have been described in the same or other organisms (  http://
blast.ncbi.nlm.nih.gov    ). Numerous tools to determine if the identifi ed protein shares 
a specifi c protein fold or domain with other characterized proteins can be found on 
InterPro [ 40 ] (  http://www.ebi.ac.uk/interpro/    ), thereby potentially helping to associ-
ate the unknown protein with a family to which it is most closely related. Finally, 
more than 30 tools are summarized at   http://www.expasy.org/proteomics     that can be 
used to scan the amino acid sequence for motifs that are commonly associated with 
particular posttranslational modifi cations, thereby predicting the probability that a 
protein contains a particular modifi cation and, in some cases, predicting which modi-
fying enzyme (e.g., a particular kinase) is most likely to act on that site. Beyond the 
abovementioned resources, interactive views of structure, function, interactions, and 
genomic location of HIV-1 proteins can be found at the BioAfrica HIV-1 Proteomics 
Resource [ 41 ] (  http://www.bioafrica.net/proteomics/    ).  

    The Future of HIV Proteomics 

 Overall, the integration of modern proteomic sample preparation techniques, mass 
spectrometry, and bioinformatics are poised to have a tremendous impact on HIV 
biology. Beyond the study of virions, the principles described here can be applied to 
larger-scale systems biology studies of HIV-1, as shown in recent examples that 
investigated protein–protein interactions critical to HIV replication [ 42 ] and glyco-
proteins associated with latent infection [ 43 ]. By applying some of the approaches 
described here for obtaining additional resolution and sequence coverage of viral 
proteins, HIV-1 proteomics approaches can be applied to determine the relative 
abundance of various viral polymorphisms and relative abundance of mutations in 
regions where amplifi cation approaches may be insuffi cient or for identifying a spe-
cifi c region or posttranslational modifi cation of a region of a viral protein that is 
responsible for host–viral interactions. Undoubtedly, it is exciting to envision how 
mass spectrometry could be used to detect virus during primary infection in ways 
that rival the sensitivity of current amplifi cation-based clinical assays, to character-
ize viral envelope proteins in a way that explains how HIV-1 evades destruction by 
immune cells, or to determine whether viral proteins or the virus itself directly is 
responsible for CD4 T-cell toxicity. While current evidence suggests a promising 
outlook, technical challenges must be acknowledged and addressed. Experience has 
taught us to be mindful of the fundamental details within each discipline that can 
make or break an analysis. For all these reasons, synergistic efforts among scientists 
with expertise in HIV biology, protein chemistry, mass spectrometry, bioinformat-
ics, and systems biology that align with their clinical counterparts are imperative to 
embarking on truly innovative studies for expanding our understanding of HIV 
biology and developing advanced clinical therapies.     
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