
Injury Models 
of the Central 
Nervous System

Firas Kobeissy
C. Edward Dixon
Ronald L. Hayes
Stefania Mondello Editors

Methods and Protocols

Methods in 
Molecular Biology   1462



   M E T H O D S  I N  M O L E C U L A R  B I O L O G Y          

 Series Editor 
   John       M.   Walker   

  School of Life and Medical Sciences 
 University of Hertfordshire 

  Hatfield, Hertfordshire  ,   AL10 9AB, UK   

 For further volumes: 
 http://www.springer.com/series/7651     

http://www.springer.com/series/7651
http://www.springer.com/series/7651


                           



    Injury Models of the Central 
Nervous System 

 Methods and Protocols 

 Edited by 

    Firas   Kobeissy

Banyan Biomarkers, Inc., Alachua, FL, USA    

     C.   Edward   Dixon

Safar Center for Resuscitation Research, University of Pittsburgh, Pittsburgh, PA, USA    

   Ronald   L.   Hayes

Banyan Biomarkers, Inc., Alachua, FL, USA    

     Stefania   Mondello

Banyan Biomarkers, Inc., Alachua, FL, USA                              



       ISSN 1064-3745       ISSN 1940-6029 (electronic) 
   Methods in Molecular Biology  
 ISBN 978-1-4939-3814-8      ISBN 978-1-4939-3816-2 (eBook) 
 DOI 10.1007/978-1-4939-3816-2 

 Library of Congress Control Number: 2016943079 

 © Springer Science+Business Media New York   2016 
 This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is 
concerned, specifi cally the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction 
on microfi lms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, 
computer software, or by similar or dissimilar methodology now known or hereafter developed. 
 The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not 
imply, even in the absence of a specifi c statement, that such names are exempt from the relevant protective laws and 
regulations and therefore free for general use. 
 The publisher, the authors and the editors are safe to assume that the advice and information in this book are believed to 
be true and accurate at the date of publication. Neither the publisher nor the authors or the editors give a warranty, 
express or implied, with respect to the material contained herein or for any errors or omissions that may have been made. 

 Printed on acid-free paper 

   This Humana Press imprint is published by Springer Nature  
 The registered company is Springer Science+Business Media LLC New York 

 Editors 
   Firas   Kobeissy    
  Banyan Biomarkers, Inc. 
  Alachua ,  FL ,  USA   

   Ronald   L.   Hayes    
  Banyan Biomarkers, Inc. 
  Alachua ,  FL ,  USA 

     C.   Edward   Dixon    
  Safar Center for Resuscitation Research 
 University of Pittsburgh 
  Pittsburgh ,  PA ,  USA   

   Stefania   Mondello    
  Banyan Biomarkers, Inc. 
  Alachua, FL ,  USA   



    A mentor empowers a person to see possible future, and believe it 
can be obtained. To Prof. Emanuele Scribano. 

  Stefania Mondello  

  To my life-long mentor, Dr. Kevin K. Wang & his wife Miss Alice 
Wang, I dedicate this humble work. I will be forever grateful to 
Kevin for all his kind-heartedness and for sharing his wise 
knowledge  

  Firas  Kobeissy  



                           



vii

 It had been a universally acknowledged truth that animal models provide the means for 
understanding pathogenesis and for guiding treatment of human diseases and conditions. 
That is, until the recently recognized failure of apparently successful treatment of animal 
models of traumatic brain injury (TBI) to translate into effective treatment of human TBI 
in over 30 clinical trials. One might rightly ask: what, at this time, motivated the publica-
tion of this detailed compendium of varying animal models in several species? At the least, 
abundantly detailed information in this volume permits accurate replication of experimental 
data by investigators working in separate laboratories. At best, the attention to detail in 
scaling particular animal injuries to the human responses to similar injuries, in magnitude, 
time lines, and outcomes, is made apparent as a critical need in current TBI research. The 
answer to the question, based on history of scientifi c approaches and rationale, would 
appear obvious, but yet, preclinical treatment approaches in animal TBI, as pointed out by 
the introductory chapter in this book, continue to fail when applied in human trials. 

 Animal models for understanding and treating human disease began in 1894 using 
Koch’s four postulates to prove that infectious agents cause particular diseases. Animal 
models have been essential for scientifi c progress. Yet even with infectious disease models, 
the relationships between cause and effect are neither obvious nor simple. For example 
Koch’s fi rst postulate, ‘abundance of microorganisms or infectious agents’ required modi-
fi cation in that carrier or asymptomatic states were found to exist. The peculiar susceptibil-
ity of the guinea pig to  mycobacterium tuberculosis  was fortuitous. As few as fi ve 
microorganisms introduced by an intranasal route are capable of initiating pulmonary 
lesions closely mimicking those occurring in man. Yet rabbits resist infection with  m tuber-
culosis.  The extensive use of rodent models, mainly mice, for immunologic study and treat-
ment  of pneumococcal, staphylococcal  and  streptococcal  infections contributed immensely to 
successful development of antibiotic and immunologically based treatments. 

 As an investigator supported by the American Heart Association and the National 
Institutes of Health, I have had the privilege of using animal models to study shock and 
atherosclerosis. These studies proved remarkably effective in delineating pathogenesis and 
providing insights into treatment. In the fi rst instance, the use of crystalloid combinations 
with red cells for fl uid replacement in hemorrhage; for atherosclerosis, canine and rhesus 
subhuman primate models provided critical understanding of the central role of lipids in 
promoting arterial plaques similar to those occurring in human disease. Importantly, lipid 
levels were found to relate to progression and regression of atherosclerotic plaques in arter-
ies. Lately, animal models to measure the key role of the infl ammatory responses within the 
arterial wall have been most informative. The lessons learned from these experimental mod-
els have been successfully translated into clinical practice with ongoing interventions based 
on level 1 clinical outcomes. 

 What then is needed for TBI ‘preclinical modeling’? We require more attention to 
details and repeatability along with the relevance of particular models to particular aspects 
of human injury. This volume provides that kind of detail, whether it be the mass effects of 
rotational injury using pigs with differing ratios of gray to white matter or the widely vari-
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ant effects of a multitude of shock tube confi gurations to mimic primary blast injury favored 
by disparate investigators. The details of shock wave interactions in open fi eld explosions, 
near, intermediate and remote are essential for understanding effects of such exposures to 
blasts occurring in combat. How to standardize explosive blast static, dynamic, total and 
refl ective pressures along with loading effects (depending on angle of incidence and geom-
etry) requires delineation. While two chapters reference modeling actual explosions, using 
actual blast exposures in scalable animal models remains an unfulfi lled need. Rather than 
overemphasizing diffi culties, the practicalities of how to model future blast research require 
more attention .  Modeling of injury modes: impact, rotational and non-impact blast injury 
needs essential attention to detail to achieve and document consistent results. Once TBI 
models are standardized and widely replicable, then and possibly only then, can neuropro-
tective treatments be assayed with confi dence using focused human trials. 

 This book highlights modeling TBI using larger animals. Diffi culties and barriers to 
subhuman primate modeling are also mentioned. In this author’s opinion, subhuman pri-
mate models, currently used for study of prevention and treatment of HIV and Ebola viral 
infections, must be considered for study of TBI. Such studies should be done with due 
respect to all animal species used given the context of human risks of the devastating effects 
of TBI, particularly combat TBI. The classic studies of subhuman primates which yielded 
critical quantitative information in terms of measuring rotational acceleration are now 
described in a porcine model. First steps toward progress have been provided: a taxonomy 
and detailed description of various animal models of TBI. Hopefully, future clinical trials of 
TBI will be based upon validated replicable models of the heterogeneous effects of trau-
matic brain injury as related to differing injury mechanisms and modalities.  

    Ralph     G.     DePalma 
      VA Office of Research and Development 

  Washington ,  DC ,  USA 

    Uniformed University of the Health Sciences 
  Bethesda ,  MD ,  USA     
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   “The use of animals in medical research and safety testing is a vital part 
of the quest to improve human health. It always has been and probably 
always will be, despite the alternatives available. Indeed, in this era of 
genomics and proteomics, more rather than fewer animals will be 
needed. Without animal testing, there will be no new drugs for new or 
hard-to-treat diseases.” 

 Source: The Lancet. Vol 364 September 4, 2004 

   Traumatic brain injury (TBI) is a major and growing public health concern and a 
 leading cause of mortality and morbidity worldwide, both in civilian life and on the battle-
fi eld worldwide. It is now considered as a complex spectrum of diseases associated with 
structural damage and functional defi cits that are consequences of both primary and sec-
ondary injury mechanisms. 

 Most notably, over the past 50 years, TBI fi eld has matured tremendously, and our 
understanding of the cellular and molecular biology along with the pathophysiological pro-
cesses underlying acute and chronic TBI (and its recovery) has evolved. Throughout, this 
time research involving animal models of TBI has grown from a few individual laboratories 
to a global effort. Experimental TBI models have provided a driving force and undeniable 
contribution for much of this research allowing us to test hypotheses, to investigate basic 
mechanisms as well as to explore and determine the effi cacy of novel potential treatments 
and therapeutic strategies. As a consequence, we have witnessed an explosion of “poten-
tially useful” models replicating the various aspects of human TBI. However, it is now 
evident that to be effective in our quest for answers and cures, and to prevent failure in 
clinical translation of preclinical studies, methodological rigor, extensive standardization of 
outcome assessment, functional tests, pre-analytical and analytical aspects, and approach to 
treatment, as well as reproducibility are all essential. 

 The current volume represents an attempt to provide a list of the state-of-the-art cur-
rently established animal models of TBI thoroughly describing practical procedures, experi-
mental methods, and protocols. While specifi c TBI models are discussed in different 
chapters, we view this as a strength because it exposes the reader to different viewpoints 
regarding model implementation and highlights the need for greater standardization in 
terms of reporting methods and fi ndings. One noteworthy section of the book is dedicated 
to the  Combined Neurotrauma Models —models combining a standardized TBI with sys-
temic insults and multimodality monitoring—that can more adequately mimic the hetero-
geneity of clinical TBI. 

 As the experimental TBI research has grown, the diversity of outcomes continues to 
expand. The part on  Outcome Measures in Brain Injury Models  provides researchers with 
comprehensive methods of detecting behavioral, histopathological, cerebrovascular, imag-
ing, and biochemical outcomes that aim at advancing the search for injury mechanisms and 
clinical translation. 

  Pref ace   
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 This volume also aims to identify the issues and challenges related to TBI preclinical 
studies and offers guidance and solutions from renowned experts in this fi eld that can cer-
tainly be of use for young investigators. We hope it can also be helpful to clinicians and 
laboratory researchers interested in the fi eld and in fresh ways of addressing both experi-
mental and clinical questions. 

 In this volume, we have assembled 40 chapters which have been authored by renowned 
experts in the areas of CNS neurotrauma and who are among the pioneers in the develop-
ment of several of the currently used CNS injury models. The book opens with an intro-
ductory overview by Professor John Povlishock discussing the history and the evolution of 
experimental brain injury models. This volume is divided into six parts. Part II (General 
Consideration in Using Animal Laboratory in CNS Injury Research) describes general 
experimental concepts and approaches used in assessing CNS injuries, with emphasis on 
clinical and experimental models currently available and a summary of the development of 
these models along with a handy overview comparison of their different/respective charac-
teristics. In the following part (Classical TBI Models and Their Link with Pathophysiological 
Features of CNS Injury—Models), the authors describe the utility of different injury mod-
els and their general pathological characteristics. This part elaborates on the different modi-
fi ed and novel experimental models ranging from pediatric rodent models of TBI to more 
recent models of diffuse axonal injuries. In Part IV (Special Topics in CNS Trauma: 
Comorbid Conditions in CNS Injury), we discuss the experimental combination of comor-
bid conditions in CNS injury models including hypoxia, hypoxemia, and epilepsy. In Part 
V (Outcome Measures in Brain Injury Models), assessment and outcome measures involved 
in CNS injury are systematically compiled to include a comprehensive summary of the 
behavioral and cognitive methods utilized. In addition, this part includes dedicated chap-
ters discussing the utility of novel techniques and approaches that can be applied both in 
neurotherapeutics (stem cell therapy, small molecule inhibitors) and in evaluating indices in 
CNS injury models including proteomics, pressure myography, and mitochondrial bioener-
getics. The volume closes with an overview chapter by Professor Frank Tortella who con-
tributed a very nice piece discussing challenges that face preclinical models of TBI and 
translating them to clinical practice. 

 Finally, this book would not have been possible without the assistance of a large group 
of TBI experts, each of whom has particular expertise related to a given model. The con-
tributing authors have done a superb job in presenting experimentally useful information 
and applied technical approaches of TBI-relevant models. We have also charged a set of 
investigators with the task of providing an overview of various aspects, current knowledge, 
advantages, and limitations of animal TBI models. Special gratitude goes to Professor Ralph 
Depalma who agreed to write the Foreword to this volume; his comments and suggestions 
have been always an excellent guide for researchers in the fi eld of neurotrauma. We hope 
that the reader will fi nd that these descriptions provide useful help and support as well as 
foster further innovation, development, and optimization of experimental TBI research.  

  Alachua, FL, USA     Firas     Kobeissy       
Pittsburgh, PA, USA C.    Edward    Dixon          
Alachua, FL, USA         Ronald     L.   Hayes              
Alachua, FL, USA Stefania   Mondello   
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 First, we would like to express our sincere appreciation to everyone who contributed in the 
making of this book. The motivation and support among the authors was impressive and I 
hope to see it continuously. Without the authors’ expertise, contribution, and leadership 
qualities, fi nalizing this book would not have been feasible. 

 This volume of Molecular Methods of Molecular Biology discussing experimental brain 
injury models contains valuable information carefully chosen to widen the researchers’ 
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    Chapter 1   

 The History and Evolution of Experimental Traumatic Brain 
Injury Models                     

     John     Povlishock       

  Abstract 

   This narrative provides a brief history of experimental animal model development for the study of traumatic 
brain injury. It draws upon a relatively rich history of early animal modeling that employed higher order 
animals to assess concussive brain injury while exploring the importance of head movement versus stabili-
zation in evaluating the animal’s response to injury. These themes are extended to the development of 
angular/rotational acceleration/deceleration models that also exploited brain movement to generate both 
the morbidity and pathology typically associated with human traumatic brain injury. Despite the signifi -
cance of these early model systems, their limitations and overall practicality are discussed. Consideration is 
given to more contemporary rodent animal models that replicate individual/specifi c features of human 
injury, while via various transgenic technologies permitting the evaluation of injury- mediated pathways. 
The narrative closes on a reconsideration of higher order, porcine animal models of injury and their impli-
cation for preclinical/translational research.  

  Key words     Animal models  ,   Traumatic brain injury  ,   Acceleration/deceleration injuries  ,   Diffuse axonal 
injury  ,   Pathophysiology  ,   Outcome  

1       Introduction 

 In considering the various injury models of CNS traumatic  brain 
injury   (TBI), it is instructive to recall that our endeavors in this 
area are not new and span a modern history of over 70 years, 
from the seminal work of Denny Brown in subhuman primates 
to the more contemporary studies described in the current vol-
ume. Important in the consideration of the  development   and use 
of various animal models of TBI is the underlying premise that 
the chosen  model   replicates the  mechanisms   at work in real-life 
head injuries, with the injuries produced being both neurologi-
cally and pathologically comparable to those observed in man. 
While these goals seem straightforward and certainly appropriate 
for the study and treatment of TBI, the achievement of these 
goals has remained elusive. 
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 Historically, the fi rst forays into animal  modeling   of TBI focused 
on primarily subhuman primates, with the belief that the gyrence-
phalic nature of the animals and their more human-like physiological 
responses would better replicate the behavioral, functional, and 
structural consequences associated with human injury. In early stud-
ies by Denny Brown and Russell, a controlled head impact was used, 
delivered through a calibrated pendulum drop to strike a freely mov-
able head [ 1 ,  2 ]. In these elegant studies, they demonstrated that 
the acceleration of the head in its freely movable state was necessary 
to achieve concussion. This fact was further confi rmed by the same 
investigators who demonstrated that when the head was fi xed in 
place, it proved more diffi cult to consistently evoke a concussive 
response. Following upon these important studies, multiple investi-
gators joined the fi eld, incorporating the use of multiple species, 
including  rats   and cats, which emphasized the importance of a freely 
movable head in the injury process, alluding to the importance of 
acceleration and  deceleration   injury in infl uencing the ensuing 
pathophysiology. While providing extensive information to the fi eld, 
the major limiting factor of these studies was the fact that their utility 
was limited by the variability of the ensuing pathophysiological 
response due to the inability to precisely control the impact condi-
tions and the animal’s head movement in response to injury. These 
studies were then followed by the use of impact injuries to fi xed 
animal heads which, although more reproducible, introduced their 
own subset of interpretive problems [ 3 – 5 ]. Despite their collective 
limitations, however, these studies provided the fi rst insight into the 
pathophysiological response of the brain to injury, creating a struc-
tural framework upon which subsequent studies could build. 

 Ommaya and colleagues made major contributions to the fi eld in 
the early 1970s, studying subhuman primates fi xed on a moving sled 
which could be rapidly accelerated and then, abruptly stopped to gen-
erate impulsive rather than contact loading [ 6 – 10 ]. In these studies, 
the animal’s head was free to move and there was no impact or contact 
phenomena that could be related to any ensuing structural change. 
This fact led the authors to speculate that the acceleration and decel-
eration associated with the model employed, coupled with the rota-
tional forces generated, caused distortion in the brain and concussion 
without contact or the generation of focal loading. These studies 
introduced the important concept that brain movement and accelera-
tion/deceleration are major contributors to the pathophysiology of 
TBI, deemphasizing the previously held beliefs that local contact phe-
nomena with contusional and/or local cellular change were the major 
components of injury and key regulators of concussion. 

 These important studies by Ommaya and colleagues were fur-
ther advanced by the equally important contributions of Gennarelli 
et al. who embraced these overarching concepts to develop a model 
of angular acceleration, using a high-G force acceleration device 
affi xed to the head of subhuman primates [ 11 – 15 ]. Through rapid 
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angular/rotational acceleration/ deceleration   injuries, Gennarelli and 
colleagues consistently evoked physiological responses that were par-
alleled by pathological changes observed throughout the subcortical 
 white matter  . Specifi cally, using silver salts, they identifi ed axonal 
damage within the corpus callosum, subcortical white matter, and 
brainstem. Their fi ndings bore remarkable similarity to pathological 
fi ndings in humans whose clinical course was not complicated by 
contusion or mass lesion formation and yet revealed signifi cant mor-
bidity leading to the belief that they had sustained  diffuse    axonal 
injury  . Gennarelli and colleagues thereby provided the fi eld with an 
animal model that replicated important features of human  brain 
injury   which could then be further exploited in determining patho-
genesis and subsequent anterior and retrograde change, as well as 
potential therapeutic screening. Unfortunately, despite the impor-
tance of this model, subsequent progress was limited, infl uenced by 
multiple factors including, but not limited to, the technical sophisti-
cation and cost of the model system used, emerging complaints by 
anti-vivisectionists, and the evolving use of molecular biological 
approaches that defaulted to the use of a wide range of transgenic  
mice   to assess the subcellular molecular responses to injury. 

 Framed by the current trends in cell and molecular biology as 
well as the presence of anti-vivisectionist groups, more recent ani-
mal  modeling   in the context of TBI has focused almost exclusively 
on the use of  rodents  , together with the use of more select in vitro 
approaches. Constrained by the realities of inducing TBI in rodents 
and the diffi culties in evoking signifi cant acceleration/deceleration 
therein, the animal models detailed in this volume have focused on 
replicating specifi c features of TBI rather than evaluating the full 
spectrum of the disease. Specifi cally, many of the models utilized, 
including focal fl uid percussion injury and cortical impact models, 
have been used to evoke contusional change, allowing the assess-
ment of the local progression of injury as well as the evaluation of 
pericontusional damage and its related tissue modifi cation. 
Although in large part, these  rodent   models do not generate dif-
fuse components, some relatively modest diffuse change can be 
identifi ed and followed through various forms of pathophysiologi-
cal assessment. In addition to these models of injury which employ 
fl uid percussion and/or cortical impact to the exposed brain, 
 closed head injury   models have also been employed, primarily uti-
lizing  weight drop   injury or modifi cations of the cortical impact 
model, now using rubber-tipped impactors to strike the intact skull 
[ 16 ,  17 ]. These model systems have nicely complemented some of 
the more focal injury models described above and have allowed for 
the development of repetitive injury studies wherein the damaging 
structural and functional consequences of repetitive  brain injury   
can be assessed. Importantly, despite their limitations, these rodent 
models and particularly those involving  mice  , have opened up the 
fl ood gates of opportunity for the use of various knock-in and 
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knockout approaches to better understand at the molecular and 
subcellular level the acute and chronic sequelae of injury. These 
studies conducted in mice are providing unprecedented insight 
into multiple  mechanisms   of injury and repair including, but not 
limited to, the importance of stem cells, the role of chronic infl am-
mation, the potential for persisting neurodegenerative change, and 
the occurrence of altered metabolic and vascular responses that 
could not be addressed via other approaches. Importantly, although 
current model  development   has taken a reductionist position rely-
ing almost exclusively on rodents, several recent studies have revis-
ited the use of higher order animals, now focusing on the use of 
purpose bred pigs to replicate important features of human injury, 
particularly those focusing on contusion development and  diffuse   
 axonal injury  . In this regard, important studies launched by Smith 
and colleagues [ 18 ], Margulies et al. [ 19 ,  20 ], and Povlishock and 
colleagues [ 21 ] have incorporated the humane use of purpose bred 
pigs to better understand the pathogenesis of specifi c features of 
the human condition which then may be targeted for therapeutic 
interventions previously screened in rodent models of injury.  

2     Conclusion 

 Although traumatic brain injury remains the most complex disease 
known to man in the most complex of the body’s organs—the 
brain, the history of animal model  development   offers the hope 
that its continued study will provide new insight into this devastat-
ing condition. While one animal model cannot replicate the full 
spectrum of this disease nor faithfully replicate all the features of 
human TBI, it can provide important information on specifi c fea-
tures of injury relevant to man. There is hope that the continued 
integration of the structural and functional observations and thera-
peutic screenings obtained in rodents with the use of higher order 
animal models, will provide enhanced translational benefi t that 
could ultimately favorably impact upon the care and management 
of traumatically brain-injured humans.     
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    Chapter 2   

 Clinical Traumatic Brain Injury in the Preclinical Setting                     

     Justin     Berkner    ,     Rebekah     Mannix      , and     Jianhua     Qiu      

  Abstract 

   Traumatic brain injury (TBI) is the leading cause of death and disability for people under 45 years of age. 
Clinical TBI is often the result of disparate forces resulting in heterogeneous injuries. Preclinical modeling 
of TBI is a vital tool for studying the complex cascade of metabolic, cellular, and molecular post-TBI 
events collectively termed secondary injury. Preclinical models also provide an important platform for 
studying therapeutic interventions. However, modeling TBI in the preclinical setting is challenging, and 
most models replicate only certain aspects of clinical TBI. This chapter details the most widely used models 
of preclinical TBI, including the controlled cortical impact, fl uid percussion, blast, and closed head mod-
els. Each of these models replicates particular critical aspects of clinical TBI. Prior to selecting a preclinical 
TBI model, it is important to address what aspect of human TBI is being sought to evaluate.  

  Key words     Traumatic brain injury  ,   Preclinical models  ,   Controlled cortical impact  ,   Closed head injury  , 
  Fluid percussion  ,   Blast injury  

1      Introduction 

 Traumatic brain injury (TBI) is the leading cause of death and 
 disability for people under 45 years of age [ 1 ]. Worldwide, in 
excess of 10 million deaths or hospitalizations are attributable to 
TBI each year, and more than 57 million people currently are liv-
ing with the sequelae of TBI [ 1 ]. While recent estimates suggest 
that the disease burden of TBI continues to increase, few tar-
geted therapeutic interventions have proven effective for this 
common injury. Most  therapeutic   interventions in TBI are tested 
in the preclinical setting, using animal models to simulate the 
pathophysiology of human TBI. Understanding the issues and 
challenges related to utilizing animal models to study human TBI 
pathophysiology is a vital fi rst step in translating these models to 
the clinical setting. This chapter aims to provide a broad overview 
of some of the most commonly employed animal models of TBI, 
to identify practical as well as translational issues in both the exe-
cution and application of these models. 
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   TBI is defi ned as damage to the brain resulting from an external 
mechanical force, often leading to temporary or permanent 
 impairment of cognitive, physical, and psychosocial functions. The 
pathophysiology of TBI can be divided into two distinct processes: 
primary injury and secondary injury. The primary injury is the 
result of the immediate mechanical force, which can include diverse 
mechanisms such as blast wave, crush, impact, penetration, or 
rapid  acceleration   or deceleration. These diverse  mechanisms   can 
manifest in a wide array of primary injuries including contusion, 
hemorrhage, and axonal shearing. It is important to note that clini-
cal TBI is often the result of a heterogeneous mixture of mechani-
cal forces leading to mixed primary injuries. Interventions targeting 
primary injury are essentially preventative, and only effective if they 
preclude or mitigate primary injury. Examples of interventions tar-
geting primary injury would include measures such as mandatory 
bike helmet laws or improved airbag technology. 

 In contrast, interventions targeting secondary injury may have 
a prolonged window in which to act. After the immediate primary 
injury is sustained, secondary injury develops over minutes to 
months to possibly years. Secondary injury refl ects a complex cas-
cade of metabolic, cellular, and molecular events including gluta-
mate excitotoxicity, disordered cellular calcium homeostasis, 
mitochondrial dysfunction, infl ammation, apoptosis/necroptosis, 
 diffuse    axonal injury   (DAI), increased free radical generation and 
lipid peroxidation. In the extreme, secondary injury can lead to cell 
death, diffuse infl ammation, and brain atrophy. 

 Despite the long window in which mitigation of secondary injury 
could occur, promising  therapeutic   interventions in the preclinical set-
ting have failed to translate to clinical trials, with more than 30 failed 
TBI clinical trials based on successful preclinical studies [ 2 ]. While 
many reasons for failed TBI trials have been cited, including poor cen-
tral nervous system drug penetration, delayed treatment initiation, 
heterogeneity across treatment sites, and insensitive outcomes mea-
sures [ 3 ], one important factor is the heterogeneity of clinical TBI 
compared to preclinical TBI. Indeed, clinical TBI often refl ects a mix-
ture of primary injuries as well as host-specifi c differences in the sec-
ondary injury response. In contrast, preclinical TBI studies rarely 
account for confounders including location, nature and severity of the 
primary injury, preexisting medical conditions, genetic background, 
age, gender, and illicit and prescribed drug use (to name a few). Thus, 
a promising  therapeutic   intervention in the preclinical setting may fail 
in the face of all the clinical confounders for which it was not tested. 

 Another important caveat to utilizing animal models of TBI is 
the lack of common terminology around injury severity. In human 
TBI trials, the Glasgow coma scale (GCS) is the primary means for 
assessing initial injury severity and the Glasgow outcome scale 
(GOS), or its extended version (GOSe), is the primary method for 
assessing outcomes. Whether or not these scales provide the  optimal 

1.1  Pathophysiology 
of TBI
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assessment tools is a source of controversy, but irrespective of this 
controversy, they do provide a common language to describe injury 
severity and outcomes. No such common language exists in pre-
clinical trials. With no widely adopted common scoring system for 
injury severity in animal models of TBI, histological changes and 
functional tests provide the most reliable estimates of severity of 
TBI. However, subtle changes in injury mechanisms or devices as 
well as differences in techniques between labs, can sometimes make 
the comparison of various animal TBI models precarious at best. 

 Despite these limitations, animal models of TBI are extremely 
important tools to study the biomechanical, cellular and molecular 
events after TBI, many of which cannot be feasibly addressed in the 
clinical setting. The purpose of this chapter is to review some of the 
most commonly used methods of preclinical TBI both in terms of 
clinical relevance and potential technical pitfalls. Understanding 
these models are important prior to developing new models that 
better recapitulate the spectrum of human TBI.   

2    General Experimental Model Approach 

 Prior to selecting a preclinical TBI model, it is important to address 
what aspect of human TBI is being sought to evaluate. For exam-
ple, an investigator studying sports-related TBI would be wise to 
avoid a model with high-associated mortality, intraparenchymal 
hemorrhages, and skull fractures. New model  development   can 
take months to years, and translating established models to a new 
laboratory setting may also require signifi cant effort and time. 
Understanding sources of variability in the model and establishing 
baseline functional and histological outcomes are particularly 
important prior to testing  therapeutic   interventions. In an attempt 
to help standardize preclinical TBI studies, the National Institutes 
of Health (NIH) has recommended the use of  common data ele-
ments   for preclinical TBI models (Table  1 ).

       The controlled cortical impact (CCI) model has been utilized 
mostly to model moderate or severe human TBI. The classic CCI 
device employs a pneumatic or electromagnetic  mechanism   to 
drive a rigid impactor onto the exposed, intact dura, resulting in 
acute subdural hematoma,  axonal injury  ,  blood–brain barrier 
(BBB)   dysfunction, and cortical tissue loss [ 4 ,  5 ]. CCI has been 
applied to species including mice, rats, ferrets, swine, and  monkeys. 
One of the key advantages of CCI is that injury severity can be 
carefully calibrated by altering mechanical factors such as time, 
velocity, and depth of impact. In contrast to  weight drop   models, 
CCI lacks a rebound injury and produces a more focal injury 
 compared to FPI. Another advantage of CCI is its use in develop-
ing novel therapeutic treatments for brain injury [ 6 – 11 ].  

2.1  Controlled 
Cortical Impact Injury 
Model

2.1.1  Introduction

Clinical TBI in the Preclinical Setting



14

   Table 1  

   Common Data Elements  ( CDEs ) for preclinical TBI research from the NIH   

 Animal characteristics  Animal history  Assessments and outcomes 

 Species  Pre-injury subject housing  Outcome timing 

 Birthdate  Pre-injury conditions  Assessment date and time 

 Age  Pre-injury surgical 
procedures 

 Acute neurological assessment 
Apnea indicator 

 Age group  Injury group  Apnea duration 

 Sex  Injury date and time  Righting response time 

 Animal vendor  Anesthetic type  Toe pinch response 

 Strain/genetic modifi cations  Anesthetic route  Acute physiological assessments 
Brain imaging type 

 Weight measurement  Anesthesia duration  Chronic physiologic assessments 

 Memory/retention tests 

 Learning/acquisition tests 

 Sensory/motor tests 

  Injury model characteristics   Analgesia type  Anxiety tests 

 External cause modeled  Injury severity  Social interaction tests 

 Injury model  Number of injury exposures  Body weight change 

 Device manufacturer  Interval between injuries  Histopathology 

 Device manufacturer other text 
Animal stabilization method 

 Post-injury surgical 
procedures 

 Impact location side  Post-injury conditions 

 Impact location cortical region 
Impact location coordinates 

 Post-injury subject housing 
Treatment group 

 Treatment onset 

 Drug treatment route 

 Treatment or therapy type 

 Treatment control 

 Treatment dose 

 Survival time 

 Euthanasia date and time 

 Euthanasia type 

Justin Berkner et al.
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   In rodent CCI models the device is hooked up to an air tank, 
injury controller, and mounted on a crossbar where the impactor 
can be adjusted to a range of desired angles of injury. Animals are 
induced using isofl urane or a comparable anesthetic before the 
head is secured in a stereotactic frame. A midline incision is made 
on the top of the head and the periosteum removed to prevent 
interference with the drill. Depending on desired area of injury, a 
unilateral [ 12 ] or bilateral [ 13 ] craniotomy is performed, most 
commonly, between the bregma and lambda. In both models the 
diameter of the craniotomy ranges from 4 to 6 mm. Injured mice 
can receive a mild–severe injury depending on the depth of brain 
deformation caused by the piston (0.2–1.2 mm) while sham ani-
mals receive only a craniotomy. The impact velocity can be adjusted 
from 0.5 to 10 m/s and impact duration ranges from 25 to 250 ms. 

 Once the skull fl ap is removed, using the injury controller the 
piston is set in the down position and the exposed brain is raised so 
that it is just touching the piston. The piston is then set back up, 
the apparatus is unlocked and the dial adjusted to the desired 
depth. After relocking, the piston is fi red onto the brain using the 
controller. After completion of the injury, the incision is sutured, 
antibiotic cream is applied, and the animal is placed in a separate 
cage to wake up ( see   Notes    1  –  4  ).  Common data elements   for CCI 
studies are found in Table  2 .

      Animals subjected to CCI have a wide range of functional defi cits, 
which are highly related to both the depth of deformation and the 
velocity of the impact [ 12 ,  14 ]. Functional defi cits after CCI include 
but are not limited to sensorimotor defi cits (wire grip, rotarod, wire 
grip)  memory   defi cits (Morris Water Maze (MWM) performance)    
and increased depression,  anxiety  , and impulsivity (forced swim, 

2.1.2  Methods

2.1.3  Clinical Relevance

   Table 2  
  Controlled cortical injury (CCI) relevant data elements   

 Invasive surgery 

 Craniotomy size 

 Impactor angle 

 Impactor angle measurement 

 Impactor tip/projectile shape 

 Impactor tip rigidity 

 Impactor depth setting 

 Impactor dwell time 

 Impactor velocity 

 Surface material 
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elevated-plus maze, acoustic startle) [ 14 – 18 ]. Some functional defi -
cits can be persistent up to 1 year post-CCI injury. The most marked 
histopathological change after CCI is the  development   of a cavitary 
lesion. However, CCI can result in a spectrum of anatomic injury 
including  diffuse axonal injury (DAI)   [ 5 ,  19 ]. Beta-amyloid precur-
sor protein (APP) positive cells are increased in both the contused 
cortex and ipsilateral hippocampus as early as 6 h. The highest 
immunoreactivity levels occur on days 1–3 after injury and the posi-
tive cells can be seen for weeks [ 20 ]. Neuronal  degeneration   is also 
observed in early and late stages after injury [ 21 ,  22 ]. Due of the 
contusive nature of this injury, CCI causes infl ammation and a dra-
matic increase in cytokines and chemokines [ 15 ,  20 ,  23 ]. Microglia 
activation is also accumulated in the lesion [ 15 ,  24 ].  

   Most clinical cases of contusive injuries have a concussive injury as 
well. However, the CCI model lacks a concussive impact because 
the animals head is fi xed in a stereotactic frame. To overcome this 
the experimental animals can be subjected to a concussion imme-
diately following the contusive injury [ 25 ]. The spectrum of func-
tional defi cits after CCI is dependent on the localization of injury. 
Injuries located in the posterior cortex result in transient motor 
defi cits as well as impaired  memory   and sensory function [ 15 ].   

     Although it was originally created for use in larger animals, Fluid 
Percussion Injury (FPI) has become of the most commonly used 
methods of creating a non- penetrating   head injury in rodents [ 26 ]. 
In FPI models, TBI is the result of a fl uid pressure pulse transmitted 
to the intact dura through a craniotomy. The FPI device consists of 
a cylindrical Plexiglas reservoir of sterile saline with one end attached 
to a transducer which, through a tube, connects to the cap cemented 
to the skull. The injury is generated by a pendulum striking the 
piston, which creates a pressure pulse that travels through the trans-
ducer and onto the plastic cap causing a deformation of the intact 
dura. The fl uid pulse produces brief displacement and deformation 
of  brain tissue  , and the severity of injury depends on the strength of 
the pressure pulse. In its most severe forms, FPI can result in intra-
cranial hemorrhage, edema and progressive grey matter damage. 
FPI models can be categorized by the location of the craniotomy, 
into midline (centered on the sagittal suture), parasagittal (<3.5 mm 
lateral to midline), and lateral models (>3.5 mm lateral to midline) 
[ 26 – 29 ]. Midline and parasagittal FPIs cause bilateral cortical dam-
age, while lateral FPI (LFPI) infl icts primarily unilateral cortical 
damage, rarely involving the contralateral cortices and brainstem.  

   Animals are anesthetized using 3 % halothane via a vaporizer and a 
vacuum trap or a comparable anesthetic, placed in a prone position 
on a warming pad and secured in a stereotactic frame. The head is 
shaved, eye lubricant is applied, and the area of incision is prepped 

2.1.4  Caveats

2.2  Fluid 
Percussion Injury

2.2.1  Introduction

2.2.2  Methods

Justin Berkner et al.
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using three alternating treatments of Betadine and ethanol. A 1.5 cm 
sagittal incision is made at the midline between the ears and extended 
toward the nose. The periosteum is removed with a cotton swab, 
then, using a 5 mm drill bit, a craniotomy is performed either cen-
trally over the midline (FPI) or laterally (LFPI) between the bregma 
and lambda. A cannula is set in the cranial opening so that it is touch-
ing the intact dura and fi xed it to the skull using glue. The cannula is 
fi lled with saline and any bubbles are removed from the apparatus. 

 To determine the resting position, set the pendulum at 90° 
perpendicular to the ground and make sure it is touching the pis-
ton. Double check and remove any bubbles from all tubing and 
connections and ensure that the tubing from FPI device is fi lled 
with water. Using forceps to hold the cannula and tubing, attach 
them together by twisting in opposing directions. This prevents 
the application of excessive torque, which would cause the head 
cannula to detach from the rat’s skull; Thereby causing leakage and 
an indeterminable injury. Set the pendulum to the desired height, 
clear the path from the pendulum to the piston and release the 
pendulum, allowing it to strike the piston. Severity of the injury 
depends on the intensity of the pressure pulse, which is controlled 
by the height of the pendulum drop. There are three levels of 
injury, mild, moderate, and severe. Mild injury occurs following a 
percussion of 0.1–1 atm (10.13–101.29 kPa), moderate after 1.5–
2.0 atm, and severe after 2.5–3 atm. After the piston strikes, check 
for any leaking of saline and make sure to catch the pendulum to 
prevent any inadvertent injury. Remove the cannula, fi ll the burr 
hole with bone wax, suture the incision and place the animal on a 
heating pad to wake up ( see   Notes    5   and   6  ).  Common data ele-
ments   for FPI studies are found in Table  3 .

   Table 3  

  Fluid percussion injury (FP) relevant data elements   

 Craniotomy size 

 Connector angle 

 Connector tube 

 Connector tube length 

 Connector tube material 

 Port distal diameter 

 Cement 

 Transducer manufacturer 

 Cap characteristics 

 Peak pressure pulse 

 Pressure wave duration 
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      LFPI, the most commonly utilized FPI procedure in rats, 
 produces a combination of focal cortical contusion and diffuse 
subcortical neuronal injury (including injury in the hippocampus 
and  thalamus). As in CCI, the contused cortex beneath the injury 
site becomes a cavitary lesion surrounded by reactive gliosis. Over 
days to months, progressive degenerative changes may be found 
in ipsilateral hippocampus, thalamus, medial septum, striatum 
and amygdala. Widespread β-APP expression, comparable to 
human  DAI  , may be seen in more severe FPI models [ 30 – 32 ]. 
Functional defi cits in motor and memory  outcomes   are similar to 
those seen after CCI, and can persist for up to 1 year after injury.  

   FPI models are associated with high mortality, probably due to 
brainstem-mediated apnea. Post-injury seizures are common. 
The FPI model can be diffi cult to calibrate, since the height of 
pendulum is the only adjustable mechanical parameter. 
Reproducibility has been a challenge of FPI models until recently, 
when a microprocessor- controlled, pneumatically driven instru-
ment has been developed. Though LFPI is the most commonly 
employed FPI model, there has been recent interest in midline 
FPI models, which are believed to better represent sports-related 
and military TBI.   
  

   A wide variety of experimental penetrating TBI models have been 
designed to generate cerebral deformation including microinjec-
tion [ 33 ], cryolesion [ 34 ], mechanical suction [ 35 ], vacuum pulse 
[ 36 ,  37 ], and infl ation of a balloon [ 38 ,  39 ] and others [ 40 ]. 
However, because of their clinical relevance, the most commonly 
used are  penetrating   ballistic like blast injury (PBBI) and fragment 
penetration models. In PBBI models, the insult is caused by trans-
mission of a high energy projectile that produces a cavitary lesion 
much larger than the projectile. There may be marked intracere-
bral hemorrhage, but less diffuse  axonal injury   than other models. 
 Outcomes   are directly related to the anatomical path and energy 
transfer of the projectile.  

   In Carey et al.’s [ 41 – 43 ] model anesthetized animals are placed in 
a stereotactic frame and the sloping outer wall of the right frontal 
sinus is removed; thereby allowing the missile like object to pene-
trate the intact and vertically disposed sinus wall. A 2-mm, 31-mg 
steel sphere fi red from 80 cm at 220 or 280 m/s penetrates the 
right frontal bone and traverses the right cerebral hemisphere from 
anterior to posterior. The energy from the projectile can range 
from 0.9 to 1.4 J. Finnie’s [ 44 ] model utilizes a 0.22 caliber fi re-
arm to infl ict a head wound to restrained sheep. The bullet is fi red 
at the temporal region of the skull, causing a right to left transverse 
injury to the temporal lobes. Recently several new PBBI models 
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have been developed in rodents [ 45 ,  46 ] and fragment blast models 
are becoming more common as well [ 47 ]. Recently a novel, non 
fatal, low velocity model for PBBI has been established in rats [ 48 ] 
and is similar to CCI in that a cylindrical carbon fi ber rod is acceler-
ated and enters the brain creating a cavitary lesion. However, the 
pin (2 mm in diameter) is attached to a secondary projectile that is 
accelerated by a pellet fi red from a modifi ed rifl e. The secondary 
projectile and pin, guided by a tube, penetrates the brain at a speed 
of 90 m/s. The base of the projectile is surrounded by a compress-
ible ring (ferrule) that controls the depth of the penetration. 
Although the depth is usually set at 5 mm, depth, speed and shape 
of the pin can be altered to obtain different pathological  outcomes  . 
This model has also been modifi ed for use in mice [ 49 ].  

   This model mimics gun-related brain injuries caused by a high- 
velocity penetrating object. The injury can be induced by multiple 
 mechanisms   including the high pressures in front of an object; lon-
gitudinal  shock wave   and pressure waves from kinetic energy trans-
fer [ 42 ]. Injury phenotypes are dependent on the injured part of 
brain and the most common consequences after injury are intrace-
rebral  hemorrhages  , edema, elevated intracranial pressure, 
decreased cerebral blood fl ow, signifi cant  neuroinfl ammation  , and 
notable lesion [ 38 ,  50 ]. Additionally, both apoptosis and necrosis 
are observed in the lesion [ 50 ,  51 ]. Motor function and  cognitive 
impairments   are observed in this model [ 51 – 53 ], including defi cits 
in motor (balance beam and  rotarod   tasks) and  memory   (MWM 
test) that correlate with the degree of injury severity as well as clini-
cal moderate-severe TBI [ 54 ,  55 ].  

   The original model was established by Carey et al. using mongrel 
cats, however, it is diffi cult to run behavioral tasks on larger ani-
mals, thus rodent models have become increasingly popular [ 48 , 
 49 ,  56 ,  57 ]. However, rodent PBBI models are relatively new 
and less standardized than other TBI models. Even though they 
are underdeveloped, rodent PBBI models provide opportunities 
to use genetic modifi cation to investigate the  mechanisms   of 
injury and therapeutic targets. Due to the high velocity of objects 
entering the brain, heat damage of the tissue is a potential factor, 
though this may be also relevant to clinical penetrating TBI.   

     In weight-drop models, a free falling, guided weight is allowed to 
impact the skull (with or without a craniotomy). One of the major 
advantages of weight drop models is their relative inexpensiveness. 
Injury severity in these models can be altered by adjusting the mass 
of the weight and the height from which the weight falls. In addi-
tion, several modifi cations of the weight-drop model have been 
made, which markedly alter both functional and histopathological 
 outcomes  . 
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 Models such as Feeney’s weight-drop, are delivered to the 
exposed dura which results in a cortical contusion [ 58 ] and pro-
gresses to a cavitary lesion similar to those found in CCI. Shohami’s 
group later introduced a modifi ed rodent weight drop model, deliv-
ering  closed   head injury (CHI) to the intact but unprotected skull 
[ 59 – 63 ]. Of  Note , in both the Feeney and Shohami methods, there 
is minimal rotational  acceleration   of the fi xed head. In attempt to 
add rotational acceleration, a prominent feature in the primary 
injury of human TBI, Marmarou’s impact acceleration model was 
developed to recapitulate this important  mechanism  . In the 
Marmarou method, a sectioned brass weight is allowed to fall freely 
from a designated height through a Plexiglas tube, onto the exposed 
skull of rats placed on a foam bed. Marmarou’s model, which often 
results in a hight mortality rate in the absence of  mechanical ventila-
tion  , is characterized by  diffuse   axonal injury (DAI)  and   neuronal 
injury, as well as functional defi cits in beam walking and  memory   
[ 64 ,  65 ]. Subsequent modifi cations of the Marmarou model have 
been designed to reproduce  the   frontal impact characteristic of 
motor vehicle and sports-related injuries [ 66 ,  67 ]. 

 In general, these models do not result in mortality, prolonged 
apnea, skull fractures or cortical contusions, and are thought to be 
more representative of the vast majority of human TBI, which is 
classifi ed as mild.  Common data elements   for weight drop studies 
are found in Table  4 .   

   In a recent model of mild TBI [ 66 ], animals are induced for 45 s 
with 4 % isofl urane or alternative anesthetic. Immediately follow-
ing, a timer is started  to   initiate the loss of consciousness (LOC) 
and the animal is placed supine on a Kimwipes. The animal’s tail 
and each end of the Kimwipes are secured by hand and the ani-
mal’s head is placed directly beneath a hollow tube and positioned 

2.4.2  Methodsz

   Table 4  

  Weight drop injury (WD) relevant data elements   

 Invasive surgery  Weight drop height  Impactor retraction 

 Surface material  Weight drop guidance  WD-specifi c pre-injury surgical 
procedures 

 Craniotomy size  Weight drop characteristics 
Impactor velocity 

 WD-specifi c post-injury surgical 
procedures 

 Impactor/projectile mass  Contact surface type 

 Impactor/projectile material  Contact surface area 

 Impactor tip/projectile shape  Impactor dwell time 

 Impactor tip rigidity 
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with the tube opening directly posterior to the eyes. A cylindrical 
metal rod (54 g) is dropped dorsally on the animal’s head between 
the coronal and lambdoid sutures. Upon impact the animals head 
readily penetrates the Kimwipes, causing the head and body to fall 
in a circular trajectory while the  tail   remains secured. The severity 
of the injury can be varied by altering the weight of the object and 
the height that it is dropped from. Mild injuries are 54 g dropped 
from 28″, while severe ones are 54 g at 60″. The mouse is then 
placed on its side and allowed to wake up and the timer is stopped. 
The (LOC) is recorded as the latency in seconds to spontaneous 
ambulation. The control group consists of sham animals given 
anesthesia but no weight drop and all animals are allowed to 
recover in room air in their cages. 

 Other commonly used models vary in the level of surgical inva-
siveness and are aimed to reproduce different clinical aspects of 
 brain injury  . The Feeney et al. model involves dropping a weight 
onto the intact dura through a craniotomy [ 68 ], which produces 
hemorrhages and cell death. In the Marmarou model, which mim-
ics  DAI   and diffuse TBI, the animals head rests on a foam pad and 
a guided brass weight impacts a stainless steel disk mounted on the 
skull [ 69 ]. Shohami’s model drops the weight onto one side of an 
unprotected skull while resting on a hard surface [ 60 ] and has been 
used to investigate  BBB   disruption.  Weight drop   models are 
 primarily conducted on  mice  ,  rats  , and  swine   ( see   Notes    7   and   8  ).  

   Each variation of the  weight drop   model has distinct clinical 
 features that should be evaluated prior to commencing. Model 
selection can be based on which clinical features of TBI are desired, 
for example loss of consciousness may be sought after in  modeling   
TBI in military populations, since 4.9 % of US soldiers returning 
from Iraq had loss of consciousness [ 70 ]. However, the majority of 
patients with sports-related concussions do not experience loss of 
consciousness and a model minimizing this outcome might be 
desirable in modeling sport related TBI [ 71 ]. Many of the current 
weight drop models feature a rapid acceleration and deceleration 
of  head   movement [ 72 ]. The drastic change in speed and direction 
of the head is the main cause of concussions and  axonal injury   
[ 73 – 75 ] in closed head traumas. The concussive injury does not 
induce immediate cell death; however, it does result in axonal 
injury and  DAI   at the extreme end of the spectrum. Tau pathol-
ogy, an area of much clinical investigation in the fi eld of TBI, may 
or may not be present. Reactive gliosis may also be a prominent 
feature of these models. The closed head model has been shown to 
result in impaired neurological and cognitive outcomes including 
motor,  learning  ,  memory  , and  anxiety   [ 72 ,  76 ,  77 ].  

   While  weight-drop   models are generally easy and inexpensive to 
employ, they can result in relatively high variability in injury sever-
ity. Another concern is the possibility of rebound injury. However, 
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in general, weight-drop procedures are capable of producing 
graded axonal injury that is highly relevant to the vast majority of 
human TBI.   

     Blast models of TBI have been developed to better understand the 
effects of primary blast waves on the CNS. Some estimates suggest 
that nearly one in fi ve veterans of the confl icts in Afghanistan and 
Iraq were exposed to TBI, much of which was blast-associated 
TBI. Initial efforts at simulating blast associated TBI were chal-
lenged by resultant systemic injuries, but the use of thoracic/
abdominal protective strategies have minimized these types of 
associated injuries, allowing investigators to study the effects of 
blast associated TBI in isolation. Most commonly, blast models 
delivery primary injury using a compression-driven  shock tube   to 
simulate blast effects.  

   The most commonly used blast models have been established in 
rodents [ 78 – 82 ] and swine [ 83 ,  84 ] and utilize explosives [ 80 ,  83 , 
 84 ] or compressed air [ 82 ,  85 ] to create a  shock wave  . In these 
models, anesthetized animals are individually fi xed in a cylindrical 
metal tube in such a way that prevents any movement of the body. 
However, in some cases, the head and neck are able to freely to 
fl ex, extend, and rotate during the injury [ 86 ]. Additionally Kevlar 
vests, which encase the thorax and part of the abdomen, have been 
used to test acute mortality in rats [ 79 ]. The blast is generated by 
a controlled detonation or by the release of compressed air. Blast 
parameters can be regulated to generate mild to severe injury. 
Intensity of the blast and subsequent injury is controlled by alter-
ing the amount of explosives or pressure of the compressed air; or 
by changing the animal’s distance from the blast point. When using 
compressed air more complex waveforms can be created by adding 
additional chambers of compressed air. Although reproducible, the 
blast tube and other models lack the clinical relevance and unpre-
dictable conditions of real life event. In a recent open fi eld study 
[ 87 ], 12 anesthetized animals are loosely fi xed in individual 
 compartments using a plastic net and placed at 4 or 7 m from the 
detonation point. The net allows for their body to be exposed to 
the blast without being injured by shrapnel or debris. The plat-
forms are then elevated to a height of 1 m to prevent any interfer-
ence from blast wave refl ection off the ground. Pressure meters are 
placed at each distance to detect the intensity of the blast. After the 
detonation of 500 g of TNT, the mice are allowed to wake up and 
the pressure sensors data are recorded ( see   Notes    9   and   10  ).  

   Non-impact models of  blast injury   are characterized by cerebral 
edema, hyperemia and delayed vasospasm, the degree of which cor-
responds to injury severity. The most prominent histopathological 
fi nding in blast models is DAI, which corresponds to changes in 
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diffuse tractography imaging seen in blast exposed military veterans 
[ 88 ]. Associated with  DAI  , blast-exposed mice also demonstrate 
phosphorylated tauopathy, myelinated axonopathy, chronic neuroin-
fl ammation and  neurodegeneration  , consistent with clinical reports 
of chronic traumatic encephalopathy in military populations. 
Functional defi cits reported after blast models of TBI include defi cits 
in social recognition, spatial  memory  , and motor coordination [ 89 ].  

   Clinically, blast injuries consist of primary, secondary, tertiary, and 
quaternary mechanisms, of which the blast preclinical models really 
only recapitulates primary  mechanism  . In addition, animal  placement 
in relation to the  shock tube   (that is, inside, outside or near the exit 
of the tube) can signifi cantly modify injury type and severity. Blast 
models, while highly clinically relevant, also suffer from the most 
variability within and between models, making comparisons between 
studies very diffi cult. Utilization of  common data elements   (Table  5 ) 
is particularly important in this setting. Additionally  shock tube   mod-
els are incredibly complex and require the use of heavy machinery.

2.5.4  Caveats

   Table 5  

  Blast-induced neurotrauma (BIN) relevant data elements   

 Blast-induced delivery device 
 Pressure wave type 

 Distance between animal 
and tube 

 Refl ective surfaces 

 Detonation type  Animal orientation to blast 
wave 

 Primary blast effects 

 Detonation material quantity  Overpressure peak 

 Driver gas  Overpressure rise time  Secondary blast effect type 

 Pressure wave medium  Overpressure wave duration  Secondary blast effect specifi cations 

 Distance from detonation  Impulse  Tertiary blast effects 

 Blast tube or column area  Refl ective wave overpressure  Tertiary blast effect specifi cations 

 Blast tube length  Blast wind pressure  Quaternary blast effects 

 Shock tube driven section 
length 

 Pressure sensor orientation  Systemic injury 

 Membrane thickness  Pressure sensor type  Extracranial injuries 

 Membrane burst method  Pressure sensor sampling 
frequency 

 BIN-specifi c pre-injury surgical 
procedures 

 Membrane burst pressure  Incident pressure time 
history 

 BIN-specifi c post-injury surgical 
procedures 

 Tube end confi guration  Body exposure 

 Placement relative to shock 
tube 

 Protective shielding location 

 Protective shielding type 
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3                 Notes 

     1.    Ensuring a snug fi t in stereotactic frame is essential before 
starting as it makes drilling diffi cult and keeping the head still 
ensures consistent injuries.   

   2.    Make sure head and stereotactic frame are out of the way when 
setting the impactor.   

   3.    If the impactor is set at 90 degrees perpendicular to the ground 
the piston will not be fl ush with the brain because of the cur-
vature of the brain. Make sure to make the contact between 
the piston and brain the same between animals.   

   4.    Do not replace skull fl ap from craniotomy as there will be 
edema which will cause an increase in ICP.   

   5.    The cannula should fi t the burr hole snugly and there should 
be nothing obscuring visualization of the dura through the 
center of the cannula. Optionally, a few drops of cresyl violet 
dye can be added to the saline to facilitate observation of any 
leaks around the burr hole site during the injury.   

   6.    Bubbles can be removed by disconnecting the distal end of the 
tubing from the rat and forcing fl uid through the reservoir and 
tubing until all air bubbles have been expelled. The tubing is 
then reconnected to the rat.   

   7.    When taking mouse and Kimwipes off of the table, hold one 
end of Kimwipes and tail and place mouse vertical in the air 
then grab the other end and fl atten out. This will stretch the 
mouse’s body out and make placing the head under the tube 
easier. Hold the Kimwipes tight but not too tight as to rip it.   

   8.    In order to get a more direct hit on top of the head and not 
over the cerebellum/spinal cord, tilting the fore body upward 
towards the pipe.   

   9.    When using compressed air model, it is critical that the mylar 
membrane is mounted correctly. If the sheet gets folded at all, the 
membrane doubles in thickness and creates inconsistent blasts.   

   10.    Production of mylar sheets is sometimes inconsistent. Therefore, 
test each new box before running an experiment by generating 
and measuring the blast.         
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    Chapter 3   

 Rodent Models of Traumatic Brain Injury: Methods 
and Challenges                     

     Niklas     Marklund       

  Abstract 

   Traumatic brain injury (TBI) has been named the most complex disease in the most complex organ of the 
body. It is the most common cause of death and disability in the Western world in people <40 years old 
and survivors commonly suffer from persisting cognitive defi cits, impaired motor function, depression and 
personality changes. TBI may vary in severity from uniformly fatal to mild injuries with rapidly resolving 
symptoms and without doubt, it is a markedly heterogeneous disease. Its different subtypes differs in their 
pathophysiology, treatment options and long-term consequences and to date, there are no pharmacologi-
cal treatments with proven clinical benefi t available to TBI patients. To enable development of novel treat-
ment options for TBI, clinically relevant animal models are needed. Due to their availability and low costs, 
numerous rodent models have been developed which have substantially contributed to our current under-
standing of the pathophysiology of TBI. The most common animal models used in laboratories worldwide 
are likely the controlled cortical impact (CCI) model, the central and lateral fl uid percussion injury (FPI) 
models, and weight drop/impact acceleration (I/A) models. Each of these models has inherent advan-
tages and disadvantages; these need to be thoroughly considered when selecting the rodent TBI model 
according to the hypothesis and design of the study. Since TBI is not  one  disease, refi ned animal models 
must take into account the clinical features and complexity of human TBI. To enhance the possibility of 
establishing preclinical effi cacy of a novel treatment, the preclinical use of several different experimental 
models is encouraged as well as varying the species, gender, and age of the animal. In this chapter, the 
methods, limitations, and challenges of the CCI and FPI models of TBI used in rodents are described.  

  Key words     Traumatic brain injury  ,   Controlled cortical impact (CCI)  ,   Fluid percussion injury (FPI)  , 
  Rats  ,   Mice  ,   Neurodegeneration  ,   Outcome  

1      Introduction 

 Traumatic  brain injury   (TBI) has been recognized as a silent epidemic 
and is considered by the World Health Organization to be a health 
threat at the order of HIV and malaria. Recent epidemiological data 
suggest that the number of TBI victims worldwide is increasing [ 1 – 3 ] 
and survivors of TBI commonly suffer from persistent functional defi -
cits, including personality changes, motor impairment and cognitive 
problems, leading to an impaired capacity for work and a reduced 
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quality of life. Current treatment options include optimized prehospi-
tal stabilization, rapid decompressive surgery when needed, neuro-
critical care and frequently prolonged neurorehabilitation. Despite 
extensive preclinical and clinical studies for several decades, there is 
still a lack of pharmacological alternatives [ 4 ]. The enormous hetero-
geneity of TBI has been noted in several recent overviews [ 5 ] which is 
further exacerbated by individual injury factors, age and gender issues 
and perhaps also the genetics and/or epigenetics of the individual 
patient. The clinical reality of TBI makes the discovery of a single 
treatment or pharmacological tool effective in each of the TBI sub-
types highly unlikely. Thus, the preclinical TBI research aiming to 
develop novel pharmacological compounds or rehabilitative strategies 
faces a challenge when aiming to mimic the clinical setting and it is 
crucial that clinically relevant TBI models are used. The question is 
then—how many animal models of TBI are needed to cover the clini-
cal aspects of TBI? 

 To date, the search of “traumatic  brain injury  ” AND “animal 
model” yields 159 hits on PubMed. Several models for repetitive, 
blast, penetrating, focal and diffuse TBI combined with various 
secondary insults such as hypotension and hypoxia have been 
developed [ 6 – 11 ]. Although TBI models developed for higher- 
order species such as the miniature swine and the primate models 
are available, rodent models will likely continue to be used in the 
vast majority of TBI research due to their accessibility and low 
costs. It may be argued that the task of making rodent models 
more clinically relevant is not to develop even more animal mod-
els—instead it is the refi nement of the existing ones [ 12 ,  13 ]. Thus, 
the selected study treatment may be tested in a range of other rel-
evant parameters such as strain, species, sex, and age of the animal. 
The use of a rather limited number of animal models also carries 
the advantage of enabling comparisons among different laborato-
ries. As such, the controlled cortical impact (CCI) and the fl uid 
percussion injury (FPI) models have been used in both rats and 
mice and all have the advantage of being widely used and mimick-
ing certain aspects of human TBI. 

 The fl uid percussion injury, initially established in the rabbit 
[ 14 ], was in 1987 adopted for use in the rat by Dixon et al., [ 15 ], 
the midline FPI model, and modifi ed in 1989 by McIntosh et al., 
[ 16 ] who established the lateral FPI model. Despite presumed dif-
fi culties, both the lateral [ 17 ] and recently, the central (midline) 
fl uid percussion model [ 18 ,  19 ], could successfully be adopted to 
mice. The basic principle behind this TBI model is that a brief 
pressure pulse is transmitted to the exposed dura, allowing for a 
degree of brain displacement resulting in cortical, hippocampal, 
and brain stem injury as well as widespread axonal injury in brain 
regions such as the corpus callosum, the fi mbriae and the brain 
stem. As described in the following paragraphs below, the  brain 
injury   and behavioral defi cit created will vary depending on the 
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location of the  craniectomy   and the delivery and force of the 
pressure pulse. Two common types of FPI models are in common 
use—the lateral FPI model [ 16 ,  20 ,  21 ] where the pressure pulse 
is delivered over one hemisphere and the central/midline CPI 
model [ 15 ] where the pulse is delivered over the midline, resulting 
in different brain injuries and behavioral defi cits. 

 The controlled cortical impact (CCI) model of TBI, fi rst used in 
the ferret [ 22 ], was then adopted for use in the rat [ 23 ] and then to 
the mouse [ 24 ]. This model uses a pneumatically or electromagneti-
cally [ 25 ] driven piston striking (most commonly) the exposed dura 
allowing for brain penetration of a predetermined depth at a prede-
termined velocity. This model predominately produces a focal TBI 
although diffuse  neurodegeneration   may be observed throughout 
the rodent brain extending also into the contralateral hemisphere 
[ 26 ]. Although not identical with CCI, the  weight- drop   model 
originally developed by Feeney et al., [ 27 ], used by many labs includ-
ing ours [ 28 ], reproducibly resulted in a focal contusion extending 
into the ipsilateral hippocampus when a weight was dropped from a 
predetermined height onto the exposed dura with the head of the 
rodent fi xed. Arguably, this model may be less precise and adjustable 
than the CCI, despite the commonly used term “controlled cortical 
contusion model”, and it is less commonly used to date. 

 Due to the intrinsic differences between rodents and man, a TBI 
model in the rat or the mouse may never replicate all aspects of the 
immense complexity of human TBI, particularly with regards to the 
complex cognitive and behavioral disturbances observed in TBI 
patients. In order to mimic the clinical situation to the extent possi-
ble, a thorough understanding of the behavioral consequences of 
the TBI models is crucial as well [ 29 ]. One example of such a strat-
egy is the evaluation of the long-term clinical problem of  post- 
traumatic epilepsy   and both the CCI and lateral FPI models were 
shown to cause delayed seizures post-injury [ 30 ]. The commonly 
used CCI and FPI TBI models, in the view of this author, may be 
the most clinically relevant ones available to date, and their histo-
logical and behavioral consequences have resemblance to certain 
aspects of human TBI and their techniques the as well as their advan-
tages and disadvantages are outlined in the following paragraphs.  

2    Materials 

   We use Sprague-Dawley male rats at a weight of 350–400 g (9–12 
weeks of age, Taconic M&B laboratory, Ry, Denmark) and 
C57BL/6J mice at a weight of 25–28 g (age 9–12 weeks old; sup-
plied by Taconic, Denmark). The animals should be housed in a 
colony maintained by trained staff including regular surveillance 
for common viruses known to potentially infect rodent facilities. 
All scientists involved in animal research must undergo authorized 

2.1  Animals
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training in animal welfare, handling and ethics and each study must 
be approved by the animal ethics board and follow the local and 
national rules and regulations of animal experiments. Any measure 
to reduce stress and suffering to the animal is taken ( see   Notes 
1 – 5 ). The animals are housed at 24 °C in cages with three to fi ve 
mice or two rats per cage with free access to food and water in a 
12-h light/dark cycle, and kept in the colony for a minimum of 1 
week prior to any surgical procedures.  

       1.    A surgical area, preferably sheltered from other lab spaces, 
designed and devoted to animal surgery is used. The experi-
menter involved in the surgery should use a clean lab coat, a 
surgical face mask, foot covering and gloves. A set of clean, 
sharpened surgical tools should be available for smooth and 
controlled surgery.   

   2.    The setup for volatile anesthesia requires specialized equip-
ment including vaporizers. Leakage of volatile gases readily 
occurs and poses an occupational hazard to the investigator 
and scavenging systems must be in place and be regularly tested 
by the responsible authorities and all staff must be trained 
accordingly. Such scavenging systems for reducing exposure to 
the researcher is paramount and may include carbon fi lters, 
fume hoods or, preferably, a vacuum setup connected to an 
exhaust system to minimize the risk of inadvertent exposure of 
volatile anesthetics ( see   Notes 6  and  7 ).   

   3.    A heating pad, coupled to a rectal probe (CMA150, CMA, 
Stockholm, Sweden), is needed to maintain the core tempera-
ture of the animal at 37 °C and is positioned under the animal 
during surgery. The body of the animal is covered by towels to 
reduce hypothermia.   

   4.    A stereotaxic head holder (Kopf Instruments, Tujunga, 
California, USA) including blunt ear pins to avoid ear drum 
penetration (both rats and mice) and a snout clamp is used 
for head fi xation.   

   5.    A surgical microscope and a light source is needed.   
   6.    An electric razor for minimal hair trimming is used. The area is 

sterilized by using sterile swabs with 70 % alcohol and bupiva-
caine at 5 mg/mL is used for local anesthesia in the scalp 
(Marcain, AstraZeneca, Sweden).   

   7.    Polyethylene tubing for arterial catheter and/or venous lines 
if needed (rat; PE 50, Becton Dickinson, Franklin Lakes, 
NJ, USA) and for intubation (rat) if needed (PE 205, 
Becton Dickinson).   

   8.    Artifi cial tear lubricants (Viscotears, Novartis, Inc., Basel, 
Switzerland) is carefully placed on the cornea of the animal to 
keep them from drying during surgery.   

2.2  Surgical Setup
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   9.    A pencil is needed to carefully mark the exact location of the 
craniotomy.   

   10.    Trephines for mice and rats, preferably attached to a dental 
drill, or a 1.0 mm diamond drill head attached to the dental 
drill is needed. Q-tips and bone wax may be used to control 
minor bleedings by gentle pressure.      

   The basic idea of FPI is that a short pressure pulse is delivered to 
the brain via the intact dura mater, resulting in a rapid rise in intra-
cranial pressure [ 31 ] and a degree of brain displacement, which 
leads to brain injury by cell death, opening of the  blood-brain bar-
rier  , axonal injury and a neuroinfl ammatory response [ 20 ]. The 
pressure pulse is created by a pendulum striking a piston at the 
proximal end of a fl uid-fi lled cylinder and saline is being rapidly 
injected into the closed cranial cavity of the animal (Fig.  1 ). The 
severity of injury is regulated by varying the height from which the 
pendulum is released, which results in variations of the pressure 
pulse transmitted to the rodent.

     1.    The FPI device consists of a Plexiglas cylinder (Fig.  1 ) fi lled 
with physiologic saline and at its distal end, there is a transducer 
measuring the extracranial pressure wave and then a male Luer- 
Lok fi tting enabling it to be locked on the trauma cap attached 
to the rodent’s skull for delivering of the pressure pulse. The 
FPI device needs regular maintenance, including cleaning of 
the cylinder and replacing the saline as well as lubricating the 
plunger and its O-rings using for example petroleum jelly or 

2.3  Fluid Percussion 
Brain Injury (FPI)

  Fig. 1    Cartoon of the basic setup for fl uid percussion brain injury. ( a ) The craniectomy for central (midline) FPI is 
centered over the sagittal suture midway between bregma and lambda. The  lower  image shows the corre-
sponding impact area of the rodent brain. ( b ) When the pendulum ( right ) is released from a predetermined 
height, it will strike the end of a Plexiglas cylinder fi lled with isotonic saline. The impact creates a pressure wave 
of ca. 20 ms which is transmitted to the brain of the rodent using the techniques described in coming sections. 
The rodent is held by the researcher’s hand and gently attached to the distal end of the cylinder via the Luer-Lok 
setup cemented onto the skull of the rodent, over the craniectomy.  Note  the transducer located at the distal end 
of the cylinder, reading the pressure changes which is displayed on a computer screen. ( c ) To improve the drill-
ing for the craniectomy, we use a trephine attached to a dental drill at 5000 rpm. For best results of surgery, 
including control of small bleedings and securing hat the dura is intact, a surgical microscope is preferred       
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similar (Renolit, Mannheim, Germany). In modern FPI sys-
tems, there is less need for calibrating the pressure output from 
the transducer and amplifi er. The pressure is typically measured 
in atmospheres of pressure per square inch (PSI) where one 
atmosphere = 14.7 PSI.   

   2.    A hub of a needle needs to be mounted over the  craniectomy   
(Fig.  2 ) and this injury hub is created from a 23G needle 
(Becton Dickinson, USA) with a razor blade or a pencil sharp-
ener. Its lower end needs to be angled to be closely fi tted into 
the craniectomy.

  Fig. 2    In vivo, “real-life” central fl uid percussion injury in the mouse. ( a ) The surgical draping has been removed 
to better display the setup and the surgical area.  Note  the craniectomy (Cr) and the  arrow  pointing to the sagit-
tal sinus after removal of the bone. The head is fi rmly held in place by blunt ear pins and by a snout clamp. ( b ) 
Lateral view. The mouse is placed on a heating pad to maintain core temperature, which is monitored.  Note  
the homemade nose cone delivering volatile anesthetics. The hub of a needle is placed over the craniectomy, 
held in place by cement (Ce). The hub is then fi lled with saline ( arrow ) and checked that it remains in place 
securing the tight closure of this now fl uid-fi lled space. ( c ) Typical reading of the pressure wave from the 
transducer. In our experience, the peak pressure wave in mice may show some irregularities despite taking all 
the measures described in the text. In rats, this peak is typically smoother without the “edges” shown in the 
mouse. ( d ) Close-up of the transducer. It is crucial that this part is devoid of air and this area need to be fl ushed 
with saline (S) prior to each injury and the pressure pulse controlled       
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       3.    Dental cement (Dentalon Plus, Heraeus Kulzer GmbH, 
Hanau, Germany, Fig.  2 ) and two fl at-ended anchoring screws 
(rat) is used to anchor the hub over the  craniectomy   as well as 
a strong adhesive (Loctite Precision Super-glue, Loctite, 
Westlake, Ohio, USA).    

     Following a craniotomy centered over one hemisphere, the idea of 
the CCI model is that a piston will deliver a force to the exposed 
and intact dura, allowing rapid deformation of the underlying 
brain and resulting in necrotic and apoptotic cell death. Although 
this model is clearly a focal TBI model, it also has diffuse injury 
components [ 26 ].

    1.    We use a pneumatically controlled CCI-device (VCU 
Biomedical Engineering Facility, Richmond, Virginia, USA) 
with a fl at tip (Fig.  3 ).

       2.    To produce the craniotomy, a prefabricated plastic plate may 
be used to aid in drilling, although it is not used in our lab.    

3        Methods 

       1.    Rodents can be of any age, weight and strain. To reduce the 
stress reactions associated with the experiments, we recom-
mend pre-injury handling of the animals for fi ve min twice 
daily for 2 days before taking part in any behavioral experi-
ments ( see   Note 4 ).   

2.4  Controlled 
Cortical Impact

3.1  Animals 
and Surgery

  Fig. 3    CCI procedure. Following cleaning of the scalp, a midline incision is made. Following craniotomy made 
with a dental drill, a 5 × 6 mm (rats) or 4 × 4 mm (mice) craniotomy centered over the right parietal cortex is 
made. The piston ( left ) is gently attached to the exposed dura. To the  right , the CCI apparatus including the 
micrometer gauge is shown       
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   2.    The weight and welfare of the animals must be monitored 
pre- and post-injury, at least daily for the fi rst three post-
injury days, then a minimum of twice per week. Animals los-
ing more than ca 15 % body weight following the injury 
should be excluded from the study ( see   Note 5 ).   

   3.    Carefully chose the anesthetics and remember that they all 
infl uence the results of the injury in one way or the other. 
Common choices are volatile anesthetics such as isofl urane or 
halothane with sodium pentobarbital or xylazine/ketamine 
used as alternatives ( see   Note 6  and  7 ). A combination of these 
anesthetic agents may be used, for instance by using sodium 
pentobarbital to prepare for the injury. Then, after a 24 h 
recovery, injury may be induced using for example isofl urane 
or halothane anesthesia [ 19 ].   

   4.    We prefer volatile anesthesia where the animal is induced in a 
chamber with 4 % isofl urane in air and then moved to the 
stereotaxic frame where a mixture of isofl urane (1.2–1.4 %) 
and N 2 O/O 2  (70/30 %) is delivered through a nose cone 
or, in long experiments such as when using intracerebral 
microdialysis, following intubation using PE 205 tubing 
(Becton Dickinson) attached to a rodent ventilator (Ugo 
Basile, Comerio, Italy).   

   5.    In rats, when for example electrophysiological experiments are 
conducted, xylazine in combination with ketamine is an alter-
native anesthetic option. We use a 1:6 mixture of xylazine 
(Rompun Vet, 20 mg/mL; Bayer Animal Health, Lyngby, 
Denmark) and ketamine (Ketaminol Vet, 50 mg/mL, Intervet 
Int., Boxmeer, the Netherlands), the mixture administered at a 
volume of 0.14 mL/100 g body weight intramuscularly into 
the right thigh. When needed, an i.m. supplemental dose of 
0.2 mL of ketamine is used [ 32 ],  see   Note 6 .   

   6.    Intraperitoneal administration of 60 mg/kg sodium pentobar-
bital anesthesia is common particularly in rats where the dura-
tion from a single injection is approximately 60–90 min. The 
depth of anesthesia may be assessed by for example the toe- 
pinch refl exes prior to the incision and surgical procedures.   

   7.    The animal is then positioned in a stereotaxic system with the 
head fi xed with blunt ear pins and a bite plate/snout clamp 
fi rmly fi xing the head. In accordance with the limited shaving 
used in clinical neurosurgery, we only trim the hair of the 
rodent immediately prior to incision. The scalp is anesthetized 
at the incision site using bupivacaine (Marcain, AstraZeneca, 
Sweden) applied subcutaneously.   

   8.    Physiological parameters such as blood gases ( p O 2 ,  p CO 2 ), 
blood pH or arterial blood pressure can be measured invasively 
using for example tail or femoral artery cannulations and hepa-
rinized blood samples repeatedly analyzed using appropriate 
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equipment during the procedure. The evaluations of these 
physiological parameters should particularly be considered 
when prolonged anesthesia is used, e.g., for experiments using 
intracerebral microdialysis [ 28 ], and if a pharmacological com-
pound is evaluated.   

   9.    For all TBI models described in this chapter, a midline scalp 
incision is made from between the eyes to the neck using a 
scalpel. After the scalp is refl ected, the fascia is scraped from 
the skull to the crista temporalis with a sharp forceps.   

   10.    Uninjured, sham animals undergo all of the procedures with 
the exception of being subjected to the actual fl uid pulse or 
piston impact. For most TBI research, is recommended that 
naïve animals are also included [ 33 ].   

   11.    Although clinical experience suggests that pain from a scalp inci-
sion as used in these TBI models is relatively short- lasting, post-
operative analgesia may be required and also frequently 
mandated by the animal ethics committee. Although many anal-
gesic compounds may infl uence the pathophysiology of TBI, 
opioids such as buprenorphine are commonly used ( see   Note 8 ).      

       1.    After the head is fi xed in the stereotaxic frame and the scalp has 
been refl ected, a craniotomy is made which is 4.8 mm (rats) or 
3.0 mm (mice) for both FPI models. In central (cFPI) models, 
extreme caution must be taken not to injury the sagittal sinus ves-
sel (Figs.  1  and  2 ). Carefully elevate the bone fl ap, which may be 
slightly adherent towards the midline and gently separate the dura 
from the bone using a microspatula. Inspect the dura, it must be 
intact and if it is not, the animal should be excluded from further 
analysis. Carefully stop any bleeding from the bone edges, typi-
cally suffi cient with gentle pressure from a Q-tip although a small 
amount of bone wax may occasionally be needed ( see   Note 9 ).   

   2.    The craniotomy is for lateral FPI placed over the left parietal cortex, 
the medial edge 1 mm (mice) to 2 mm (rats) from the midline. For 
central FPI, it is placed at the midline over the superior sagittal 
sinus, midway between bregma and lambda (Figs.  1  and  2 ).   

   3.    Anterior to the bregma and immediately posterior to the lambda, 
two injury screws with fl at distal ends are placed (in rats) lateral 
to the midline to anchor the cement (see below). The skull bone 
in mice is too thin to allow for the placement of injury screws.   

   4.    The injury hub, “the trauma cap”, is carefully placed over the 
 craniectomy   by holding it with small forceps and secured using 
Super-glue placed on the bony edges of the craniectomy. 
Particularly in mice, the process of avoiding glue on the dura is 
simplifi ed by placing glue around the lower edges of the cap prior 
to placing it over the craniectomy. It is of paramount importance 
that glue is not placed on the dura and/or that is obstructs the 
opening of the trauma cap—this will markedly attenuate the 
pressure pulse delivered to the brain of the animal.   

3.2  Lateral 
and Midline (Central) 
Fluid Percussion Injury
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   5.    Using a small plastic cup, a semifl uid dental acrylic (Dentalon 
Plus) solution is mixed. Use a 1 cc syringe to withdraw the 
solution and to place it over the  craniectomy   site covering and 
securing the injury screws and trauma cap. It is imperative that 
the cement gets solid prior to induction of the injury.   

   6.    An important step is fi lling of the trauma cap with 37 °C saline 
and this saline needs to stay in the cap (Fig.  2 ). If the fl uid 
levels sinks, this indicated incomplete closure between the cap 
and the bony edges.   

   7.    Prime the FPI device by releasing the pendulum and verifying 
a smooth curve on the reading from the transducer prior to 
inducing the trauma (Fig.  2 ). If the curve is jagged, injection 
of saline back and forth with a syringe attached to the trans-
ducer (Fig.  2 ) may clear the air from the system and improve 
the pressure reading.   

   8.    Reduce the isofl urane and when the animals starts breathing 
more shallowly, the animal is ready for trauma since injuring the 
animal at a surgical plane of anesthesia may cause excessive mor-
tality. The animal is placed towards the male Luer-Lok end of the 
FPI device, ensuring that there is a continuous saline pillar by 
injecting saline over the injury cap when placing the animal 
towards the Luer-Lok. The animal is held fi rmly without com-
promising breathing, the head supported against the FPI device.   

   9.    When the pendulum is released and the brain injury produced, 
there is commonly brief seizure-like motor activity/tonic pos-
turing and an apnea. The pressure of the pulse must be 
recorded. We use a cutoff limit of 60s apnea for both mice and 
rats, if it is longer we exclude the animal from the study since 
we cannot rule out additional hypoxia which could be a con-
founding variable. Since the post-injury apnea is an important 
indicator of injury severity, absence of apnea may imply an 
insuffi cient injury. Immediately after the injury, the animal 
should be placed on its back and the duration of seizures and 
apnea monitored and recorded ( see   Note 10 ).   

   10.    Only animals with the expected/planned range of apnea should 
be included and we consider this parameter to be an important 
assessment of the injury. There is no universally accepted method 
of determining injury severity when using the FPI method. 
Usually, the injury response including the apnea as well as mor-
tality ranging from 10 to 20 % (“moderate FPI”) to ca. 40 % 
(“severe FPI”) is considered and there should be evidence of 
behavioral disturbance post-injury ( see   Note 11 ). In addition, 
depending on whether lateral or midline FPI is analyzed, there 
should be histological evidence of an injury—e.g., a cortical con-
tusion, ipsilateral hippocampal injury and ipsilateral  white matter   
injury in the lateral FPI model and widespread axonal injury in 
important white matter tracts including the brain stem in midline 
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FPI ( see   Note 12 ). After the injury and resumption of breathing, 
the animals are taken back to the heating pad and isofl urane anes-
thesia is reinstated. The trauma cap, injury screws and cement is 
removed by fi rmly holding down the head and nose of the ani-
mal while gently pulling the block of cement upwards. The 
dura must then be carefully checked for the presence of breach, 
and if found the animal should be excluded, and the same 
holds true if there is glue obstructing the  craniectomy  .      

   The CCI device (Fig.  3 ) uses a pneumatically [ 23 ] or, less com-
monly, an electromagnetically [ 25 ] controlled impact which may be 
with high precision directed to the exposed dura at almost any cho-
sen angle. The material of the end of the rod may be either rigid or 
a soft (e.g., silicone) and its shape can be either fl at or rounded. 
Depending on the diameter of the rod, the depth of the impact, the 
velocity with which the rod strikes and its dwell time, i.e., the time 
the rod remains at the target depth, the tissue injury will change. 
The basic idea with CCI is to produce a focal TBI with tissue 
destruction and cell death ipsilateral to the injury, particularly in the 
injured cortex but also in the hippocampus and the underlying 
 white matter   tracts. A motor impairment and  learning   and memory 
defi cits are also produced in this model in addition to a large tissue 
loss, depending on the various parameters described above.

    1.    The anesthesia, placement of the animal and fi xation of the 
head is similar to what is described in the FPI section. Using 
the diamond drill, a 4.0 mm diameter (mice) and a 5 × 6 mm 
craniotomy (rat) is created. It is crucial that the dura is kept 
intact and should be inspected for tears prior to induction of 
the injury. For mice, the craniotomy is performed over the left 
parietal cortex centered at 2.5 mm posterior to bregma and 
2.5 mm lateral to the midline, anterior margin 1 mm posterior 
to bregma with the lateral margin at the crista temporalis. We 
use a fl at 2.5 mm tip impounder striking the dura at 2.8–
5.0 m/s allowing a 0.5–1 mm compression of the brain in 
mice [ 34 ]. In rats, we use a fl at 4 mm diameter piston deliver-
ing the impact at 3 m/s allowing a brain deformation of 
2.0 mm [ 35 ],  see   Notes 13 – 15 .   

   2.    After the injury, a dural breach is commonly seen at least with 
the more marked compression depths. After the injury, the 
rather large bone fl ap should be reattached using tissue adhe-
sive (e.g., Histoacryl ® , B.Braun Surgical, S.A., Rubi, Spain).   

   3.    Similarly for all the models mentioned above after TBI or sham 
injury, the animal is, following closure of the wound by interrupted 
and resorbable sutures, removed from the stereotaxic frame and 
placed in a wake-up cage with an overhead heating lamp.   

   4.    The animal remains in this cage until ambulatory after which it 
is allowed to return to its home cage.    

3.3  Controlled 
Cortical Impact
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     The animal models discussed in the present chapter are common 
worldwide and when used correctly, will continue to increase our 
knowledge of clinical TBI. A vast majority of experimental TBI 
research is performed on adolescent/young male animals and TBI 
scientist should more actively expand their research into other age 
groups, both genders and when pharmacological treatments are 
evaluated, also attempt the use of prolonged and more clinically 
relevant therapeutic windows. This author is not a strong believer 
in attempting the  development   of yet additional TBI models unless 
a specifi c  TBI    mechanisms   not covered by the models described 
here (e.g., penetrating TBI, blast) is targeted. The CCI model as 
well as the lateral and central/midline FPI models can all be used 
in both rats and mice and they likely cover a large proportion of the 
heterogeneous TBI population ( diffuse axonal injury  , focal injury, 
“mixed” TBI) observed clinically. Thus, continuous refi nement of 
the techniques and setup described here will likely continue to be 
important aspects of future preclinical TBI research.   

4    Notes 

 Despite all efforts put into these TBI models, they do not produce 
human injuries due to many factors including different gray-white 
matter ratios in rodents and humans, the lissencephalic design of 
the rodent brain and the size differences resulting in considerably 
different biomechanical properties. Importantly, no rodent model 
adequately produce the long-lasting coma observed in severe 
human TBI. Regardless of these diffi culties, preclinical TBI 
research is crucial in the  development   of novel treatment options. 
For that reason, there are numerous factors which should be con-
sidered when designing rodent TBI research to enhance the pos-
sibility of successful clinical translation.

    (A)     Animals and preoperative considerations  

 Any effort should be made to reduce variability in research 
and avoiding bias. All experiments should be planned to mini-
mize pain and suffering of the animals and if possible, reduce 
the number of animals without compromising with scientifi c 
and statistical quality.

   1.    Prepare thoroughly prior to the start of the investigations 
including a careful review of existing literature. Are all eth-
ical permissions granted and is the experiment described 
therein? What injury model best refl ects the hypothesis of 
the study and at what severity? What age and gender 
should be used? What outcome measure should be used?   

  2.    The investigator performing the surgeries and/or the 
 outcome   evaluation must be blinded to the genotype of 

3.4  Concluding 
Remarks
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each animal, and describe it in the scientifi c publications. 
There are several guidelines providing tools to avoid bias 
in preclinical research, including the Collaborative 
Approach to Meta-Analysis and Review of Animal Data 
from Experimental Studies (CAMARADES) and 
ARRIVE guidelines [ 36 ].   

  3.    Since rodents are social animals, single housing should 
not be used and each cage should be equipped with suf-
fi cient stimuli supporting the normal  behavior   of a rodent.   

  4.    Handling of the rodents prior to any experiment is rec-
ommended to reduce stress and  anxiety  , particularly 
when behavioral  outcome   analysis is used [ 37 ].   

  5.    The included animals should preferably have a narrow 
weight and age range. Any TBI-induced weight loss 
should be monitored and documented and if it exceeds 
more than ~15 % of its original weight, or what is man-
dated by the animal ethics committee, the animal should 
be excluded from the study and humanely euthanized. 
Typically, FPI results in a higher degree of weight loss 
than the CCI models and the more severe TBI, the more 
profound the weight loss.   

  6.    All anesthetic agents have profound infl uence on cerebral 
and systemic physiology and will infl uence the outcome 
aimed to study. In general, sodium pentobarbital anesthe-
sia is not ideal due to its infl uence on brain energy metab-
olism, its variable duration—particularly when 
supplemental doses are used—and its poor analgesic 
effects. In addition, female animals require less pentobar-
bital doses to achieve the same plane of anesthesia as male 
animals. Since it is used clinically for refractory intracranial 
hypertension in humans, it has obvious effects on cerebral 
physiology post-injury. It is the view of this author that 
volatile anesthetic agents are to be recommended, not 
because they are without infl uence on brain physiology, 
although since they can be easily titrated and cause rapid 
induction and resolution of the anesthesia [ 38 ,  39 ].   

  7.    Anesthetics and the surgery/injury itself will alter sys-
temic parameters and infl uence breathing and circula-
tion. Physiological  monitoring   is strongly recom-
mended, either noninvasively [ 40 ] using pulse oximetry 
and/or a blood pressure cuff monitor, or invasively for 
arterial blood pressure and arterial blood gases using a 
catheter in either the tail or femoral artery [ 28 ].   

  8.    Post-operative pain analgesia is frequently mandated 
where opioids such as buprenorphine are common 
choices. If used at all, their potential infl uence on 
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outcome following experimental TBI and the pathobiol-
ogy of TBI [ 41 ,  42 ] should be considered. In general, 
nonsteroidal anti-infl ammatory drugs (NSAID) are to 
be avoided, due to their potential for vasoconstriction, 
their possibility of increased hemorrhage and since they 
are not indicated for use in acute clinical TBI.       

   (B)     Fluid percussion injury  

 The possibility of FPI to create widespread  axonal   injury, a 
clinically relevant brain displacement, its resulting  cognitive 
defi cits   and the histological similarities to the human TBI set-
ting makes both the lateral and central/midline FPI models 
useful and clinically relevant.

    9.    Many of the technical aspects of creating FPI are mentioned in 
the Subheading  3 . One crucial point is creating the craniotomy 
and its margin must be very consistent between animals since 
even small changes in craniotomy position will markedly alter 
outcome of lateral FPI [ 43 ,  44 ]. The size of the  craniectomy   
must also be consistent since any change alters outcome [ 45 , 
 46 ]. When the craniotomy is made using a dental drill, there 
will be heat generated by the drilling and the site should be 
regularly fl ushed with sterile saline at room temperature. During 
the drilling, the bone plate should regularly be checked and 
when it feels loose, it may be gently lifted by a pair of micro 
 tweezers. Again, the dura cannot show evidence of a dural 
tear—if it does, the animal must be excluded from further study.   

   10.    At the moment of impact, there is, at least for an injury at a 
moderate–severe level, a consistent apnea which we use as a 
physiological measure of the impact and a “receipt” that the 
injury was correctly delivered. Thus, we recommend that it be 
monitored and measured. Unless systemic  monitoring   ensures 
that hypoxia does not occur, we suggest a cutoff level of 60s. 
If the apnea is of longer duration, it may introduce an  addi-
tional insult   to the injured brain and increase the variability of 
the injury as well as increasing mortality. At impact of experi-
mental TBI, there may be acute electroencephalographic evi-
dence of seizures [ 47 ]. Whether the acute motor twitching, 
which may be clonic in nature, observed at impact are in reality 
seizures remains to be established although we argue that their 
duration should be monitored.   

   11.    One important issue of the FPI technique is how to determine 
injury severity.  Righting refl ex   time, level of atmospheres 
and—perhaps most commonly—the mortality have all been 
commonly used [ 21 ,  48 ]. At present there is no consensus on 
how to assess injury severity. For instance, a 10–20 % mortality 
is commonly used as a “moderate” injury and a pressure in 
atmospheres of 0.9–2.1 a mild–moderate injury [ 48 ]. We aim 
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for 3.0 ± 0.1 atm for the lateral FPI model and 2.4 ± 0.2 for the 
central/midline FPI in rats and 1.4 ± 0.1 atm for midline FPI 
in mice [ 18 ] where the aim is a 30–45 s apnea, ca 10 % mortal-
ity, a clear  cognitive defi cit   in for example the  Morris Water 
Maze   and a consistent and evident histological injury. Thus, it 
may be argued that one sole parameter may not fully indicate 
injury severity and comparisons among laboratories using the 
atm reading also appears diffi cult. Thus, the FPI should be 
titrated to the suggested outcome measure of the particular 
study instead of using one single parameter. Also remember 
that a “moderate” FPI is not equal to a “moderate” clinical 
TBI using the Glasgow Coma Scale Score.   

   12.    Histological parameters are important when assessing the qual-
ity of the FPI impact and there should be evidence of brain 
stem and  white matter   injury in the midline FPI and a cortical 
contusion, hippocampal injury, and white matter injury evi-
dent in for example the corpus callosum and the ipsilateral 
external capsule following lateral FPI [ 19 ,  20 ,  49 ].    

      (C)     Controlled cortical impact  

 The CCI is easy to learn and master, it is fast and reproduc-
ible, is suitable for both rats and mice and is useful for the 
study of for example the progression of cortical contusion 
although it also produces  white matter   injury and  neurode-
generation   distant to the impact. Still, its role is mainly to 
mimic the “focal” TBI observed in the clinical setting.

    13.    The crucial part of creating the CCI is the craniotomy which 
can be performed similar to what is described for the FPI. Using 
a dental drill at the carefully outlined area (some authors use a 
prefabricated disc glued onto the exposed skull to aid in the 
drilling), a standardized craniotomy can be produced. 
Importantly, the commonly used size for the bone fl ap is large, 
clinically approaching the size used for a decompressive  craniec-
tomy   allowing for brain swelling and bulging through the cra-
niotomy area. For that reason and to enhance clinical translation, 
the bone fl ap should as soon as possible following the impact be 
glued back using tissue adhesive (e.g., Histoacryl (see above), 
or Dermabond, Ethicon, Somerville, NJ; [ 50 ,  51 ]).   

   14.    Similar to the FPI, attempts have been made to characterize 
the CCI into different severity grades. Similar to our use of the 
Feeney  weight-drop   model, a compression depth of 1.5 mm 
was suggested to be a mild injury, 2.0 mm a moderate, and 
2.5 mm a severe injury keeping all other injury parameters 
(speed, piston diameter, dwell time) the same [ 52 ]. However, 
due to the highly variable use of different piston diameters and 
materials, piston speed, dwell time and brain compression 
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depths when the CCI is used, comparisons among laboratories 
are diffi cult and a standardized grade of “mild”, “moderate,” 
and “severe” has not been established.   

   15.    CCI should not be used at a very high severity level where a 
large part of the hemisphere is injured, which in the clinical 
setting is not an injury compatible with survival. Thus, if your 
CCI produces a massive destruction of one hemisphere, con-
sider lowering not only the depth of brain compression but 
also the speed of impact.    
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    Chapter 4   

 Traumatic Brain Injury Models in Animals                     

     Elham     Rostami       

  Abstract 

   Traumatic brain injury (TBI) is the leading cause of death in young adults in industrialized nations and in 
the developing world the WHO considers TBI a silent epidemic caused by an increasing number of traffi c 
accidents. Despite the major improvement of TBI outcome in the acute setting in the past 20 years, the 
assessment, therapeutic interventions, and prevention of long-term complications remain a challenge. In 
order to get a deeper insight into the pathology of TBI and advancement of medical understanding and 
clinical progress experimental animal models are an essential requirement. This chapter provides an over-
view of most commonly used experimental animal TBI models and the pathobiological fi ndings based on 
current data. In addition, limitations and advantages of each TBI model are mentioned. This will hopefully 
give an insight into the possibilities of each model and be of value in choosing one when designing a study.  

  Key words     Traumatic brain injury models  ,   Experimental animal models  ,   Fluid percussion  ,   Controlled 
cortical impact  ,   Blast brain injury  

1      Introduction 

 Acute traumatic brain injury is characterized by a  primary  and a 
 secondary injury . The primary traumatic brain injury is the result of 
mechanical forces that put a strain on the brain parenchyma at the 
time of impact. These forces may be of various forms, e.g., pene-
trating injuries, rotational acceleration, compression, and disten-
sion from acceleration or deceleration. This can lead to injuries to 
vessels, axons, neurons, and glia in a focal or diffuse pattern. The 
vascular injuries may result in intracerebral, subdural, extradural, 
or subarachnoid hemorrhage. The damage to the parenchyma may 
lead to contusions or lacerations. Diffuse injuries may strike the 
vessels leading to multiple small hemorrhages throughout the 
brain or affect the  white matter   with  no   apparent focal injuries. 
The primary cause of diffuse injuries is head rotation and the most 
common microscopic pathology found is axonal injuries [ 1 ]. 

 The primary injury inducing TBI is also of different magnitude, 
usually characterized as mild, moderate, and severe. Currently, in 
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the clinical management of TBI the Glasgow Coma Scale (GCS), a 
clinical scale that assesses the level of consciousness after TBI is 
used to divide the patients into the broad categories of mild, mod-
erate and severe injury [ 2 ]. The 15-point GCS is classifi ed as mild 
GCS 13–15, moderate GCS 9–13, and severe GCS 3–8. The GCS 
has proved to be extremely useful as a tool that assists neurosur-
geons or trauma physicians in the early triaging of TBI patients and 
it also has a high inter-observer reliability [ 3 ]. It does however not 
provide any specifi c information about the pathophysiological 
 mechanisms   responsible for  the   neurological defi cits [ 4 ]. A GCS 
≤8 can cover the signifi cant heterogeneity of pathological fi ndings 
such as epidural hematoma, contusion,  diffuse    axonal   injury, or 
subarachnoid hemorrhage.  It   has been shown that  outcomes   
among patients with the same admission GCS were signifi cantly 
different and were infl uenced by the  mechanism   of injury [ 5 ]. 

 The classifi cation of TBI based on GCS for trial inclusion and 
targeted therapies is important but mechanistic classifi cation has 
great utility in modeling injuries and developing preventive mea-
sures. TBI models discussed in this chapter are classifi ed based on 
the physical  mechanisms   that produce TBI.  Experimental TBI mod-
els   in rodents that are currently in use are summarized in    Table  1 .

2       TBI Models 

 The seminal work of Holbourn made a fi rst classifi cation of a 
“localized injury due to scull distortion” and “injury due to rota-
tion” [ 6 ]. The physical  mechanisms   have been further developed 
and can be classifi ed according to “impact loading” which usually 
results in focal injuries while “inertial loading” generally causes dif-
fuse injuries. The most commonly used TBI models can be classi-
fi ed as described below. 

       1.    Weight drop model ( Fenney  [ 7 ],  Shohami  [ 8 ]).   
   2.    Fluid percussion injury model ( Hayes  [ 9 ,  10 ],  McIntosh  [ 11 ]).   
   3.    Controlled cortical impact model ( Lighthall  [ 12 ],  Dixon  [ 13 ], 

 Hayes ).   
   4.    Missile and ballistic injury models ( Carey  [ 14 ],  Williams  [ 15 ]).   
   5.    Penetrating TBI model ( Davidsson  and  Risling  [ 16 ]).     

   Impact

    1.    Inertial acceleration model ( Ono  [ 17 ]).   
   2.    Diffuse injury model ( Cernak  [ 18 ,  19 ]).   
   3.    Impact acceleration model ( Marmarou  [ 20 ]).   
   4.    Central fl uid percussion injury model ( Dixon  [ 10 ]).      

2.1  Focal “Impact 
Loading”

2.1.1  Diffuse “Inertial 
Loading”

Elham Rostami
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       1.    Inertial acceleration models ( Genneralli  [ 21 ],  Gutierrez  [ 22 ]).   
   2.    Rotational TBI model ( Davidsson  and  Risling  [ 23 ,  24 ]).   
   3.    Blast TBI models.       

   The weight drop model is considered the original TBI model [ 7 , 
 25 ]. The focal impact is produced by a free falling weight guided 
in  a   tube that is made to hit the exposed skull. The impact of the 
weight on the skull produces a contusion type injury. The severity 
of the injury can be adjusted by the height and the mass of the 
weight dropped and can be combined with or without craniotomy 
[ 8 ]. The weight drop model is a fast and easy model, hence its 
popularity. However, there are limitations such as unintentional 
skull fractures, risk of a second rebound injury,  and   inaccuracy with 
regard to the impact site.  

   A model of  closed head injury   with fl uid pressure was developed 
already in the 1960s by Lindgren et al. in order to produce an 
“experimental brain concussion” [ 26 ]. A further  development   of 
the model, the  fl uid   percussion injury (FPI) is one of the most fre-
quently used focal injury models [ 9 – 11 ,  27 ]. In this model a crani-
otomy is made either  centrally  in the midline on the sagittal suture 
between the bregma and lambda or  laterally  on the parietal cortex 
midway between bregma and lambda. A cylindrical reservoir fi lled 
with saline is attached to a cap cemented on the place of craniotomy 
on the animal’s skull. A strike of a pendulum at the other end of the 
cylindrical reservoir generates a pressure pulse that is delivered to 
the intact dura and causes deformation of the underlying brain. 
Different levels of injury severity can be produced by adjusting the 
height of the pendulum, which defi nes the force of the fl uid pres-
sure pulse transmitted through the saline reservoir. The injury 
caused by this model replicates clinical contusion without skull frac-
ture mixed with diffuse injury characteristics [ 28 ]. The central FPI 
is used to induce concussive and diffuse injuries [ 10 ]. It generates 
diffuse axonal injuries, increased  blood-brain barrier   permeability, 
infl ammatory response, and neurobehavioral defi cits that are dis-
tinct from the lateral FPI [ 29 ]. The placement of the craniotomy 
has shown to be important in producing a localized ipsilateral injury 
or an additional contralateral injury and also affects the reproduc-
ibility and reliability of this model. A limitation of the fl uid percus-
sion model is to generate a reliable continuum of injury severity 
since it cannot reproduce prolonged unconsciousness. Furthermore 
there is a disproportional brainstem  involvement and injury severity 
and neurogenic pulmonary edema, adding to increased morbidity.  

   The controlled cortical impact model (CCI) was developed in 
order to generate a controlled variable impact causing equivalent 
deformation in brain parenchyma [ 12 ]. The brain injury could be 
quantifi ed and the biomechanical forces could be analyzed. The 

2.1.2  Non-impact

2.2  Weight 
Drop Model

2.3  Fluid Percussion 
Injury Model

2.4  Controlled 
Cortical Impact Model

TBI Models in Animals
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model can be used both in smaller animals such as mouse and rats 
[ 10 ] as well as larger ones such as pigs [ 30 ]. A compressed air- 
driven metallic piston produces a controlled impact causing defor-
mation of the brain parenchyma with an intact dura [ 12 ,  13 ]. The 
injury was graded from mild to severe by using a range of impact 
velocity of 2–4 m/s and a penetration depth of 2–4 mm. The lower 
range injury did not result in any changes of vital signs nor any 
contusions or obvious change in cerebral tissue. Increases in the 
level of deformation resulted in immediate acute subdural hema-
toma formation with associated cortical contusion. Deformation 
level greater than 3.5 mm was lethal in many cases regardless of the 
level of impact velocity. In order to induce concussive and mild 
TBI the impact can strike intact skull. 

 Features seen in clinical TBI such as subdural hematoma, 
increased ICP, contusion, and  axonal injury   can be induced in 
moderate and severe CCI. These fi ndings were absent in the mild 
level of injury with CCI reported by Lighthall [ 12 ]. It should be 
noted that different groups report different parameters used to 
generate mild TBI. There can be variability in the injury parame-
ters [ 31 ,  32 ] or physiological parameters such as apnea and hypo-
tension used to defi ne level of injury [ 33 ]. This should be 
considered when interpreting reported data or designing a study 
for mild TBI using CCI. The availability of data with different 
injury parameters as well as neurobehavioral outcome in this model 
provides good ground for designing future studies. 

 The CCI is superior to the FPI model due to a better control 
over mechanical factors such as time, velocity of impact and depth 
of resulting deformation of the brain. An additional strength of 
this model of TBI is the lack of risk of a rebound injury that can be 
seen in gravity-driven devices. An elaborate discussion of the CCI 
model is presented in Chapters   11     and   19    .  

   Several models have been developed to mimic penetrating brain 
injuries that can be produced by missiles, gunshots or sharp objects 
in general [ 14 ,  34 – 36 ]. All of these models are in non-rodent ani-
mals and not in use today. With the exception of a ballistic brain 
injury model using a balloon infl ation technique [ 15 ], no high- 
speed penetrating rodent injury model has been available. The 
main obstacle has been the association of high mortality rate in 
high-speed penetrating TBI. 

 In a newly developed rat model a probe is driven into the brain 
parenchyma at approximately 90 m/s after being hit by a pellet 
accelerated from a specially designed air rifl e. The speed and the 
depth of penetration is adjustable and highly reproducible [ 16 ]. 
This model is discussed in detail in Chapter   25    . The  biomechanics   
of this TBI model enables survival of the animals following a high- 
speed penetration of  brain tissue  .  Neurodegeneration   was detected 
in the injured cortex 24 h after injury and declined rapidly. The 

2.5  Penetrating 
TBI Models
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injured area showed a progressive expansion that had developed to 
a large cavity by day 14. The injured area showed also  BBB   defect 
and signs of extracellular perivascular edema. The injured animals 
displayed sustained defi cits in reference memory and transient 
attention and showed balance and motor disturbances.  

   Diffuse brain injuries usually arise when the skull is accelerated and 
the brain mass, due to its inertia, lags behind or continues its 
motion relative to the skull [ 6 ]. 

  Brain tissue   is more likely to be injured due to rotational accel-
eration rather than linear because the brain is relatively incompress-
ible while the shear modulus for the brain tissue is relatively low. 
The main pathological fi nding in rotational acceleration injury is 
diffuse axonal injuries [ 37 – 39 ]. Experiments on primates have 
demonstrated that the incidence and degree of  diffuse    axonal 
injury   is strongly correlated with the direction of the head accelera-
tion: coronal plane angular acceleration was the direction causing 
the longest lasting coma, while sagittal plane angular accelerations 
and oblique accelerations produced coma for a shorter period 
[ 39 ]. This model is discussed in more detail in Chapters   13     and   14    . 

 The fi rst models producing acceleration injury mass impacts 
were performed on the unconstrained head of primates [ 40 ,  41 ]. 
The anesthetized animal is positioned prone on the injury device, 
the head is tightly fi xed, and inertial loading is generated through 
a biphasic centroidal rotation for 110° within 20 ms. These models 
reproduced the acceleration-deceleration force seen in human 
head injuries. Additional models generating acceleration brain 
injuries, in which different impactors stroke the head of primates, 
were developed by Ono [ 17 ]. This model caused concussion by a 
frontal or occipital impact over a narrow contact area without the 
using of a head restraint. Hemorrhages were seen dependent on 
the severity of the concussion [ 42 ]. In contrast to the fi ndings of 
Gennarelli et al. they did not fi nd any correlation between concus-
sion and angular acceleration. 

 Other models generated impact on the temporal region of the 
unrestrained skull of sheep [ 43 ]. Although the unrestrained head 
models may replicate some of the characteristics of human TBI, 
they lack injury reproducibility. There is no control over the biome-
chanical forces related to impact and head dynamic response. 
Additional acceleration models were developed to understand inju-
ries following the movement of the head alone and these models 
expose the head to acceleration  injuries   without any impact [ 21 ,  22 , 
 44 – 46 ]. The majority of these models were used on larger animals 
such as primates, pigs and rabbits. This nonhuman primate model 
uses a pneumatic shock tester to generate a nonimpact, controlled, 
single rotation, which displaces the head 60° within 10–20 ms [ 21 , 
 44 ]. In the model using swine, the head is secured to a pneumatic 
actuator through a snout clamp. The pneumatic actuator produces 

2.6  Diffuse 
Injury Models
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linear motion that is further converted to angular motion through 
a linkage assembly directly mounted to the device. Based on posi-
tion of the head the motion can produce coronal or axial plane 
rotation [ 45 ]. The cost and size of the animals in addition to limita-
tions in behavioral outcome measures make their use diffi cult. Thus 
rodent models have been found more convenient. 

 In order to replicate human concussive and  diffuse brain injury   
in rodents, without any focal damages, haemorrhages, skull fractures 
and bleeding, several animal models have been developed [ 18 – 20 , 
 47 ]. These models all have in common that they are constrained 
impact acceleration models that can produce graded brain injury. 

 The one most frequently used is the Marmarou’s  weight drop   
model; it is inexpensive, easy to perform and can produce graded 
 DAI  . Despite these advantages there have been concerns regarding 
a second hit induced by the weight dropped on the skull. Also the 
movement of the weight during the fall in the Plexiglas can produce 
a lateralized impact with uneven distribution; this has been dis-
cussed in Chapter   12    . Cernak et al. developed a constrained impact 
acceleration model to improve the control and reproducibility of 
the impact. Although this model succeeded in this matter the 
impact cannot be graded [ 18 ]. Maruichi et al. reported on a model 
based on the  methodology   used in the Cernak model mentioned 
above but made advancements to grade the impact. However, sub-
arachnoid and intraventricular hemorrhages in addition to haemor-
rhages in corpus callosum were frequently observed [ 19 ].  

   Despite the number of models mentioned above, none of them is 
able to produce a graded  DAI   without large quantities of contu-
sion or hemorrhage injuries in rodents. Therefore a new model in 
which the heads of the rats are exposed to sagittal plane rotational 
accelerations resulting in graded levels of DAI have been  developed 
[ 24 ]. In addition, this model is used for studying injury threshold. 
This model is discussed in more detail in Chapter   17    . The range of 
rotational acceleration studied is 0.3–2.1 Mrad/s 2 ; β-APP positive 
axons are seen in all animals exposed to head rotational  trauma   of 
1.0 Mrad/s 2  or above. These β-APP positive axons were detected 
as early as 2 h post-injury and were found in corpus callosum and 
the border of white and grey matter. No contusion or hemorrhages 
were detected. In animals with high acceleration trauma β-APP 
positive axons were detected in the brain stem. There were also 
signs of axonal swelling and bulbs in the brain stem of these ani-
mals detected by FD silver staining. No signs of  BBB   changes 
could be detected. The behavioral outcome of this model was 
modest and transient indicating a mild TBI [ 23 ].  

   When an explosive is detonated it generates  a   high-pressure wave 
that travels outwards. Recent studies have shown that despite the 
lack of a direct head injury, a  blast    trauma   can cause signifi cant 
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brain damage [ 48 – 51 ]. In real life the blast injuries are classifi ed 
according to the forces causing the injury. There are four main 
categories: primary, secondary, and tertiary, with various additional 
injuries forming an additional (quaternary) group. Blast injuries 
are discussed in more detail in Chapters   7     and   8    . 

 Today there are both large-animal models of blast injury [ 48 , 
 52 – 54 ] as well as small-animal models [ 49 ,  55 – 57 ] where chemical 
explosives are used as the source of the blast wave. Most of these 
models produce the primary blast injury type. The models can 
broadly be classifi ed as open-fi eld exposure, blast tube explosive 
and  shock tube   with compressed air or gas [ 58 ]. 

   The fi rst studies of open-fi eld exposure to blast were carried out in 
the 1960s where both large and small animals were subjected to 
blasts with simple wave forms [ 59 ,  60 ]. Although the open-fi eld 
experiments with large animals provide a more realistic and similar 
setting to that of the real scenario, they require large amounts of 
explosives. Furthermore, it is diffi cult to control the physiology of 
the experimental animals and reproduce the exact same experimen-
tal conditions. Today there are newly developed modifi ed open- 
fi eld models for primates with promising results [ 54 ].  

   The blast tubes were developed by Clemendson at the Swedish 
FOA (Swedish Defense Research Establishment) in the 1950s 
[ 61 ,  62 ]. Initially they used larger animals such as pigs. The tube 
was later developed for rodents [ 63 ]. In the current rodent mod-
els of the blast tube, the anesthetized rats are fi xed in special net 
holders to avoid movement of the body [ 64 ]. This model is dis-
cussed in more detail in Chapters   7     and   8    . The detonation charge 
is placed at the other end of the tube, 1 m from the rat. The rats 
can also wear protection or be placed in a holder to avoid pulmo-
nary injuries. The blast waves produced have short duration and 
a simple form. The blast tube generates mainly primary blast inju-
ries; however the gas and smoke emission might generate a ter-
tiary blast injury. A blast tube for larger animal such as swine is 
also currently in use [ 52 ].  

   The simplest form of shock tubes consists of two chambers, sep-
arated by a membrane called the diaphragm. One of the cham-
bers is fi lled with compressed air or gas  and   the other chamber 
contains the animal. The diaphragm is ruptured and the com-
pressed air or gas simulates a propagating blast wave. There are 
currently several research facilities using shock tubes [ 55 ,  56 , 
 63 ,  65 ]. The one used by Cernak et al. is complex, with a fl exi-
ble, multi-chamber shock tube capable of reproducing complex 
 shock waves  .    

2.8.1  Open-Field 
Exposure

2.8.2  Blast Tubes
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3    Summary 

 Experimental animal TBI models are essential for understanding 
the underlying pathology and developing new diagnostics and 
therapeutics. Despite the existence of various TBI models none of 
them can reproduce the entire spectrum of TBI seen in humans. 
However, each model has a well-defi ned purpose and may mimic a 
specifi c relevant clinical feature such as neuropathological hallmark 
or neurobehavioral defi cits. 

 It is important to identify the purpose of the TBI model used 
when designing a study. The use of distinct types of TBI models 
will reveal information about the heterogeneous underlying pathol-
ogy and can help in identifying signatures that are characteristic or 
unique for the given type of TBI.     

   References 

    1.    Adams JH (1992) Head injury. In: Adams JH, 
Duchen L (eds) Greenfi eld’s neuropathology, 
5th edn. Edward Arnold, London, pp 106–152  

    2.    Teasdale G, Jennett B (1974) Assessment of 
coma and impaired consciousness. A practical 
scale. Lancet 2:81–84  

    3.    Narayan RK, Michel ME, Ansell B, Baethmann 
A, Biegon A, Bracken MB, Bullock MR, Choi 
SC, Clifton GL, Contant CF, Coplin WM, 
Dietrich WD, Ghajar J, Grady SM, Grossman 
RG, Hall ED, Heetderks W, Hovda DA, Jallo 
J, Katz RL, Knoller N, Kochanek PM, Maas 
AI, Majde J, Marion DW, Marmarou A, 
Marshall LF, McIntosh TK, Miller E, Mohberg 
N, Muizelaar JP, Pitts LH, Quinn P, Riesenfeld 
G, Robertson CS, Strauss KI, Teasdale G, 
Temkin N, Tuma R, Wade C, Walker MD, 
Weinrich M, Whyte J, Wilberger J, Young AB, 
Yurkewicz L (2002) Clinical trials in head 
injury. J Neurotrauma 19:503–557  

    4.    Saatman KE, Duhaime AC, Bullock R, Maas 
AI, Valadka A, Manley GT (2008) Classifi cation 
of traumatic brain injury for targeted therapies. 
J Neurotrauma 25:719–738  

    5.    Demetriades D, Kuncir E, Murray J, Velmahos 
GC, Rhee P, Chan L (2004) Mortality predic-
tion of head Abbreviated Injury Score and 
Glasgow Coma Scale: analysis of 7,764 head 
injuries. J Am Coll Surg 199:216–222  

     6.    Holbourn H (1943) Mechanics of head inju-
ries. Lancet 2:438–441  

      7.    Feeney DM, Boyeson MG, Linn RT, Murray 
HM, Dail WG (1981) Responses to cortical 
injury: I. Methodology and local effects of con-
tusions in the rat. Brain Res 211:67–77  

      8.    Flierl MA, Stahel PF, Beauchamp KM, Morgan 
SJ, Smith WR, Shohami E (2009) Mouse 

closed head injury model induced by a weight- 
drop device. Nat Protoc 4:1328–1337  

      9.    Hayes RL, Stalhammar D, Povlishock JT, Allen 
AM, Galinat BJ, Becker DP, Stonnington HH 
(1987) A new model of concussive brain injury 
in the cat produced by extradural fl uid volume 
loading: II. Physiological and neuropathologi-
cal observations. Brain Inj 1:93–112  

        10.    Dixon CE, Lyeth BG, Povlishock JT, Findling 
RL, Hamm RJ, Marmarou A, Young HF, Hayes 
RL (1987) A fl uid percussion model of experi-
mental brain injury in the rat. J Neurosurg 
67:110–119  

      11.    McIntosh TK, Noble L, Andrews B, Faden AI 
(1987) Traumatic brain injury in the rat: charac-
terization of a midline fl uid-percussion model. 
Cent Nerv Syst Trauma 4:119–134  

        12.    Lighthall JW (1988) Controlled cortical 
impact: a new experimental brain injury model. 
J Neurotrauma 5:1–15  

      13.    Dixon CE, Clifton GL, Lighthall JW, Yaghmai 
AA, Hayes RL (1991) A controlled cortical 
impact model of traumatic brain injury in the 
rat. J Neurosci Methods 39:253–262  

      14.    Carey ME, Sarna GS, Farrell JB, Happel LT 
(1989) Experimental missile wound to the 
brain. J Neurosurg 71:754–764  

      15.    Williams AJ, Hartings JA, Lu XC, Rolli ML, 
Dave JR, Tortella FC (2005) Characterization 
of a new rat model of penetrating ballistic brain 
injury. J Neurotrauma 22:313–331  

      16.    Plantman S, Ng KC, Lu J, Davidsson J, Risling 
M (2012) Characterization of a novel rat 
model of penetrating traumatic brain injury. 
J Neurotrauma 29:1219–1232  

     17.   Ono K, Kikuchi A, Nakamura M, Kobayashi 
H, Nakamura N (1980) Human head toler-

Elham Rostami



57

ance to sagittal impact reliable estimation 
deduced from experimental head injury using 
subhuman primates and human cadaver skulls. 
Proc. of the 24th STAPP Car Crash Conference  

       18.    Cernak I, Vink R, Zapple DN, Cruz MI, 
Ahmed F, Chang T, Fricke ST, Faden AI 
(2004) The pathobiology of moderate diffuse 
traumatic brain injury as identifi ed using a new 
experimental model of injury in rats. Neurobiol 
Dis 17:29–43  

     19.    Maruichi K, Kuroda S, Chiba Y, Hokari M, 
Shichinohe H, Hida K, Iwasaki Y (2009) 
Graded model of diffuse axonal injury for 
studying head injury-induced cognitive dys-
function in rats. Neuropathology 29:132–139  

      20.    Marmarou A, Foda MA, van den Brink W, 
Campbell J, Kita H, Demetriadou K (1994) A 
new model of diffuse brain injury in rats. Part I: 
Pathophysiology and biomechanics. 
J Neurosurg 80:291–300  

      21.    Gennarelli TA, Adams JH, Graham DI (1981) 
Acceleration induced head injury in the monkey. 
I. The model, its mechanical and physiological 
correlates. Acta Neuropathol Suppl 7:23–25  

     22.    Gutierrez E, Huang Y, Haglid K, Bao F, 
Hansson HA, Hamberger A, Viano D (2001) 
A new model for diffuse brain injury by rota-
tional acceleration: I model, gross appearance, 
and astrocytosis. J Neurotrauma 18:247–257  

      23.    Rostami E, Davidsson J, Ng KC, Lu J, Gyorgy 
A, Walker J, Wingo D, Plantman S, Bellander 
BM, Agoston DV, Risling M (2012) A model 
for mild traumatic brain injury that induces 
limited transient memory impairment and 
increased levels of axon related serum biomark-
ers. Front Neurol 3:115  

     24.    Davidsson J, Risling M (2011) A new model to 
produce sagittal plane rotational induced dif-
fuse axonal injuries. Front Neurol 2:41  

    25.    Dail WG, Feeney DM, Murray HM, Linn RT, 
Boyeson MG (1981) Responses to cortical 
injury: II. Widespread depression of the activ-
ity of an enzyme in cortex remote from a focal 
injury. Brain Res 211:79–89  

    26.    Lindgren S, Rinder L (1969) Production and 
distribution of intracranial and intraspinal pres-
sure changes at sudden extradural fl uid volume 
input in rabbits. Acta Physiol Scand 76:340–351  

    27.    Sullivan HG, Martinez J, Becker DP, Miller 
JD, Griffi th R, Wist AO (1976) Fluid- 
percussion model of mechanical brain injury in 
the cat. J Neurosurg 45:521–534  

    28.    Thompson HJ, Lifshitz J, Marklund N, Grady 
MS, Graham DI, Hovda DA, McIntosh TK 
(2005) Lateral fl uid percussion brain injury: a 
15-year review and evaluation. J Neurotrauma 
22:42–75  

    29.    Ekmark-Lewen S, Flygt J, Kiwanuka O, 
Meyerson BJ, Lewen A, Hillered L, Marklund 
N (2013) Traumatic axonal injury in the mouse 
is accompanied by a dynamic infl ammatory 
response, astroglial reactivity and complex 
behavioral changes. J Neuroinfl ammation 10:44  

    30.    Duhaime AC, Margulies SS, Durham SR, 
O’Rourke MM, Golden JA, Marwaha S, 
Raghupathi R (2000) Maturation-dependent 
response of the piglet brain to scaled cortical 
impact. J Neurosurg 93:455–462  

    31.    Budinich CS, Chen H, Lowe D, Rosenberger 
JG, Bernstock JD, McCabe JT (2012) Mouse 
brain PSA-NCAM levels are altered by graded- 
controlled cortical impact injury. Neural Plast 
2012:378307  

    32.    Washington PM, Forcelli PA, Wilkins T, Zapple 
DN, Parsadanian M, Burns MP (2012) The 
effect of injury severity on behavior: a pheno-
typic study of cognitive and emotional defi cits 
after mild, moderate, and severe controlled 
cortical impact injury in mice. J Neurotrauma 
29:2283–2296  

    33.    Igarashi T, Potts MB, Noble-Haeusslein LJ 
(2007) Injury severity determines Purkinje cell 
loss and microglial activation in the cerebellum 
after cortical contusion injury. Exp Neurol 
203:258–268  

    34.    Tan Y, Zhou S, Liu Y, Li Z (1998) A gross and 
microscopic study of cerebral injuries accompa-
nying maxillofacial high-velocity projectile 
wounding in dogs. J Oral Maxillofac Surg 
56:345–348  

   35.    Crockard HA, Brown FD, Johns LM, Mullan S 
(1977) An experimental cerebral missile injury 
model in primates. J Neurosurg 46:776–783  

    36.    Finnie JW (1993) Pathology of experimental 
traumatic craniocerebral missile injury. J Comp 
Pathol 108:93–101  

    37.    Adams JH, Doyle D, Ford I, Gennarelli TA, 
Graham DI, McLellan DR (1989) Diffuse axo-
nal injury in head injury: defi nition, diagnosis 
and grading. Histopathology 15:49–59  

   38.    Adams JH, Doyle D, Ford I, Graham DI, 
McGee M, McLellan DR (1989) Brain damage 
in fatal non-missile head injury in relation to 
age and type of injury. Scott Med 
J 34:399–401  

     39.    Gennarelli TA, Thibault LE, Adams JH, 
Graham DI, Thompson CJ, Marcincin RP 
(1982) Diffuse axonal injury and traumatic 
coma in the primate. Ann Neurol 12:564–574  

    40.    Gurdjian ES, Lissner HR, Webster JE, Latimer 
FR, Haddad BF (1954) Studies on experimen-
tal concussion: relation of physiologic effect to 
time duration of intracranial pressure increase 
at impact. Neurology 4:674–681  

TBI Models in Animals



58

    41.    Ommaya AK, Grubb RL Jr, Naumann RA 
(1971) Coup and contre-coup injury: observa-
tions on the mechanics of visible brain injuries in 
the rhesus monkey. J Neurosurg 35:503–516  

    42.    Kanda R, Nakamura N, Sekino H, Sakai H, 
Masuzawa H, Mii K, Aoyagi N, Aruga T, Kono 
H, Sugimori T, Sugiura M, Mori N, Kikuchi A, 
Ono K, Kobayashi H (1981) Experimental 
head injury in monkeys—concussion and its 
tolerance level. Neurol Med Chir 21:645–656  

    43.    Lewis SB, Finnie JW, Blumbergs PC, Scott G, 
Manavis J, Brown C, Reilly PL, Jones NR, 
McLean AJ (1996) A head impact model of 
early axonal injury in the sheep. J Neurotrauma 
13:505–514  

     44.    Ross DT, Meaney DF, Sabol MK, Smith DH, 
Gennarelli TA (1994) Distribution of forebrain 
diffuse axonal injury following inertial closed 
head injury in miniature swine. Exp Neurol 
126:291–299  

    45.    Smith DH, Chen XH, Xu BN, McIntosh TK, 
Gennarelli TA, Meaney DF (1997) 
Characterization of diffuse axonal pathology 
and selective hippocampal damage following 
inertial brain trauma in the pig. J Neuropathol 
Exp Neurol 56:822–834  

    46.    Xiao-Sheng H, Sheng-Yu Y, Xiang Z, Zhou F, 
Jian-ning Z (2000) Diffuse axonal injury due 
to lateral head rotation in a rat model. 
J Neurosurg 93:626–633  

    47.    Goldman H, Hodgson V, Morehead M, 
Hazlett J, Murphy S (1991) Cerebrovascular 
changes in a rat model of moderate closed- 
head injury. J Neurotrauma 8:129–144  

     48.    Saljo A, Arrhen F, Bolouri H, Mayorga M, 
Hamberger A (2008) Neuropathology and 
pressure in the pig brain resulting from low- 
impulse noise exposure. J Neurotrauma 
25:1397–1406  

    49.    Cernak I, Wang Z, Jiang J, Bian X, Savic 
J (2001) Ultrastructural and functional charac-
teristics of blast injury-induced neurotrauma. 
J Trauma 50:695–706  

   50.    Cernak I, Savic J, Malicevic Z, Zunic G, 
Radosevic P, Ivanovic I, Davidovic L (1996) 
Involvement of the central nervous system in 
the general response to pulmonary blast injury. 
J Trauma 40:S100–S104  

    51.    Kato K, Fujimura M, Nakagawa A, Saito A, 
Ohki T, Takayama K, Tominaga T (2007) 
Pressure-dependent effect of shock waves on 
rat brain: induction of neuronal apoptosis 
mediated by a caspase-dependent pathway. 
J Neurosurg 106:667–676  

     52.    Bauman RA, Ling G, Tong L, Januszkiewicz 
A, Agoston D, Delanerolle N, Kim Y, Ritzel 
D, Bell R, Ecklund J, Armonda R, Bandak F, 

Parks S (2009) An introductory characteriza-
tion of a combat-casualty-care relevant swine 
model of closed head injury resulting from 
exposure to explosive blast. J Neurotrauma 
26:841–860  

   53.    Garner JP, Watts S, Parry C, Bird J, Kirkman E 
(2009) Development of a large animal model 
for investigating resuscitation after blast and 
hemorrhage. World J Surg 33:2194–2202  

     54.    Lu J, Ng KC, Ling G, Wu J, Poon DJ, Kan 
EM, Tan MH, Wu YJ, Li P, Moochhala S, Yap 
E, Lee LK, Teo M, Yeh IB, Sergio DM, Chua 
F, Kumar SD, Ling EA (2012) Effect of blast 
exposure on the brain structure and cognition 
in Macaca fascicularis. J Neurotrauma 
29:1434–1454  

     55.    Long JB, Bentley TL, Wessner KA, Cerone C, 
Sweeney S, Bauman RA (2009) Blast overpres-
sure in rats: recreating a battlefi eld injury in the 
laboratory. J Neurotrauma 26:827–840  

    56.    Chavko M, Koller WA, Prusaczyk WK, 
McCarron RM (2007) Measurement of blast 
wave by a miniature fi ber optic pressure trans-
ducer in the rat brain. J Neurosci Methods 
159:277–281  

    57.    Elder GA, Cristian A (2009) Blast-related mild 
traumatic brain injury: mechanisms of injury 
and impact on clinical care. Mt Sinai J Med N 
Y 76:111–118  

    58.    Risling M, Davidsson J (2012) Experimental 
animal models for studies on the mechanisms 
of blast-induced neurotrauma. Front Neurol 
3:30  

    59.   White CS, Bowen IG, Richmond DR (1965) 
Biological tolerance to air blast and related bio-
medical criteria. CEX-65.4. CEX [reports]; 
civil effects exercise. U.S. Atomic Energy 
Commission. pp 1–239  

    60.   Richmond DR, Damon EG, Bowen IG, 
Fletcher ER, White CS (1967) Air-blast studies 
with eight species of mammals. Techn Progr 
Rep DASA 1854. Fission product inhalation 
project [technical progress report]. Lovelace 
Foundation for Medical Education and 
Research. pp 1–44  

    61.    Clemedson CJ, Criborn CO (1955) A detona-
tion chamber for physiological blast research. 
J Aviat Med 26:373–381  

    62.    Clemedson CJ, Hartelius H, Holmberg G 
(1957) The effect of high explosive blast on 
the cerebral vascular permeability. Acta Pathol 
Microbiol Scand 40:89–95  

     63.    Saljo A, Bao F, Haglid KG, Hansson HA 
(2000) Blast exposure causes redistribution of 
phosphorylated neurofi lament subunits in neu-
rons of the adult rat brain. J Neurotrauma 
17:719–726  

Elham Rostami



59

    64.    Risling M, Plantman S, Angeria M, Rostami 
E, Bellander BM, Kirkegaard M, Arborelius 
U, Davidsson J (2011) Mechanisms of 
blast induced brain injuries, experimental 
studies in rats. Neuroimage 54(Suppl 
1):S89–S97  

    65.    Cernak I, Merkle AC, Koliatsos VE, Bilik JM, 
Luong QT, Mahota TM, Xu L, Slack N, Windle 
D, Ahmed FA (2011) The pathobiology of blast 
injuries and blast-induced neurotrauma as iden-
tifi ed using a new experimental model of injury 
in mice. Neurobiol Dis 41:538–551    

TBI Models in Animals



61

    Chapter 5   

 Systematic Review of Traumatic Brain Injury Animal 
Models                     

     Helen     W.     Phipps      

  Abstract 

   The goals of this chapter are to provide an introduction into the variety of animal models available for 
studying traumatic brain injury (TBI) and to provide a concise systematic review of the general materials 
and methods involved in each model. Materials and methods were obtained from a literature search of 
relevant peer-reviewed articles. Strengths and weaknesses of each animal choice were presented to include 
relative cost, anatomical and physiological features, and mechanism of injury desired. Further, a variety of 
homologous, isomorphic/induced, and predictive animal models were defi ned, described, and compared 
with respect to their relative ease of use, characteristics, range, adjustability (e.g., amplitude, duration, 
mass/size, velocity, and pressure), and rough order of magnitude cost. Just as the primary mechanism of 
action of TBI is limitless, so are the animal models available to study TBI. With such a wide variety of avail-
able animals, types of injury models, along with the research needs, there exists no single “gold standard” 
model of TBI rendering cross-comparison of data extremely diffi cult. Therefore, this chapter refl ects a 
representative sampling of the TBI animal models available and is not an exhaustive comparison of every 
possible model and associated parameters. Throughout this chapter, special considerations for animal 
choice and TBI animal model classifi cation are discussed. Criteria central to choosing appropriate animal 
models of TBI include ethics, funding, complexity (ease of use, safety, and controlled access requirements), 
type of model, model characteristics, and range of control (scope).  

  Key words     Traumatic brain injury TBI  ,   Animal models  ,   Homologous  ,   Predictive  ,   Static dynamic  , 
  Isomorphic/induced  ,   Direct indirect  ,   Penetrating  ,   Non-penetrating  

1      Introduction 

 The use and application of in vivo animal models to human traumatic 
brain injury (TBI) research is widespread and very diverse. With 
numerous models available, researchers must consider their aims when 
choosing appropriate animal models. In general, animal models are 
categorized as  homologous  ,  isomorphic/induced   [ 1 ], or predictive 
[ 2 ].  Homologous   animal models mimic all aspects of a condition 
from causes to symptoms and treatment enabling biophysical, cellu-
lar/molecular, and behavioral assessments. Isomorphic or induced 
animal models share the same cellular/molecular  mechanisms  , 
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symptoms and treatments but the cause is infl icted with laboratory 
equipment versus the actual cause in humans thus limiting biophysical 
assessments. These are the most common animal models used in TBI 
research.  Predictive   animal models only replicate the effect of a treat-
ment or a single aspect of a multifaceted condition. This method is 
commonly used for screening and validating localized aspects of a 
condition when researchers do not know the underlying cause(s). 

 Animal models of TBI are further classifi ed according to the 
 mechanism   and characteristics of injury desired. Moshang [ 3 ] com-
pared diffuse and mechanical TBI while Cernak [ 4 ] further divided 
mechanical TBI models into static and dynamic TBI. Static TBI is 
defi ned as a localized and crushing injury via physical manipulation of 
tissue such as pinching a nerve with forceps [ 5 ] and allows for direct 
correlation of specifi c nerve damage to a particular neuropsychologi-
cal  outcome  . While the amplitude and duration are predetermined 
and considered constant in static crushing injuries, acceleration and 
velocity are not considered as contributing factors to static injuries 
[ 4 ]. Alternatively, a dynamic TBI model may infl ict contra coup dam-
age to the brain due to transfer of forces, a ricochet/rebound effect 
of the brain within the skull, and/or stretching of tissue, including 
nerves and blood vessels as well as decreased blood fl ow due to 
infl ammation [ 6 ]. Such dynamic TBI models are adjustable in ampli-
tude, duration, velocity, and  acceleration   that may impact the entire 
body versus only a single nerve or tissue. Dynamic TBI models can 
be considered as either direct, or  indirect  . All models utilize anesthe-
sia to minimize animal suffering during the injury and hence it is not 
considered as an advantage or limitation to any of the models. 

 With such a wide variety of available animals, types of models, 
 mechanisms  , and characteristics of injury, no single “gold stan-
dard” model of TBI exists. Therefore, comparing data across stud-
ies is very diffi cult. Criteria central to choosing appropriate animal 
models of TBI include: anatomy, physiology, cost, complexity (ease 
of use, safety, and controlled access requirements), type of model, 
model characteristics, and range of control (scope). This chapter 
aims to elaborate on these central criteria.  

2    Materials 

   Anatomical and physiological features are critical to consider with 
respect to the aims of the research. The most common candidates 
for TBI animal models are rodents and porcine animals. Rodents 
and porcine animals are commonly used in TBI research; however, 
the larger animals are more expensive than smaller animals. Less 
common candidates for TBI animal models are nonhuman primates, 
canine, feline, chinchilla, and ferret. Not only is the initial cost of the 
animal important, but also ongoing animal care and complex assays 
which are necessary to infl ict, support, and sustain the research. 

2.1  Animal Selection 
and Preparation
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 Anatomically, the  mechanism   of injury should provide accurate 
and precise results scalable to the organism chosen. Consider hit-
ting a small rodent with the same force as a football player—sur-
vival would be in jeopardy. The elasticity, porosity and thickness of 
the skull are signifi cant issues to consider animal models seeking to 
replicate child abuse and/or TBI among the elderly. Additionally, 
a strong framework of physics is necessary to adequately quantify 
and validate a model’s amplitude, duration, velocity, and  accelera-
tion   for consistency. These parameters should be correlated with 
the severity and symptomology of the injury infl icted—the more 
severe the impact, the more severe the symptoms. The  Lab Animal 
Buyer’s Guide  [ 7 ] provides detailed and current information on 
hundreds of laboratory animal suppliers and associated products 
such as biohazard equipment, euthanasia products, restraint equip-
ment, and  monitoring   supplies. 

 Physiological features such as proteomics need to be consid-
ered if the intent of the research is to identify protein effects. If a 
particular organism does not have  homologous   biochemistry to 
humans then an isomorphic or induced model is not appropriate as 
primary and secondary injury cascades might differ [ 8 ]. 
Alternatively, if a biomechanical study aims to investigate the bio-
physics of the injury, then the molecular makeup of the organism 
is not necessarily a signifi cant factor to consider as compared to the 
specifi c mechanical insult. For example, a military helmet manufac-
turer may be interested in the rebound and pressure changes within 
the skull as a result of blast overpressure, but may not be interested 
in the secondary molecular cascades that result from such an insult. 

   Rats and  mice   are  used   extensively in TBI testing. The specifi c spe-
cies used will depend on the aims of the research. For instance, a 
species should be chosen that does not fl oat if the intent is to con-
duct water navigation studies. The two primary advantages of 
 using   rodents are cost and versatility (e.g., the ability to use in a 
wide variety of models to include ability to position the animal at 
the mouth of a  shock tube   such that they can be enveloped by 
blast, as a human would be in a free-fi eld exposed to blast. The 
primary disadvantage is that the rat and mouse brain differs sub-
stantially in size and structure from a human brain. Without scal-
ing laws to account for these differences, testing these species may 
be challenged in yielding relevant load thresholds to an adult 
human. However, if scaling laws between a rodent and human can 
be accurately identifi ed, then the signifi cant volume of historical 
data on rats and mice would be of greater value to the TBI research 
community. Furthermore, many knockout mice exist and abun-
dant behavioral assessments are available for use with rodents 
which make them a more appealing choice for many scientists. 

 Anatomically, rodents are lissencephalic and have very large 
olfactory bulbs but small cerebral cortex that is arranged 

2.1.1  Rodents
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differently than the human cortex; therefore, the location of TBI 
must be considered and controlled. However, only small organ-
isms (less than or equal to approximately 280 g) are able to fi t in 
most high resolution magnetic resonance imaging ( MRI)   devices. 
Physiologically, rodents show striking similarities to humans lend-
ing to their common use in biomedical research. However, care 
must be taken to maintain vital signs as close to normal as possible. 
Average animal vitals are shown in Table  1 .

   Alternatives to rats and mice still within the rodent species 
include guinea pigs. Guinea pigs have more gyra than a rat brain. 
Both rodents and guinea pigs are relatively inexpensive to test and 
manage, thus enabling evaluation of a large number of subjects in 
a relatively short time. The relatively inexpensive cost of rodents 
and guinea pigs also enable the determination of optimum meth-
ods prior to application on more expensive animals.  

   Porcine specimens have been commonly used for TBI testing over 
the last decade [ 9 – 12 ]. The porcine model provides a larger animal 
to facilitate scaling to the human brain based upon the gyrence-
phalic macrostructure and overall size of the brain. This allows 
thresholds of injury in porcine brain to be more readily translatable 
to human injury thresholds than rodent. Pigs can be acquired with 
a similar body mass to humans and although the frontal and 

2.1.2  Porcine (and Ovine) 
Animals

   Table 1  
  Average animal vital signs   

 Animal 
 Heart rate range 
(beats per minute) 

 Body 
temperature (°C) 

 Rodents: rat  250–400  37 

 Rodent: mice  450–750  37 

 Rodent: guinea pig  200–300  37–39 

 Porcine (and ovine)  70–120 (70–80)  38–40 

 Nonhuman primate (rhesus monkey)  160–330  37–39 

 Canine  70–120  38–39 

 Feline  120–140  37–39 

 Chinchilla  100–150  37–38 

 Ferret  180–250  37–39 

 Reference: The Merck Veterinary Manual   
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midbrain skull are generally thicker in pigs than in humans [ 13 ] 
porcine and human parietal skull thicknesses are similar. In a CT 
study of 180-lb female pigs, the average thickness was 9.7 ± 1.7 mm 
while for humans, the average thickness is 7.2 ± 1.7 mm for females 
and 6.6 ± 1.3 mm for males [ 13 ]. Increased anatomical complexity 
of the pig brain allows for more sophisticated assessments of 
regional differences in injury. The distribution of many neurotrans-
mitter uptake sites in pigs corresponds very closely to that in the 
brain of humans [ 14 ]. Overall, pigs are very similar to humans in 
general physiology (similar homeostatic  mechanisms  , similar shock 
response). The primary disadvantage to porcine research is the 
expense of managing large, hoofed species for animal testing.  

   Non-human primates are the most biofi delic surrogates available. 
The regional and vascular anatomies as well as cervical range are 
more similar to humans than lower order gyrencephalic animals. 
Furthermore, non-human primates can accommodate high order 
neurobehavioral testing, allowing for improved clinical correlation 
between behavioral defi cit and observed tissue or physiological 
injury. However, despite the advantages of the nonhuman primates, 
research with these models is not common because it is typically 
much more expensive. Often, these models will not be approved by 
institutional animal care and use committees secondary to consider-
ations related to pain and suffering of this high- order animal.  

   Canine and feline subjects have some structural similarities, and 
though they are large enough to perform detailed brain imaging, 
they present skull thickness and mass scaling challenges. 
Physiologically, their brains are organized differently than those of 
humans, thus further complicating translation [ 15 ]. However, as 
companion animals, the use of canine and feline species is accom-
panied by more signifi cant animal usage concerns [ 16 ]. Chinchillas 
and ferrets present many of the same advantages and issues as do 
rats, but there is a paucity of historical data on their use in TBI 
experimentation. Ferrets have similar brain anatomy in that they 
are gyrencephalic [ 17 ], thus enabling determination of scaling fac-
tors from brain geometry and structure.   

   All animals should be anesthetized with a pre-approved agent prior 
to surgery and maintained under anesthesia throughout the proce-
dure. In addition to anesthetics, each static and direct dynamic 
animal model has commonly used materials. The materials listed 
below are typically necessary for every model, regardless of the 
nature of the model or the type of animal used. Materials that are 
unique to each model are listed within subsequent sections.

    1.    Laboratory scale proportional to animal.   
   2.    Electric hair shaver.   

2.1.3  Nonhuman 
Primates

2.1.4  Canines, Felines, 
Chinchillas, and Ferrets

2.2  Animal 
Preparation
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   3.    Autoclave.   
   4.    10 % Ethanol and/or dry sanitizer.   
   5.    Povidone iodine.   
   6.    70 % Isopropyl alcohol.   
   7.    Scalpel.   
   8.    Hemostats.   
   9.    Forceps.   
   10.    Retractors.   
   11.    Sterile saline.   
   12.    Sterile cotton-tipped applicators.   
   13.    Sterile gauze.   
   14.    Trephine or some other microdrill and drill-bit.   
   15.    Suture monofi lament and suture proportional to animal.      

   The fi rst main category of TBI is static. The key differentiators of 
static from dynamic TBI are the lack of movement and the confi ne-
ment of the primary  mechanism   of injury to a specifi c, defi ned 
region of the brain. Compression is the primary static model used 
in animal research. 

       1.    Clock to time duration of compression.   
   2.    Iridectomy scissors.   
   3.    Marker (e.g., powdered carbon).       

   The second main category of TBI is direct dynamic (here for-
ward referred to as direct). Direct TBI models may or may not 
impact and/or penetrate the skull and/or cortex of the animal. 
Direct impact TBI is the typical injury, the layman assumes as 
the sole mechanism of TBI. Although there are many impact-
driven  mechanisms   of TBI, other models do exist. Impact TBI 
models mimic mechanisms ranging from penetrating head 
injury due to automobile accidents and military relevant mech-
anisms (ballistics) to sports and elderly related concussions. 
These direct-impact models may or may not penetrate the skull 
and may or may not involve constraining the animal while 
enduring the injury. 

   Penetrating constrained (percussion) direct brain deformation is 
a type of dynamic penetrating injury whereby the organism is 
constrained while the injury is infl icted. There are many specifi c 
models that fall within this category; however, most do not gen-
erate long-term TBI signs and symptoms. Instead, many of these 
models offer localized anatomical evaluations. 

2.3  Static TBI 
Materials

2.3.1  Compression 
Materials

2.4  Direct Dynamic 
TBI Materials

2.4.1  Penetrating 
Constrained (Percussion) 
Direct Brain Deformation
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       1.    Stereotaxic frame.   
   2.    FPI device consisting of a Plexiglas cylindrical reservoir 

restricted at the distal end by a rubber-covered Plexiglas piston 
and with the proximal end having a built-in transducer hous-
ing as well as a central injury screw or luer-loc needle hub fi xed 
to the animal’s skull.   

   3.    Pressure transducer.   
   4.    Oscilloscope.      

       1.    Stereotaxic frame.   
   2.    CCI device.   
   3.    Dental cement, or bone wax (optional).      

       1.    Stereotaxic frame.   
   2.    Fine glass Pasteur pipet.   
   3.    Measurable, controlled vacuum.   
   4.    Dental cement, or bone wax (optional).      

       1.    Stereotaxic frame with injector and syringe.   
   2.    Hand-held drill.   
   3.    Zymosan.      

       1.    Stereotaxic frame.   
   2.    Metal cylinder (typically copper) proportional to animal size.   
   3.    Liquid nitrogen.   
   4.    Clock to time duration of cryolesion.      

       1.    Stereotaxic frame.   
   2.    Guide cannula.   
   3.    22 G Needle.   
   4.    Dental cement, or bone wax.   
   5.    Razor blade.   
   6.    Clock to time duration of stab.      

       1.    Stereotaxic frame.   
   2.    Latex surgical balloon with mitered valve.   
   3.     Penetrating ballistic brain injury  (PBBI) probe or customized 

needle.   
   4.    Latex balloon with mitred valve.   
   5.    Variable pressure waveform generator.   
   6.    Dental cement, or bone wax.   
   7.    Clock to time duration of infl ation and defl ation.      

2.4.1.1  Fluid Percussion 
Injury (FPI) Materials

2.4.1.2  Controlled 
Cortical Impact (CCI) 
Materials

2.4.1.3  Vacuum/ Suction 
(Suction Ablation) Materials

2.4.1.4  Zymosan 
Materials

2.4.1.5  Cryolesion 
Materials

2.4.1.6  Stab Materials

2.4.1.7  Epidural Mass 
Lesion (EML) Materials
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       1.    Stereotaxic frame (if constrained).   
   2.    Ballistics (proportional to animal).   
   3.    Firearm.   
   4.    High-speed video.      

       1.    Stereotaxic frame.   
   2.    Latex surgical balloon with mitered valve.   
   3.    PBBI probe or customized needle.   
   4.    Latex balloon with mitred valve.   
   5.    Variable pressure waveform generator.   
   6.    Dental cement, or bone wax.   
   7.    Clock to time duration of infl ation and defl ation.       

   Similar to direct dynamic penetrating brain deformation TBI mod-
els, direct dynamic  non -penetrating TBI can be either constrained 
or not. However, non-penetrating TBI models alleviate the con-
cern of additional damage by craniotomy. 

 Non-impact models that initiate movement of the brain within 
the skull without displacing the head laterally are also categorized 
as direct dynamic  non -penetrating TBI. Safety concerns are signifi -
cantly less pronounced in non-impact models. Rapid rotation is 
such a model which causes the characteristic  diffuse    axonal injury 
not   replicable in non-rotational models. The nonhuman primate 
model [ 18 ,  19 ] delivers a single rotation of variable degree and 
acceleration. Porcine animal models are used in a similar device 
controlled pneumatically via a snout clamp [ 20 ]. Although this 
model accurately replicates the diffuse axonal injury most charac-
teristic of human TBI, the use of large animals is more expensive 
and requires more technical equipment. A similar model for small 
animals is not currently available. 

       1.    CCI device.   
   2.    Plate or cone to affi x to skull.   
   3.    Cushion customized to allow predetermined movements dur-

ing and after impact.      

       1.    Plate or cone to affi x to skull.   
   2.    Cushion customized to allow predetermined movements dur-

ing and after impact.   
   3.    Weight drop device and weight.      

       1.    Plate or cone to affi x to skull.   
   2.    Dental cement if investigating a penetrating injury.   
   3.    Weight drop device and weight.        

2.4.1.8  HVM Materials

2.4.1.9  Penetrating 
Ballistic  Brain Injury   (PBBI) 
Materials

2.4.2  Direct Dynamic 
Non- penetrating TBI

2.4.2.1  Concussion 
Materials

2.4.2.2  Unconstrained 
Impact Acceleration 
Materials

2.4.2.3  Weight Drop 
Materials
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   The second main category of dynamic TBI is indirect. Blast TBI 
is the newest addition to the animal models of TBI and is the 
main type of indirect TBI. Instead of direct impact, blast TBI 
uses compressed air, live explosives, or an LISW to reproduce 
overpressure injuries. Original blast TBI models exposed entire 
organisms to over- and under-pressure. The most commonly 
used species for evaluating blast exposure are rodents and pigs. 
Scientists quickly identifi ed multiple  traumas   to other organs 
besides the brain—mainly lung damage. With new body armor 
available to protect the body, the model was modifi ed to only 
blast the head. Several companies have developed compressed air 
driven  shock tubes   that deliver an adjustable pressure over vari-
able durations, distances, and angles to rodents. Many aspects of 
shock tubes are adjustable. For example, a pressure-sensitive 
membrane ruptures at specifi c pressures and releases a rapid over-
pressure. The type and thickness of the membrane, tube-length, 
and initial pressure determine the peak pressure. The diameter of 
the exit can be altered to change the duration of the overpressure. 
Typical peak overpressure ranges from 154 to 340 kPa [Standard 
atmospheric pressure is 101 kPa (1 atm)] but can be increased to 
over 10 kPa. To further complicate the blast TBI model, the 
organism can be located on or off axis (directly in line, or offset 
from the blast center) and at varying distances from the blast tube 
exit. Multiple expensive pressure sensors with associated software 
are necessary to monitor the resulting pressure. As the membrane 
ruptures, a loud noise is generated reaching (120–160 Db 
depending on the dimensions of the  shock tube  ) similar to a gun-
shot sound. Typically, military personnel are limited to a maxi-
mum peak of 140 dB [ 21 ]. Therefore, shams must include 
exposure to anesthesia and sound only with no blast to account 
for potential effects due to high Db exposure and researchers 
must wear hearing protection. Alternatively, no incisions are 
made as in the direct models of TBI thus eliminating unrelated 
damage and allowing for biomechanical evaluations in addition 
to cellular, molecular, and behavioral assessments. 

 The use of live explosives complicates every aspect of experi-
mentation from execution to evaluation by introducing changes 
in thermal load and gas byproducts of the explosion, not to 
mention potential fragmentation. An additional challenge faced 
with live explosives is reducing the scale of blast exposure for 
small organisms. Existing software, such as Conventional 
Weapons software and Bowen Curves to determine survivability 
at various standoff distances, are geared toward calculating 
acceptable impulse (mechanical energy), peak overpressure, and 
charge size for humans. Safety precautions include clearance for 
handling explosives, adequate standoff from the explosive site, 
and ensuring the area is clear prior to returning to the explosion 
site, to name a few. 

2.5  Indirect 
Dynamic TBI
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       1.    Compressed air or other gas.   
   2.    Previously characterized  shock tube   and associated accessories 

to include hearing protection.   
   3.    Pressure transducers.   
   4.    Video camera.      

       1.    Explosive charge.   
   2.    Previously characterized blast tube and associated accessories 

to include hearing protection.   
   3.    Pressure transducers.   
   4.    Video camera.      

       1.    Laser source (neodymium: yttrium-aluminum-garnet [Nd:YAG] 
laser at 1064 μm wavelength for underwater microexplosion 
LISW [ 22 ], or Q- switched   ruby laser at 694 μm [ 23 ] or 
Q-switched Nd:YAG laser at 532 nm [ 24 ] wavelength for elastic 
targeting LISW).   

   2.    Previously characterized truncated ellipsoidal refl ector (propor-
tional to the size craniotomy) for underwater microexplosion.   

   3.    1–400 μg Silver azide for underwater microexplosion LISW 
[ 22 ] or 1.0 mm polyethylene terephthalate (PET) and 0.5 mm 
black rubber for elastic targeting LISW [ 23 ,  24 ].   

   4.    0.6 mm diameter quartz optical fi ber (diameter dependent on 
animal chosen and craniotomy size) for underwater microex-
plosion LISW [ 22 ].   

   5.    Physiological saline (volume, concentration, and temperature 
dependent on animal chosen) for underwater microexplosion 
[ 22 ] or ultrasound gel for elastic targeting LISW [ 23 ,  24 ].   

   6.    Polyvinylidene fl uoride (PVDF) needle hydrophone (laser fl u-
ence sensor to monitor pressure available from Precision 
Acoustics Ltd, Onda Corp, or Müller Instruments).        

3    Methods 

   To collect data for this systematic review, literature searches were con-
ducted for animal choice and unique methodologies utilized in rele-
vant peer-reviewed TBI research articles published in or after 1980 
( see  Fig.  1 ). PubMed, ISI Web of Knowledge, and Google Scholar 
were searched for the name of each model. A representative sampling 
of 50 peer-reviewed articles with comprehensive methods in animals 
were systemmatically reviewed for models where hundreds of articles 
were available. Twenty-fi ve compression, 50 CCI, 50 FPI, 12 suc-
tion/ablation, 25 zymosan, 29 cryolesion, 16 stab, 8 EML, 3 HVM, 
33 PBBI, 50 concussion, 8 impact acceleration, 5 weight drop, 50 

2.5.1  Pneumatic Blast 
Materials

2.5.2  Live Blast 
Materials

2.5.3  Laser-Induced 
Shock Wave (LISW) Blast 
Materials

3.1  Systematic 
Review Procedures
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pneumatic blast, and 6 live blast  brain injury   articles were reviewed. 
The general animal choice and methodologies utilized for each respec-
tive model were combined to compare and contrast the approaches 
used in various animal models of TBI. Considerations for choosing 
each animal model were identifi ed and factored into the systematic 
review. Using the parameters of each approach, each animal model 
was classifi ed with respect to a commonly accepted hierarchy of TBI 
[ 4 ]. To determine the relative ease of use of each model, the volume 
and complexity of the materials and methods used for each general 
approach were compared to include safety precautions. The results of 
the systematic review were summarized, analyzed, and integrated into 
a summary table ( see  Table  2 ).

       For all protocols detailed in this chapter, it is important to note the 
following:

    1.    All animal procedures should be performed with the approval of 
the local Institution’s Animal Care and Ethics Committee and in 
accordance with the National Institutes of Health guidelines, 
with measures taken to minimize pain and discomfort. Animals 
must be handled according to the approved protocol at the 
research institution as well as the funding agency, if applicable.   

3.2  Animal 
Adaptation/
Preparation

  Fig. 1    Systematic review fl ow chart. The search strategy for this systematic review of animal models of traumatic 
brain injury entailed screening three major literature databases, excluding duplicates and publications with 
incomplete methods, and sampling representative publications when the search resulted in hundreds of publica-
tions with like models. The search strategy resulted in 373 publications included in the qualitative methods review       
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   2.    Similar to behavioral studies, after the arrival of the rats at the 
animal facility, the rats should acclimate to the new environ-
ment for 1 week.   

   3.    Procedures should be executed at the same time each day 
based on physiological rhythms unless the dependent variable 
is the time of day.   

   4.    Animals should be housed under temperature-controlled con-
ditions on an animal-appropriate light and dark cycle and diet 
(e.g., 12-h reverse light and dark cycle, while fed mouse chow 
and water ad libitum for rodents).   

   5.    All procedures should be accomplished while wearing a mask, 
gown, and sterile gloves.   

   6.    Before conducting any procedures, the animals to be tested 
should be moved into the vicinity of the testing area to allow 
them to adapt to the new environment for 20–30 min in their 
cages before starting the procedure.  Note : Only the animal 
undergoing the procedure should be in the procedure room at 
any given time to avoid undue stress.   

   7.    The user should become familiar with the procedure and set 
up the protocols ahead of time to avoid mistakes during the 
procedure.   

   8.    All surfaces of the surgical tools and devices must be auto-
claved (if possible) and cleaned with 10 % ethanol solution or 
sterilized with an instant dry sterilizer before any procedure.   

   9.    All animals should be anesthetized with a pre-approved agent 
prior to surgery and maintained under anesthesia throughout 
the procedure.   

   10.    Weigh the animal immediately prior to administering anesthe-
sia to ensure appropriate dosing.   

   11.    To maintain the most sterile conditions possible, the skin at the 
site of surgery should be shaved.  Note : This does not apply to 
indirect blast models where no surgery is involved.   

   12.    Clean the skin using sterile cotton tipped applicators and povi-
done iodine.   

   13.    Consider application of ophthalmic ointment to the eyes using 
sterile cotton tipped applicators to avoid dryness if the proce-
dure is expected to last for longer durations.   

   14.    Place the animal on a sterile stainless steel plate with a pre-
heated homeothermic blanket system underneath.   

   15.    Secure all animal limbs taking care to position the hind limbs 
symmetrically.   

   16.    Cover the surgical fi eld with a sterile drape.   
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   17.    Once the procedure is completed, the animal should be 
returned to animal-appropriate, temperature controlled recov-
ery housing until they wake from anesthesia, and not directly 
to their original housing. Note the time the animal was under 
anesthesia and any deviations from normal physiological 
parameters ( see   Notes    1  –  5  ).   

   18.    Return animal to the appropriate housing facility. Note the 
time until recovery ( see   Notes    6   and   7  ).   

   19.    CAUTION: All sharps and tools used for animal studies should 
be handled as biosafety level-2 waste, collected in special con-
tainers and disposed of only after being autoclaved or inacti-
vated with bleach or other disinfectant while wearing protective 
gloves and a lab coat.      

         1.    Place the animal in a stereotaxic frame secured by ear bars and 
an incisor bar.   

   2.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates. The length of the incision and diameter of 
the craniotomy are dependent on the animal chosen, the com-
plexity of accessing the tissue to crush, and the experience of 
the surgeon.   

   3.    Using forceps, iridectomy scissors, and retractors, gently 
expose the tissue to be crushed. For a negative control, equiva-
lent tissue should be exposed, but not crushed.   

   4.    Place the nerve on the bottom jaw of a hemostatic forceps pro-
portional to the tissue to be crushed (e.g., super-fi ne if a single, 
specifi c nerve). Note the alignment of the tissue and forceps 
before crushing to ensure consistency between trials and to avoid 
displacing the tissue beyond the forceps as a result of the crush.   

   5.    Crush the tissue for the predetermined amount of time by 
securing the forceps to a predetermined setting (e.g., once for 
20 s at three clicks). Do not shift the forceps when the tissue is 
being crushed to avoid unintended consequences.   

   6.    If crushing the tissue multiple times, mark the specifi c area 
with a sterile indicator for reference. Powdered carbon is one 
way to mark the crush site [ 25 ] between crush injuries, but 
care must be taken to avoid marking beyond the injury site. 
Bauder [ 25 ] recommends opening sterile forceps in pow-
dered carbon, gently close but do not click the forceps while 
still in the carbon, and wipe the carbon on the outside of the 
forceps off using sterile gauze before marking the area.   

   7.    After crushing the tissue, carefully return the retracted tissue 
and suture the skin back in place.      

3.3  Compression

3.3.1  Compression 
Procedures
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   Safety concerns include the use of a scalpel for the scalp resection, use 
of a drill for the craniotomy, use of iridectomy scissors to expose the 
tissue to be crushed, and sutures for closing the scalp after the injury.   

   FPI is a highly characterized and widely accepted model for use in 
numerous organisms (refer to Table  2  for a comparison of all mod-
els with corresponding criteria) that falls within the penetrating 
constrained (percussion) direct brain deformation category. FPI is 
infl icted as a metal pendulum is released and strikes a piston which 
drives injection of a small volume of sterile saline into the cranial 
cavity of the animal through the plastic luer-loc needle hub. In 
other words, FPI entails a craniotomy and direct saline application 
to intact dura via the use of a plastic cap and a Plexiglass cylinder. 
The hammer (pendulum) is controlled electrically and the voltage 
correlates to the pressure delivered. The location of the craniot-
omy can be changed; however, with potential consequences. 
Specifi cally, a lateral craniotomy (at least 3.5 mm lateral to the sag-
ittal suture) leads to contralateral cortical damage with impact 
[ 26 ]—both focal (such as hemorrhage) and diffuse similar to most 
human TBI. However, noting the specifi c location of the craniot-
omy allows for consistency. Lateral fl uid percussion (LFP) allows 
for a direct unilateral injury with very little to no subsequent con-
tralateral rebound and/or brainstem injury. Central fl uid percus-
sion (CFP) impacts both cortices and subsequently shifts the 
brainstem which results in increased mortality thus limiting the 
dose–response [ 8 ,  27 ]. Each injury model induces similar signs 
and symptoms as in humans which allows for study of pathology, 
physiology, and pharmacology. However, the use of fl uid is less 
mechanically controllable because of its diffusivity. If the fl uid 
evaporates, gas bubbles accumulate, and/or the plastic cap 
degrades then the fl uid may escape, the gas may change the deliv-
ered pressure, or the plastic cap may expand differently, thus creat-
ing inconsistencies between injuries. To increase the longevity of 
the model, the various o-rings must be lubricated and inspected. 

 One notable case of the use of FPI is in modeling epilepsy after 
severe TBI similar to the case of Henry Gustav Molaison (HM). 
After receiving a TBI from a supposed bicycle accident, HM suf-
fered ongoing seizures—post-traumatic epilepsy (PTE). To allevi-
ate the seizures, HM’s medial temporal lobes were extracted. 
Severe FPI (greater than 3 atm fl uid pressure) initiates such sei-
zures in hippocampal structures [ 28 ,  29 ]. Unfortunately, the onset 
of the seizures is often 7–12 months post-FPI. 

       1.    Place the animal in a stereotaxic frame secured by ear bars and 
an incisor bar.   

   2.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates.   

3.3.2  Compression 
Precautions

3.4  Fluid 
Percussion Injury

3.4.1  FPI Procedures
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   3.    Carefully secure a sterile luer-loc needle hub over the exposed 
dura with either skull screws or cyanoacrylate glue.   

   4.    Once secure, fi ll the luer-loc needle hub with saline and cap 
until ready to perform the FPI.   

   5.    Prior to preparing the animal for the FPI, ensure the injury 
settings are appropriate (e.g., pulse duration).   

   6.    At a predetermined time after the preparation of the animal 
luer-loc needle hub, re-anesthetize the animal and then fi ll the 
luer-loc needle hub with saline to ensure consistent pulse and 
avoid air bubbles. Connect the hub to the FPI device.   

   7.    Deliver the impact while measuring the amplitude of the result-
ing pressure pulse using a pressure transducer and wave form 
with an oscilloscope.   

   8.    Remove the animal from the FPI device and cap the hub.      

   Safety concerns include the use of a scalpel for the scalp resection, 
use of a drill for the craniotomy, use of a syringe to remove gases in 
fl uid cylinder, use of electricity to power the hammer, and sutures 
for closing the scalp after the injury.   

   Controlled cortical impact, or rigid percussion model, also falls 
within the penetrating constrained (percussion) direct brain defor-
mation category. CCI is the attempt to solve the limitations of the 
FPI model while maintaining consistency with clinical signs and 
symptoms. Both models utilize a stereotaxic device to constrain the 
animal (rat or mouse in most cases) and ensure a repeatable align-
ment with the impact device. Instead of fl uid, the CCI is delivered 
to the intact dura via an adjustable pneumatic- or weight- drop- 
driven piston (impactor) of variable diameter, thus providing a 
more localized injury. The impactor is mounted to an adjustable 
ruled crossbar that can be rotated to regulate it at different angles. 
In addition to the adjustable diameter and depth, the velocity and 
dwell time of the impactor are adjustable. Depth and velocity of 
impact correlate to pathological severity of the injury. Evidence to 
support a correlation between dwell time and severity of injury is 
not apparent. Although this model alleviates the controllability lim-
itation of the FPI impact, the CCI model still requires a craniotomy 
which causes additional damage to the surrounding cortex area. 

       1.    Prior to preparing the animal for the CCI, ensure that the injury 
settings are appropriate (e.g., depth, velocity, and duration).   

   2.    Place the animal in a stereotaxic frame secured by ear bars and 
an incisor bar.   

   3.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates. Note: It is helpful to align the impactor with 
the craniotomy site prior to removal of the bone.   

3.4.2  FPI Precautions

3.5  Controlled 
Cortical Impact (CCI)

3.5.1  Controlled Cortical 
Impact Procedures
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   4.    Deliver the CCI to the intact dura with a predetermined pen-
etration depth, velocity, and duration.   

   5.    Consider replacing the bone from the craniotomy and sealing 
with either dental cement, or bone wax.   

   6.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for the scalp resection, 
use of a drill for the craniotomy, use of high velocity blunt objects, 
and sutures for closing the scalp after the injury.   

   Vacuum pulse and/or mechanical suction are another type of direct 
dynamic penetrating brain deformation which creates a focal cortical 
injury, without neither hemorrhage nor diffuse injury, by inserting a 
suction force to the intact dura via a plastic plunger of variable diam-
eter. The main benefi t is the reduction of neurochemical cascades due 
to reduced hemorrhaging. Disadvantages include the lack of an 
increase in intracranial pressure (ICP) which is characteristic of most 
TBI and the vacuum may need application for a longer duration than 
most TBI would sustain [ 30 ]. Such a model may be applicable to 
 brain injury   due to asphyxia and/or brain deformation without blood 
vessel damage. For instance, many infants are reported to sustain brain 
injury during birth. The use of medical forceps and vacuum extraction 
increase the occurrence of infant brain injury, both focal and diffuse. 

       1.    Prior to preparing the animal for vacuum/suction injury, ensure 
the vacuum is set appropriately (e.g., 200–250 mm of mercury).   

   2.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar.   

   3.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates.   

   4.    Defl ect the dura and remove the cortex underlying the craniot-
omy site with gentle suction through a fi ne glass Pasteur pipet. 
Suction should be continued until a predetermined depth.   

   5.    Consider replacing the bone from the craniotomy and sealing 
with dental cement, or bone wax.   

   6.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for scalp resection, use 
of a drill for the craniotomy, and sutures for closing the scalp after 
the injury.   

   Other direct dynamic penetrating brain deformation models attempt 
to bypass the primary injury mechanism in order to model aspects of 
the secondary injury such as glial scarring and infl ammation. Fitch 
[ 31 ] modeled such scarring with a zymosan (macrophage activator) 

3.5.2  CCI Precautions

3.6  Vacuum/Suction

3.6.1  Vacuum/Suction 
Procedures

3.6.2  Vacuum/Suction 
Precautions

3.7  Zymosan
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solution delivered to the corpus callosum. Such a model creates cavi-
tation without biophysical components typical of TBI. Not many 
studies appear to use this technique. One potential application of 
this model is the in vivo research regarding the glial scarring process 
and enabling axons to regrow beyond the barrier created by the scar. 

       1.    Prior to preparing the animal for zymosan injection, ensure the 
zymosan solution is prepared and loaded in the needle for 
injection to avoid delays in the procedure.   

   2.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar.   

   3.    Carefully expose the skull and perform a craniotomy at predeter-
mined stereotaxic coordinates by thinning the skull over the area 
to be injected. The area of thinned skull should be approximately 
1 mm by 1 mm per injection site using a hand- held drill. Stop 
when the bone is very thin and the blood vessels in the dura 
become clearly visible. Note: Do not drill through the bone to 
avoid unintended injury to the surface of the brain parenchyma. 
Keep both the skull and exposed dura moist with saline.   

   4.    Carefully perforate the thinned area of skull with a small needle 
(e.g., 27 G).   

   5.    Carefully fl ip up and remove the thinned bone with fi ne-tipped 
forceps.   

   6.    Align the craniotomy site with the tip of the stereotaxic injector.   
   7.    Lower the injector tip until it touches the exposed dura. If 

necessary, cut a small incision in the dura with a 27-G needle 
held at a fl at angle to avoid unanticipated injury.   

   8.    After penetrating the dura, slowly lower the injector tip to the 
predetermined  z  coordinate.   

   9.    Slowly and consistently apply pressure to the injector syringe 
to inject the predetermined volume of zymosan solution.   

   10.    To avoid backfl ow of the zymosan solution, wait for 2–3 min 
before withdrawing the injector.   

   11.    Clean the injection site with moist cotton swabs.   
   12.    Consider replacing the bone from the craniotomy and sealing 

with dental cement, or bone wax.   
   13.    Close the scalp incision with sutures following the injury.      

   Safety concerns include use of a scalpel for scalp resection, use of a 
drill for the craniotomy, use of a syringe to deliver the solution, and 
sutures for closing the scalp after the injury.   

   Focal cortical cryolesion is a direct dynamic model of TBI which 
causes a focal penetrating brain deformation using extreme cold 
[ 31 ]. To avoid the spread of injected liquid nitrogen in the 

3.7.1  Zymosan 
Procedures

3.7.2  Zymosan 
Precautions

3.8  Cryolesion
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freezing process, a pre-cooled probe chilled in liquid nitrogen is 
applied to the brain. This model is usually used when the primary 
mechanism of the brain injury is not the primary aim of the study. 
Instead cryolesion is used to induce local histopathological damage 
consistent with TBI. This particular model of TBI is effective in 
very small organisms (infants) where the other TBI models avail-
able may not otherwise allow for survival. 

       1.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar.   

   2.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates.   

   3.    Precool a metal cylinder in liquid nitrogen.   
   4.    Stereotactically apply the precooled metal cylinder to the pre-

determined region of the brain for a predetermined amount of 
time. Care should be taken to avoid unanticipated injury due 
to too much pressure applied to the precooled cylinder. If the 
duration of cryolesion is long, the cylinder should be fi lled 
with liquid nitrogen to ensure it remains cold for the entire 
duration of the injury.   

   5.    Consider replacing the bone from the craniotomy and sealing 
with dental cement, or bone wax.   

   6.    Close the scalp incision with sutures following the injury.      

   Safety concerns include use of a scalpel for scalp resection, use of a 
drill for the craniotomy, use of liquid nitrogen may cause burns, 
and sutures for closing the scalp after the injury.   

   Stab wounds are easily modeled in many organisms, most popu-
larly in the rodent [ 32 ]. The cortical stab injury (CSI) model is 
homologous to stab TBI in humans, but is seldom used due to the 
relatively low incidence of stab TBI [The main cause of TBI (non- 
military) is automobile accident]. Some studies may opt to skip the 
craniotomy, thus reproducing the effect of stabbing through the 
skull. The main use of this model appears to be in emergency med-
icine where careful removal of the blade to reduce hemorrhage is 
considered paramount for acute TBI management. 

       1.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar.   

   2.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates.   

   3.    Implant and cement a guide cannula at predetermined stereo-
taxic coordinates using a 22 G needle.   

3.8.1  Cryolesion 
Procedures

3.8.2  Cryolesion 
Precautions

3.9  Stab Wounds

3.9.1  Stab Procedures
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   4.    At a predetermined time after implantation of the guide can-
nula, re-anesthetize the animal and thin the skull bone located 
at the appropriate distance from the guide cannula with a 
hand- held drill and stereotactically insert a sterilized razor 
blade to a predetermined depth. Remove the blade after a pre-
determined amount of time.   

   5.    Remove the guide cannula.   
   6.    Consider replacing the bone from the craniotomy and sealing 

with dental cement, or bone wax.   
   7.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for scalp resection, use 
of a drill for the craniotomy, use of high-velocity sharp objects, and 
sutures for closing the scalp after the injury.   

   Epidural mass lesions (EML) are produced with variable infl ation 
and reperfusion of a latex balloon typically inserted epidurally [ 33 ]. 
Such a model mimics the physical effects of hemorrhage and 
infl ammation without the primary mechanism of injury or second-
ary neurochemical cascades associated with infl ammation (e.g., 
cytokines). A specifi c application of this model is in bicycle crashes 
that result in middle meningeal artery transection. A famous case 
for potential EML application is in the death of Liam Neeson’s 
wife, Natasha Richardson, who likely suffered from “walk and die” 
syndrome [walk and die” syndrome is typically due to delayed epi-
dural bleeding] due to a skiing accident in March of 2009. 

       1.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar.   

   2.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates.   

   3.    Stereotactically inject an uninfl ated latex balloon with a mitered 
valve using a microcatheter assembly. Do NOT penetrate the dura.   

   4.    Carefully expand the latex balloon to a predetermined pressure 
in a predetermined amount of time, using air or water supplied 
via a variable pressure waveform generator.   

   5.    Carefully defl ate the latex balloon at a predetermined rate. 
Typically, the rate for infl ation of the balloon is slower and the 
duration of maintaining the infl ation longer when investigat-
ing EML than it is for PBBI.   

   6.    Immediately retract the probe with the latex balloon.   
   7.    Consider replacing the bone from the craniotomy and sealing 

with either dental cement or bone wax.   
   8.    Close the scalp incision with sutures following the injury.      

3.9.2  Stab Precautions

3.10  Epidural Mass 
Lesions (EML)

3.10.1  EML Procedures
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   Safety concerns include the use of a scalpel for scalp resection, use 
of a drill for the craniotomy and sutures for closing the scalp after 
the injury.   

   High-velocity missile (HVM) models are also referred to as cranio-
cerebral missile injuries (CMI) and use actual ballistics fi red into the 
skull at varying distances, while the animal is either constrained or 
unconstrained. This model often utilizes larger organisms such as 
cats [ 34 ,  35 ] and sheep [ 36 ] to mimic the anatomical alterations due 
to large military weapons. The HVM model can vary in caliber of 
the fi rearm used, distance (range) of fi re, and direction of impact 
(entrance and exit). Anterior to posterior paths cause unilateral dam-
age whereas transverse impacts cause bilateral damage. Unfortunately, 
the size of the animals must be large due to the large size of the bal-
listics and resulting cavitation. Resulting hemorrhage may limit sub-
sequent molecular monitoring with increased mortality. 

       1.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar (if constrained).   

   2.    Stereotactically discharge a fi rearm at predetermined stereo-
taxic coordinates.   

   3.    Consider replacing any bone displaced by the ballistic and seal-
ing with dental cement, or bone wax.   

   4.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a controlled weapon and sutures for 
closing the scalp after the injury. It is necessary to perform any experi-
ments involving ballistics in a controlled range approved for animal use.   

   Penetrating ballistic-like brain injury (PBBI) [ 3 ] is the attempt to 
solve the limitations of the HVM models by using infl atable stereo-
taxic implant probes versus actual ballistics. The probe is smaller, but 
proportional to the ballistics used in HVM models to allow for use in 
rodents. The infl atable bladder is adjustable in time and percent. For 
example, 12 % infl ation creates a larger cavity than 5 % infl ation. Some 
researchers opt to leave the skull intact thus replicating the effect of 
the ballistics penetrating the skull on the injury site. A recent applica-
tion of both the HVM and PBBI models is in understanding the case 
of Gabrielle Giffords, a Democratic congresswoman who was shot in 
the head by Jared Laughner. Medical examiners and investigators can 
apply HVM and PBBI research to aid in diagnosing the specifi c path 
of the ballistics, type of ballistics, and resulting pathology.  

       1.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar.   

   2.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates.   

3.10.2  EML Precautions

3.11  High-Velocity 
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   3.    Stereotactically inject an uninfl ated latex balloon with a mitered 
valve using a microcatheter assembly.   

   4.    Carefully expand the latex balloon to a predetermined pressure 
in a predetermined amount of time using air or water supplied 
via a variable pressure waveform generator.   

   5.    Carefully defl ate the latex balloon at a predetermined rate. 
Typically, the rate for infl ation of the balloon is faster and the 
duration of maintaining the infl ation shorter when investigat-
ing PBBI than it is for EML.   

   6.    Immediately retract the probe with latex balloon.   
   7.    Consider replacing the bone from the craniotomy and sealing 

with dental cement, or bone wax.   
   8.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for scalp resection, use 
of a drill for the craniotomy, use of high-velocity blunt or sharp 
objects, and sutures for closing the scalp after the injury.  

   Controlled concussion is similar to CCI without a craniotomy. 
Since the impact is to the skull, the injury is not as well localized 
and often results in subsequent brainstem damage. Many models 
fail to correlate impact with severity [ 6 ,  37 ]. 

       1.    Prior to preparing the animal for the impact, ensure the set-
tings are appropriate (e.g., dwell time, duration, and 
velocity).   

   2.    Leave the animal unconstrained with its head on the custom-
ized cushion.   

   3.    Carefully expose the skull and secure the plate or cone to the 
predetermined location on the skull.   

   4.    Deliver the impact(s) to the intact skull via the plate or cone.   
   5.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for scalp resection, use 
of high-velocity blunt objects, and sutures for closing the scalp 
after the injury.   

   Unconstrained primate and ovine impact acceleration models use a 
piston impactor of variable weight to infl ict head motion similar to 
that of constrained controlled concussion. The rapid acceleration and 
deceleration of the head allow for biophysical evaluation of the injury, 
but are less controllable since the head is free to move rotationally and 
laterally. This head movement creates the characteristic diffuse axonal 
injury but is diffi cult to reproduce unless the animal is at least partially 
restrained. When partially restrained (pseudo-constrained), at the 
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neck, thus only allowing head movement, the animals head can only 
move in one dimension. Application of this model lies primarily in 
transportation-related acceleration and deceleration injuries. 

       1.    Prior to preparing the animal for the impact, ensure that the 
settings are appropriate (e.g., weight and height of drop).   

   2.    Leave the animal unconstrained with its head on the custom-
ized cushion. Typically, unconstrained impact acceleration 
delivers an impact more laterally, whereas the weight drop 
impact is typically more along the midline.   

   3.    Carefully expose the skull and secure the plate or cone to the 
predetermined location on the skull.   

   4.    Deliver the weight drop to the intact skull, or dura if penetrat-
ing, with a predetermined weight from a predetermined height.   

   5.    Consider replacing the bone from the craniotomy and sealing with 
dental cement, or bone wax if investigating a penetrating injury.   

   6.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for scalp resection and 
sutures for closing the scalp after the injury.   

   Marmarou’s weight drop model [ 38 ] is an example of a pseudo- 
constrained acceleration model. In this case, a variable weight is 
dropped from a variable height through a Plexiglas tube to impact 
with the skull of an animal placed on a foam pad. The tube must be 
slightly larger than the weight which allows for uncontrolled lateral 
movement of the weight prior to impact. Some argue that addi-
tional variability is due to the weight rebounding after the initial 
drop thus creating a double injury/impact [ 4 ]. However, this 
rebounding effect can be countered with a barrier that restricts the 
second impact—or bounce. This model is comparable to the con-
trolled concussion in application, but is less controllable. 

 Cernak’s model [ 39 ] attempts to solve the limitations of the 
Marmarou model [ 38 ,  40 ] by using a pneumatic driven steel impac-
tor that is laser guided to a steel disc cemented to the animal’s skull. 
The pneumatic driven impactor is similar to the CCI and is control-
lable in velocity, dwell time and depth. The force is monitored via 
software, ensuring accurate correlation of injury severity and deliv-
ered impact while still replicating clinical signs and symptoms. 

       1.    Prior to preparing the animal for the weight drop, ensure that 
the settings are appropriate (e.g., weight and height of drop).   

   2.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar, or leave unconstrained.   

   3.    Carefully expose the skull and secure the plate or cone to the 
predetermined location on the skull. If investigating a penetrating 
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injury, perform a craniotomy using a trephine drill or some 
other minidrill at predetermined stereotaxic coordinates. Note: 
It is helpful to align the impactor with the craniotomy site 
prior to removal of the bone.   

   4.    Deliver the weight drop to the intact skull, or dura if penetrat-
ing, with a predetermined weight from a predetermined height.   

   5.    Consider replacing the bone from the craniotomy and sealing with 
dental cement, or bone wax if investigating a penetrating injury.   

   6.    Close the scalp incision with sutures following the injury.      

   Safety concerns include the use of a scalpel for scalp resection, use 
of high-velocity blunt objects, and sutures for closing the scalp 
after the injury. In addition to the safety concerns of the Marmarou’s 
model, safety concerns of Cernak’s model include use of a laser 
which may cause eye damage.   

         1.    Prepare the shock tube to the predetermined shockwave and 
overpressure parameters ( see   Note    8  ).   

   2.    Place the animal within or at a predetermined distance from 
the shock tube opening. Consider placing the animal at 20–40° 
lateral to the shock tube axis to avoid unanticipated effects due 
to the exhaust gasses, or blast wind.   

   3.    Consider constraining the head laterally and inferiorly to pre-
vent head rotational acceleration-induced injury.   

   4.    Consider placing a metal cylinder around the body to limit 
shockwave overpressure exposure of the torso.   

   5.    Deliver the shockwave.      

   Safety concerns include the use of high pressure air and cut metal 
membranes which result in sharps. Besides the blast overpressure, 
the pneumatic blast causes a loud noise capable of disrupting hear-
ing in unprotected ears.   

         1.    Prepare the blast tube either with the predetermined explosive 
charge parameters, or in an explosive range ( see   Note    8  ).   

   2.    Place the animal within or at a predetermined distance from 
the blast tube opening, or explosive charge. Consider placing 
the animal at 20–40° lateral to the blast tube axis to avoid 
unanticipated effects due to the exhaust gasses, or blast wind.   

   3.    Consider constraining the head and neck to prevent head rota-
tional acceleration-induced injury.   

   4.    Consider placing a metal cylinder around the body in order to 
limit shockwave overpressure exposure of the torso.   

   5.    Detonate the explosive charge.      

3.17.2  Weight Drop 
Precautions

3.18  Pneumatic
Blast

3.18.1  Pneumatic Blast 
Procedures

3.18.2  Pneumatic Blast 
Precautions

3.19  Live Blast

3.19.1  Live Blast 
Procedures
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       1.    Safety concerns include use of live explosives. Besides the blast 
overpressure, the live blast causes a loud noise capable of dis-
rupting hearing in unprotected ears.       

         1.    Prepare the laser according to the manufacturer’s instructions 
and using the predetermined parameters (wavelength, pulse 
width) based on the animal and specifi c aims of your study.   

   2.    Place the animal in a stereotaxic frame secured by ear bars and 
incisor bar unless the LISW is being infl icting to the ear in 
which case the animal will need to be secured manually or with 
a custom restraint.   

   3.    Carefully expose the skull and perform a craniotomy using a 
trephine drill or some other minidrill at predetermined stereo-
taxic coordinates (if necessary based on the location of the 
LISW).   

   4.    For underwater microexplosion LISW [ 22 ], fi ll the truncated 
ellipsoidal refl ector with physiological saline and gently secure 
against the  brain tissue   within the craniotomy with the scalp. 
Care should be taken to avoid unanticipated injury due to too 
much pressure applied to the truncated ellipsoidal refl ector. 
Deliver the predetermined LISW (single, or multiple pulses).   

   5.    For elastic targeted LISW [ 23 ,  24 ], gently place the black rub-
ber against the brain tissue within the craniotomy. On top of 
the black rubber, smear a thin layer of ultrasound gel. On top 
of the ultrasound gel, place the PET. Care should be taken to 
avoid unanticipated injury due to too much pressure applied to 
the elastic laser target. Deliver the predetermined LISW (sin-
gle, or multiple pulses).   

   6.    Gently remove the underwater microexplosion apparatus, or 
the elastic target. Consider replacing the bone from the crani-
otomy and sealing with dental cement, or bone wax.   

   7.    Close the scalp incision with sutures following the injury.      

   Safety concerns include use of a scalpel for scalp resection, use of 
laser which may cause eye damage, and sutures for closing the scalp 
after the injury.   

   Ultimately, no single “gold standard” model of TBI exists and 
there is overwhelming overlap among the existing models. With 
the abundance of animal models of TBI and the incomplete char-
acterization of each model, data comparison is complicated 
between models. Therefore, the use of multiple models and ani-
mals as well as  common data elements   is encouraged, to expedite 
characterization and to validate results. Although there are a num-
ber of limitations to each animal and each model, the use of mul-
tiple models and multiple animals in combination provides an 

3.19.2  Live Blast 
Precautions

3.20  LISW Blast

3.20.1  LISW Blast 
Procedures

3.20.2  LISW Blast 
Precautions

3.21  Conclusion

Systematic Review of TBI



86

opportunity to explore mass and skull thickness among other scal-
ing effects. Each stakeholder is seeking answers to different ques-
tions that require different approaches. No one model suffi ces to 
fully characterize every type of human TBI possible. Moreover, 
ethics are driving computerized models to replace animal models. 
Thus, one day we may rely on a virtual human to conduct our 
research rather than animal models.   

4          Notes 

     1.    The lighting in the room is an important factor to consider 
while conducting all procedures to avoid shadowing and allow 
for illumination of the subject.   

   2.    Sterile techniques before, during, and after each procedure are 
critical to avoiding secondary effects of infection which can 
interfere with the interpretation of results.   

   3.    Use of pulse oximetry is essential to maintaining a controlled 
experiment involving animal models. A specifi c range of physi-
ological parameters needs to be set and adhered to based upon 
the animal chosen. Should the specifi c physiological range be 
exceeded, the animal should be omitted from the study and 
the rationale should be formally documented.   

   4.    It is advisable to use the same surgeon throughout a study to 
maintain consistency. Should a study involve administration 
of a treatment protocol while surgeries are still occurring, a 
second researcher should be involved to allow the surgeon 
to continue uninterrupted. The second researcher should 
also remain the same, for consistency in treatment 
administration.   

   5.    Consideration to physiological rhythms must be factored into 
planning procedures to ensure that observed effects are due 
to the procedures and not due to naturally occurring biologi-
cal rhythms.   

   6.    Animals should not be returned to the same cage with other 
animals if treating with strategies that can either transfer 
between animals or be tampered with by other animals.   

   7.    Animals should be returned to recovery housing before being 
returned to original housing especially if sharing a cage with 
other animals to avoid startling any cage mates. Consideration 
should be given to isolating animals for the entire testing period 
to avoid acute changes to stress and anxiety-like  behavior  .   

   8.    Aerodynamics and blast tubes characteristics must be fully 
delineated prior to application to any animal studies. Video- 
recording is highly recommended.         
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  Disclaimer 

 The material presented in this chapter does not necessarily represent 
the views or opinions of Booz Allen Hamilton.  
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    Chapter 6   

 Methods of Drug Delivery in Neurotrauma                     

     Ying     Deng-Bryant      ,     Ryan     Readnower    ,     Lai     Yee     Leung    ,     Frank     Tortella    , 
and     Deborah     Shear     

  Abstract 

   The central nervous system (CNS) is protected by blood–brain barrier (BBB) and blood-cerebrospinal- fl uid 
(CSF) barrier that limit toxic agents and most molecules from penetrating the brain and spinal cord. However, 
these barriers also prevent most pharmaceuticals from entering into the CNS. Drug delivery to the CNS 
following neurotrauma is complicated. Although studies have shown BBB permeability increases in various 
TBI models, it remains as the key mitigating factor for delivering drugs into the CNS. The commonly used 
methods for drug delivery in preclinical neurotrauma studies include intraperitoneal, subcutaneous, intra-
venous, and intracerebroventricular delivery. It should be noted that for a drug to be successfully translated 
into the clinic, it needs to be administered preclinically as it would be anticipated to be administered to 
patients. And this likely leads to better dose selection of the drug, as well as recognition of any possible side 
effects, prior to transition into a clinical trial. Additionally, novel approach that is noninvasive and yet cir-
cumvents BBB, such as drug delivery through nerve pathways innervating the nasal passages, needs to be 
investigated in animal models, as it may provide a viable drug delivery method for patients who sustain mild 
CNS injury or require chronic treatments. Therefore, the focus of this chapter is to present rationales and 
methods for delivering drugs by IV infusion via the jugular vein, and intranasally in preclinical studies.  

  Key words     Neurotrauma  ,   Traumatic brain injury  ,   Drug delivery  ,   Intravenous  ,   Intranasal  

1      Introduction 

 Clinically, oral delivery is often preferred as it provides controlled 
and sustained release of drug actions with prolonged dosing inter-
vals, which minimizes patient intervention. After the drug is ingested 
and disintegrated in the gastrointestinal (GI) track, it is absorbed 
prior to entering the bloodstream. However, the biochemical prop-
erties of the drug, and its permeability, stability, and metabolism in 
the biological system, can largely affect its absorption, thus leading 
to decreased bioavailability. In contrast, the most commonly used 
route of administration for preclinical drug studies for traumatic 
 brain injury   (TBI) has been intraperitoneal (IP) or subcutaneous 
(SubQ) delivery. These routes have been favored because of their 
technical ease. Pharmacokinetics (PK) of drugs delivered IP is 



90

similar to those delivered orally because the drug is mainly absorbed 
into mesenteric vessels which empty into the hepatic portal system. 
The drug is then subjected to what is known as the fi rst-pass effect 
which results in drug metabolism before the drug enters the sys-
temic circulation that leads to reduced plasma drug concentrations. 
The SubQ route allows for drugs to be absorbed slowly which can 
achieve prolonged steady-state plasma concentrations of a drug and 
bypass the fi rst-pass effect resulting in higher bioavailability. It 
should be noted that although these systemic routes are easier to 
implement, they carry the caveat of BBB permeability issues. 

 Alternatively, intracerebroventricular (ICV) or intrathecal (IT) 
delivery introduces drugs directly into the CSF, bypassing the BBB 
[ 1 ]. Drugs can then be exchanged freely between the CSF and the 
extracellular fl uid of the brain parenchyma, which could result in high 
drug concentrations in the CNS that cannot be easily achieved by 
systemic therapy. These routes of administration can also circumvent 
systemic adverse effects in cases that drugs are highly toxic. However, 
drug diffusion through the brain parenchyma is very slow, and deliv-
ery through these routes risks inadequate CNS exposure due to the 
rapid turnover of the CSF. More critically, a major drawback of these 
methods is that they require invasive neurosurgical procedures, which 
is not practical in the clinical setting. Relevant to this, preclinical stud-
ies showing drug effi cacy based on data through ICV/IT delivery 
have not been successful in gaining approval for clinical trials. 

 In the TBI patients, the most commonly used route of admin-
istration of a drug would be intravenous (IV) delivery. A well- 
practiced IV approach in modern medicine that also plays an 
important role in the clinics is the IV delivery through jugular 
catheterization. Using the indwelling jugular catheters, medica-
tions, fl uid, blood products, and chemical agents (e.g., radiological 
agents) can be easily administered. Jugular catheterization can also 
provide critical IV access for  trauma   patients when the extremity 
veins are not attainable. In addition to that, the indwelling jugular 
catheter is a viable route for repeated serial blood sampling both in 
clinical and animal studies. As indicated in preclinical drug studies 
using small animals, indwelling jugular catheters have been shown 
to provide blood samples that are superior to other IV sampling 
methods [ 2 – 5 ]. However, how do we translate research from the 
laboratory using IP, SubQ, or ICV/IT route of administration 
into patients using an IV delivery route presents a conundrum in 
the current TBI research. While there is no straightforward answer, 
the most logical approach would be to select drugs which showed 
the most promise in the IP, SubQ, and ICV/IT studies, and then 
repeat these studies using the IV route of administration. 

 A point to emphasize here is the need for intensive PK  profi ling 
when switching routes of administration in preclinical studies. IV 
dosing will result in greater bioavailability, higher maximum con-
centration (Cmax), and shorter time to maximum concentration 

Ying Deng-Bryant et al.



91

(Tmax) than IP or SubQ. Another consideration is that often TBI 
patients may have altered drug metabolism compared to normal 
“healthy” patients which highlights the importance to perform the 
PK studies in injured and sham animals. For example, Hatton and 
colleagues reported that TBI patients receiving cyclosporine A dis-
played an increase in whole blood clearance rates and beta half-life 
compared to transplant and healthy patients [ 6 ]. As such, a viable 
repetitive blood sampling technique is important for successful 
preclinical drug studies for the treatment of TBI. Additionally, 
when dealing with serial bleeding within a relatively narrow time 
window, the welfare of the animals is to be considered as the fi rst 
priority. One advantage of the use of indwelling jugular catheters 
for repeated blood collection is that it causes minimal pain and 
distress to the animal, and the collection can be done while the 
subject is awake and freely moving. Furthermore, blood sampling 
via jugular cannulation can be performed at precise time intervals 
which are important for PK and biomarker analysis. A well-per-
formed jugular vein catheterization usually remains accessible for 
up to 2 weeks, during which time period a large volume of blood 
can be collected, and the lost blood volume can be easily replaced 
by administering normal saline using the same catheter. 

 An important observation following neurotrauma is that there 
is a breakdown of the BBB that would allow for a transient window 
for non-BBB-permeable drugs to gain entry into the CNS [ 7 – 10 ]. 
However, the precise timing of this  BBB   permeability window is 
not completely understood and regions more distal from the site of 
injury (penumbral tissue) are less likely to have overt  BBB   break-
down. Although IV dosing will increase bioavailability, it does not 
ensure that the drug will cross the BBB, which highlights the need 
for a delivery route that is noninvasive, yet capable of bypassing the 
BBB. One of such delivery method is  intranasal   (IN) delivery. This 
route of administration delivers drugs directly into the upper nasal 
passage, requiring no surgical procedures. Drugs then enter the 
brain and spinal cord mainly through the nerves connecting the 
nasal passages to the CNS. Therefore, the direct IN delivery of 
 therapeutics   to the CNS represents a viable, noninvasive method 
for bypassing the  BBB  . Since its fi rst  development   by William 
H. Frey as a delivery method directly targeting the CNS in 1989, 
a growing body of evidence has shown therapeutic effi cacy of IN 
delivery approach across injury and CNS disease platforms [ 11 –
 17 ]. This novel delivery method supports the transport of pep-
tides, proteins, and even  neural stem cells   directly to the brain 
parenchyma [ 18 – 21 ]. Most notably, growth factors with molecular 
weight over 20 kDa have been shown to enter the CNS directly via 
IN delivery [ 22 ]. Using the IN delivery method in animal models, 
researchers have successfully reduced stroke damage, reversed 
Alzheimer’s  neurodegeneration  , reduced  anxiety  , and improved 
memory [ 19 ,  23 – 26 ]. 

Drug Delivery and Neurotrauma
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 The key component of the IN delivery route, the olfactory 
neuronal pathway, traverses the cribiform plate and is surrounded 
by perineurial spaces containing CSF that drains into the local 
lymphatic system [ 27 ]. Once administered intranasally, the ther-
apeutics reaches the CNS mainly through extracellular bulk fl ow 
transport within the channels formed by olfactory sensory neu-
rons, or intracellular axonal transport along nerve connections, 
involving mechanisms such as passive diffusion, receptor uptake, 
or endocytosis [ 28 ]. In addition to the transport through nerve 
pathways, other factors, to include nasal vasculature, CSF, and 
lymphatic system, also contribute to IN drug delivery. 
Collectively, a drug delivered intranasally can enter the CNS 
through more than one pathway, and the exact  mechanism   of 
how a drug is transported into the brain or spinal cord is relevant 
to the biochemical property of the drug, and how it is formu-
lated for IN delivery. Therefore, the careful design of administra-
tion techniques and drug formulation can signifi cantly impact 
the therapeutic  outcome  . Additional consideration for IN drug 
delivery is the nasal cavity, such as the possibility of mucosal irri-
tation and potential variability caused by nasal pathology. With 
regard to that, IN drug delivery method would not be feasible in 
TBI patients who sustained substantial mandibular-maxillary 
fracture concurrent with  neurotrauma  . However, the IN 
approach could be used for chronic therapy after the acute recov-
ery phase is complete, attributing to its technical ease and non-
requirement for any surgical procedures. In that regard, IN 
approach could represent a viable drug delivery method for 
treating concussions, which emphasizes the need for testing 
therapeutics using IN delivery in preclinical studies.  

2    Materials 

       1.    Male adult Sprague Dawley rats (280–320 g; Charles River 
Labs, Raleigh, VA, USA) were used in these experiments.   

   2.    Animals were housed individually under a 12-h light/dark 
cycle in a facility accredited by the Association for Assessment 
and Accreditation of Laboratory Animal Care International.      

         1.    Induction: 4.0 % Isofl urane.   
   2.    Maintenance: 1.5–2 % Isofl urane delivered in breathing air/

oxygen mixture (fraction of inspired oxygen F i O 2  = 0.26).      

       1.    Animals will be induced and maintained with isofl urane 
delivered in breathing air/oxygen mixture (fraction of 
inspired oxygen F i O 2  = 0.30).       

2.1  Animals

2.2  Anesthesia

2.2.1  IV Procedure

2.2.2  IN Procedure
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         1.    Homeothermic heating system (Harvard Apparatus, MA, USA).   
   2.    Stereotaxic frame with dual manipulators (David Kopf 

Instruments, Model 902).   
   3.    Isofl urane vaporizers (Matrix™ VIP 3000) and isofl urane 

(Fluriso™ 502017).   
   4.    Rodent clippers (Oster Golden A5).   
   5.    Cotton-tipped applicator and gauze (Covidien Curity, Catalog 

no. 8884540500), and alcohol pads (VWR Scientifi c, Catalog 
no. 82003-856).   

   6.    Cauterizer (Gemini Cautery Kit, Catalog no. 726067).   
   7.    Heparin saline (20 USP units/ml—sterile) (heparin: Sagent 

Pharmaceuticals, NDC#25021-400-30; 0.85 % saline: RICCA 
Chemical Company, Catalog no. 7200-1).   

   8.    Sterile water for injection, USP 100 ml (VWR Scientifi c, 
Catalog no. 68099-186).   

   9.    Local anesthesia (1 % lidocaine) (MWI/VetOne, Catalog no. 
510213).   

   10.    Antibiotic ointment, 1 oz. tube (Fisher Scientifi c, Catalog no. 
19-082-795).   

   11.    Catheters for cannulation (PE50) (VWR Scientifi c, Catalog 
no. 63019-047).   

   12.    Silastic tubing 0.020 × 0.037 (Fisher Scientifi c, Catalog no. 
11-189-15A).   

   13.    Chloroform for the assembly of IV cannula (Sigma Aldrich, 
Catalog no. 650471).   

   14.    FS-2 silk suture (Fisher Scientifi c, NC9201704).   
   15.    Sterile bone wax (Ethicon, W31G).   
   16.    Syringes (1 ml) (Beckson, Dickson and Company, Catalog no. 

309628).   
   17.    Sterile surgical instruments (fi ne-tip forceps, scissors, micro-

scissors, wound clip applier, microclips, hemostats, blunt- tip 
needle, etc.) (Biomedical Research Instruments, Inc.).      

       1.    Homeothermic heating system (Harvard Apparatus, MA, USA).   
   2.    Nose breather (Harvard Apparatus, Catalog no. 723026).   
   3.    Plexiglas rat body holder (Harvard Apparatus, Catalog no. 

500108).   
   4.    Parafi lm (Fisher Scientifi c, Catalog no. 13-374-10).   
   5.    Cotton-tipped applicator, and gauze (Covidien Curity, Catalog 

no. 8884540500).   
   6.    Timer (Fisher Scientifi c, Catalog no. 06-662-44).   
   7.    Pipette and tips (Fisher Scientifi c).        

2.3  Materials 
for Operating 
Procedure

2.3.1  IV Procedure

2.3.2  IN Procedure
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3    Methods 

       1.    Sterilize all surgical materials via autoclave or vaporization 
with hydrogen peroxide.   

   2.    Assembly of IV cannula: Pre-soak 3.1 cm long segments of 
0.020 × 0.037 silastic tubing in chloroform in a glass vial for 
approximately 5 min under the fume hood. Prepare 13.0 cm 
long segments of PE50 tubing with perpendicular cuts to 
avoid bevels. Use the fi ne-tip forceps to pick up a segment of 
silastic, tap it on a piece of gauze to remove access chloroform, 
and insert one end into the PE50 tubing until they overlap by 
1.0 cm. Let rest untouched until the silastic leader dries. Re- 
measure the silastic leader and trim it down to 2.9 cm long for 
a 300 g rat ( see   Notes    1   and   2  ; Fig.  1a  and Fig.  2 ).

3.1  IV Preoperative 
Procedure

  Fig. 1    The IV cannulation via jugular vein. The IV cannula is constructed using a silastic tubing and a PE50 tubing 
( a ). Tie two silk sutures around the exposed external jugular vein, one loose and one tight, leaving approximately 
1 cm space between the two ligatures ( b ). Insert the silastic leader of the IV cannula into the jugular vein until it 
passes approximately 1 mm beyond the loose suture knot ( c ). Use a trocar to guide the distal end of the IV 
catheter subcutaneously around the right side of the body, and to exit at the dorsal neck region ( d ,  e )       
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       3.    Fill up 1 ml syringe with heparin saline, and attach the syringe 
to the PE50 leader of the IV cannula.   

   4.    Turn on heating blanket for maintaining body temperature.   
   5.    Place the rat in an isofl urane chamber connected to the vapor-

izer for anesthetization.   
   6.    Shave hair over the dorsal head skin, as well as the right ingui-

nal region.   
   7.    Prior to incision, clean the incision sites with swabs of alcohol pads.      

   All surgery must be performed with aseptic procedures, including 
sterile gloves, masks, and aseptic techniques. Research personnel 
must be qualifi ed and trained in all procedures ( see   Notes    3   and   4  ).

    1.    Place the rat on a heating pad in a dorsal recumbent position 
with the head towards the operator. Insert the animal head 
into a nose cone system connected to the isofl urane vaporizer. 
Adjust the isofl urane to 2 %.   

3.2  IV Jugular Vein 
Cannulation

  Fig. 2    While conducting continuous IV infusion, one end of the IV catheter will 
be connected to the infusion pump, and the other end will be connected to a 
swivel via a tether, and secured onto the rat through a harness, allowing free 
movement during dosing       
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   2.    Verify that the animal is completely anesthetized by pinching 
the foot pad.   

   3.    Locate the right external jugular pulse rostral to the right clavicle, 
and make a 1 cm cutaneous longitudinal incision at the inguinal 
region. Remove subcutaneous fat and connective tissues.   

   4.    Locate the external jugular bundle (vein, artery, nerve).   
   5.    Isolate the jugular vein from the bundle using a fi ne-tip forceps.   
   6.    Using the forceps carefully remove superfi cial layer of connec-

tive tissue surrounding the exposed external jugular between 
the junction with the cephalic vein and the rostral boundary of 
the incision site.   

   7.    Place two approximately 9 cm length silk suture underneath 
the external jugular. Gently and fi rmly tie one with double 
knots to occlude the jugular vein anteriorly, and loosely tie the 
other around the jugular vein near the heart, leaving approxi-
mately 1 cm space between the two ligatures (Fig.  1b ).   

   8.    Use fi ne-tip forceps to grasp the external jugular vein, draw it 
slightly toward yourself, and put a small amount of tension on 
the vein to temporally halt any blood fl ow while using micro- 
scissors to make a small incision on the vein between the two 
ligatures (preferably towards the distal end).   

   9.    Insert the silastic leader of the IV cannula which is connected 
to a syringe fi lled with heparin saline for venous cannulation. 
Pass the silastic leader approximately 1 mm beyond the loose 
suture knot and stop (Fig.  1c ).   

   10.    Tie the loose suture knot with gentle tension around the vein 
to fasten the catheter, and withdraw the cannula until the edge 
of the silastic leader anchors against the suture tie.   

   11.    Draw back on the syringe attached to the PE50 leader of the 
IV cannula until a small amount of blood draws up into the 
cannula, and then push syringe back until no blood is visible 
in the cannula.   

   12.    Detach the syringe from the IV cannula and quickly seal the 
end with bone wax before any leak.   

   13.    Guide the distal end of the catheter subcutaneously via a tro-
car, around the right side of the body, and to exit at the dorsal 
neck region (Fig.  1d, e ).   

   14.    Close the incision wound with sterile wound clips ( see   Note    3  ).

              1.    Roll a few pieces of 2 × 2 gauze into a bundle to use as a pillow 
for positioning the rat head.   

   2.    Wrap parafi lm around the cotton-tipped applicator for tempo-
rary nostril occlusion.   

   3.    Turn on the electrical heating pads to achieve 37 °C.      

3.3  IN Preoperative 
Procedure
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       1.    Place the rat in the anesthesia induction chamber with ~2–4 % 
isofl urane in a carrier gas of 70 % air with 30 % oxygen fl owing 
at a rate of approximately 2–4 l/min until it achieves normal 
breathing rate.   

   2.    Remove the rat from the induction chamber, and verify that 
the animal is completely anesthetized by pinching the foot pad.   

   3.    Place the rat on a Plexiglas rat body holder in a dorsal recum-
bent position with the tail towards the operator. Snuggly fi t 
the nose with the nose breather to ensure constant anesthetic 
vapor (Fig.  3a ).

       4.    Place a rolled 2 × 2 in. gauze pillow under the neck to maintain 
a horizontal placement of the head, critical for accurately tar-
geting the cribriform plate (Fig.  3b ).   

   5.    Remove the rat away from the nose breather ONLY for a brief 
period when conducting IN delivery. Rats remain on isofl u-
rane vapor throughout the dosing session until completion.   

   6.    Draw  therapeutics   using pipette with appropriate pipette tips. 
The recommended volume per drop is 3–10 μl.   

   7.    Place the pipette tip opposite the targeted nostril without 
touching.   

   8.    Position the pipette at a 45° angle to the targeted nostril, gently 
press the pipette plunger to dispense a drop of therapeutics, and 
allow it to be naturally inhaled (sniffed up) by the rat (Fig.  4a ).

       9.    While administering therapeutics to the targeted nostril, use 
the cotton-tipped applicator wrapped in parafi lm to occlude 
the other nostril (Fig.  4b ).   

3.4  IN Procedure

  Fig. 3    Rats are placed on a Plexiglas body holder in a dorsal recumbent position with the tail towards the 
operator during IN procedure. The nose is snuggly fi t and aligned with the nose breather to ensure constant 
anesthetic vapor ( a ). Rats will be positioned on their back with a rolled 2 × 2 in. section of gauze under the neck 
to maintain a horizontal placement of the head ( b )       
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   10.    Alternate between the two nostrils with 2-min interval using a 
timer until the full dose is delivered.   

   11.    The recommended dosing volume for a full session is 30–60 μl.       

4         Notes 

     1.    The assembly of IV cannula should be conducted under a fume 
hood due to chloroform vapors.   

   2.    The length of the silastic leader of the IV cannula can vary due 
to the size of the rats: for rats weighing approximately 300 g, 
2.8–2.9 cm is appropriate; the leader can be shorter for smaller 
rats (2.6–2.7 cm for approximately 250 g) or left longer for 
larger rats (3.0–3.1 cm for approximately 350 g or above).   

   3.    Once the IV cannula is placed, it should be either used or fl ushed 
daily with 0.5 ml normal saline to avoid blockage of the cannula.   

   4.    All procedures involving animal use must be reviewed and 
approved by the Institutional Animal Care and Use Committee 
(IACUC). Research is conducted in compliance with the 
Animal Welfare Act, Guide for the Care and Use of Laboratory 
Animals (National Research Council; 8th Edition, 2011), and 
other federal statutes and regulations.         

  Disclaimers 

 The views of the authors do not purport or refl ect the position of 
the Department of the Army or the Department of Defense (para 
4-3, AR 360-5). The authors declare that there are no confl icts of 
interest in this protocol. This research is funded by Combat 
Casualty Care Research Program.  

  Fig. 4    During IN delivery, the therapeutic agent will be drawn up using a pipette and administered at a 45° 
angle to each nostril, alternating every 2 min until the full dose is delivered ( a ). A cotton swab wrapped in 
parafi lm will be used to occlude one nostril while a drop of a therapeutic agent be placed onto the opposite 
nostril, and naturally inhaled (sniffed up) by the rat ( b )       
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    Chapter 7   

 Bridging the Gap of Standardized Animals Models 
for Blast Neurotrauma: Methodology for Appropriate 
Experimental Testing                     

     Pamela     J.     VandeVord      ,     Alessandra     Dal     Cengio     Leonardi    , and     David     Ritzel     

  Abstract 

   Recent military combat has heightened awareness to the complexity of blast-related traumatic brain injuries 
(bTBI). Experiments using animal, cadaver, or biofi delic physical models remain the primary measures to 
investigate injury biomechanics as well as validate computational simulations, medical diagnostics and 
therapies, or protection technologies. However, blast injury research has seen a range of irregular and 
inconsistent experimental methods for simulating blast insults generating results which may be misleading, 
cannot be cross-correlated between laboratories, or referenced to any standard for exposure. Both the US 
Army Medical Research and Materiel Command and the National Institutes of Health have noted that 
there is a lack of standardized preclinical models of TBI. It is recommended that the blast injury research 
community converge on a consistent set of experimental procedures and reporting of blast test conditions. 
This chapter describes the blast conditions which can be recreated within a laboratory setting and meth-
odology for testing in vivo models within the appropriate environment.  

  Key words     Blast  ,   Neurotrauma  ,   Static pressure  ,   Dynamic pressure  ,   Advance blast simulators  ,   Standard 
methods  ,   Animal models  

1      Introduction 

  Research efforts in blast neurotrauma have expanded signifi cantly 
in the past decade. Blast-related traumatic brain injury (TBI) has 
been identifi ed as one of the signature wounds which resulted from 
recent military confl icts. The Department of Defense provided 
TBI statistics which showed the increasing number of diagnoses 
since 2000. In 2011, there were 30,000 reported cases of TBI in 
America’s armed forces, which is nearly three times the amount of 
reported cases in 2005. Various factors have caused the increasing 
number of TBI cases in veterans. First, the transition of warfare 
from traditional tactics, such as bullets and blunt force, to impro-
vised explosive devices (IEDs) has greatly increased the odds of 
TBI affecting service men and women. About 72 % of combat 
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injuries involve explosives in modern warfare [ 1 ]. Next, modern 
body armor and combat medicine improvements protect military 
personnel from injuries that would have been fatal in the past. 
Therefore the soldiers who died from other external injuries most 
likely also sustained TBI that went undiagnosed due to death. 
Lastly, the increased awareness of TBI has consequently increased 
the number of identifi ed cases. Medical professionals are now more 
aware of TBI symptoms, and Congress has required military medi-
cal centers to screen all returning service members for TBI. 

 Blast TBI (bTBI) is a known possible consequence for both 
military personnel and civilians who are exposed to blast. Veterans 
returning from Operations Enduring and Iraqi Freedom, and New 
Dawn (OEF/OIF/OND), are suffering from closed head injuries 
due to blast overpressure (BOP) exposure, with prevalence ranging 
from 15 to 20 % depending on the diagnostic criteria and patient 
population. Blast TBI is the second most cause of injuries from 
BOP, next to amputations. Studies of personnel returned from the 
fi eld have shown that injuries from explosive munitions make up 
increasingly large percentages of casualties, increasing from 50 % in 
the 1990s to more than 73 % today [ 2 ]. Furthermore, nearly 4 out 
of 5 veterans suffering from TBI were classifi ed as mild TBI 
(mTBI), making this injury the hallmark of recent confl icts. A 
study by Murray et al. reported that 88 % of military personnel 
treated at a medical unit in Iraq were injured by IEDs, with at least 
47 % of these injuries involving the head, highlighting the impor-
tance of continuing the research efforts in this area [ 3 ]. To further 
complicate the injury, combat personnel can be exposed to multi-
ple low-level blasts which could lead to the long-term sequelae [ 4 ]. 
The number of these individuals is increasing and poses a major 
long-term challenge to society. Thus, the incidence of TBI and 
psychological health issues in the current veteran population is at 
the forefront when planning for the long-term healthcare of our 
wounded soldiers [ 5 ]. 

 Major concerns of blast-induced mTBI, from the clinical 
standpoint, include no outward signs of injury, delayed onset of 
symptoms, and overlapping symptoms with post-traumatic stress 
disorder (PTSD) and impact-related TBI. Hoge et al. reported 
that of 2525 soldiers, 4.9 % reported an injury with loss of con-
sciousness [ 6 ]. However, in the same cohort 10.3 % reported injury 
with altered mental status, but no loss of consciousness, indicating 
that milder forms of TBI are more prevalent. Additionally, it was 
stated that the incidence of mTBI was associated with exposure to 
high combat intensity situations, one or more explosions, and hos-
pitalization during deployment. Clinical reports have indicated the 
 development   of cognitive associated disorders following blast 
exposure. Majority of these disorders are associated with  anxiety  , 
attention defi cits, memory issues, and problem-solving skills [ 6 –
 11 ]. Most individuals who sustain mTBI return to baseline 
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 cognitive function within weeks. However, delayed onset of these 
symptoms is one of the major issues associated with the diagnosis 
of those affected by TBI [ 12 – 14 ]. Symptoms such as sleeplessness, 
irritability, and distress are seen at an acute stage clinically [ 15 ]. 
Levin et al. screened US veterans returning from Iraq and 
Afghanistan and similarly reported signifi cant increases in PTSD, 
distress, depression, and loss of verbal memory [ 16 ]. Most of the 
long-term issues associated are memory defi cits,  anxiety  , mood 
changes, and substance abuse [ 17 ]. 

 Thus, short- and long-term preclinical studies are vital to give 
an oversight in assessing the extent of behavioral changes and their 
associated long-term pathological sequel. The use of standardized 
animal models for blast  neurotrauma   is required in order to advance 
studies in this fi eld. The lack of standardized preclinical models of 
TBI was highlighted as the number one research gap in the 2012 
Neurotrauma Pharmacology Workgroup established by the US 
Army Medical Research and Materiel Command (USAMRMC) 
[ 18 ]. While animal research is a cost-effective, well-controlled, and 
quick method to initially measure drug safety and effi ciency, if the 
testing methodology is not established and validated for proper 
simulation of the blast environment, the results are futile. 
Furthermore, variability in experimental approaches among blast 
researchers makes comparison of results across laboratories and 
models diffi cult, if not impossible. The goals of this chapter are to 
describe the blast conditions which can be recreated within a labo-
ratory setting and methodology for testing in vivo models within 
the appropriate environment. 

   When designing blast experiments, it is vital to understand the fun-
damental properties of blast waves before attempting to recreate 
these in a laboratory simulation. Several references are available 
which provide a good introduction to the basic physics of blast and 
blast loading of objects [ 19 – 25 ]. Failure to use the well-established 
knowledge of blast physics to design and validate laboratory simu-
lations will likely yield deceptive results and misinformation regard-
ing  blast injury   risk and injury  outcomes  . Misleading data could 
ultimately cause harm such as leading to inappropriate diagnoses, 
treatments, and countermeasures. Since only recently there has 
been acceptance that the brain is damaged when exposed to a blast, 
there is very limited knowledge on the neurological defi cits (behav-
ioral and histological) that occur subsequent to the exposure. 
Preclinical testing is needed to expand the understanding of blast 
TBI. This requires laboratory models that are well controlled, 
reproducible, and cost effi cient. Most importantly, the experimen-
tal model needs to create a real-world environment within the 
laboratory. Thus, simulating a free-fi eld blast wave should be 
undertaken with care and validated before animal research is 
conducted. 

1.1  Blast Physics 
Synopsis

Animal Models of Blast Neurotrauma
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   Figure  1  depicts the early stages of blast wave propagation. When 
a detonation occurs, there is a rapid expansion of the combustion 
product gases seen as the “fi reball.” The leading boundary of the 
expanding fi reball is defi ned as the  contact surface  which can be 
considered to act like a “spherical piston” driving the shock front 
into the surrounding atmosphere. During this early stage of the 
blast wave generation, there is rapid momentum exchange from 
the expanding products to ambient air. The zone within the extent 
of the fi reball expansion is defi ned as the near-fi eld regime, where 
complex and rapidly evolving fl ow conditions produce highly tran-
sient wave dynamics within the fi reball. Although individuals can 
be exposed to near-fi eld blast and survive, considerations for this 
overpressure regime above 10 atm (~150 psi) are beyond the scope 
of this chapter. The mid-fi eld regime refers to the zone beyond the 
fi reball expansion yet still having strong nonuniform wave dynam-
ics typically at overpressures from 10 to 1 atm. Beyond 1 atm, the 
blast wave will generally have equilibrated to a quasi-1D fl ow and 
the classical self-similar shape often characterized as the 
“Friedlander” waveform. The classical blast wave consists of a lead-
ing edge shock front (typically of the order of a micron thick), a 
positive pressure phase with continued expansion to below ambi-
ent levels, and a return to ambient conditions. It is important to 
note that this characteristic wave shape applies to all of the gas 
dynamic conditions in the mid- to far-fi elds; that is, fl ow velocity 
also has a negative phase in which the fl ow reverses and is drawn 
back to ground zero.

   A simplifi ed representation of the static overpressure time- 
waveform developed during a free-fi eld blast wave is depicted in 
Fig.  2  and known as a Friedlander waveform. Blast waves are 
described by several characteristics, with peak pressure, positive 
phase, impulse and duration, and decay constant being the most 
commonly used parameters as used in the Friedlander equation.

   The  peak pressure  (Ps in the diagram) is the level at the shock 
front; the  positive phase  is the time from the shock front to the 

1.1.1  Classic 
Free-Field Blast

  Fig. 1    Schematic of blast wave detonation of an idealized hemispherical high explosive charge showing the 
early growth of the fi reball and air shock wave propagation. The edge of the fi reball of expanding detonation 
products is labeled ‘C’ denoting a gas dynamic contact surface; the primary and secondary shocks are denoted 
as S1 and S2, respectively. The mid- to far-fi eld propagation would develop after the depicted stages and 
generally applies to overpressures below 1 MPa       
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crossing below ambient pressure;  impulse  is measured as the 
integral of pressure and time during the positive phase. The  rise 
time  of the shock from ambient to peak level is exceedingly short, 
on the order of nanoseconds. A defi ciency of the Friedlander 
waveform is lack of proper resolution of the negative phase including 
a secondary shock as will be discussed later.  

   The violent expansion of combustion gases from the detonation 
abruptly pushes the surrounding air, causing it to be compressed as 
well as imparting fl ow velocity and increased temperature. This 
disturbance takes the form of a propagating wave much as a stone 
dropped in a pool will cause a surface wave. Since the fi reball 
expansion from an explosion is so abrupt, the compression wave in 
air will have a shock front. However, it is important to consider 
that all the gas dynamic properties including fl ow velocity, density, 
and temperature, as well as static pressure, change nearly 
 instantaneously through the shock front and subsequent decay of 
a blast  wave   as  would   be experienced at an exposed location. 

 The various terms for “pressure” need to be clarifi ed, as this 
causes confusion when attempting to compare conditions from 
different experimental  methods  .   Static  pressure   (also called side-on 
pressure) refers to the pressure due to the thermodynamic state of 

1.1.2  Blast Wave 
Propagation and Pressures

  Fig. 2    Classical free-fi eld blast wave, referred to as the “Friedlander waveform,” is a simplifi ed representation 
of the variation through time of static pressure for a classical free-fi eld blast wave as would be measured at a 
fi xed location passed by the blast. It does not account for refl ection against the ground or other naturally occur-
ring anomalies. In general, the classical free-fi eld blast wave is characterized by a single high-pressure pulse 
followed by a rapid exponential decrease of the overpressure. The pulse is terminating with a period of nega-
tive overpressure before returning to ambient conditions       
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 the   gas, as in  P  =  ρRT  for an ideal gas, where  ρ  is the density,  R   the   
gas constant, and  T  the temperature. Static pressure can be consid-
ered the crushing force of the blast wave and can be measured 
perpendicular to the fl ow direction such that it does not impede 
the fl ow.   Dynamic  pressure   is the specifi c kinetic energy of the fl ow, 
½  ρv   2  , where  ρ  is the local fl ow density and  v  its velocity. Dynamic 
pressure is sometimes referred to as the “ blast   wind” and for cer-
tain conditions is the major  cause   for blast displacement of objects 
as opposed to the static pressure causing crushing action. Although 
 dynamic pressure   cannot be measured directly, within certain 
assumptions it can be calculated as the difference between  stagna-
tion  and   static  pressure  .  Stagnation or total  pressure is the combi-
nation of the static and dynamic pressures and can be measured by 
a specially shaped probe.  Refl ected  pressure is the peak pressure 
experienced at surface exposed to the shock front and is a function 
of the incident shock strength and its angle to the surface. The 
refl ected pressure is always higher than the stagnation pressure, 
and due to the phenomena of Mach refl ection maximum refl ected 
pressures can develop at angles less than normal incidence. The 
 imparted loading  on a structure is determined by the structure’s 
geometry and the combination of the refl ected, stagnation, 
 dynamic  , and  static   pressures, which vary over time during the 
refl ection/diffraction phase. There is a splitting of energy between 
the static and dynamic pressures in blast waves which change with 
distance from the source. For example, in the far-fi eld when the 
blast weakens to its acoustic limit, there is negligible  dynamic pres-
sure   in the wave; near the fi reball dynamic pressure is about 50 % 
higher than the static overpressure. When a blast wave refl ects and 
diffracts over an object, highly spatially and temporally variant 
pressures develop over the surfaces due to the combination of 
these incident fl ow conditions. This transient surface loading 
imparts stress waves through the materials and ultimately causes 
damage to the target and global motions. Figure  3  depicts pres-
sures created when a structure is exposed to shock fl ow.

   In terms of physiological importance, the imparted loading is 
determined by the static (Ps) and dynamic (Pd) pressures of the 
blast wave and the structure’s geometry during the refl ection/dif-
fraction phase. This loading will vary dramatically around the struc-
ture and through time. Therefore the combined static and  dynamic 
pressure   conditions through time are critical. Simplistically, the 
single best parameter to defi ne the loading conditions imparted by 
a blast wave is the peak refl ected pressure Prefl  = 2Ps + 2.4Pd [ 26 ]. 

  Shock wave   interaction with objects is usually extremely com-
plex involving highly transient, high-rate loading typically in the 
timescale of milliseconds. The fact that the shock front involves an 
effective step-increase in pressure is often cause for damage or 
injury that would not occur had that same pressure been applied 
rapidly by any other means. As presented above, when a shock 
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wave interacts with an object, any surface normal to the propagating 
shock wave will experience localized refl ected pressures which will 
often exceed severalfold the incident pressure. Also, as the  shock 
wave   traverses the object, the wave diffracts around and possibly 
refracts into the material according to its material properties and 
geometry, causing abrupt nonuniform loading and stresses includ-
ing zones of underpressure. Depending on the size and shape of 
the object, the  shock wave   may cause large shifting pressure dif-
ferentials on the object’s surfaces.   

   Shock waves cover a broad category of gas dynamic disturbances in 
compressible gases which can include standing and quasi-steady 
waves. In fact, most studies of shock waves are in connection with 
supersonic aerodynamics, other quasi-steady fl ows, or to assess the 
molecular kinetics through the shock front itself. Laboratory appa-
ratus devised in the 1950s to study the effects of such gas dynamics 
include the conventional shock tube and blow-down supersonic 
wind tunnel. However, a blast wave is a particular type of  shock 
wave   distinguished by being a propagating or traveling wave 
 generated by an explosive event. A “classical” blast wave in air, as 
might be generated from the idealized detonation of TNT, has a 
characteristic decay profi le with time as previously described in 
Fig.  2 . Although a conventional compressed-gas-driven shock tube 
can generate a traveling  shock wave   with decaying profi le, this can 
only be achieved with careful setup and only partially simulates 
blast-wave exposure conditions [ 27 – 29 ]. Different methods can 
be undertaken to create simulated blast waves within a shock tube, 
for example detonation of small charges, the ignition of fuel/air 
mixtures, or rupture of a membrane in a compressed gas driver. 

1.2  Laboratory 
Simulations of Blast

  Fig. 3    In classical aerodynamic fl ow over an obstacle, the dynamic and static 
pressures vary over the surfaces causing lift and drag       
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The majority of laboratories conducting shock tube tests use the 
compressed gas method as it has many advantages such as ease and 
repeatability of trials. For this reason, this method for creating 
shock waves within a gas-driven shock tube will be discussed. 

   A conventional constant-area shock  tube   consists of two pipe sec-
tions separated by a frangible membrane. The high-pressure region 
is called the “driver” section and the low-pressure region is called 
the “driven” section. The driver is fi lled with gas which is pressur-
ized until the frangible membrane ruptures by overpressurization 
or means of a puncturing device. Figure  4  shows the consequent 
development of the shock fl ow conditions after rupture of the dia-
phragm and the transition of gas phases during testing.

   The expansion of the high-pressure gas generates a shock 
front, and the boundary between driver and driven gas is the con-
tact surface as previously described in the case of high-explosive 
gases. However, the conditions of the expanding compressed gas 
from an ST driver are quite different than those of detonation 
products, and due to the geometry of the ST the wave dynamics do 
not replicate those of explosive blast. At a considerable distance 
from the diaphragm the  shock wave   profi le will evolve such that it 
can approximate that of the positive phase of explosive blast [ 27 ]. 
When the shock wave reaches the open end of the tube it is refl ected 
as a rarefaction (expansion) wave that propagates back upstream. 
The pressure reduction due to this rarefaction is associated with an 
increase in outfl ow velocity. The open-end rarefaction will be suf-
fi ciently strong that the fl ow becomes overexpanded and a recom-
pression shock develops at its tail  traveling   upstream. Specimens 
subjected to the end rarefaction will be exposed to anomalous con-
ditions of exaggerated outfl ow and a recompression shock striking 
from the rear ( see   Note 1 ). Therefore, for conventional ST with no 
end-wave elimination, there is a narrowly defi ned section within 
the tube that can be used to approximate conditions of the positive 
phase of explosive blast. 

 Therefore, a conventional ST does not intrinsically generate a 
shock wave replicating that of a free-fi eld explosion. To approxi-
mate loading conditions associated with a free-fi eld blast wave, a 
test specimen has to be placed at a specifi c location in the tube 
where the various waves interact to create a profi le similar to that 
of the positive phase of explosive blast. The design of any experi-
ment must account for the anomalies of ST wave-dynamics con-
tact surface, rarefaction from the driver, rarefaction from the 
open end of the tube, and its trailing recompression shock [ 30 ]. 
In actual high-explosive blast, the initial overexpansion of the 
detonation products causes a negative phase. At the same time it 
may also expose the specimen to a secondary shock of lower mag-
nitude and in the same direction as the fi rst shock, away from the 
blast source.  

1.2.1  Conventional 
Shock Tubes (ST)
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   In order to eliminate anomalous artifacts of conventional ST, the 
advanced blast simulator (ABS) has been recently designed. The 
 ABS   is a specially modifi ed ST designed to intrinsically replicate all 
the key features of blast wave fl ow conditions, including the negative 
phase and secondary shock. One specifi c difference between ST and 
 ABS   is the addition of an  end - wave eliminator  (EWE). The EWE is 
required to mitigate the immediate expansion of the fl ow at the end 
of test section upon exiting. The EWE consists of a dump tank that 

1.2.2  Advanced Blast 
Simulators

  Fig. 4    Schematic depiction of the  development   of the gas dynamic fl ow conditions within a constant-area 
shock tube. The spatial distribution of gases are represented by color. At time 0, the driver is fi lled with high 
pressure gas which is separated from the driven section fi lled with ambient air by a frangible membrane. Once 
the membrane ruptures ( t  1 ), the high-pressure gas expands into the driven section creating the shock front. In 
addition, the high-pressure gas refl ects off the rear wall of the ST and creates a rarefaction wave       
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can contain the expanding gases from entering the lab space and at 
the same time creates some overpressure refl ection that counteracts 
the rarefaction wave. The dump tank includes some manner of baf-
fl ing to break up the venting shock front. Regarding the neutraliza-
tion of waves traveling back up the device, the dump tank can be 
modifi ed with a diffusing mesh insert to best distribute the resultant 
loading and divert forces radially (vs. axial). Without an EWE, a 
series of unintended shock and rarefaction waves will reverberate the 
length of the chamber imparting accumulated injuries to the speci-
men, unlike the intended single-pulse event. The  ABS   driver is also 
tailored to have a wedge-shaped chamber with an appropriate diver-
gent angle which provides the conditions for a secondary shock to 
develop. These modifi cations of the conventional ST allow for the 
creation of a shock wave in the test section that more accurately 
represents the essential characteristics of a blast wave in the far-fi eld 
regime. In reality, the strength of the negative phase and position 
and strength of the secondary shock of an actual blast wave are vari-
able (~25 %) due to difference in explosive combustion of various 
explosives which can also be adjusted with the ABS. Figure  5  com-
pares static profi les within a conventional ST and the ABS.

2         Materials 

   Male adult Sprague Dawley rats (250–300 g) from Harlan Labs 
(San Diego, CA, USA) are used for these experiments. Animals are 
acclimated to 12-h light/dark cycle with food and water provided 
ad lib in an Association for Assessment and Accreditation of 
Laboratory Animal Care (AAALAC)-approved facility. Approval 
from the Institutional Animal Care and Use Committee is granted 
prior to all procedures.  

2.1  Animals

  Fig. 5    Comparing static profi les within a conventional ST and the ABS. Pressure profi les at the same monitoring 
station before ( left ) and after ( right ) the installation of an EWE at the open end of the tube. Several features 
entirely atypical of blast waves are present in the  ST profi le  and disappear in the  ABS  plot       
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   The animals are anesthetized with a continuous fl ow of 3 % 
isofl urane and 60 % oxygen for 5 min.  

      Compressed gas (helium preferred).  

 ●    ABS   (Driver section, test section, end-wave eliminator).  
 ●   Membrane (Acetate, Mylar, Vinyl, Metal; Grafi x Plastics, 

Cleveland, OH, USA).  
 ●   Pressure sensors (PCB Piezotronics Inc., Depew, NY, USA).  
 ●   Signal conditioner (PCB Piezotronics Inc., Depew, NY, USA).  
 ●   Dash 8HF data acquisition system (Astro-Med, Inc, West 

Warwick, RI, USA).  
 ●   Animal sling holder (Custom made from mesh).  
 ●   High-speed video camera (Phantom Miro eX2, Vision 

Research, Wayne, NJ, USA).  
 ●   Physiological  monitoring   system (Nonin PulseSense VET 

Pulse Oximeter, Henry Schein Inc. Melville, NY, USA).      

3    Methods 

   Our established rodent model of primary blast-induced  neu-
rotrauma   has provided evidence of behavioral and  cognitive defi -
cits   as well as  neuropathology   following blast exposures [ 31 – 33 ]. 
Our translational model uses an  ABS   located at the Center for 
Injury  Biomechanics   at Virginia Tech (Fig.  6 ).

   The  ABS   maintains the two separate chambers: the driver and 
the driven section separated by a frangible membrane (for more 
details on suitable membrane options  see   Note 2 ). An EWE is incor-
porated at the end of the ABS, preventing refl ecting artifacts. The 
system is activated by helium to generate a shock front and blast over-
pressure. Animals are anesthetized with an induction of isofl urane 

2.2  Anesthesia

2.3  Materials 
for Testing

3.1  Standardizing 
In Vivo Blast 
TBI Models

  Fig. 6    Advanced blast simulators (ABS) have been specifi cally designed to intrinsically replicate all the key 
features of blast wave fl ow conditions, including the negative phase and secondary shock       
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and subsequently positioned within mesh sling positioned inside the 
 ABS   test section. A blast wave is produced with compressed helium 
and calibrated acetate sheets (Grafi x Plastics, Cleveland, OH). 
Helium is chosen over compressed air as it will cause a shock wave 
profi le that will result in an initial increased amplitude, a steeper decay 
rate, reduction of the negative pressure phase, and a delay in the 
 upstream   shock [ 30 ]. Three  static pressure   measurements are col-
lected along the test section at 250 kHz using a Dash 8HF data 
acquisition system (Astro-Med, Inc, West Warwick, RI) and peak 
overpressure is calculated by determining wave speed (m/s) at the 
specimen position (for more details on pressure measurement opti-
mization  see   Note 3 ). Wave profi les are verifi ed to maintain consis-
tent exposure pressures between subjects. A mesh sling was used to 
hold the animal during the exposure that allows for minimal hin-
drance of the wave through the tube. If an animal is not harnessed 
properly, there is a chance for tertiary injuries occurring from blunt 
impact with a rigid surface. However, isolating the primary injury is 
not always the focus. For example, groups have studied the com-
bined effect of primary and quaternary blast effects in what is referred 
to as a burn-blast model [ 34 ]. In any study, methods can be utilized 
to create a spectrum of isolated and combined injury modes. 
However, it is important to remember that the animal and restraining 
system should be less than 20 % blockage of  ABS   in order to maintain 
optimal  shock wave   development ( see   Note 4 ).   

4    Notes 

 There are several important aspects of the blast procedures that need 
further extrapolation in order to help standardize methodology 
between labs. Four major points are highlighted and discussed below.

    1.     Placement of specimen : “ Inside  vs.  Outside .” As a fi rst note, it is 
imperative to expand discussion on the location of animal place-
ment during testing. Some groups have previously reported data 
from blast neurotrauma studies which have tested animals 
directly outside a conventional ST and suggested that this 
method of testing live animals was appropriate for primary  blast 
injury   studies [ 35 – 43 ]. When reviewing blast physics principles 
and  shock wave   development within a conventional ST, it is 
clear that placing a specimen directly outside the ST is not the 
appropriate setting if primary  blast injury   simulation is intended. 
The combination of the emerging  shock wave   and venting gas 
from the ST causes the formation of a vortex and high fl ow 
velocity region called end-jet. Venting jet-fl ow phenomena from 
STs are well known from theory, experiment, and computational 
 modeling   [ 44 – 49 ]. In fact, an immediate fl ow transition takes 
place as the shock exits from the open end (Fig.  7 ).
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   Intense rarefactions from the open end dramatically drop the 
 static pressure   and accelerate the gas outfl ow generating a colli-
mated jet stream having extreme dynamic pressure. The gas 
dynamic conditions near or beyond the open end are entirely 
unlike those of free-fi eld explosive blast particularly with respect 
to the partitioning of  static  and   dynamic  pressure  . Although there 
is a nonuniform diffracting shock front to the venting fl ow fi eld, 
the primary loading conditions for a target within the jet do not 
represent those of a propagating  shock wave   at all. Studies that 
include the testing of specimens directly outside of the ST in- line 
with the end-jet fl ow subject the specimen to loading artifacts that 
are not associated with explosive blast. These artifacts will create 
exaggerated “throw” forces, causing physical trauma to specimens 
that does not reproduce the actual  mechanisms   of injury in blast 
which is primarily a severe transient “crushing” action. Results 
from blast TBI studies which involve testing specimens in the 
end-jet fl ow must be treated with skepticism. Furthermore, it can 
be shown that ST are capable of replicating what may appear to be 
credible static pressure–time records for explosive blast yet are 
entirely incorrect with regard to the other gas dynamic condi-
tions. This leads to serious misrepresentation of specimen loading 
and injury interpretations.   

EARLY DEVELOPMENT OF SHOCK-TUBE EXIT FLOW

[Upper and lower left]

[Upper right]

A:  Diffracting shockwave exiting from the tube has very short duration and very
      non-uniform strength with direction from the shock-tube exit although it may
      appear ‘spherical’
B:  Rarefaction fronts implode on the axis at the exit and head up the tube
C:  The collision zone of the imploding rarefactions produces a pocket of
      sub-atmospheric pressure but very high flow velocity at the exit
D:  Due to the high shear and pressure differential formed at the end lip of the tube,
      a toroidal vortex (analogous to a ”smoke ring”) is generated and shed from the
      end of the tube moving with the jet of venting shock-tube gas
E:  Due to the effect of the rarefactions, an  overexpanded jet is developed and
      standing recompression shocks develop at the exit which will eventually
      propagate up the tube
F:  slipstream developed by high gradient in  shock strength along shock front

A

A
D

D

B’

B
C

F

F

E

Blast CFD result showing the high gradients In pressure due to the vortex and
non-uniform front of the diffracting shock wave

  Fig. 7    Combination of the emerging shock wave and venting gas from the ST causes of the formation of a 
vortex and high fl ow velocity region called end-jet. Image provided by Dyn-FX Consulting       

 

Animal Models of Blast Neurotrauma



114

   2.     Membranes ,  driving gas, and fl ow . A number of factors affect 
the performance and output of ST and  ABS   such as size, shape, 
driving gas, driven gas, temperature, humidity, membrane 
material, and membrane thickness. Each of these factors should 
be standardized to maintain consistency between testing. The 
matter of nonideal membrane rupture is too often overlooked 
and yet greatly affects the  shock wave   generation. Even a care-
fully staged ST experiment will typically produce less than half 
the theoretical shock levels due to losses associated with poor 
diaphragm performance, turbulence, and boundary-layer 
effects. Serious waveform complications and fl ow losses are 
caused if remnants of the membrane remain attached at the wall 
and obstruct the outfl ow from the driver. The choice of mem-
brane material, thickness, reinforcement, as well as clamping 
technique and rupture method are important in controlling 
 shock wave   amplitudes and waveform. Three widely used mem-
brane materials are Mylar, acetate, and thin metal foils, espe-
cially aluminum; each of these behaves differently [ 50 ]. 
Frangible mesh reinforcements can also be used to support dia-
phragms and greatly extend the shock pressures for any particu-
lar diaphragm. They offer less energy expended opening the 
diaphragm, less diaphragm fragmentation, and less obstruction 
of the fl ow due to the mesh. The type and temperature of driver 
gas used to generate the  shock wave   is another factor which can 
affect wave profi les; compressed air, nitrogen, and helium are 
common. Helium is a more effi cient gas than air as a driver gas, 
and provides a higher peak overpressure and shorter duration 
for the same driver pressure. The rate of gas fi lling of the driver, 
which can be affected by the residual pressure in the supply-gas 
tank, can also affect diaphragm performance; slow fi ll rates will 
often yield poor or irregular diaphragm ruptures. Therefore, it 
is important to monitor the pressure of the supply gas tank and 
ideally computer-control the fi lling of the driver to ensure a 
rapid steady fi ll rate. A pressure gauge can be used to ensure 
that a consistent hydraulic clamping force is applied between 
the driver and driven sections to ensure repeatable ruptures and 
minimize potential gas leaks (for manually bolted diaphragm 
clamping, a torque-wrench can be used to ensure uniform con-
sistent clamping pressure). Furthermore, it is important to note 
that the shock pressures at the test location will vary with 
changes in temperature and in some cases the accumulation of 
driver gas in the test section. Overall, maintaining records on all 
aspects of the testing environment may seem tedious, but is key 
to generating reproducible data.   

   3.     Importance of recognizing sensor limits and reporting pressures . 
As described earlier, a blast wave exposure includes prescribed 
conditions for static and  dynamic pressure   which should be 
 verifi ed in any simulation. It is important to note that  static , or 
side-on, overpressure is easiest to measure in blast fi eld trials 
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and has been compiled in databases and main references in 
“energy-scaled” terms as the key descriptor for blast conditions 
from a designated charge. Unfortunately, an  outcome   of such 
references quantifying only the  static pressure   waveforms for a 
designated blast threat is that readers new to the area, who 
have not fully researched the subject, infer that this is the only 
relevant gas dynamic parameter necessary to replicate in blast 
simulations. Various pressure sensors can be used to measure 
static and total (or stagnation) pressures in experiments from 
which the dynamic pressure conditions can be derived.  Static 
pressure   can be measured using a shock-pressure sensor 
mounted fl ush to the wall of the ABS. However, traces from 
some models of wall-mounted gauges can be affected by wall 
vibration during testing. These fl uctuations are not gas dynamic 
disturbances and hence do not represent anomalous loading of 
the specimen but confuse the  monitoring   of exposure condi-
tions. It is recommended to assess  shock wave   exposure condi-
tions by means of a Pitot-static “pencil” sensor which is stood 
away from the wall and close to the specimen. This sensor is 
called a Pitot-static probe since it measures both the total pres-
sure and static pressure via separate ports. Such a probe can be 
mounted by means of an aerodynamic “sting” to be close to 
the specimen.  An   important attribute of using such a probe is 
that the arrival time of the shock front at each sensor allows 
tracking of the shock speed from which an analytic solution 
can be determined for the peak shock levels to complement 
those measured by the sensors themselves. The analytic solu-
tion for peak shock levels is obtained from the Rankine-
Hugoniot relations. The speed of the shock front can also be 
measured by multiple pressure sensors placed along the wall of 
the test section. After calculating the theoretical equations for 
static and dynamic pressures, the results should be reported 
with data .   

   4.     Blockage of the shock fl ow . In free-fi eld blast exposures a uniform 
shock front fully envelops the specimen, and it is this full 
“wrap- around” loading of the  shock wave   refl ection/diffrac-
tion process which imparts the distinctive stresses and momen-
tum transfer of actual blast/target interactions. Pressures at 
the front of the specimen continue to be affected by the free-
fi eld shock wave as it diffracts around the sides. Proper simula-
tion of the loading dynamics requires having a uniform incident 
shock front which is several “body widths” on either side of the 
target. It is not valid blast load conditions to expose only a por-
tion of a target which will produce a “focal” exposure. In addi-
tion, if the specimen and holding fi xture signifi cantly block the 
 shock wave   fl ow, refl ective waves will develop. These refl ective 
waves can be amplifi ed due to convergence on the speci-
men, imparting complex loading unlike the free-fi eld case. It is 
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advisable that the specimen and holding fi xture should present 
less than 20 % area blockage in order to replicate free-fi eld con-
ditions for animal testing. If large specimens are required, 
expansion sections are often incorporated. These sections allow 
for widening of the test section in order to accommodate larger 
targets; however, magnitude of  shock wave   will be affected.         

   References 

    1.    Owens BD, Kragh JF Jr, Macaitis J, Svoboda 
SJ, Wenke JC (2007) Characterization of 
extremity wounds in OIF and OEF. J Orthop 
Trauma 21:254–257  

    2.    Macgregor AJ, Dougherty AL, Galarneau MR 
(2011) Injury-specifi c correlates of combat- 
related traumatic brain injury in Operation 
Iraqi Freedom. J Head Trauma Rehabil 
26:312–318  

    3.    Murray CK, Reynolds JC, Schroeder JM, 
Harrison MB, Evans OM, Hospenthal DR 
(2005) Spectrum of care provided at an eche-
lon II medical unit during Operation Iraqi 
Freedom. Mil Med 170:516–520  

    4.    Elder GA, Mitsis EM, Ahlers ST, Cristian A 
(2010) Blast-induced mild traumatic brain 
injury. Psychiatr Clin North Am 33:757–781  

    5.    Hoffman SW, Harrison CR (2009) The inter-
action between psychological health and trau-
matic brain injury: a neuroscience perspective. 
Clin Neuropsychol 8:1400–1415  

     6.    Hoge CW, McGurk D, Thomas JL, Cox AL, 
Engel CC, Castro CA (2008) Mild traumatic 
brain injury in U.S. soldiers returning from 
Iraq. N Engl J Med 358:453–463  

   7.    Arciniegas DB (2011) Addressing neuropsychi-
atric disturbances during rehabilitation after 
traumatic brain injury: current and future meth-
ods. Dialogues Clin Neurosci 13:325–345  

   8.    Belanger HG, Kretzmer T, Yoash-Gantz R, 
Pickett T, Tupler LA (2009) Cognitive sequelae 
of blast-related versus other mechanisms of 
brain trauma. J Int Neuropsychol Soc 15:1–8  

   9.    Halbauer JD, Ashford JW, Zeitzer JM, 
Adamson MM, Lew HL, Yesavage JA (2009) 
Neuropsychiatric diagnosis and management 
of chronic sequelae of war-related mild to 
moderate traumatic brain injury. J Rehabil Res 
Dev 46:757–796  

   10.    Riggio S (2011) Traumatic brain injury and its 
neurobehavioral sequelae. Neurol Clin 29:35–47  

    11.    Warden D (2006) Military TBI during the Iraq 
and Afghanistan wars. J Head Trauma Rehabil 
21:398–402  

    12.    Rohling ML, Meyers JE, Millis SR (2003) 
Neuropsychological impairment following 

traumatic brain injury: a dose response analysis. 
Clin Neuropsychol 17:289–302  

   13.    Kochanek PM, Bauman RA, Long JB, Dixon 
CR, Jenkins LW (2009) A critical problem 
begging for new insight and new therapies. 
J Neurotrauma 26:813–814  

    14.    Cawley PJ, Mokadam NA (2010) Delayed com-
plications from exposure to improvised explo-
sive devices. Ann Intern Med 153:278–279  

    15.    Miller G (2011) Neuropathology. A battle no 
soldier wants to fi ght. Science 29:517–519  

    16.    Levin HS, Wilde E, Troyanskaya M, Petersen 
NJ, Scheibel R, Newsome M, Radaideh M, Wu 
T, Yallampalli R, Chu Z, Li X (2010) Diffusion 
tensor imaging of mild to moderate blast- 
related traumatic brain injury and its sequelae. 
J Neurotrauma 27:683–694  

    17.    Heltemes KJ, Dougherty AL, MacGregor AJ, 
Galarneau MR (2011) Alcohol abuse disorders 
among U.S. service members with mild trau-
matic brain injury. Mil Med 176:147–150  

    18.    Diaz-Arrastia R, Kochanek PM, Bergold P, 
Kenney K, Marx CE, Grimes CJ, Loh LT, 
Adam LT, Oskvig D, Curley KC, Salzer W 
(2014) Pharmacotherapy of traumatic brain 
injury: state of the science and the road for-
ward: report of the Department of Defense 
Neurotrauma Pharmacology Workgroup. 
J Neurotrauma 15:135–158  

    19.   Bethe HA, Fuchs K, Hirshfelder JO, Magee 
JL, Peierls RE, von Neumann J (1947) Blast 
wave. Los Alamos Scientifi c Laboratory, 
LA-2000, Physics & Mathematics, TID-4500, 
13th edn., Suppl  

   20.    Brode HL (1959) Blast wave from a spherical 
charge. Phys Fluids 2:217  

   21.    Dewey JM (1971) The air velocity in blast 
waves from T.N.T. explosions. Proc Roy Soc 
Lond A 324:275–299  

   22.   Sternberg HM, Hurwitz H (1976) Calculated 
spherical shock waves produced by condensed 
explosives in air and water. Proc. 6th Symp (Int) on 
Detonation, ACR-221, Offi ce of Naval Research, 
Arlington VA, NSWC, White Oak, 528–39  

   23.   Glasstone S, Dolan PJ (1977) The effects of 
nuclear weapons, 3rd edn., US Dept of Defense 

Pamela J. VandeVord et al.



117

& Energy Research & Development Agency. 
Available at:   http://www.atomicarchive.com/
Docs/Effects/index.shtml      

   24.    Kingery CN, Bulmash G (1984) Airblast param-
eters from TNT spherical air burst and hemi-
spherical surface burst, ARBRL-TR-02555. 
Ballistic Research Laboratory, Aberdeen Proving 
Ground, MD  

    25.    Glass II, Hall JG (1959) Handbook of super-
sonic aerodynamics, Section 18 Shock tubes. 
NAVORD Report, vol 6. Bureau of Ordnance 
Publication, Washington, DC, p 1488  

    26.    Iremonger M (1997) Physics of detonations and 
blast-waves. In: Cooper GJ, Dudley HAF, Gann 
DS et al (eds) Scientifi c foundation of trauma, vol 
1. Butterworth-Heinemann, Oxford, pp 189–199  

     27.    Celander H, Clemedson CJ, Ericsson U, 
Hultman H (1955) The use of compressed-air- 
operated shock tube for physiological blast 
research. Acta Physiol Scand 32:6–13  

   28.    Celander H, Clemedson CJ, Ericsson UA, 
Hultman HI (1955) A study on the relation 
between the duration of the shock wave and 
the severity of the blast injury produced by it. 
Acta Physiol Scand 33:14–18  

    29.    Richmond DR, Wetherbe MB, Taborelli RV, 
Sanchez RT, Sherping F, Goldizen VC, White 
CS (1959) Shock tube studies of the effects of 
sharp-rising, long-duration overpressures on 
biological systems. Progress Report AEC 
Contract No. AT(29-1)-1242, TID-6056. The 
Lovelace Foundation for Medical Education 
and Research, Albuquerque, NM  

     30.   Ritzel DV, Parks SA, Roseveare J, Rude G, 
Sawyer T (2011) Experimental blast simulation 
for injury studies. NATO/RTO HFM-207 
Symposium, Halifax, Canada  

    31.    Cho HJ, Sajja VSS, VandeVord PJ, Lee YW 
(2013) Blast induces oxidative stress, infl am-
mation, neuronal loss and subsequent short- 
term memory impairment in rats. Neuroscience 
3:9–20  

   32.    Sajja VSS, Ereifej ES, VandeVord PJ (2014) 
Hippocampal vulnerability and subacute 
response following varied blast magnitudes. 
Neurosci Lett 6:33–37  

    33.    Sajja VSS, Hubbard WB, VandeVord PJ (2015) 
Subacute oxidative stress and glial reactivity in 
the amygdala are associated with increased anx-
iety following blast neurotrauma. Shock 44:71  

    34.    Chai JK, Liu W, Deng HP, Cai JH, Hu QG, 
Zou XF, Shen CA, Yin HN, Han YF, Zhang 
XB, Chi YF, Ma L, Sun TJ, Feng R, Lan YT 
(2013) A novel model of burn-blast combined 
injury and its phasic changes of blood coagula-
tion in rats. Shock 40:297–302  

    35.    Courtney AC, Andrusiv LP, Courtney MW 
(2012) Oxy-acetylene driven laboratory scale 
shock tubes for studying blast wave effects. Rev 
Sci Instrum 83:045111-1–045111-7  

   36.    Reneer DV, Hisel RD, Hoffman JM, Kryscio 
RJ, Lusk BT, Geddes JW (2011) A multi-mode 
shock tube for investigation of blast-induced 
traumatic brain injury. J Neurotrauma 
28:95–104  

   37.    Chavko M, Watanabe T, Adeeb S, Lankasky J, 
Ahlers ST, McCarron RM (2011) Relationship 
between orientation to a blast and pressure 
wave propagation inside the rat brain. 
J Neurosci Methods 195:61–66  

   38.    Goldstein LE, Fisher AM, Tagge CA, Zhang XL, 
Velisek L, Sullivan JA, Upreti C, Kracht JM, 
Ericsson M, Wojnarowicz MW, Goletiani CJ, 
Maglakelidze GM, Casey N, Moncaster JA, 
Minaeva O, Moir RD, Nowinski CJ, Stern RA, 
Cantu RC, Geiling J, Blusztajn JK, Wolozin BL, 
Ikezu T, Stein TD, Budson AE, Kowall NW, 
Chargin D, Sharon A, Saman S, Hall GF, Moss 
WC, Cleveland RO, Tanzi RE, Stanton PK, McKee 
AC (2012) Chronic traumatic encephalopathy in 
blast-exposed military veterans and a blast neu-
rotrauma mouse model. Sci Transl Med 4:60  

   39.    Courtney MW, Courtney AC (2011) Working 
toward exposure thresholds for blast-induced 
traumatic brain injury: thoracic and accelera-
tion mechanisms. Neuroimage 54(Suppl 
1):S55–S61  

   40.    Rafaels K, Bass CR, Salzar RS, Panzer MB, 
Woods W, Feldman S, Cummings T, Capehart 
B (2011) Survival risk assessment for primary 
blast exposures to the head. J Neurotrauma 
28:2319–2328  

   41.    Shridharani JK, Wood GW, Panzer MB, 
Capehart BP, Nyein MK, Radovitzky RA, Bass 
CR (2012) Porcine head response to blast. 
Front Neurol 3:1–12  

   42.    Gullotti DM, Beamer M, Panzer MB, Chen 
YC, Patel TP, Yu A, Jaumard N, Winkelstein B, 
Bass CR, Morrison B, Meaney DF (2014) 
Signifi cant head accelerations can infl uence 
immediate neurological impairments in a 
murine model of blast-induced traumatic brain 
injury. J Biomech Eng 136:091004  

    43.    Panzer MB, Wood GW, Bass CR (2014) 
Scaling in neurotrauma: how do we apply ani-
mal experiments to people? Exp Neurol 
14:120–126  

    44.    Golub VV (1994) Development of shock wave 
and vortex structures in unsteady jets. Shock 
Waves 3:279–285  

   45.   Minota T (1998) Shock/vortex interaction in 
a fl ow fi eld behind a shock wave emitted from 

Animal Models of Blast Neurotrauma

http://www.atomicarchive.com/Docs/Effects/index.shtml
http://www.atomicarchive.com/Docs/Effects/index.shtml


118

a shock-tube. Proc. of 2nd Int. Workshop on 
Shock-Wave/Vortex Interaction, 2–11  

   46.    Skews BW (1967) The perturbed region 
behind a diffracting shock wave. J Fluid Mech 
29:705–719  

   47.   Kitajima S, Iwamoto J, Tamura E (2009) A 
study on the behavior of shock wave and vortex 
ring dischargeed from a pipe. Proc of 10th 
Annual Internations Conference of Fluid 
Control, Measurement and Visualization  

   48.   Kainuma M, Havermann M, Sun M, Takayama 
K (2005) Effects of the shock tube open-end 
shape on vortex loops released from it. Shock 
Waves, 505–10  

    49.    Baird JP (1987) Supersonic vortex rings. Proc 
R Soc Lond A 409:1836  

    50.    Alphonse V, Sajja VSS, Kemper AR, Ritzel DV, 
Duma SM, VandeVord PJ (2014) Membrane char-
acteristics for biological blast overpressure testing 
using blast simulators. Biomed Sci Instrum 50:248    

Pamela J. VandeVord et al.



119

    Chapter 8   

 Cellular Mechanisms and Behavioral Outcomes in Blast- 
Induced Neurotrauma: Comparing Experimental Setups                     

     Zachary     S.     Bailey*    ,     W.     Brad     Hubbard*    , and     Pamela     J.     VandeVord       

  Abstract 

   Blast-induced neurotrauma (BINT) has increased in incidence over the past decades and can result in cogni-
tive issues that have debilitating consequences. The exact primary and secondary mechanisms of injury have 
not been elucidated and appearance of cellular injury can vary based on many factors, such as blast overpres-
sure magnitude and duration. Many methodologies to study blast neurotrauma have been employed, ranging 
from open-fi eld explosives to experimental shock tubes for producing free-fi eld blast waves. While there are 
benefi ts to the various methods, certain specifi cations need to be accounted for in order to properly examine 
BINT. Primary cell injury mechanisms, occurring as a direct result of the blast wave, have been identifi ed in 
several studies and include cerebral vascular damage, blood–brain barrier disruption, axonal injury, and cyto-
skeletal damage. Secondary cell injury mechanisms, triggered subsequent to the initial insult, result in the 
activation of several molecular cascades and can include, but are not limited to, neuroinfl ammation and oxi-
dative stress. The collective result of these secondary injuries can lead to functional defi cits. Behavioral mea-
sures examining motor function, anxiety traits, and cognition/memory problems have been utilized to 
determine the level of injury severity. While cellular injury mechanisms have been identifi ed following blast 
exposure, the various experimental models present both concurrent and confl icting results. Furthermore, the 
temporal response and progression of pathology after blast exposure have yet to be detailed and remain 
unclear due to limited resemblance of methodologies. This chapter summarizes the current state of blast 
neuropathology and emphasizes the need for a standardized preclinical model of blast neurotrauma.  

  Key words     Blast  ,   Neurotrauma  ,   Traumatic brain injury  ,   In vivo  ,   Methodology  ,   Preclinical models  , 
  Neuropathology  ,   Shock wave  ,   Shock tube  

1      Introduction 

  Blast-induced neurotrauma (BINT) has become the center of mili-
tary health concern because of the increasing incidence of blast- 
induced traumatic brain injury (bTBI) in combatants over the past 
two decades [ 1 ].  Cognitive impairments   that impede function and 
performance can be sustained from bTBI. Upon detonation, 
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improvised explosive devices (IEDs) create a blast wave that 
involves a rapid overpressure change as high-speed energy moves 
through ambient air, impacting surrounding war fi ghters. In 
 blast- induced injuries, the resulting insult can be categorized into 
four different modes: primary, secondary, tertiary, and quaternary. 
Primary injury is caused directly by the blast overpressure (BOP) 
wave and any barotrauma to the organs can be attributed to this 
exposure. Secondary injury is a result of blunt impact from any 
missiles, such as shrapnel, that are projected towards the body due 
to the blast. These insults can cause external, penetrating injuries 
including, but not limited to, bruises and lesions. Tertiary injury is 
due to the impact of the body with a rigid surface as a result of the 
blast wind. When soldiers are “thrown” by the blast wind, there is 
a potential for broken bones or even a concussion, which can com-
pound bTBI. Quaternary injury is a result of any chemical or burn 
exposure that occurs from the explosion itself. These exposures, 
which could include infectious agents, can have subsequent sys-
temic implications, such as lung injuries, which then exacerbate the 
brain injury. For the scope of this chapter, the discussion will focus 
on primary  blast injury   to the brain. 

 The mechanical transmission of blast energy to the brain has 
not been fully elucidated. However, while several mechanisms of 
primary  blast injury   to the brain have been hypothesized, only the 
“skull dynamics” theory is supported by computational  modeling   
and experimental evidence. This theory is based on the fact that 
the skull is not perfectly rigid and it must fl ex/deform, especially 
when subjected to impulsive loading. Thus, the  shock wave   invokes 
different skull dynamic response modes which cause injury [ 2 – 9 ]. 
While there is an undeniable theory as well as independent experi-
mental validations of the “skull dynamics” mechanism, how the 
skull dynamic response modes lead to injury at the cellular level 
still needs to be elucidated. The imparted stress waveforms from 
the blast energy can lead to localized stress and strains on the cells. 
Morphological defi cits including cytoskeletal and axonal damage 
can lead to necrosis if injury thresholds are reached. Arguably, 
more emphasis has been placed on determining the time course of 
secondary cellular injury mechanisms. These include regulation of 
neuroinfl ammation through cytokine signaling, glial activation, 
and oxidative stress through accumulation of reactive oxygen spe-
cies (ROS). Delayed apoptosis can result from these cascades and 
has a potential link to chronic behavioral and functional defi cits. 
Many cellular cues have been explored, and yet the exact mecha-
nism of injury at the cellular level has not been determined. 

 A signifi cant limitation of evolvement within the blast neu-
rotrauma community is the lack of standardized preclinical models. 
Many sources of data variability come from variances induced by 
different experimental setups. This has become such a signifi cant 
concern that the NIH/NINDS has recently developed a list of 
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 common data elements   (CDEs) for preclinical TBI research to 
promote the use of standard reporting and facilitate comparisons 
across studies [ 10 ]. Thus, the goal of this chapter is to present and 
compare blast neurotrauma methodology and subsequent data 
from the current literature to stress the importance of implement-
ing standardizing preclinical methods. 

   Several experimental approaches are reported within the current 
blast neurotrauma literature. Various methods may contribute to 
inconsistent fi ndings surrounding BINT. For those interested in 
studying the effects of BOP on the brain, isolation of the primary 
blast wave is crucial ( see   Note    1  ). However, some studies have 
examined the effect of composite injuries involving multiple injury 
modes [ 11 ]. Others have studied the combined effects of primary 
and quaternary blast injuries in what is referred to as a burn-blast 
model [ 12 ]. Knowing the exact blast parameters used to cause 
injury is crucial for comparison between research models. 

 Prior to experimentation, understanding blast physics, or working 
with experts in this fi eld, is critical to designing appropriate environ-
ments to simulate a particular blast condition. The previous chapter 
(Chapter   7    ) by VandeVord et al. presents a detailed review of blast phys-
ics fundamentals. Briefl y, BOP, defi ned as a deviation from atmospheric 
pressure, can be classifi ed as static or dynamic. Static overpressure is 
considered the crushing force of the blast wave and can be measured 
perpendicular to the fl ow direction such that it does not impede the 
fl ow.  Dynamic pressure   is called the “blast wind” and for certain condi-
tions is the major cause for blast displacement of objects as opposed to 
the static pressure, which causes crushing. In BINT studies, duration 
and magnitude of static overpressure are usually reported and most 
studies aim to represent a simplistic blast wave, the Friedlander wave-
form (Fig.  1 ) [ 13 ]. A comprehensive review of testing methods found 
in literature reporting primary blast brain injuries is summarized in 
Fig.  2 . All pressure measurements reported within the review are static 
overpressures given by the cited article ( see   Note    2  ).

       Open-fi eld detonations use an explosive to induce BINT. An 
explosion is a phenomenon that results in a sudden release of 
energy and creates a blast wave which propagates outward from 
the explosion. Trinitrotoluene (TNT) is commonly used in varying 
amounts depending on the magnitude of the detonation required 
for animal testing. One advantage of conducting open-fi eld testing 
is that there is no fl ow hindrance of the blast wave, which allows for 
testing of either larger animal models or multiple small animal 
models (Fig.  3A, B ) [ 14 – 16 ]. On the other hand, administering 
anesthesia and controlling for bacterial exposure to survival  animals 
are more diffi cult in the harsh outside environment ( see   Note    3  ).

   While detonations are arguably the most successful in recreat-
ing battlefi eld explosions, a limitation is that repetition of the same 

1.1  Current 
Methodologies 
for Small Animal 
Preclinical Testing

1.2  Detonation 
of Explosives
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  Fig. 1    Classical free-fi eld blast wave, referred to as the “Friedlander waveform,” 
is a simplifi ed representation of the variation through time of static pressure for 
a classical free-fi eld blast wave as would be measured at a fi xed location passed 
by the blast. It does not account for refl ection against the ground or other natu-
rally occurring anomalies. In general, the classical free-fi eld blast wave is char-
acterized by a single high-pressure pulse, or shock front, followed by a rapid 
exponential decrease of the overpressure (positive phase) and terminating with 
a period of negative overpressure (negative phase) before returning to ambient 
conditions       

  Fig. 2    Schematic of various methodologies which are used for BINT identifi ed from literature. Defi ning charac-
teristics, such as animal positioning and how the shock wave is generated, serve as distinctive features       
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testing conditions is nearly impossible given variability between 
explosive devices and refl ections of the blast wave. This makes 
reproducing results and testing set parameters of blast overpressure 
and duration a formidable task. Though this may mimic IED war-
fare in theatre, consistent exposure is crucial for obtaining statisti-
cal signifi cance within research data. Static overpressure profi les do 
not resemble the ideal Friedlander waveform and positive dura-
tions have been measured up to 18 ms [ 14 ]. Obtaining the clear-
ance to perform open-fi eld blast studies in an approved facility is 
diffi cult. Yet, some researchers have used explosives in conjunction 
with blast tubes to replicate battlefi eld explosions in an experimen-
tal environment, eliminating the need for open space (Fig.  3G ) 
[ 17 ]. Another drawback is that secondary injuries, such as those 
sustained from debris, often occur with explosives setups, thus pre-
cautions (e.g., animal shielding) are required in order to limit stud-
ies to primary injuries ( see   Note    4  ). While it is diffi cult to isolate 
primary blast wave, animal protection such as containment within 
a cage has been utilized for open-fi eld blasts [ 15 ,  18 ].  

  Fig. 3    Examples of different blast experimental setups. ( A ) Open-fi eld testing (Rubovitch et al. [ 15 ]) ( B ) Bunker 
setup (Kaur et al.). ( C1 ) Shock tube with animal outside (Long et al. [ 75 ]). ( C2 ) Shock gun with animal on-axis 
(Svetlov et al.). ( D ) Shock gun with animal off-axis (Svetlov et al.). ( E ) Shock tube with an open end (Nambier 
et al.). ( F ) Advanced blast simulator (VandeVord et al. [ 54 ]). ( G ) Combined explosive in tube (Saljo et al.)       
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   Since live detonation testing is not optimal for research laboratories, 
several devices have been constructed to recreate  shock waves  . The 
shock gun method consists of a narrow tube (usually vertical) that 
contains a driver and driven tube separated by a diaphragm. The 
bursting of the diaphragm creates a shock wave that is transmitted 
to a specimen positioned outside of the tube. In this setup, posi-
tioning of the animal is crucial in terms of achieving exposure to 
static overpressure without exposure to the dynamic winds ( see  
 Note    4  ). The effects of positioning the animal perpendicular to the 
shock wave have been studied, and it was found that this orienta-
tion causes head accelerations atypical of blast TBI (Fig.  3C2 ) 
[ 19 ]. Placing the animal directly under the tube causes very high 
dynamic overpressure exposure that is not representative of open-
fi eld blast exposure. The fast expansion of the wave leaving the 
narrow tube causes rapid dissipation of energy and can therefore 
make it diffi cult to produce an accurate free-fi eld blast wave. The 
combination of the emerging  shock wave   and venting gas causes 
the formation of a vortex and high-fl ow-velocity region called end-
jet. As such, researchers using this device have modifi ed their 
methodology so that the animal is offset from the end-jet and not 
exposed to refl ections (Fig.  3D ) [ 11 ,  20 ]. One advantage of using 
this method is that it is possible to use on a laboratory bench top 
due to the smaller size of the device. However, appropriate mea-
surements need to be collected to verify that the conditions resem-
ble an appropriate blast environment.  

   Historically, conventional shock tubes (ST) have been used to 
mimic blast conditions within the laboratory setting. This 
method allows for manipulation of the shock wave within a con-
trolled environment with high repeatability. Most recently, 
modifi cations to the ST have led to the design of the advanced 
blast simulator (ABS), which was designed to intrinsically repli-
cate all the key features of blast wave fl ow conditions, including 
the negative phase and secondary shock as described previously 
by VandeVord et al. (Chapter   7    ). The ST is composed of two 
separate chambers: the driver, where the pressure is created by 
means of an air compressor system or other gas, and the driven, 
where the  shock   wave propagates through the test section [ 21 ]. 
Because the wave is produced by compressed gas bursting a 
membrane instead of an actual chemical explosion, the term 
shock wave is used instead of blast wave. It is important to 
understand how the  shock wave   develops within the tube and 
how end-of-tube rarefaction leads to an imbalance of high 
dynamic pressures and yet reduced static pressure conditions, 
amounting  to   extremely adverse effects. Thus, experiments 
staged with a specimen near the end of the tube, where the 
static pressure decreases and  dynamic pressure   increases, should 
be avoided (Fig.  3C1 ;  see   Note    4  ). In order to create a more 

1.3  Shock Guns

1.4  Conventional 
Shock Tubes (ST) 
and Advanced Blast 
Simulators (ABS)
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accurate blast environment for animal testing, the ABS was 
designed. There are three chambers in the  ABS   device: a driver, 
driven, and end-wave eliminator (EWE) (Fig.  3F ). The EWE 
consists of a dump tank that can contain the expanding gases 
from entering the lab space and at the same time creates some 
overpressure refl ection that counteracts the rarefaction wave. 
Baffl ing is incorporated into the EWE to break up the venting 
shock front and prevents the waves from traveling back up the 
device, in contrary to the ST which has an open end causing a 
refl ection of the wave and exposing the animal to multiple extra-
neous shocks that do not exist in real blast conditions (Fig.  3E ). 
A disadvantage of using either the ST or ABS designs is that 
shock fl ow constraints require less than 20 % restriction of speci-
men in the device in order to recreate the most accurate blast 
fl ow conditions. Large animal studies would require a much 
larger chamber (approximately 16 square foot cross section) or 
the addition of an expansion section for optimal fl ow specifi ca-
tions, which ultimately leads to laboratory space concerns.   

2    Materials 

   Male adult Sprague Dawley rats (250–300 g) from Harlan Labs 
(San Diego, CA, USA) are used for these experiments. Animals are 
acclimated 12-h light/dark cycle with food and water provided ad 
lib in an Association for Assessment and Accreditation of Laboratory 
Animal Care-approved facility.  

   The animals are anesthetized with a continuous fl ow of 3 % isofl u-
rane and 60 % oxygen for 5 min.  

       1.    Compressed gas (helium preferred).   
   2.     ABS   (driver section, test section, end-wave eliminator).   
   3.    Membrane (Acetate, Mylar, Vinyl, Metal; Grafi x Plastics, 

Cleveland, OH, USA).   
   4.    Pressure sensors (PCB Piezotronics Inc., Depew, NY, USA).   
   5.    Signal Conditioner (PCB Piezotronics Inc., Depew, NY, USA).   
   6.    Dash 8HF data acquisition system (Astro-Med, Inc, West 

Warwick, RI, USA).   
   7.    Animal sling holder (Custom made from mesh).   
   8.    High-speed video camera (Phantom Miro eX2, Vision 

Research, Wayne, NJ, USA).   
   9.    Physiological  monitoring   system (Nonin PulseSense VET 

Pulse Oximeter, Henry Schein Inc. Melville, NY, USA).       

2.1  Animals

2.2  Anesthesia

2.3  Materials 
for Testing
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3    Primary Mechanisms of Blast Neurotrauma 

 In all of the described methods for inducing blast neurotrauma, the 
mechanical insult from a blast wave ultimately causes direct damage 
to cells in terms of morphological defects. While there are several 
hypotheses regarding which component of blast loading is most 
closely correlated to injury, it is accepted that brain cells are exposed 
to high-speed mechanical impulses. bTBI is a diffuse injury due to 
the global exposure to the entire skull. This widespread injury dif-
ferentiates bTBI from blunt impact TBI, which is a focal insult 
accompanied by head rotational acceleration [ 22 ]. Even though 
energy translation leading to injury differs between blunt and blast 
TBI, cortical, and hippocampal injuries have been observed with 
both mechanisms, as well as similar clinical symptoms [ 23 – 25 ]. 
Shearing and stretching of cells occur due to the imparted wave 
stress at the microscopic level. Since the methodology of inducing 
BINT may lead to differing injuries, the following sections aim to 
provide a comparison of the primary injury mechanisms of BINT 
resulting from the various experimental blast models. Identifying 
specifi c biomarkers of primary injury mechanisms can serve to dif-
ferentiate between the experimental methods of BINT. 

   The cytoskeleton is the supporting network of fi bers and fi laments 
in the cytoplasm of a cell and has various functions, including defor-
mation resistance through supporting structure, cell signaling, and 
intracellular transport. Damage to the cytoskeleton has been shown 
to elicit downstream abnormalities in acute brain injury [ 26 ]. Due 
to cellular shearing during exposure to blast, cytoskeletal breakage 
can occur, impairing cytoskeletal functions. A study of explosive-
induced blast neurotrauma reported an increase of phosphorylated 
neurofi lament proteins (p-NFH) in the cortex and hippocampus 
following blast exposure at 240 kPa at 18 h post-blast [ 17 ]. These 
changes were found during acute stages and were resolved by 
21 days after blast [ 17 ]. Cytoskeletal degradation in the hippocam-
pus as well as the cortex was observed in several low-level (11.5 kPa) 
shock gun studies at 12 h post- exposure with some recovery [ 27 , 
 28 ]. The ST model produced a decrease of actin (microfi lament 
protein) in the nucleus accumbens at 3 days post-blast [ 29 ], as well 
as an increased amount of cytoskeletal enzymes, which contribute 
to the degradation of structural cytoskeletal fi bers, in the cortex and 
cerebellum [ 30 ]. These changes were observed at 1 and 7 days fol-
lowing BOP exposure. While there was natural resolution of cyto-
skeletal impairments in an explosive model at 240 kPa by 21 days, 
there was faster recovery (by 7 days) in an 11.5 kPa BOP shock gun 
model. These results show that cytoskeletal degradation is a com-
mon  outcome   occurring throughout the brain; however, the extent 
of degradation and recovery time differ based on methodology 
used to induce injury and magnitude of BOP.  

3.1  Cytoskeletal 
Damage
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   The blood–brain barrier (BBB) is  a   selective membrane that is 
essential to creating a controlled environment suitable for brain 
function. The BBB functions to protect the brain from pathogens 
and other harmful molecules through selective transport and per-
meability. The loss of integrity of this barrier may lead to neurologi-
cal dysfunction and disease. Following TBI, it is known that the 
BBB loses integrity which enhances subsequent damage through 
neuroinfl ammation and increased permeability [ 31 ]. Similarly, BBB 
disruption has been reported following BINT. BBB permeability/
integrity is identifi ed by evaluating the quantity of endothelial cells 
in models of BINT. While secondary mechanisms ensue following 
injury and can affect BBB integrity, BBB disruption, including 
acute microlesions, has been reported as the result of the mechani-
cal insult. In a shock gun study which utilized a rifl e barrel to gener-
ate the  shock wave  , BBB disruption was observed to be dependent 
on the magnitude of the blast overpressure from 145 to 323 kPa 
but independent of the time point of assessment [ 20 ]. BBB break-
down, characterized by immunoglobulin (IgG) extravasation, was 
also reported in open-ended ST studies to be present in the cortex 
at 3 and 24 h post-blast but not at longer time points [ 32 ,  33 ]. 
Skotak et al. [ 34 ] found BBB degradation from over 190 kPa BOP 
in an open-ended ST experiment at 24 h post- exposure. However, 
these changes were found throughout the brain and were not local-
ized to the cortex. BBB disruption appears to occur immediately in 
high-severity blasts and is possibly the best correlate of cellular 
damage along with primary blast level [ 20 ,  32 ].  

   Cerebral vasculature includes arteries and veins that supply the brain 
with oxygen and nutrients necessary for brain function and transport 
of blood back to the heart. Any disruption of these vessels could have 
catastrophic consequences on brain health. In  concussive brain injury, 
traumatic cerebral vascular injury plays a large role in pathophysiol-
ogy [ 35 ]. Abnormalities in vascular structure and impaired vascular 
integrity are seen in morphological stains and can be due to the shear-
ing effects at density interfaces during injury. Rapid overpressure is 
reported to cause mechanical damage at the brain-blood interface, 
which can be identifi ed by vascular damage [ 36 ]. In open-fi eld explo-
sive studies, narrowed and permeable vasculature were found in a 
mouse mode of BINT with pressures ranging from 48 to 77 kPa and 
recovery up to 4 days post-exposure [ 14 ]. Cerebral microvascular 
lesions and downregulation of type IV collagen (basal lamina compo-
nent) are commonly reported in studies using a ST with the rodent 
near the end of the tube, demonstrating a diffuse response through-
out the brain [ 37 – 40 ]. Gama Sosa et al. [ 38 ] reported shear-related 
injuries, such as microhemorrhage and  degeneration   in cerebral 
microvessels, in cortical vessels in a repeated-exposure (74.5 kPa) ST 
model at 24 h and 10 months post-exposure. Kamnaksh et al. [ 40 ] 
reported increased plasma levels of vascular endothelial growth factor 

3.2  Blood–Brain 
Barrier Dysfunction

3.3  Neurovascular 
Disruption
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(VEGF) in the repeated-exposure group at 2 h post-exposure and in 
the single-blast group at 22 days post-exposure. Damage of cerebral 
vasculature was observed with all blast methodologies but the time 
course of recovery is debatable, depicting the diffuse nature of BINT 
resulting in lasting damage. Multiple blast exposures can also con-
tribute to early presentation of vascular damage.  

   The axon is an extension of the neuron that transmits impulses 
away from the soma to the axonal terminal to relay information. 
Axons can signal over long distances; thus, having axonal integ-
rity is crucial for optimal brain activity. In TBI, axonal injury, 
characterized by axonal swelling and cytoskeletal damage, is 
commonly found due to the susceptibility of axons to deforma-
tion [ 41 ]. In BINT, axonal injury has been identifi ed in some 
modalities. Axonal injury is often diagnosed using beta-amyloid 
precursor protein (β-APP), but gross morphology through his-
tological analysis can also be a predictor. β-APP is an integral 
membrane protein that gives rise to beta-amyloid  following   
posttranslational modifi cations. In explosive open-fi eld modali-
ties, morphological axonal abnormalities quantifi ed using diffu-
sion tensor imaging (DTI) at 7 and 30 days post-blast have been 
observed [ 15 ] as well as increased β-APP at 24 h post-blast for 
49 and 77 kPa exposures [ 14 ]. An abnormal distribution of 
p-NFH, indicating damage of axons, was seen in a model with an 
explosive driver at 240 kPa [ 17 ]. Axonal injury (increased β-APP) 
at  acute   stages has also been observed for experimental tests out-
side the ST using explosives to generate the shock wave [ 36 ]. 
The reports suggest that nonuniform,  uncontrolled shock waves 
from explosive devices will result in high injury severity that cul-
minates in axonal disruption. 

 In an open-end ST model, Valiyaveettil, et al. [ 30 ] found  dif-
fuse axonal injury   following repeated blasts on mice, while Koliatsos 
et al. [ 42 ] reported axonal injury with single exposures of 
68–183 kPa static overpressure. Damage was localized to the cer-
ebellum and brainstem. In these studies, multiple blast exposures 
could have an effect on progression of axonal injury throughout 
the brain. Conversely,  using   a model with animals placed within 
the ST [ 43 ], β-APP was not found to be elevated within the hip-
pocampus; thus, no axonal injury was identifi ed. While pressure 
magnitude likely affects the results, one possible explanation is that 
a refl ection wave due to an open end produces an upstream shock 
that causes multiple or enhanced shock exposures that would cause 
uncharacteristic shearing of axons in specifi c regions of the brain. 
Garman et al. [ 33 ] reported that exposure in an ST produced deep 
axonal injury in the cerebellum and brainstem, with tendencies of 
diffuse axonal injury. However, the animal was placed in a body 
shielding device in which the head will undergo rapid accelerations 
(brainstem damage is an indicator of acceleration-based injury) 

3.4  Axonal Injury

Zachary S. Bailey et al.



129

while the body is shielded, giving an inaccurate representation of 
true primary blast exposure and the possibility of the tertiary mode 
of  blast injury  .   

4    Secondary Mechanisms of Blast Neurotrauma 

 Following the initial mechanical insult, secondary injury pathologies 
ensue through the activation of various cellular cascades. The cel-
lular response to  blast injury   encompasses but is not limited to 
chronic infl ammation and oxidative stress. Similar responses have 
been observed in other neurological disorders and have been linked 
with  cognitive impairments   [ 44 ,  45 ]. While the roles of pro- 
infl ammatory and pro-oxidative pathways have been investigated, 
their temporal appearance and subsequent progression in BINT 
remains unknown. Since various methods of inducing BINT have 
led to differing pathologies, the following section aims to provide 
a comparison of the secondary mechanism of BINT resulting from 
different experimental blast models. 

   Brain injury, including BINT, is followed by a chronic infl amma-
tory response characterized by a sustained activation of glial cells 
including microglia and astrocytes [ 46 ,  47 ]. The response from 
glial cells is important to cell survival and neuroprotective efforts; 
however if not controlled, it can contribute to sustained brain 
injury. Microglia are the resident immune cells of the central 
 nervous system (CNS) and their activation following injury involves 
the release of several infl ammatory molecules. Several studies have 
observed microglia activation as a result of BOP exposure both in 
the acute and chronic stages of recovery [ 18 ,  32 ,  48 – 50 ]. Microglia 
activation has not been investigated as a result of the shock gun 
method but has been demonstrated in both open-fi eld and ST 
experimental setups. In the open-fi eld setup, Kaur et al. [ 49 ] found 
lasting microglia activation for 14 days in the pineal gland. Similarly, 
with animals placed inside an ST, increased activation of microglia 
was observed for up to 30 days in the hippocampus and brainstem 
[ 48 ]. An increase in the microglia population, observed using 
Iba-1 and ox-42, has been reported for open-fi eld,  ABS  , and ST 
testing [ 14 ,  49 – 51 ]. These changes were reported in the hippo-
campus and corpus callosum and have been shown to correlate 
with injury severity [ 14 ,  51 ]. This indicates a diverse response of 
microglia with varied pressure magnitudes. Such diversity may 
imply that microglial response may be suitable for use as a biologi-
cal pressure sensor in which activation of certain molecular path-
ways depends on the severity of the blast exposure. 

 Alterations in astrocyte activation have also been observed. 
Astrocytes are a key player in brain homeostasis and their activation 
occurs through a mechanism of hypertrophy coupled with an increase 
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of intermediate fi laments such as glial fi brillary acidic protein ( GFAP)  . 
Widespread changes to astrocyte intensity, through swelling and pro-
liferation, have been observed in several brain regions following 
BINT with various experimental set-ups. Increases in  GFAP   follow-
ing blast have been reported in the hippocampus [ 43 ,  48 ,  50 – 54 ], 
cortex [ 50 ,  53 – 55 ], amygdala [ 53 ,  54 ], and other brain regions [ 29 , 
 48 ] and appear to correlate with elevated levels of  GFAP   in the blood 
[ 11 ,  40 ]. Both acute (less than 3 days) and chronic changes (lasting 
up to 21 days) in GFAP expression and protein levels have been 
reported following BINT in rodent models. Using a shock gun 
method, Svetlov et al. [ 52 ] found no changes to GFAP levels in the 
cortex but found increased  GFAP   levels in the hippocampus 7 days 
after exposure. More prolonged GFAP changes have been observed 
in the open-fi eld, ABS, and ST experimental setups. In the open-fi eld 
setup, GFAP immunoreactivity increased both in the cortex and in 
the hippocampus for up to 21 days following injury [ 50 ]. Similar 
results were found in the hippocampus using an ST and  ABS   with the 
animal within the device [ 43 ,  48 ,  51 ,  54 ] and an open ST with the 
animal located just outside [ 53 ]. 

 Infl ammation is regulated by pro-infl ammatory mediators 
called cytokines. Cytokines including various interleukins, tumor 
necrosis factor α (TNF-α), and interferon γ (IFN-γ) have been 
implicated in the pathology of BINT. The involvement of these 
molecules has been demonstrated in animal models and multiple 
experimental setups but their role in the pathology of the injury is 
not yet fully understood. 

 Interleukins are a family of cytokines that play a critical role in 
mediating the infl ammatory and immune response, several of 
which have been found to change following BINT [ 53 ,  56 ,  57 ]. 
Interleukin 6 (IL-6) has been the most studied interleukin likely 
due to its involvement in the infl ammatory response following 
brain injury [ 58 ]. Using a rat model, IL-6 protein levels were 
found to be increased in the hippocampus and amygdala [ 53 ]. The 
injury was administered using an open-ended ST with the animal 
placed at the end of the tube. Valiyaveettil et al. [ 57 ] showed that 
mRNA expression of IL-6 was increased in the midbrain of mice 
placed within the ST. These results indicate upregulation of IL-6 in 
several brain regions in the acute stages following BINT which dif-
fer from results observed in serum. Sajja et al. [ 56 ] found that IL-6 
protein levels were decreased in the blood serum from rats 72 h 
following injury using an open-end ST with animals placed inside. 
These results suggest potential local release of IL-6 from glia and/
or relocalization of IL-6 from circulation to the site of injury. 
However, the infl ammatory response appears to be delayed. 

 Other interleukins have been investigated following BOP expo-
sure in animal models. Using an open-ended ST with the animal 
inside the tube, mRNA expression of various interleukins has been 
observed to vary within various brain regions. IL-2 was decreased in 
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the hippocampus, IL-28 was decreased in the cerebellum but IL-7 
increased in the frontal cortex [ 57 ]. Cytokine expression changes have 
not been limited to the brain. Interleukins have been shown to be 
altered in the blood serum in the acute stages following BOP expo-
sure [ 56 ]. A signifi cant increase in IL-5 was observed in the nucleus 
accumbens, anterior motor cortex, prefrontal cortex, and anterior 
striatum [ 59 ]. Authors speculate that IL-5 could be a key regulator of 
infl ammation after  blast injury   since the response was so diffuse in the 
brain. Other reported cytokines were found elevated within the brain, 
including GM-CSF, IL-1α, IL-10, and IL-1β [ 56 ,  59 ]. 

 TNF-α and IFN-γ are additional key cytokines found in the 
brain and are involved in the infl ammatory response through tran-
scriptional regulation [ 60 ,  61 ]. Dalle Lucca et al. [ 62 ] reported 
acute increases in TNF-α following injury using an open-ended ST 
with the animal placed inside the tube. Similarly, IFN-γ upregula-
tion was demonstrated in the acute stages of recovery from BOP 
exposure. Cho et al. [ 63 ] found increased IFN-γ in the hippocam-
pus resulting from the animal being placed within an  ABS  . Kamnaksh 
et al. [ 53 ] found a similar increase in the hippocampus as well as an 
increase in the amygdala following exposure from an open-end ST 
with the animal at the end. Upregulation of each of these cytokines 
may have a detrimental impact on cell survival. Many of the genes 
that are regulated by TNF-α are also regulated by IFN-γ and the 
combination of these cytokines can lead to a large increase in the 
transcription of these genes [ 64 ]. This transcriptional change may 
directly affect the chronic pathology of BINT.  

   Oxidative stress occurs following the aberrant production of ROS, 
including hydrogen peroxide and superoxide anion. ROS are pro-
duced as by-products of normal cell metabolism, and play a role in cell 
signaling and homeostasis [ 65 ]. ROS levels are maintained by a 
dynamic equilibrium between their production during metabolism 
and degradation facilitated by antioxidants. Excess accumulation of 
ROS can cause neurotoxicity and  neurodegeneration   by prolonged 
upregulation of pro-infl ammatory mediators [ 66 ] and has been shown 
to play a role in the secondary injury process of TBI and BINT. Increased 
levels of ROS have been found in both acute and chronic stages fol-
lowing  blast injury   [ 32 ,  63 ,  67 – 71 ]. The oxidative stress appears to be 
widespread following BINT as it has been observed in the hippocam-
pus [ 63 ,  68 ], cortex [ 67 ,  69 ], and hypothalamus [ 70 ]. These changes 
have been found in rodent models using both the ST and shock gun 
experimental setups. The shock gun method has been shown to pro-
duce increased oxidative stress in the hypothalamus 6 h following 
injury [ 70 ], but longer time points have not been investigated. In the 
 ABS   setup (animal placed inside), increased oxidative stress was 
observed in the hippocampus from 4 h to 2 weeks post-injury [ 63 ]. 
Open-ended STs have shown similar increases in the hippocampus 
[ 32 ,  68 ] as well as increases in the cortex [ 67 ,  69 ]. The prolonged, 
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widespread accumulation of ROS undoubtedly affects brain function, 
and has been shown to induce changes to the  BBB   that cause increased 
neuroinfl ammation [ 69 ]. This secondary effect was observed in an ST 
rat model [ 69 ] and an open-fi eld explosion mouse model where BBB 
dysfunction was observed 1 month after injury [ 15 ]. This can poten-
tially explain the chronic infl ammatory response associated with the 
secondary injury mechanisms. 

 In order to ameliorate the pro-oxidative environment, superoxide 
dismutase 1 (SOD1) and superoxide dismutase 2 (SOD2) are natural 
antioxidants that function to restore the proper balance of superoxide 
radicals. These antioxidants have been shown to be altered following 
BINT. In rodent models, SOD1 and SOD2 expression and protein 
levels were increased following injury. Both open ST and  ABS   have 
shown elevated SOD1 in the hippocampus when the animal is placed 
within the device [ 51 ,  68 ,  72 ]. In the open-fi eld setup, Rubovitch 
et al. [ 15 ] observed altered SOD2 levels in the areas surrounding vas-
culature. Cernak et al. [ 68 ] found transient SOD2 levels in the hip-
pocampus following  blast injury   inside an open-end ST. SOD2 was 
signifi cantly increased 5 days after injury but no change was found 
after 24 h. In contrast, Huber et al. [ 72 ] found increased SOD2 in the 
hippocampus 24 h after injury which subsided 30 days after injury. 
These results show that the antioxidant, SOD2, is upregulated in 
response to injury. This response may be triggered by the aberrant 
accumulation of ROS. Upregulation of antioxidant enzymes indicates 
potential neuroprotective efforts of glial cells to reduce the pro-oxida-
tive environment. These efforts appear to decrease in the chronic 
stages as the antioxidant enzymes return to basal level expression. It 
has been well established that the accumulation of ROS is critical in 
BINT pathology. Therefore, natural methods to ameliorate the pro-
oxidative environment become very critical to recovery.   

5    Functional and Cognitive Outcomes Following Blast Neurotrauma 

 Cognitive and functional defi cits have been observed  clinically   fol-
lowing blast-induced TBI [ 24 ]. Loss of motor function, memory 
defi cits, and increased  anxiety   are some of the key features associ-
ated with BINT pathology. Experimental reproduction of blast 
injuries in animal models has shown similar outcomes. The changes 
have been observed predominantly in rodent models in controlled 
ST models, but other methodologies have been also used to char-
acterize  behavior   after injury. This section begins to summarize 
some of the functional, behavioral, and cognitive changes observed 
following BINT in animal models. 

   As previously described, evidence of cellular disturbances in pri-
mary and secondary modes of  blast injury   has been observed 
within the cortex and can begin to explain the loss of motor 

5.1  Motor Function
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function observed by BINT pathology. Loss of motor function in 
the rodent model has been well established and has been demon-
strated in the shock gun, ST, and open-fi eld experimental setups 
[ 28 ,  42 ,  48 ,  67 ,  73 ,  74 ]. In the open-fi eld setup, animals showed 
decreased motor function up to 3 days following injury [ 74 ] but 
not at 7 or 30 days [ 15 ]. In a shock gun setup, Park et al. [ 27 ] 
found lasting motor function defi cits until 9 days after exposure. 
Results from ST experiments show differing results. Some studies 
have shown that motor function defi cits followed blast exposure 
and are apparent in the acute stages [ 42 ,  67 ,  73 ] but they have also 
been shown to last for 21 days following the injury [ 48 ]. However, 
other investigations have shown no defi cits in motor function [ 54 ]. 

 Motor function impairment appears to occur immediately fol-
lowing the  blast injury   and only be present temporarily [ 42 ,  48 , 
 73 ,  75 ], which leads to a concern regarding anesthesia effects ( see  
 Note    3  ). While motor control may be diminished at the acute 
stage, the timeframe of impairment remains unclear. Using a  shock 
tube   paradigm, it has been shown that motor function returns to 
basal levels at 2 h following the injury according to the balance 
beam task [ 73 ]. While another study found that the motor func-
tion was not restored until 21 days later using the Rotarod task 
[ 48 ]. These differences may result from either the varied sensitivi-
ties of the performed tasks or the different magnitudes of BOP 
exposure ( see   Note    5  ).  

   Anxiety-like behavior has been described as a symptom of BINT 
through animal models. Several behavioral tests have been per-
formed to assess anxiety including an open-fi eld test, light dark 
box, and the elevated plus maze. In all behavioral tests, anxiety 
following BINT has been observed [ 28 ,  40 ,  42 ,  48 ,  73 ].  While   the 
shock gun, ST, and open-fi eld experimental setups have been uti-
lized to assess  anxiety  , only the shock gun and the ST setups pro-
duced anxiety-like behavior. The open-fi eld experiment did not 
produce anxiety within 7 days following exposure [ 25 ]. Anxiety- 
like behavior has been found to persist in both the acute and 
chronic stages for up to 30 days following BOP exposure [ 48 ]. 
These changes likely result from primary injuries sustained to the 
amygdala and the activation of secondary cascades, which were 
noted and described previously.  

   Primary and secondary mechanisms of blast neurotrauma have been 
reported to create biological changes in the hippocampus (which is 
crucial for various forms of memory). As a result, memory loss is an 
important outcome of BINT and brain injury in general. Memory 
defi cits have been studied following BINT in the rodent model 
using a variety of cognitive tests. These tests have been conducted to 
investigate changes in recognition and recollection, associative 
memory, and spatial memory following BINT. 

5.2  Behavior

5.3  Cognition
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 In order to investigate recognition memory, novel object 
recognition (NOR) tests have been performed using a rodent 
model of BINT [ 25 ,  63 ,  76 ]. This test capitalizes on the rodent’s 
natural instinct to explore new objects in their environment. 
Blast exposure has been shown to correlate with a decline in 
recognition memory observed at 7 days [ 25 ,  63 ] and 14 days 
[ 63 ] following the injury induced by an open-fi eld environment 
and the  ABS  . Interestingly, memory changes were not observed 
at 72 h following injury which may indicate a delayed response 
and dependence on secondary injury mechanisms [ 76 ]. 

 Avoidance tasks use certain cues associated with aversive stimuli 
to test associative memory, which entails the ability of the  animal to 
associate cues with a stimulus. These tests have demonstrated defi cits 
in associative memory immediately following blast exposure [ 73 ] 
and lasting at least 30 days [ 48 ]. These behavioral defi ciencies were 
observed following blast exposure in an open-end ST setup with the 
animal inside the tube and were not observed in an open-fi eld setup 
[ 25 ]. However, associative memory changes have been demon-
strated to be dependent on injury severity and overpressure magni-
tude [ 48 ,  73 ] which may be the cause of these contradictions. 

 Behavioral tests like the Y-maze, MWM, and Barnes maze are 
useful in assessing changes to spatial memory following BINT. 
 Spatial   memory is challenged based on the animals’ ability to 
remember and perform in a previously explored environment. 
While defi cits to spatial memory have been observed in rodents, 
the changes appear to be transient following BINT. Many studies 
have demonstrated defi cits following BINT only at various time 
points in the acute stages following injury in the ST [ 42 ,  54 ,  73 , 
 75 ,  77 ]. The results from these tests are inconsistent with open- 
fi eld tests as lasting spatial memory defi cits have been observed 
[ 15 ]. Still, other studies have found, both in the ST and in an 
open-fi eld environment, little to no changes in spatial memory 
[ 25 ,  40 ]. The inconsistency between fi ndings may result from the 
differences in the BOP exposure and subsequent injury severity 
which can cause differences in the primary and secondary mecha-
nism of injury. Despite some contradictions, it appears that spatial 
memory is altered in the acute stages following BINT.   

6            Notes 

 This chapter summarizes the various cellular and behavioral out-
comes that are seen in different experimental setups of BINT. Common 
themes have been established, such as morphological defects, infl am-
mation, and oxidative stress, but the specifi c time course at which 
these are presented differs with respect to the method of inducing 
bTBI. Differences in cognitive and functional outcomes are also seen 
between the various blast methodologies. There are many 
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inconsistencies between researchers in the methodology of inducing 
bTBI. These inconsistencies manifest in altered cellular regulation 
due to the modes of injury and the injury severity. Some methods do 
not accurately recreate the free-fi eld blast wave or use incorrect ani-
mal positioning, which can introduce secondary and tertiary forms of 
injury and are unrepresentative of BINT. In order to be able to more 
effectively to compare data between research groups, limitations 
need to be minimized. Such limitations include the following:

    1.    Improper animal harnessing which exposes the animal to ter-
tiary injury and head accelerations and thus may lead to differ-
ent injury pathologies.   

   2.    Differences in pressure sensors and location of static pressure 
measurements which can lead to inconsistent relationships 
between peak static overpressure,  dynamic pressure  , and 
duration.   

   3.    The use of different anesthetics during testing, some of which 
are neuroprotectants and have various recovery rates leading to 
inconsistent results.   

   4.    Improper animal location which results in exposure to multiple 
waveforms or a dynamic blast wind injuring the live specimen.   

   5.    Biological and behavioral assessments that vary between labora-
tories and have different sensitivities to pathological outcomes .         
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    Chapter 9   

 Application of Systems Biology to Neuroproteomics: 
The Path to Enhanced Theranostics in Traumatic 
Brain Injury                     
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  Abstract 

   The application of systems biology tools in analyzing heterogeneous data from multiple sources has 
become a necessity, especially in biomarker discovery. Such tools were developed with several approaches 
to address different types of research questions and hypotheses. In the fi eld of neurotrauma and traumatic 
brain injury (TBI), three distinct approaches have been used so far as systems biology tools, namely func-
tional group categorization, pathway analysis, and protein-protein interaction (PPI) networks. The data-
bases allow for query of the system to identify candidate targets which can be further studied to elucidate 
potential downstream biomarkers indicative of disease progression, severity, and improvement. The vari-
ous systems biology tools, databases, and strategies that can be implemented on available TBI data in 
neuroproteomic studies are discussed in this chapter.  

  Key words     Systems biology  ,   Functional group categorization  ,   Pathway analysis  ,   Neurotrauma  , 
  Protein-protein interaction network  ,   TBI  

1      Introduction 

 In the last decade, a wealth of proteomic information has been 
gathered using high-throughput technologies such as whole- 
genome sequencing and  mass spectrometry  . The development and 
use of these technologies necessitated a shift from the reductionist 
approach that focuses on features of a single molecule to the holistic 
approach that considers the system as a whole. This has allowed for 
the assessment of levels, modifi cations, and interactions of all mac-
romolecules in different physiological and pathological conditions 
in a given cell, tissue, or organ. This approach, however, requires 
sophisticated computer software that can put together known inter-
actions, and predict unknown ones depending on similarities in 
structure, composition, and placement to other known molecules. 
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Based on this premise, the discipline of systems biology developed 
to combine advanced mathematical and computer informatics tools 
with generated data to synthesize and infer biological hypotheses. 

 Systems biology utilizes intricate computational and mathe-
matical algorithms, backed by experimentally validated and docu-
mented data, to predict the involvement of molecules in processes, 
pathways,  mechanisms  , or conditions. In this way, systems biology 
serves as a great tool for the analysis and prediction of factors 
involved in metabolic and cell signaling networks that govern cell 
function and interaction with its microenvironment. It is also asso-
ciated with newly emerging disciplines that generate a plethora of 
complex raw data such as genomics, epigenomics, transcriptomics, 
proteomics, metabolomics, and lipidomics [ 1 ]. 

 These “omics” studies investigate the level, modifi cation, and 
interaction of macromolecules in an entire system. Recently gain-
ing much popularity, proteomics concerns the study of all pro-
teins in cells, tissues, organs, or biofl uids. Proteomics studies 
complement genomics studies by elucidating the effect of gene 
expression and translation starting from the cell to the entire 
organism [ 1 ]. One of the main goals of proteomics is to interpret 
protein-protein interactions and functions in both physiological 
and pathological states for their crucial goal in diagnosis and 
therapy. In fact, proteomics allows for the discovery of novel pro-
teins and peptides that could be indicators of disease manifesta-
tion, severity, or types, consequently acting as potential targets 
for drug design and development. The increased interest in pro-
teomics is attributed to its high sensitivity and sophistication, in 
addition to its promise in defi ning new biomarkers for diagnosis 
and characterization of pathologies and traumas [ 2 ]. 

 Many resources for the discipline of systems biology have been 
developed to study and categorize proteins in bio-fl uids, cells, tis-
sues, and organs as shown in Fig.  1 . Tools such as Gene Ontology 
(GO) [ 3 ], PANTHER [ 4 ], UniProt [ 5 ], and Pfam [ 6 ] could be 
used to categorize comprehensive lists of genes and proteins into 
functional groups. GO categorizes based on placement of the mol-
ecule within the cell, processes it is involved in, and the type of its 
activity. Another set of tools employed in systems biology is under 
the umbrella of  pathway analysis  . Kyoto Encyclopedia of Genes 
and Genomes (KEGG) pathways database and Ingenuity Pathway 
Analysis software are extensively used in illustrating the complexity 
and hierarchy of pathways in a biological process. However, path-
way analysis does not cover the entire proteome. Hence, software 
that characterizes networks of protein-protein interactions, such as 
Interactome and BioGRID, has been developed to complement 
pathway analysis and include proteins that are not found in path-
ways. These databases depend on data from high-throughput tech-
nologies for protein-protein interactions such as yeast two-hybrid 
screening and tandem affi nity purifi cation to experimentally docu-
ment and validate interactions [ 1 ].

 Zaynab Jaber et al.
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   Biomarkers are considered one of the fundamental research- based 
proteomic tools that can be used in personalized medicine currently. 
They are physiological indicators that can be assessed or measured 
quantitatively in certain pathological states, whether a disease or an 
injury, to allow for a better diagnosis and assessment of the disease 
process and for  monitoring   response to treatment [ 7 ]. This pro-
teomic tool is now so commonly used that its presence as primary 
endpoints in clinical trials is accepted without question [ 8 ]. While 
proteomics has excelled in furthering our understanding of cancer, 
injury, and aging, studies on neurological conditions such as trau-
matic  brain injury   are still in their infancy. 

 Traumatic brain injury (TBI), defi ned as neurotrauma caused 
by mechanical force applied to the head, is of particular interest, 
especially since it is a leading cause of death worldwide [ 7 ,  9 ]. TBIs 
pose a great health concern, with nearly two million people per 
year affl icted in the USA alone [ 10 ]. Of these, nearly 100,000 
patients die, another 500,000 are hospitalized, and thousands of 
others suffer short- or long-term effects [ 11 – 13 ]. 

 Despite the alarming statistics associated with TBI as a leading 
health epidemic, and that its worldwide prevalence is on the rise 
[ 14 – 16 ], there are no specifi c therapeutic treatments approved by 
the US Food and Drug Administration yet [ 9 ,  17 ]. It remains a 
challenge to defi ne specifi c  mechanisms   for which therapeutic 

  Fig. 1    Different system biology tools used for the identifi cation of biomarkers in the fi eld of traumatic brain injury       
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approaches would be effective. Furthermore, TBI may be diffi cult 
to identify (1) in patients with multiple traumas, (2) using cognitive 
tests alone, and (3) using clinical imaging techniques, such as mag-
netic resonance imaging (MRI) [ 18 ]. This highlights the need for 
protein biomarkers to defi ne, diagnose, categorize, monitor, or 
treat TBI, in order to improve patient care management [ 10 ]. 
Biomarkers may assist in understanding mechanisms of injury and 
recovery, and can potentially impact wound healing, recovery, and 
increased survival with enhanced quality of life [ 10 ]. Decades of 
efforts in animal experiments and clinical studies have produced a 
wealth of data on the  pathophysiology   of TBI [ 1 ]. In this book 
chapter we discuss the need and the promise of systems biology and 
bioinformatics in biomarker research within the area of TBI, and 
what different systems biology tools are currently used in the fi eld 
of neuroproteomics to enhance patient care management in TBI.  

2    Systems Biology Applications to Neurotrauma Studies 

 Considered the latest domain in biological science that aims for a 
system-level understanding of complex biological processes [ 19 –
 23 ], systems biology attempts to explain the function of molecules 
and biological structures in a cellular component under normal or 
perturbed conditions [ 24 – 26 ]. By evaluating the perturbation at 
the systems level, and by  monitoring   the changes as they are linked 
to the upstream and downstream components, we are able to pre-
dict the source of altered functionality in the biological system. To 
this end, systems biology assists in bridging the gap among the gen-
erated high-throughput data and combines experimental, basic sci-
ence data sets, proteomic and genetic data sets, and literature and 
text mining and integrates it with computational  modeling  , bioin-
formatics, and pathway/interaction mapping methods ( see  Fig.  2 ). 
These systems biology components can provide a context or frame-
work for understanding biological responses within physiological 
networks at the organism level, rather than in isolation [ 27 ].

   Systems biology can be applied in brain injury, an outcome of 
complex biological systems responses and a condition that is medi-
ated by several pathways at various time points. In vitro experi-
ments on  brain   biopsy to simulate TBI or performing clinical trials 
for developing treatments for TBI is not an option. An ideal bio-
marker would be a perfect solution, but since such a biomarker 
has not yet been proven to exist, the best of what we can do is to 
identify a panel or signature of markers [ 28 ] and try to fi nd out 
accurate networks that can describe and simulate the pathophysi-
ology of TBI [ 29 ]. As a result, a neurosystems biological approach 
would be ideal for holistically studying the altered networks in 
TBI to better understand the underlying processes that are occur-
ring. In this way, we can better understand the dynamic changes 
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of mass proteins (potential biomarkers) in a specifi c condition at a 
particular time point. This endeavor is crucial towards discovering 
biomarkers with the capacity of indicating injury severity levels as 
well as the clinical outcome of patients with a TBI [ 30 ]. 
Additionally, systems biology has made systems  modeling   and 
simulation possible towards future  development   of effective thera-
peutics. It is now possible to generate visual presentations of net-
work models by incorporating genome, proteome, and 
metabolome data through such bioinformatics software as Pathway 
Studio (Ariadne, Rockville, MD), Gene Spring (Agilent 
Technologies, Santa Clara, CA), and Ingenuity  Pathway Analysis   
(IPA) (Ingenuity Systems, Redwood City, CA). 

 In fact, different formats have emerged that include quantitative 
data from biological studies and have found further use in system 
simulation and analysis, with the ability to construct functional 
interaction maps of the generated high-throughput data [ 31 ]. In 
this way, systems biology tools can be incorporated to overcome 
limitations of simple proteomics studies by using protein databases 
and canonical pathways to map the proteins detected through 
common proteomics approaches. These functional interaction 
maps can bring to light altered subsets of genes or proteins describ-
ing disturbed cellular functions characteristic to TBI. They can 
predict and identify certain genes or proteins that have been missed 
by experimental analysis, as well as provide potential functions of 
identifi ed proteins with an unknown physiology [ 9 ]. For instance, 

  Fig. 2    Schematic representing how systems biology tools bridge the gap between protein analyses at isolated 
level to infer about protein interactions at organismal level       
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Boutte et al. (2012) used IPA software to map 321 differentially 
expressed proteins obtained by  mass spectrometry   into relevant 
cellular pathways [ 29 ,  32 ]. 

 It is therefore important to complement the data collection 
and accumulation using high-throughput methods in databases 
with tools to analyze the data and infer new patterns and associa-
tions. Hence, systems biology tools were developed with several 
approaches to address different types of research questions and 
hypotheses. In the fi eld of  neurotrauma   and TBI, three distinct 
approaches have been used so far, namely  functional group catego-
rization  ,  pathway analysis  , and protein-protein interaction (PPI) 
networks, illustrated in Fig.  3 . Functional group categorization, 
also known as gene set analysis, categorizes a list of identifi ed genes 
or proteins based on function and activated pathological responses 
subsequent to a neurotrauma.  Pathway analysis   and protein- protein 
interaction (PPI) networks overlap in terms of proteomic coverage 
and organize the molecules in question into a series of interactions, 
whether predicted or experimentally proven. These interactions 
require upstream regulators and have downstream effectors. While 
pathway analysis offers insights into how the sequence of interac-
tions infl uence a biological process, PPI networks dissect the net-
work of interactions of a single protein based on experimental data 
and the motifs it contains that allow prediction of potential activity. 
Moreover, the two approaches differ in the amount of proteins 
they cover, while pathway analysis presents useful insights on pro-
teins that have been documented or predicted to be involved in a 
defi ned pathway only, whereas PPI networks can cover many more 

  Fig. 3    Three different approaches used in TBI for identifi cation of biomarkers, namely functional categorization, 
 pathway analysis  , and protein-protein interaction emphasizing the role of each tool       
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proteins not included in pathways yet but have been proven 
experimentally or predicted to interact with other proteins. In each 
approach, dozens of tools and analysis methods have been devel-
oped to serve different purposes, with some being more estab-
lished and more extensively checked for quality and reliability than 
others. In this section, we review studies that have used these 
approaches in identifying biomarkers for TBI diagnosis, prognosis, 
and  monitoring   of therapeutics.  

   Before the introduction of clustering and gene set analysis tools, 
studies generating large quantities of data with genomics and pro-
teomics  had   to be subject to manual clustering of genes. In 2002, 
a study by Matzilevich et al. clustered a set of 500 genes that they 
found had a change in their expression level upon cortical impact 
injury performed on rats [ 33 ]. The genes were manually catego-
rized into 12 functional classes based on extensive literature 
searches and GenBank annotations of each gene. The following 
year, Natale et al. utilized the Gene Ontology database to classify 
differentially expressed genes in TBI  mouse   models into three 
functional categories including infl ammation, transcriptional regu-
lation, and extracellular formation/cell adhesion [ 34 ]. A decade 
later, in a recent review, Feala et al. gathered a list of high- 
throughput datasets for TBI [ 28 ]. 

 Studies involving bottom-up methods for biomarker discov-
ery lead to the identifi cation of hundreds of genes and proteins. 
Since it would be impossible to study each one by one, the solu-
tion becomes the integration of high-throughput data with bio-
logical pathways and networks. Data is then further interpreted 
and screened through contextual “biological fi lters” [ 28 ]. 
Function annotations used to categorize genes include Pfam 
[ 6 ], PANTHER [ 4 ], and UniProt [ 5 ]. However, the most 
widely used function categorization scheme is Gene Ontology 
(GO) [ 3 ]. The GO project provides a controlled vocabulary of 
terms to standardize the annotation of genes and gene prod-
ucts. These GO terms are grouped in three main categories: 
molecular function, biological process, and subcellular localiza-
tion. Within each category, a number of GO terms describe 
gene function for easy and fl exible categorization of genes into 
groups with controlled functional granularity. A protein kinase, 
for example, could be annotated by a set of generic GO terms 
such as “macromolecule modifi cation,” “transferase activity,” 
and more specifi c GO terms such as “kinase activity” and “pro-
tein kinase activity” [ 1 ]. In addition to GO, the DAVID 
Bioinformatics Resources integrate a number of databases, 
including GO, in one place to provide comprehensive function 
annotation, categorization, and systems biology analysis for 
user- uploaded data [ 1 ]. 

2.1  Functional Group 
Categorization
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 Pathway diagrams can be constructed based on experimental 
data, literature, and established theories or hypotheses. These 
pathway diagrams illustrate the molecular  mechanism   of a particu-
lar biological process. Databases such as KEGG (Kyoto Encyclopedia 
of Genes and Genomes) provide pathways that are constructed and 
regularly updated by experts from the Bioinformatics Center and 
the Human Genome Center at the University of Tokyo [ 35 ]. 
These pathways are organized into categories including metabo-
lism, genetic and environmental information processing, cellular 
process, organismal systems, and human diseases. Additionally, 
KEGG provides pathways for a variety of species, including over 
400 human pathways consisting of around 5000 proteins. KEGG 
pathways for different species could be derived from the same gen-
eralized pathway called a canonical pathway that represents com-
mon properties of a biological process. Therefore, KEGG pathways 
may not be suitable in the study of species-specifi c mechanisms.  

   A similar concept, REACTOME is a pathway database constructed 
by expert biologists in collaboration with REACTOME editorial 
staff [ 36 ,  37 ]. It is open source, open access, manually created, and 
peer reviewed. Developed for 21 species, REACTOME pathways 
include over 1400 human pathways consisting of over 7000 pro-
teins. This is almost twice the total number of proteins covered by 
the KEGG human pathways. REACTOME pathways differ from 
KEGG  pathways   in that the former distinguish protein isoforms 
whereas the latter use a single protein-coding gene to represent all 
isoforms. In this way, REACTOME may be more suitable and 
optimal than KEGG for proteomic studies that require distinguish-
ing protein isoforms and their functional differences. 

 While KEGG and REACTOME have their own staff to develop 
pathways, BioCarta and WikiPathways provide an open platform 
that allows everyone to construct his/her own pathways and pub-
lish on their websites [ 1 ]. The open platform is an effective strategy 
to combine intelligence of individuals to quickly update  and   expand 
the collection of molecular pathways. The disadvantage, however, 
is that the quality of these pathways is questionable. To ensure 
quality, BioCarta has a group of experts in their research fi elds to 
curate newly submitted pathways, whereas WikiPathways uses a 
peer-review strategy to correct false information in its pathways. 
Essentially, quality of the two databases is heavily dependent on the 
quantity of human experts participating. 

 Biological pathways constructed by databases are proving to be 
important tools in trying to understand how biomolecules and 
their  interactions   contribute to biological processes. Currently the 
pathways are limited: only a fraction of proteins in a whole pro-
teome could be covered by these pathways. In fact, combining 
KEGG and REACTOME human pathways together only covers 
about 8000 unique proteins, which is less than 40 % of total 

2.2  Pathway 
Analysis
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proteins in a human proteome. The protein-protein interaction 
(PPI) network (discussed in detail below) is a complementary 
resource that can cover many more proteins that are not presented 
in any pathways. 

 When identifying key genes involved in TBI that are major 
players in the progression of the disease and that can be used as 
biomarkers, one should always take into consideration the com-
plexity level of the different intracellular signaling pathways. 
Molecular pathways are seldom linear because many proteins have 
multiple interaction sites different protein families. Normally, pro-
teins interact with each other, in a cascading manner, to reach the 
fi nal outcome: either the activation of the target gene or its sup-
pression. The general method for identifying activated or sup-
pressed molecular pathways is termed “pathway analysis” in which 
a set of genes is analyzed employing gene set analysis methods to 
fi nd signifi cant alterations that might be at the core of the disease. 
Such methods have been scrutinized in recent reviews as being the 
fi rst choice for  gaining   insights into molecular pathways, specifi -
cally methods that deal with differentially expressed genes (enrich-
ment analysis methods) or the correlation between pathway genes 
and the class of the samples (functional class scoring methods), 
shown in Fig.  4  [ 38 ]. Divided into three distinct generations, path-
way analysis has developed with the evolution of its methods in the 
last generation to become much more accurate and precise by 
reducing the complexity of the system which initially includes a set 
of genes grouped into smaller and related sets. That results in the 
identifi cation of active signaling pathways that are signifi cantly 
modifi ed between sample groups [ 39 ]. However, the major limita-
tion which comes with these gene set analysis methods is the lack 
of  information   about the different interaction between proteins 
and other molecules termed “pathway’s topological information.” 
Ignoring such information results in erroneous data, hence raising 
the need to convey information about the role of different protein 
interplays and the location of pathway members instead of simply 
analyzing all set members equally as in the gene set analysis. 
Practical pathway analysis treats members according to their loca-
tions in the pathway and thus provides a high-throughput molecu-
lar measurement with more relevance and accuracy. Pathways 
analysis approaches have been designed as such to employ topo-
logical information by taking into consideration the inter- and 
intra-pathway connectivity information. The next section will 
describe the different approaches.

   Tarca et al. [ 38 ] developed a novel signaling pathway impact 
analysis (SPIA) that takes into consideration the differentially 
expressed genes with a novel type of evidence which measures the 
perturbation factor, that is, the differential expression of upstream 
genes connected to the pathway. Altogether,  SPIA   combines data 
from the classical enrichment analysis methods and accounts for 
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some of its limitations by introducing the perturbation factor. That 
indeed increases sensitivity and specifi city of the method, and makes 
it different from the standard gene set over-expression analysis [ 1 ]. 
Accounting for the evidence provided by enrichment pathway 
method and perturbation factor, simulations have shown that it is 
independent of one another. This allows calculating the global sig-
nifi cance obtained from combining  P -values (perturbation  P -value 
and enrichment  P -value). These probabilities can be calculated 
using a bootstrap approach. To assess the capabilities of SPIA,  four   
datasets were examined using over-representation analysis (ORA), 
gene set enrichment analysis (GSEA), and SPIA. The latter approach 
showed increased sensitivity and specifi city over the two existing 
pathway analysis approaches, as it was capable of assessing relevant 
and activated signaling pathways to each condition when compared 
to GSEA, with reduced false-positive pathways and a meaningful 
ranking of the pathways when compared to ORA. It is worth not-
ing here that SPIA uses an assumption that upstream genes have 
greater impact on the signaling pathway since they will affect the 
signifi cance of all downstream genes, which cannot be verifi ed by 
experimental studies. Similar to SPIA, PathNet method uses evi-
dence from differentially expressed genes termed “direct evidence,” 
but instead of computing the perturbation factor, it uses evidence 
from their neighboring genes termed “indirect evidence.” PathNet 
then combines both evidences and calculates their statistical signifi -
cance. What is novel about PathNet is that it strengthens the inter- 
and intra-pathway connectivity by unraveling genes that directly 
interact with the  activated   signaling transduction and thus the more 

  Fig. 4     Pathway analysis   approaches used in TBI with the added function that each tool addresses.  SPIA  signal-
ing pathway impact analysis,  ACST  analysis of consistent signaling transduction,  DEAP  differential expression 
analysis for pathways,  TEAK  topology enrichment analysis framework       
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signifi cant neighboring genes are, the more signifi cant a direct 
evidence becomes [ 1 ]. While this method detects activated signal-
ing pathways based on differentially expressed genes and their 
neighbors of genes, it does not give much weight to upstream genes 
as opposed to SPIA. To evaluate its capabilities in identifying rele-
vant biological pathways relevant to Alzheimer’s disease (AD), 
PathNet was compared to three existing algorithms (hypergeomet-
ric test, SPIA, and GSEA). Indeed, PathNet identifi ed the AD path-
way and other biologically relevant pathways in two gene microarray 
datasets when the three other existing methods often failed to do 
so. SPIA and PathNet determine signifi cant genes based on an arbi-
trary threshold, which implies that all insignifi cant genes have no 
contribution to the activated pathway and only the signifi cant ones, 
are at the heart of the pathway of interest. Although a gene with a 
minor change in expression might not greatly or signifi cantly affect 
a certain pathway, however, multiple genes might collectively have 
an impact on a certain pathway. To account for that, Fang et al. 
[ 40 ] developed Gene Association Network-based Pathway Analysis 
(GANPA), which measures gene weights, integrates them into clas-
sical gene set analysis, and corrects for the “over-counting” associ-
ated with multi-subunit proteins. GANPA computes the weight of 
each gene involved in an activated pathway, which is proportional 
to the fraction of interaction of a gene with several other associated 
genes over the total number of interactions involving that gene. 
Thus, it takes into account the nonequivalence of genes within 
pathways and provides weighted means that can be integrated in 
gene set analysis (GSA) methods. 

 Recently developed pathway analysis methods aimed at identi-
fying biologically relevant activated or suppressed sub-pathways 
within  a   predefi ned signaling transduction cascade while still con-
veying topological pathway information. As such, analysis of con-
sistent signaling transduction (ACST) method was developed; it 
takes into account a pathway’s topological information, the posi-
tion of a gene in a predefi ned signaling transduction, and the mag-
nitude of changes associated with the analyzed gene [ 41 ]. ACST 
searches for genes that are activated while taking into consider-
ation their corresponding antagonistic genes as being shut down. 
This web of networking genes constitutes a subgraph that partially 
or  signifi cantly   contributes to the activated pathway. For example, 
upon the binding of a growth factor to a receptor tyrosine kinase 
(RTK), genes such as JAK1 are activated and in turn activate down-
stream genes such as PI3K, PDK, and AKT, whereas their antago-
nistic genes such as PTEN are shut down. This part of the whole 
pathway constitutes a consistent subgraph. A pathway is scored by 
the expression of all genes in its maximal consistent subgraph and 
the subgraph’s distance to the downstream target gene of the path-
way. Statistical analyses are then run to determine the signifi cance 
of the pathways and whether its score is signifi cantly higher than 
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the score of a pathway with randomly expressed genes. Similar to 
ACST, Differential Expression Analysis for Pathways (DEAP) 
developed by Haynes et al. [ 42 ] includes pathway topological 
information and determines the most differentially expressed gene 
in a pre-defi ned pathway. It screens for all linear pathways and 
assess their signifi cance using particular formulas.  Linear   paths do 
not strictly necessitate that their member genes are consistently 
active, but inconsistent expression of the genes would reduce the 
score of a path making it less favorable to be identifi ed when there 
is consistent expression of genes in another paths. 

 Other  pathway analysis   approaches that search for sub- pathways 
include Clipper and Topology Enrichment Analysis framework 
(TEAK) [ 43 ,  44 ]. The former method converts pathway topologi-
cal information into Gaussian graphical model and tests differences 
in mean and in covariance matrices between two experimental 
 conditions, whereas the latter one employs Gaussian Bayesian net-
work to rank and estimate the signifi cance of sub-pathways. 

 For the past few years, gene set analysis has witnessed great 
improvements in conveying pathway’s topological information, 
which was totally ignored in several existing approaches. Recent 
methods have focused on identifying subpaths  within   biologically rel-
evant signaling pathways; this approach provided more sensitivity and 
specifi city when compared to famous gene set analysis methods. The 
integration of subpaths remains complicated with more computa-
tional resources to be utilized. It is now approved that deregulations 
in signaling pathways drive many diseases, in particular cancer. Thus, 
understanding the differential expression of genes in predefi ned sig-
naling pathways would provide potential new therapeutic targets.  

    In the previous section, we scrutinized the different  pathway analysis   
methods that are currently being utilized to determine deferentially 
expressed genes based on experimental data and predefi ned pathways. 
Similar to that approach, protein-protein interaction (PPI) network 
analysis tries to identify network regions, relevant to a study by refer-
ring to experimental data and a single protein interaction network. In 
this section, we focus on the PPI network analysis in unraveling novel 
molecular  mechanisms   from high-throughput experimental data. 

 The fi rst steps of PPI network analysis involve superimposing 
high throughput experimental data such as differential gene expres-
sion obtained from gene microarray data or the proteome abun-
dance from proteomics studies. Numerous modifi ed proteins do 
not randomly nor uniformly scatter through the network, they are 
usually expected to condense in specifi c regions of such network 
and are termed “network modules” or “subnetworks” and repre-
sent the underlying molecular  mechanism   of a study. 

 One fundamental component of PPI network analysis is engag-
ing a subnetwork search algorithm in order to fi nd all the subnet-
works [ 1 ]. Many components of such an algorithm exist, but 

2.3  Protein-Protein 
Interaction Network
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essentially there is a scoring function through which the subnetwork 
is evaluated and a searching algorithm where an optimal subnet-
work with a maximal score is obtained. Basically, the scoring func-
tion is evaluated through a biological hypothesis that includes the 
characteristics of a subnetwork representing a particular biological 
pathway, and such evaluation is signifi cant in choosing PPI net-
work analysis for a given study. As for the searching algorithm, 
theoretically speaking, with any scoring function, an intensive 
search can fi nd the optimal subnetwork for a particular study. 
However, practically speaking, it has been proven that fi nding such 
optimal score subnetwork is NP-hard meaning that such process is 
extremely time consuming. 

 Previous publications have been postulated to fi nd the subop-
timal subnetworks. For instance, to do so, Ideker et al. made use of 
a normalized aggregate z-score (sum of z-score of all genes) and 
employed a heuristic simulated annealing algorithm [ 45 ]. 

 The subnetwork search begins with a working subnetwork that 
randomly selects a protein and ending after several rounds of 
expansions and updating of such working network. Since the 
z-score of a gene measures its differential expression, the scoring 
and searching functions in this study were designed in a way to 
increase the score of a subnetwork retrieving all subnetworks that 
are enriched with differentially expressed genes. The authors who 
showed that they could indeed identify subnetworks consistent 
with known regulatory circuits validated this method. Consequently, 
this method has been cited vastly over the past decade and moti-
vated the fi nding of many similar methods that  aim   to acquire bio-
logical pathways from a PPI network . 

 To measure the co-expression of genes in a subnetwork, Guo 
et al. developed a scoring method, which calculates the fi nal score 
based on raw score normalized by the mean and the standard devi-
ation [ 46 ]. Similar to the latter method, module analysis via topol-
ogy of interactions and similar sets (MATISSE) calculates the fi nal 
score by taking into consideration the co-expression of genes in a 
subnetwork and allowing uncorrelated genes to be present. In 
addition, MATISSE assigns ranks to different genes in a subnet-
work to represent their co-expression in a biologically relevant 
area. In a predefi ned signaling pathway and under particular condi-
tion, only a fraction of genes is usually coherently regulated; which 
answers why the method allows the presence of uncorrelated genes 
while still considering the co-expression of active genes. The score 
of a given subnetwork is further defi ned as the edge score (ECF- 
statistic) and the sum of normalized node score (F-statistics), or 
can be subtly defi ned in a specifi c study. For instance, the DEGAS 
(DysrEgulated Gene set Analysis via Subnetworks) method defi nes 
deregulated genes in several cases of a case–control study of a dis-
ease. By comparing their expression value, one can tell if a gene is 
deregulated in one case when compared to the other, and how 
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signifi cant this difference is. Ultimately, the numbers of such 
deregulated genes defi ne the subnetwork they are in. Nevertheless, 
a scoring function should be replaced by a shared distribution of a 
group of random variables when probabilistic graphic models are 
to be applied in the identifi cation of specifi c subnetworks. However, 
an end user should be aware of the underlying assumption that the 
connected genes tend to be co-regulated. The method developed 
by Segal et al., and the most recent method NIPD (network infer-
ence with pooling data) [ 47 ,  48 ] are two examples of methods that 
used probabilistic graphic models. Basically, a scoring function is 
always used to determine the characteristics of a subnetwork 
regardless of its gene expression status, but the effi ciency in getting 
the optimal or suboptimal subnetwork is essentially dependent 
upon the subnetwork-searching algorithm. Several other algo-
rithms have been proposed other than the simulated annealing 
algorithm and these include variants of greedy search strategies 
[ 49 ,  50 ], genetic algorithm, and a more effi cient algorithm based 
on integer-linear programming [ 51 ]. However, within the  neu-
rotrauma   community, end users should select PPI network analysis 
tools with the appropriate scoring functions and this is more sig-
nifi cant than tools that are employed with effective searching algo-
rithms. Since neurotrauma represents a serious health problem 
worldwide, there is an urgent need for identifying marker candi-
dates using high proteomics-based methods that ensure high spec-
ifi city and sensitivity. Although fi nding key markers from a big pool 
of markers from different types of cells remains challenging, apply-
ing protein-protein interaction network methods can help attenu-
ate the complexity of the system while focusing on specifi c 
biologically relevant pathway that could generate potential markers 
for better diagnosis and treatment.   

3    Conclusion 

 A disease in which heterogeneous complications are not readily 
apparent, TBI is often referred to as a “silent epidemic,” especially 
when it comes to the lack of awareness about this disease among 
the general public [ 52 ]. There are currently challenges in confi rm-
ing diagnosis of brain injury, since the early manifestation of the 
changes elicited by impact to the head are biochemical and molec-
ular in nature. Therefore it is essential for biochemical and molecu-
lar testing to detect and assess the severity of TBI. Various systems 
biology tools, databases and strategies can be implemented on 
available TBI data in biomarker discovery. In fact, in the fi eld of 
neurotrauma and TBI, three distinct approaches have been used so 
far, namely  functional group categorization  ,  pathway analysis  , and 
protein-protein interaction (PPI) networks. The databases allow 
for query of the system to identify candidate targets which can be 
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further studied to elucidate potential downstream biomarkers 
indicative of disease progression, severity, and improvement. The 
integration of proteomic data sets through bioinformatics enables 
the generation of databases which are powerful tools to aid 
researchers in understanding the  mechanism   of neural injury. Thus, 
the application of neuroproteomics will revolutionize the charac-
terization of protein dynamics, leading to an enhanced under-
standing of post-injury biochemistry.     
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    Chapter 10   

 Role of Systems Biology in Brain Injury Biomarker 
Discovery: Neuroproteomics Application                     

     Zaynab     Jaber      ,     Patrick     Aouad    ,     Mohamad     Al     Medawar    ,     Hisham     Bahmad    , 
    Hussein     Abou-Abbass    ,     Hiba     Ghandour    ,     Stefania     Mondello    , 
and     Firas     Kobeissy       

  Abstract 

   Years of research in the fi eld of neurotrauma have led to the concept of applying systems biology as a tool 
for biomarker discovery in traumatic brain injury (TBI). Biomarkers may lead to understanding mecha-
nisms of injury and recovery in TBI and can be potential targets for wound healing, recovery, and increased 
survival with enhanced quality of life. The literature available on neurotrauma studies from both animal 
and clinical studies has provided rich insight on the molecular pathways and complex networks of TBI, 
elucidating the proteomics of this disease for the discovery of biomarkers. With such a plethora of informa-
tion available, the data from the studies require databases with tools to analyze and infer new patterns and 
associations. The role of different systems biology tools and their use in biomarker discovery in TBI are 
discussed in this chapter.  

  Key words     Neurotrauma  ,   Traumatic brain injury TBI  ,   Biomarkers  ,   Systems biology tools  ,   UCHL1  , 
  SBDPs  ,   NSE  ,   GFAP  ,   S100β  

1      Introduction 

  As systems biology and the fi eld of proteomics continue to rapidly 
evolve, fundamental changes are being catalyzed toward the future 
of health care worldwide [ 1 ]. Research in these fi elds holds major 
implications in medicine, especially in enhancing the ability to 
improve diagnosis and treatment of diseases. We are currently wit-
nessing an increased interest in personalized medicine; therefore, 
bridging the gap between basic research and clinical applications 
becomes imperative. One research-based proteomic tool at the 
forefront of personalized medicine is biomarkers. Biomarkers are 
quantitative physiological indicators of a biological disease or 
injury state that allow for diagnosis and assessment of the disease 
process and help monitor the response to treatment [ 2 ]. In clinical 
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medicine, biomarkers have uses in diagnosis, prognosis, and 
 determination of physiological status. They can manifest through 
vital signs, X-rays, and other imaging modalities as well as through 
laboratory analysis of biological indicators such as ribonucleic acid 
(RNA), metabolites, lipids, peptides, proteins, or autoantibodies 
against proteins released from the diseased/injured tissue [ 3 ]. 
Interestingly, much of medical practice involves interpreting and 
 monitoring   biomarkers, the diagnostic accuracy of which is quan-
titatively denoted by sensitivity and specifi city. 

 Traumatic brain injury (TBI) is a neurotrauma caused by 
mechanical force applied to the head. It is of great concern since it 
is a leading cause of death worldwide [ 2 ,  4 ]. While traffi c accidents 
and assault are the main causes of TBIs in younger populations, 
falls are the predominant reason for TBIs in older individuals, fol-
lowed by traffi c accidents [ 5 – 7 ]. A subset of the adult population 
in the USA, deployed military servicemen and women, are particu-
larly vulnerable and are at high risk for TBI. They are often exposed 
to a variety of combat traumas. In fact, recent studies report that 
approximately 20 % of Operation Enduring Freedom/Operation 
Iraqi Freedom veterans have clinical diagnosis of TBI [ 8 ]. More 
than 30,000 military personnel suffered a TBI in 2012. Another 
13,000 or more people had a TBI in 2013 [ 9 ]. In addition, this 
population often exhibits comorbidities such as posttraumatic 
stress disorder (PTSD) or depression that can lead to an increased 
risk of misdiagnosis [ 10 – 14 ]. 

 TBI does not describe a physical injury to the head, such as 
laceration, contusion, or fracture, but rather the change in brain 
function as a result of damage from an external force to the brain. 
This can be caused by various ways. One example is the case of 
rapid backward and forward motion caused by rapid  acceleration   
and deceleration, such as that experienced during motor vehicle 
accidents or shaken-baby syndrome [ 15 ]. Another way is through 
impact due to falling, especially among the elderly, or caused by 
sporting injuries. TBIs can also result from blunt force trauma such 
as an assault or from exposure to blasts resulting in rapid changes 
in pressure. Penetration wounds to the head caused by high- 
velocity projectiles can also cause TBI [ 15 ,  16 ]. 

 TBI is heterogeneous, as it is highly variable and characterized 
by several severities (mild, moderate, severe) in addition to multiple 
injury types (concussive, nonpenetrating, penetrating). It occurs in 
two phases: fi rst as primary injury which then leads to secondary 
injury. Upon impact, primary injuries occur when there is deforma-
tion of the gray and  white matter   of the brain, causing a disruption 
of cell membranes and the release of intracellular contents [ 15 ]. 
Hours and days following the initial insult, secondary injuries occur 
as a result of brain edema, free radical formation, or the release of 
infl ammatory mediators. These secondary injuries may exacerbate 
the initial injury through the mediation of cell damage or death 

Zaynab Jaber et al.



159

resulting in a poor neurological outcome. Brain damage may 
include excessive neuronal activity caused by unregulated glutamate 
release, changes in neurotransmitter levels, hemorrhage, changes in 
cerebral blood fl ow, damage to axons, and/or disruptions to the 
 blood–brain barrier (BBB)   [ 16 ]. After the incidence of primary 
injuries, the focus of TBI patient management becomes prevention 
or reduction of the extent of secondary injuries. 

 The transfer of energy that occurs following the insult can 
cause structural, pathological, and functional changes in the 
brain that may yield neurological, cognitive, and behavioral 
symptoms that can be long lasting. Symptoms of TBI may 
include confusion, concussion or altered levels or loss of con-
sciousness, seizure, coma, focal sensory defi cits, or motor neuro-
logic defi cits. The long-term effects of TBI may include 
depression,  anxiety  , psychiatric disorders, memory loss, reduced 
motor function, reduced social functioning, impaired vision, 
insomnia, dizziness, mood disturbances, and defi cits in cogni-
tion. Moreover, substance abuse was found to be associated with 
individuals who have experienced a TBI, and for many patients, 
family life and relationships may be adversely affected [ 15 ]. 
Prominent neurological symptoms include headache, vomiting, 
nausea, imbalance, vision, dizziness, fatigue, drowsiness, sensi-
tivity to light or noise, and sleep disturbances. Of the cognitive 
symptoms, problems with attention, concentration, memory, 
processing speed, and executive functions (e.g., working mem-
ory and decision making) are most frequently reported. Existing 
literature indicates that in the majority of patients, these symp-
toms will resolve within 10 days to 2 weeks of the injury [ 17 ]. In 
more than 25 % of the cases, however, symptomology can con-
tinue long beyond this timeframe [ 18 – 20 ]. 

 In this book chapter, we will tackle the role of  systems biology 
tools  , bioinformatics, and biomarker research in the area of TBI. In 
particular, we will underline the need for biomarker discovery in 
TBI and how the major advances in the fi eld of proteomics will 
further aid this quest for enhanced TBI patient care management.  

2    Putting It All Together: Data Mining 

 Enormous amounts of data generated from high-throughput 
technologies require data mining tools to analyze data and visual-
ize patterns, which are otherwise tedious and sometimes impos-
sible to detect. An example of data mining methods is 
correspondence analysis which investigates the relation between 
features and data samples. Feature selection is another method 
that allows visualization and comprehension of data patterns. The 
use of these  methods in TBI biomarker discovery has been docu-
mented in several reports. 
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 A Multiple Correspondence Analysis (MCA) can be used to 
detect relationship patterns in data collected on multiple variables 
pertaining to the participants. These data points and variables are 
projected on graphs known as principal components that help visu-
alize the clustering of data points and account for the highest 
amount of variance in the data. Points that cluster in proximity are 
indicated to have similarities while those that cluster further away 
from each other have more differences. Martinez et al. performed 
MCA on data collected from chronic TBI patients undergoing 
either cognitive training or a control program. The analysis was 
done by grouping the patients based on the type of head injury 
they suffered and the corresponding patterns in cognitive perfor-
mance including assessment of memory, attention, and task switch-
ing. The analysis yielded 53 % of variance detected by the fi rst 
principal component based on cognitive performance in all assess-
ments. The second principal component detected 8. 79 % of vari-
ance based on assessment of memory between the different injury 
types. Moreover, principal component projections for individuals 
with blast-related injuries were clustered in the low cognitive per-
formance side compared to projections of other injury types that 
were less clustered and more evenly distributed between high and 
low cognitive performances. This shows that MCA accurately clus-
tered  cognitive defi cits      detected in individuals suffering from blast- 
related injuries. This clustering is quite logical given the complex 
nature of this trauma that includes the initial shockwave followed 
by acceleration and deceleration shearing forces, and hence the 
devastating cognitive damage [ 21 ]. 

 Recently, Ou et al. analyzed microarray data previously pub-
lished by Shojo et al. [ 22 ] in Gene Expression Omnibus (GEO) 
database for differential gene expression profi les in rat models of 
TBI. After normalizing gene expression intensities with a robust 
multiarray average (RMA) algorithm, differentially expressed genes 
(DEGs) between control rats and those subjected to moderate 
fl uid percussion of different durations were identifi ed. This was 
done through implementing a  t -test to calculate the probability of 
DEGs between different groups and the respective  p -values. In 
turn, the  p -values were analyzed in R [ 23 ] using a  q -value package 
[ 24 ] to compute the false discovery rate. Signifi cant GEDs were 
chosen based on a  q -value < 5 %. In this study, microarray data was 
obtained on a TBI model from Gene Expression Omnibus (GEO) 
database and analysis of the altered gene expression profi le was 
conducted. Results suggested that gene expression profi les were 
signifi cantly altered in the late period after TBI. These altered 
genes were mainly involved in steroid biosynthesis, cell cycle, metal 
ion transport, infl ammation, and apoptosis [ 25 ]. 

 Given the enormity and heterogeneity of raw data generated 
from basic science research, there is a need to accelerate the transla-
tion of preclinical knowledge into clinical  therapeutics  . Accordingly, 
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Nielson et al. have recently developed a database for translational 
 neurotrauma   research dubbed Visualized Syndromic Information 
and  Outcomes   for Neurotrauma-SCI (VISION-SCI) [ 26 ]. In this 
study, syndromic analysis on data from several species published in 
the last two decades was collected, which allowed the identifi cation 
of conserved biological  mechanisms   of recovery that can be used in 
 monitoring   of therapy of neurotrauma patients.  

3    Deciphering Molecular Mechanisms of Neurotrauma Using Proteomics 

  Proteins are major effectors driving cell  behavior  . Accordingly, 
the fi eld of proteomics was established and devoted entirely to 
the systemic study of proteins [ 1 ]. The goal of proteomics 
research is to understand the expression and function of proteins 
on a global level which requires more than simply cataloguing the 
proteome; it involves the characterization of protein structure, 
function, and interaction in all its complexities. The ability to 
capture and compare all of this information between two cellular 
states is essential for understanding cellular responses [ 1 ]. Thus, 
proteomics is becoming a well-established approach for protein 
biomarkers discovery with the ability to identify proteome 
dynamics in response to experimental stimuli [ 27 ]. The collective 
number of published reports and citations utilizing proteomics in 
brain injuries is steadily increasing [ 9 ]. 

 TBI neuroproteomics studies have used biofl uids and injured 
tissue to identify clinical markers that may correlate with injury 
severity and may be able to determine therapeutic response [ 28 ]. 
In one study, altered differential proteins were evaluated in normal 
human postmortem cerebrospinal fl uid (CSF) [ 29 ]. Since post-
mortem CSF resembles a model of massive brain injury and cell 
death, its use could allow for identifi cation of protein markers of 
injury through comparison of the protein profi le of postmortem 
CSF with that of the CSF of individuals with brain injuries. In this 
study, 172 of the 229 proteins identifi ed were novel and not previ-
ously described. Postmortem CSF was thus used to evaluate altered 
protein levels similarly occurring after traumatic insult. Additionally, 
differential proteins of intracellular origin were identifi ed in the 
CSF. This corroborates the suggestion that protein leakage into 
the CSF occurs following brain injury [ 30 ,  31 ]. Since neuronal- 
specifi c proteins leak from injured brain directly to the CSF, this is 
crucial to identifying protein markers [ 27 ]. 

 CSF in a rat model of TBI was also evaluated in another 
proteomic study by Siman et al. [ 32 ] In this study, tau protein 
 fragment of 17 kDa, αII-spectrin breakdown product of 150 kDa, 
and collapsing response mediated protein-4 were released as a gen-
eral response to brain insult. The fi ndings from the experiments 
may suggest surrogate biomarkers for injury severity and may have 
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the potential for increasing our understanding of the mechanism of 
brain injury by shedding light on the process of how these proteins 
are observed in the CSF biofl uid at specifi c time points [ 32 ]. In 
another study, Waybright et al. [ 33 ] characterized the proteome of 
human ventricular CSF obtained from hydrocephalic patients. 
They were able to identify more than 1500 unique proteins which 
were then compared with the Human Proteome Organization 
serum proteome database. Human ventricular CSF was then con-
cluded to contain a large array of proteins unique to CSF [ 33 ]. 

 Studies undertaking the catalog of cellular elements under var-
ious conditions and in various organisms are well underway and 
becoming increasingly possible with the maturity of global tech-
nologies. This is where systems biology should rise to meet the 
demand of high-throughput data by helping understand how the 
elements discovered are coordinated to form functional biological 
systems. Though systems level integration of data is still in its 
infancy, a number of new concepts have emerged (such as those 
discussed earlier). The importance of this data integration is two-
fold: (1) it allows for minimization of noise inherent in data gener-
ated through the high-throughput biology and (2) it serves to 
reveal new biological phenomena not readily apparent from any 
single analysis [ 1 ]. Ultimately the goal is to characterize the infor-
mation fl ow through protein networks that refl ect the interconnec-
tion between the extracellular microenvironment and gene 
regulatory networks in response to effector functions of develop-
ment and physiological responses. 

 Studies conducted by Kobeissy et al. used Pathway Studio to 
construct a functional interaction map linking 59 proteins signifi -
cantly increased or decreased post-TBI [ 4 ,  34 ]. The altered path-
ways were found to be associated with infl ammation, cell survival/
proliferation, and synaptic plasticity. In another recent study by 
Feala et al. [ 35 ], around 32 TBI biomarker candidates from the 
literature were analyzed. These biomarkers’ associations with 
four KEGG pathways were found to be statistically signifi cant, 
three of the four of which (apoptosis pathway, amyotrophic lat-
eral sclerosis pathway, and Alzheimer’s disease pathway) were  rel-
evant   to TBI or the nervous system. By performing a PPI network 
analysis, they were able to show that the 32 TBI biomarker can-
didates were tightly connected to each other on a PPI network of 
over ten thousand proteins .  

4    Inferring Molecular Biomarkers in Neurotrauma 

 Systems biology study of neurotrauma is moving toward revealing 
the complex molecular processes induced by brain trauma [ 36 ]. 
The fi eld of proteomics serves as a powerful tool in this endeavor, 
showing great promise in the identifi cation of specifi c proteins 
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implicated in TBI. Proteomics can lead toward the discovery of 
many candidate biomarkers to help ascertain the  mechanisms   of 
TBI. Already biomarkers have demonstrated great success and reli-
ability in diagnosis of some diseases such as in cardiac injury. For 
instance, cardiac troponin proteins (T and I) and various forms of 
brain natriuretic peptide (BNP) are routinely used to facilitate 
accurate diagnosis of congestive heart failure and myocardial 
infarction in patients presenting with chest pain. 

 There is an increased recognition for the need of biomarker dis-
covery which has led to the Biomarkers Consortium launched in 
October of 2006 as a public–pharmaceutical industry partnership 
that includes the National Institutes of Health (NIH), the Food and 
Drug Administration (FDA), the Centers for Medicare and Medicaid 
Services, in addition to pharmaceutical industry representatives, 
nonprofi t organizations, and advocacy groups [ 37 ]. Importantly, an 
NIH workshop on improving diagnosis of TBI for targeting thera-
pies stressed the need for biomarker identifi cation [ 38 ]. 

 However, despite the efforts in brain injury research, there are 
no clinically validated biomarkers to diagnose TBI. The efforts to 
identify sensitive, universal, and specifi c biomarkers are hindered 
mainly by challenges such as  brain tissue   complexity and the het-
erogeneous nature of brain injury models [ 27 ,  39 ]. Even though 
extensive studies are being pursued to move protein biomarkers to 
clinical validation, the work is still under development. 

 Biomarkers can be discovered through traditional strategies such 
as knowledge-driven or discovery-driven methods, which are also 
called “top-down” and “bottom-up” methods [ 36 ]. While the 
knowledge-driven strategy infers biomarkers through understanding 
disease pathology and molecular  mechanism  , it is restricted by our 
knowledge of diseases. Due to the lack of understanding of the molec-
ular mechanisms of action of TBI, it is a less effective approach in the 
search for TBI biomarkers. On the other hand, the discovery-driven 
strategy employs high-throughput technologies to screen a large 
number of genes and proteins to determine those whose abundance 
change could indicate TBI. The limitations to this approach may be 
inherent noise and the semiquantifi cation nature of high-throughput 
technologies may lead to false positives passing the screening [ 36 ]. 

 In 2006, Kobeissy and colleagues identifi ed 59 proteins 48 h 
post-TBI using a rat model and they found that proteins that were 
decreased in abundance included CRMP-2, glyceraldehyde- 3- 
phosphate dehydrogenase, microtubule-associated proteins 
MAP2A/2B, and hexokinase [ 34 ]. Proteins that were upregulated 
included C-reactive proteins, transferrin, and breakdown products 
of CRMP-2, synaptotagmin, and αII-spectrin. The changes in 
these proteins were confi rmed by western blotting. This study gen-
erated candidate biomarkers that can aid in the evaluation of the 
severity and progression of injury as well as in the development of 
possible therapies. 
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 The use of a systems biology-based approach to  drug discovery   
and development for TBI based on the advances in genomics, pro-
teomics, bioinformatic tools, and systems biology software has been 
shown [ 28 ]. In 2012, Boutte and colleagues conducted a proteomic 
analysis and brain specifi c systems biology in a rodent model of pen-
etrating ballistic-like brain injury (PBBI) where they used a combina-
tion of 2D-gel  electrophoresis   and  Mass Spectrometry (MS)   to screen 
for biomarkers. After identifying 321 upregulated and 65 downregu-
lated proteins 24 h post PBBI compared to sham controls,  pathway 
analysis   indicated that these proteins were involved in neurite out-
growth and cell differentiation. Among these proteins that indicated 
consistent increase in the  brain tissue   and CSF at several time points 
post PPBI were UCHL1, tyrosine hydroxylase, and syntaxin-6. 

 While systems biology is interested in complex biological pro-
cesses as they are governed by the interactions of multiple genes 
and proteins, it may seem that the intention to search for a TBI 
biomarker candidate from TBI-relevant pathways or interaction 
network is against the principle of systems biology. This is why a 
panel of biomolecules serving as TBI biomarker profi les should be 
suggested by systems biology [ 36 ]. In fact,  GFAP   and  UCHL1   
have been proposed together as TBI biomarkers [ 40 ]. There are 
huge numbers of possible combinations of multiple proteins in 
which systems biology will prove useful in identifying most effec-
tive combinations of proteins for TBI biomarker panels. 

 Soluble biomarkers ideal for use in the diagnosis of TBI should 
be absent in the peripheral tissue unless the  brain tissue   has been 
injured [ 10 ]. The ideal biomarker should be a small molecule that 
can be rapidly measured in the serum or CSF for a reasonable 
period after injury. Additionally, it would be ideal for the biomarker 
to have a level that corresponds to the degree of brain injury.  

5    Traumatic Brian Injury Candidate Biomarkers Identifi ed After Applying 
Systems Biology Concepts to Neuroproteomics 

 Listed below are examples of the most studied candidate protein 
biomarkers for TBI and have shown high sensitivity and specifi city 
in independent studies (Table  1 ).  UCHL1  ,  SBDPs  , and neuron- 
specifi c enolase (NSE)    are neuronal and axonal protein biomarkers 
whereas  GFAP   and  S100β   are glial-specifi c markers [ 41 ]. 
Combining neuroproteomic methods with relevant animal mod-
els, systematic assessments have been made to identify additional 
protein biomarkers for TBI [ 34 ,  42 – 45 ].

     UCHL1 is a cysteine protease of relatively small size (around 25 kDa 
and comprises 1–2 % of the total soluble protein in the brain) that is 
predominantly expressed in neurons, although it is also expressed in 
small amounts  in   neuroendocrine cells. UCHL1 is known to hydro-
lyze the C-terminal bond of ubiquitin or unfolded polypeptides [ 10 , 

5.1  Ubiquitin 
Carboxy- Terminal 
Hydrolase L1 Protein 
(UCHL1)
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 41 ,  46 ]. Mutations in UCHL1 may be associated with Parkinson’s 
disease and other neurodegenerative disorders [ 46 ]. Importantly, 
UCHL1 has previously been shown to be elevated in patients with 
severe TBI [ 10 ] and several publications have indicated that UCHL1 
can be a biomarker for TBI. UCH-L1 CSF and serum levels were 
found to be elevated in patients with severe TBI correlating with the 
severity and  outcome   of injury [ 15 ,  47 – 49 ]. 

 The elevation of levels of UCH- L1   post-TBI is proposed to be 
secondary to  BBB   dysfunction [ 50 ]. In addition, several recent 
studies also demonstrated the detectability of UCH-L1 in blood 
following mild TBI [ 51 – 53 ].  

   Among the novel biomarkers studied for their  clinical   relevance in 
TBI, alpha II-spectrin is a cytoskeletal protein primarily found in 
neurons and is concentrated in axons and presynaptic terminals 

5.2   α II-Spectrin 
Breakdown Products 
(SBDPs)

   Table 1  
  Putative biomarkers of traumatic brain injury   

 TBI 
biomarker 

 Source of 
sample  Origin cell type  Function  Use 

 UCHL1  Blood serum  Neurons  Ubiquitin  BBB 
disruption 

 Blood plasma  Neuroendocrine  Hydrolysis  Injury 
outcome  CSF  Tissue 

 SBDPs  Blood serum  Neuron axons  Activation of intracellular 
proteases 

 Axonal 
damage 

 Blood plasma  Presynaptic terminals  Injury severity 
 CSF 

 NSE  Blood serum  Neurons  Glycolytic pathway enzyme  Injury severity 
 Blood plasma  Oligodendrocyte 

 CSF 

 GFAP  Blood serum  Astroglia  Structural fi lament  Injury severity 

 Blood plasma  Outcomes 
 CSF 

 S100β  Blood serum  Glial cells  Intracellular signaling  BBB 
disruption 

 Blood plasma  Astrocytes  Calcium homeostasis  Injury severity 
 CSF 

   CSF  cerebrospinal fl uid,  BBB  blood–brain barrier,  NSE  neuron-specifi c enolase,  GFAP  glial fi brillary acidic protein, 
 UCHL - 1  ubiquitin carboxy-terminal hydrolase L1,  TBI  traumatic brain injury,  SBDP  Alfa II spectrin breakdown product  
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[ 41 ,  54 – 56 ]. Though alpha II-spectrin is present in various 
nucleated cells, and most tissues, its high abundance and enrich-
ment of brain qualifi es it as a candidate biomarker, especially if 
combined with another brain-specifi c marker [ 37 ]. 

 The breakdown products ( SBDPs)   of alpha II-spectrin is due 
to activation of intracellular proteases such as calpain and caspase 
in the brain after TBI, thus refl ecting axonal damage [ 10 ,  54 ,  57 ]. 
While SBDP150 (molecular weight 150 kDa) and SBDP145 
(molecular weight 145 kDa) are characteristics of calpain activa-
tion (associated in acute necrotic neuronal cell death), SBDP120 is 
produced by action of caspase-3 (associated with delayed apoptotic 
neuronal death) [ 10 ,  27 ]. Elevation levels of  SBDPs   in CSF were 
reported as a possible outcome predictor in patients with severe 
TBI, rather than mild TBI [ 54 ,  58 – 60 ]. Not only can  SBDPs   pro-
vide important information on severity of brain injury, but also on 
underlying pathophysiological  mechanisms   associated with necrotic 
and apoptotic cell death.  

   Highly expressed in  neuronal   cytoplasm, neuron-specifi c enolase 
(NSE) is a glycolytic pathway enzyme of different isoforms [ 10 , 
 54 ]. The gamma-gamma homodimer isoform is highly enriched in 
the neuronal cell body [ 61 ], but is present in multiple other cell 
types, such as erythrocytes, platelets neuroendocrine cells, and oli-
godendrocyte [ 62 ]. NSE has been shown to have the sensitivity 
and specifi city to detect neuronal cell death [ 63 ]. Increased CSF 
and serum levels of NSE have been reported after TBI, with levels 
that are detectable within six hours postinjury [ 2 ,  10 ]. Studies have 
also shown that NSE levels in CSF and serum correlate with sever-
ity of injury and clinical outcome [ 10 ,  41 ,  54 ,  64 ,  65 ]. However, 
the specifi city and sensitivity of NSE have been reported as unsat-
isfactory [ 66 – 71 ]. The limitations on NSE as a biomarker of TBI 
may be due to the high sensitivity of NSE to hemolysis [ 72 ]. 
Therefore, it has been proposed that NSE is not to be used as a 
standalone screening biomarker for brain injury [ 71 ].  

   Glial fi brillary acidic protein (GFAP) is an intermediate fi lament pro-
tein that forms networks that support the astroglial cells.  First   
reported in 1971, GFAP is found exclusively in the astroglial cyto-
skeleton [ 54 ,  61 ,  73 ]. Of the candidate biomarkers available for 
TBI, GFAP has been assessed in different studies of clinical studies 
[ 74 – 77 ]. Part of what makes this an ideal biomarker candidate for 
TBI is that this protein is not found outside the central nervous sys-
tem [ 78 ]. Even if the body is subjected to multiple forms of  trauma  , 
GFAP does not increase without brain injury [ 79 ,  80 ]. Thus, GFAP 
can be considered as a potential biomarker-specifi c glial injury. 

  GFAP   was studied in both CSF and sera of patients with TBI 
[ 56 ,  66 ,  81 – 83 ]. Upregulation of GFAP follows damage to the 
astroglial cells (astrogliosis) [ 10 ]. Astroglial cells react during 

5.3  Neuron-Specifi c 
Enolase (NSE)

5.4  Glial Fibrillary 
Acidic Protein (GFAP)
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injury by generating more GFAP. Evidence points to elevated 
serum GFAP levels in several types of brain damage, including TBI 
[ 79 ,  82 ,  84 ]. GFAP can also  predict   death or unfavorable out-
comes [ 83 ,  85 ] and validation studies in humans are already ongo-
ing [ 3 ] according to the proceedings of the military mild TBI 
diagnostic workshop [ 10 ].  

   One of the earliest and most  extensively   studied biomarkers of 
brain damage is S100β which belongs to a family of low molecular 
weight (9–13 kDa) calcium-binding S100 proteins important in 
intracellular calcium regulation [ 9 ,  86 ]. S100β is mainly found in 
astroglia and Schwann cells [ 87 ,  88 ]. S100β aids in cell homeosta-
sis and prevents neuronal death by increasing cellular calcium con-
centrations [ 89 ]. It also acts as a neurotrophic factor, promoting 
neurite outgrowth and astrocytic proliferation [ 2 ]. Its potential as 
a biomarker for TBI is found in its increased concentration in the 
CSF and serum after injury [ 90 ]. This protein is not infl uenced by 
hemolysis and has a biological half-life of two hours. Studies have 
correlated this biomarker with injury and outcome [ 91 – 94 ]. The 
fi rst study to emphasize the role of serum S100β in TBI patients 
was done by Ingebrigtsen et al. who showed that elevated serum 
S100β levels in patients with negative CT results are correlated 
with occurrence of postconcussive symptoms [ 95 ]. 

 Several other studies have investigated the clinical prognostic 
value of elevated serum S100β levels in TBI patients with confl ict-
ing evidence [ 80 ,  83 ,  94 ,  96 – 104 ]. Interestingly, in 2010 Unden 
and Romner did a meta-analysis of studies on mild head injury in 
which CT fi ndings and S100β were compared in the acute phase of 
injury [ 105 ]. In the 12 eligible articles (total 2466 patients) they 
discovered a high sensitivity of low levels of S100β in the predic-
tion of negative CT fi ndings. In fact, Unden and Romner sug-
gested that a low serum S100β level (<0.10 μg/L) in the fi rst three 
hours after injury has more than 90 % negative  predictive   value of 
the presence of clinically relevant CT fi ndings. These fi ndings are 
further confi rmed by other studies which also suggest the use of 
serum S100β as a substitute for CT in assessment of mTBI patients 
[ 106 ,  107 ]. S100β has also been studied as a useful indicator of 
patients with intracranial lesion [ 94 ]. 

 However, even if those studies demonstrate the sensitivity of 
the use of S100β, there are several limitations on this biomarker 
candidate. Since S100β is not specifi c to the brain, it can show up 
outside the central nervous system [ 9 ,  39 ,  61 ,  108 ,  109 ]. Therefore, 
general  trauma   without brain injury can increase levels of this pro-
tein [ 110 ]. In fact, S100β can be elevated in bone fractures with-
out head injury [ 111 – 113 ]. Despite the abundance of studies 
reporting serum S100β elevation, studies of CSF levels of S100β in 
TBI is still limited [ 56 ]. Additionally, elevated S100β occurs after 
 hemorrhagic   shock, correlating the concentration to shock severity 

5.5  S100β
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[ 91 ,  114 ,  115 ]. Because of this, S100β cannot be used as a single 
biomarker for TBI. The ratio of S100β against  GFAP   has been 
investigated, instead of S100β alone, and this was used to deter-
mine brain damage and prognosis [ 84 ].   

6    Conclusion 

 The short-term and long-term effects of TBI, in the absence of any 
FDA approved treatment [ 116 ], highlight the urgency for detec-
tion of biomarkers to improve the quality of life and decrease mor-
tality among  patients   with TBI. Multiple individual soluble 
biomarkers currently show promise in the diagnosis of brain injury, 
with the ability to predict degree of injury and clinical outcome. 
The breakdown products of α-II spectrin and the serum levels of 
UCH-L1 were found to change in a similar manner to that of  S100β   
and  GFAP   postinjury. Hence all these putative biomarkers can be 
used as important predictors of outcome in patients with moderate-
to-severe brain injury [ 55 ,  117 ]. Given the limitations in each bio-
marker, it is likely that no single biomarker will have adequate 
sensitivity and specifi city for accurate diagnosis of TBI. The better 
approach may be in using bioinformatics to discover and combine 
biomarkers in order to improve diagnostic accuracy. The fi eld of 
neuroproteomics is still in the developing stage and its full poten-
tial remains to be explored to reveal the integral molecular and 
cellular  mechanisms   of gene dynamics involved in brain injury.      
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    Chapter 11   

 The Controlled Cortical Impact Model of Experimental 
Brain Trauma: Overview, Research Applications, 
and Protocol                     

     Nicole     Osier     and     C.     Edward     Dixon       

  Abstract 

   Controlled cortical impact (CCI) is a commonly used and highly regarded model of brain trauma that uses 
a pneumatically or electromagnetically controlled piston to induce reproducible and well-controlled injury. 
The CCI model was originally used in ferrets and it has since been scaled for use in many other species. 
This chapter will describe the historical development of the CCI model, compare and contrast the pneu-
matic and electromagnetic models, and summarize key short- and long-term consequences of TBI that 
have been gleaned using this model. In accordance with the recent efforts to promote high-quality evi-
dence through the reporting of common data elements (CDEs), relevant study details—that should be 
reported in CCI studies—will be noted.  

  Key words     Traumatic brain injury (TBI)  ,   Experimental brain injury  ,   Preclinical  ,   Animal model  , 
  Controlled cortical impact (CCI)  ,   Common data elements (CDE)  

1      Introduction 

 Animal models have been used to study traumatic brain injury 
(TBI) for over a century and they remain widely used today to bet-
ter understand  outcomes   of brain  trauma   and test novel therapies 
[ 1 – 4 ]. Today, preclinical TBI researchers have the choice between 
several models including:  weight drop   injury (WDI), fl uid percus-
sion injury (FPI), blast-induced TBI (bTBI), and controlled corti-
cal impact (CCI), the focus of this chapter. CCI was originally 
developed to study TBI in ferrets [ 5 ], and its desirable properties 
(e.g., reproducibility; control over injury parameters) have led 
researchers to scale the model and apply it to many other species. 
The original design uses a pneumatically driven piston to induce 
TBI, while a newer alternative added an element of portability by 
using an electromagnetically driven piston which is lighter in weight 
and negates the need for a cylinder fi lled with compressed N 2  gas. 

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_11, © Springer Science+Business Media New York 2016
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 The purpose of this chapter is to introduce readers to the CCI 
model so that thoughtful decisions can be made in their own com-
pletion of CCI research or in their consumption of the research 
literature. In doing so, the following will be discussed: (1) histori-
cal development, (2) key features, (3) comparison of the pneu-
matic and electromagnetic devices, (4) research applications, (5) 
relevant  common data elements  , as well as (6) factors that infl u-
ence outcomes and data quality. A standard protocol will be 
described for pneumatic CCI in rats, along with a list of all required 
supplies and equipment. 

   Animals have been used to study TBI for over 100 years, with con-
siderable refi nement of methodologies within the last three decades 
[ 1 – 3 ,  6 – 14 ]. In comparison to the many  experimental TBI models   
available today, CCI is relatively new. It was originally developed by 
J.W. Lighthall and colleagues in the late 1980s and early 1990s with 
the goal of inducing TBI in ferrets [ 5 ,  15 ]. The desirable properties 
of CCI including the control over important injury parameters and 
ability to induce reproducible injury led C.E. Dixon and colleagues 
to scale the CCI model for use in rats during the early 1990s [ 16 ]. 
Since that time, CCI has been further scaled for use in several other 
species including mice, pigs, and nonhuman primates. 

 The scalability and other desirable features have resulted in 
CCI becoming one of the most popular and widely used preclinical 
TBI models. One noteworthy feature is that CCI provides quanti-
tative control over important biomechanical parameters of TBI, in 
particular, the velocity, depth, and force of the tip are controlled 
across a wide range of contact velocities; there are also different 
options for tip size, geometry, and positioning, as discussed later in 
this chapter. Taken together, the control and customization of 
CCI allows researchers to address a multitude of research ques-
tions as well as scale the injury as needed to study the histopatho-
logical and functional defi cits of interest. Reporting the injury 
parameters is of critical importance when reproducing, interpret-
ing, and comparing published study fi ndings, as described under 
the  Common Data Elements   heading. 

 A detailed protocol for inducing CCI in rats is included later, 
but to set the stage, a brief summary of CCI will be provided fi rst. 
Traditionally, CCI is an invasive model whereby the exposed cortex 
is subjected to trauma following a  craniectomy  ; in invasive CCI 
studies sham animals are used as controls to ensure that the results 
seen are not due to anesthesia and craniectomy but rather the CCI 
itself. Following craniectomy, the CCI device is used to transfer 
mechanical energy onto the intact dura mater, producing a 
TBI. Traditionally, the tip is pneumatically driven, though a newer 
model affords portability by using an electromagnetic device to drive 
the tip [ 14 ]. Both types of CCI allow for control over the tip depth, 
dwell time, and velocity; additional details about the pneumatic and 

1.1  History 
of Controlled Cortical 
Impact and Key 
Features
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electromagnetic CCI models are provided in the following section. 
It is also worth acknowledging that while invasive CCI remains 
widely used, CCI has been extended to model closed head injury 
[ 17 – 19 ] as described later in this chapter. It is also notable that even 
with an invasive CCI model, only one surgical procedure is neces-
sary, as opposed to standard FPI which requires two surgeries.  

     The pneumatic CCI device (Fig.  1 ) was the fi rst to be developed 
and it remains the most commonly used today. For these reasons, 
the pneumatic model will be emphasized in this chapter with a 
brief discussion on how it differs from the electromagnetic alterna-
tive. A standard pneumatic CCI device features a small bore 
(19.75 mm) reciprocating a double-acting pneumatic piston with 
a 50 mm stroke length. The piston is used to drive a tip of a desired 
size and geometry into the neural tissue (or in some cases the intact 
skull) to induce brain trauma. The cylinder is held by a crossbar 
which can be stereotaxically adjusted for variable mounting posi-
tions allowing the tip to be either aligned vertically or angled with 
respect to the brain. The velocity of the piston is monitored by a 
sensor and can be controlled to promote uniform injury across test 
animals. Researchers using the CCI model are able to control the 
depth, duration (a.k.a. dwell time), and velocity of injury as well as 
choose what size and shape of tip to use.   

      The electromagnetic CCI device (Fig.  2 ) is very similar to the 
pneumatic model and also uses a stereotaxic frame for adjustability. 
The electromagnetic CCI devices are considered to be more por-
table due to their lighter weight. Another similarity is the 

1.2  Controlled 
Cortical Impact Types

1.2.1  Pneumatic 
Controlled Cortical Impact

1.2.2  Electromagnetic 
Controlled Cortical Impact

  Fig. 1    Diagram depicting a standard pneumatic CCI device (without the associ-
ated cylinder of compressed N 2  gas). Depending on the research goals, research-
ers can choose the ideal tip (e.g., size, geometry) and injury parameters (e.g., 
depth, dwell time, velocity)       
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availability of tips with varying sizes and geometry (e.g., fl at, bev-
eled, round). Generally speaking, tip scaling correlates with animal 
size; for example, 3 mm tips are commonly used for mice, 5–6 mm 
tips for rats, 10 mm for nonhuman primates, and 15 mm for pigs. 
Depending on the vendor, the device may come with a variety of 
tips. Alternatively, there may be additional tips available to pur-
chase separately. Some researchers have also modifi ed tips based on 
their unique research needs with one group using vulcanized rub-
ber from a lacrosse ball to cover the tip [ 19 ]. A list of commercial 
vendors who sell both electromagnetic and pneumatic CCI devices 
is included in Table  1 .

          Though originally CCI was developed as an invasive TBI model, it 
has been more recently adapted to study closed head injury (CHI) 
including repeated concussions. CHI models have become an area 
of increased research emphasis as the risk to individuals who are in 
the military or those involved in various athletic activities is further 
appreciated. The aforementioned strengths of CCI make it a popu-
lar choice for researchers studying CHI [ 17 – 19 ]. Applications of 
CCI to study CHI include a study  modeling   sports-related concus-
sions [ 19 ]. In this study, the researchers combined elements of 
CCI with elements of Marmarou’s impact  acceleration   model in an 
attempt to enhance control over clinically relevant variables. For 
example, a foam pad was placed under the rodent to limit rota-
tional acceleration and instead promote linear acceleration. In this 

1.3  Applications 
of Controlled Cortical 
Impact

1.3.1  Closed Head Injury

  Fig. 2    Diagram depicting a standard electromagnetic CCI device. As with pneu-
matic CCI, the tip and injury parameters can be adjusted. Unlike with the pneu-
matic model, the tip is driven by an electromagnetic actuator negating the need 
for N 2  gas       
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study, more defi cits were observed after repeated TBI than a single 
TBI, as assessed using a battery of neurobehavioral tests including 
measures of cognition, memory, and sleep [ 19 ].  

   The high survivability of CCI makes it a good choice for studying 
the long-term changes associated with TBI. Available evidence 
suggests that CCI results in chronic and progressive changes. For 
example, one study which assessed the test animals up to 1 year 
post-TBI reported ongoing defi cits including progressive tissue 
loss and ventricular expansion [ 20 ]. In addition to the aforemen-
tioned histopathological consequences, there are several chronic 
behavioral defi cits that have been reported. For example, after CCI 
(vs. sham) memory and  learning   defi cits have been found to persist 
into the long term as assessed using the  MWM   [ 21 – 35 ]. Notably, 
persistent MWM defi cits are more rarely reported in other models, 
including lateral FPI [ 36 ,  37 ] and medial FPI [ 38 ]. Long-term 
defi cits in motor function have also been reported, as assessed 
using the foot fault test [ 22 ,  34 ,  39 ,  40 ], whereas the authors of 
this chapter were only able to fi nd one FPI study reporting long- 
term motor defi cits using this measure [ 41 ]. That is to say that 
CCI is a good choice when researchers are interested in exploring 
long-term motor and memory symptoms after  brain injury  . 
Conversely, no CCI studies were identifi ed where motor defi cits 
on the inclined plane task were reported, though such defi cits have 
been reported after lateral FPI [ 42 ]. Similarly, no CCI studies were 
identifi ed where chronic defi cits in reversal  learning   were reported, 
although this has been reported in several lateral FPI studies [ 36 , 
 37 ,  43 ]. A detailed review of long-term outcomes for the major 
 experimental TBI models   is available to interested readers [ 44 ].   

1.3.2  Long-Term 
Outcomes

   Table 1  
  Commercially available pneumatic- and electromagnetic-CCI devices   

 CCI Type  Company  Model 

 Pneumatic  Precision Systems and 
Instrumentation 

 LLC TBI-0310 Impactor 

 Pittsburgh Precision Instruments  Pneumatic Powered Controlled Cortical 
Impact Device 

 AmScien Instruments  Pneumatic (Cortical) Impact Device 
(Model: AMS 201) 

 Electromagnetic  Leica  Impact One Stereotaxic Impactor for CCI 
 Hatteras Instruments  Pinpoint PCI3000 Precision Cortical 

Impactor 

  Suppliers and models are listed for commonly used pneumatic- and electromagnetic-CCI devices  
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   One of the assets of the CCI model is that it can be translated to 
induce experimental TBI in many species. This is accomplished by 
scaling the injury parameters so as to maintain the percent of brain 
volume deformed in relation to total brain volume taking into 
account desired extent of injury to address the research questions. 
In order to induce CCI in large animals (e.g., pigs), modifi cations 
may be necessary to ensure the piston is high enough. Table  2  pro-
vides a summary of the various species that CCI has been applied to 
including injury parameters commonly used in each species.

     Graded TBI can be easily produced in rats using the CCI model. 
Indeed, the effects of CCI are well categorized in rats where it has 
been found to result in diverse histopathological and functional 
changes consistent with what occurs in clinical  TBI   cases, including 
but not limited to:  blood–brain-barrier   disruption, derangements in 
blood fl ow and pressure,  axonal injury  , infl ammation, and edema. It is 
also worth noting that functional symptoms of TBI (e.g., defi cits in 
learning, memory, and motor function) can be assessed using neu-
robehavioral testing, which is well characterized in rats. For example, 
memory is readily assessed using the  Morris Water Maze (MWM)  , 
Barnes Maze, or Novel Object Recognition (NOR) task; whereas 
motor function can be assessed using the Beam Balance Task, Beam 
Walking Task,  Rotarod   Task, and Wire Grip Task.  

   Shortly after translation of CCI from ferrets to rats, the model was 
further extended to mice [ 45 – 47 ]. Refi nement of CCI in  mice has   
paralleled the increasing application of genetically modifi ed mice to 
TBI research to explore the role of genes and gene products in brain 
injury recovery [ 48 ]. Generally speaking, to scale CCI down for mice 
entails decreasing the injury depth to adjust for the relatively thinner 

1.4  Species Used

1.4.1  Rat

1.4.2  Mouse

    Table 2  
  Commonly used CCI parameters for various species   

 Species  Injury site 
 Crani. size 
(mm) 

 Tip diameter 
(mm) 

 Velocity 
(m/s) 

 Dwell time 
(ms) 

 Depth 
(mm) 

 Mouse  Parietal Cortex  4–5  3  4–6  50–250  0.5–2 

 Rat  Parietal Cortex; 
Midline 

 6–8  5–6  4  50–250  1–3 

 Primate  Frontal Lobe  11–12  10  3.5  150  7 

 Pig  Frontal Lobe  15–18  15  2–4  50–400  12 

  For each species, injury details commonly used are provided including injury site, craniectomy size, tip diameter, veloc-
ity, dwell time, and depth  
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cortex in mice compared to rats. Though slightly less well categorized, 
a plethora of behavioral testing strategies are available for use in mice 
including the  MWM  , NOR, and BBT [ 31 ,  33 ,  49 ,  50 ].  

   To adequately address some research questions, larger, more 
human-like brains are needed, necessitating the use of a pig or other 
large mammal models. The main difference from the rat and mouse 
models is the considerably larger impactor tip and greater depth to 
which the neural tissue is deformed ( see  Table  2 ). In one study, CCI 
was scaled to induce TBI in piglets; injury parameters were chosen 
after adjusting for differences in brain morphology (e.g., size and 
dimensions) in the study’s test animals [ 51 ]. As with rodent models 
of CCI, when pigs are used the histopathological changes mirror 
what is seen in TBI patients, including but not limited to, deranged 
blood fl ow and changes to vasculature, ongoing  neurodegeneration   
via a number of  mechanisms  , and edema. To date, pig models have 
been used to add to the evidence surrounding TBI  biomechanics   
[ 52 ] and as part of an effort to identify clinically relevant biomark-
ers of underlying brain injury [ 53 ]. However, despite these efforts 
there is a relative dearth of normative data specifi c to pigs when 
compared to  rodents   [ 54 ]. Additionally, behavioral testing is less 
well characterized in pigs and not to mention more challenging to 
perform due to their larger size and relative intelligence.  

   An alternative to the pig model is the nonhuman primate model of 
CCI, which is typically applied over the frontal cortex [ 55 ]. As with 
the other models, the histopathological changes reported after non-
human primate CCI mimic what is seen clinically, including but not 
limited to edema, macrophage accumulation, and  neurodegenera-
tion  . Nonhuman primates play a critical role in establishing the 
safety of novel therapies before translation to humans. Notably, due 
to the increased ethical considerations, care requirements, and cost, 
a relatively limited number of research institutions have primate 
research facilities. Consequently, nonhuman primate studies repre-
sent only a small fraction of TBI studies. Indeed, the use of nonhu-
man primate models is only justifi ed when there are major factors 
that prohibit the use of a less sentient animal.   

   High-quality CCI research relies on thoughtful study design and 
careful execution. A few important confounders that have been 
empirically studied will be addressed as follows. When appropriate, 
troubleshooting strategies will be noted. 

   Commercially available tips come in round or beveled fl at shapes of 
various sizes. When CCI was developed in ferrets, round tips were used 
[ 5 ,  15 ]; though still in use, beveled fl at tips have become the norm 
[ 47 ,  48 ,  56 – 59 ] and are especially preferred for mouse CCI. Despite 
convention, little empirical research has tested the effects of tip 

1.4.3  Pig

1.4.4  Nonhuman Primate

1.5  Special 
Considerations, 
Problems, 
and Troubleshooting

1.5.1  Tip Geometry
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geometry on outcomes. In one study, Pleasant and colleagues 
compared fl at vs. rounded tips in a mouse (C57BL6J) model; they 
found more extensive cortical hemorrhage and neuronal loss (propor-
tionally) with fl at tips. The rate of neocortical loss was faster with fl at 
tips, with a plateau in  neurodegeneration   20 h earlier than rounded 
tips (4 h vs. 24 h) making the latter a more desirable choice when 
studying secondary injury cascades in the subacute period [ 60 ].  

   Overall, careful choice of whether to use anesthesia and what anes-
thesia regimen to use is critical. In deciding, researchers should con-
sider the study goals, along with established guidelines for the 
treatment of research animals. Empirical evidence shows that differ-
ences in outcomes of TBI are associated with various anesthesia 
agents; notably, isofl urane results in less hippocampal damage than 
fentanyl as well as fewer behavioral defi cits [ 61 ]. Another study found 
that preinjury isofl urane had neuroprotective effects [ 62 ]. It is 
hypothesized that fentanyl contributes to neural suppression, whereas 
isofl urane reduces excitotoxicity and promotes blood fl ow [ 54 ]. 
Ketamine also demonstrates neuroprotective properties via antago-
nism of  N -methyl- D -aspartate (NMDA) receptors [ 63 ]. Halothane 
has also been reported to have neuroprotective properties after con-
tusion injuries [ 64 ]. Use of neuroprotective anesthesia can obscure 
defi cits in performance in all anesthetized groups. For fentanyl, the 
concern is that the resulting neural suppression could worsen perfor-
mance and may obscure treatment effects in a drug study. 

 Despite these concerns, the overwhelming majority of CCI 
studies use anesthesia, commonly isofl urane. Volatile gases (e.g., 
isofl urane, halothane) are often preferred due to their relatively 
short half-life compared to long-acting options (e.g., pentobarbi-
tal), facilitating evaluation of  righting refl ex   shortly after anesthe-
sia discontinuation [ 16 ]. Typically a high dose (e.g., 4 %) is used 
to induce anesthesia followed by a reduced maintenance dose ( see  
Subheading  4 ). Anesthetized animals should be monitored to 
ensure consciousness is not regained during surgery. Assessments 
like the toe pinch can be used to assess suffi ciency of anesthesia in 
accordance with institutional and national policies. One recent study 
of repetitive closed head injury used unanaesthetized mice that were 
instead comfortably restrained to avoid the confounding effects of 
anesthesia on TBI outcomes and promote clinical relevance [ 19 ]. 

 Commonly encountered problems surrounding anesthesia are 
summarized later. First, if animals are intubated and the animal is 
fi ghting the ventilator, changes in tube placement may alleviate the 
problem. Also, if consciousness is regained, then the anesthesia 
induction system should be checked to ensure that the anesthesia is 
set to the appropriate level and there are no leaks in the tubing. It is 
also important to consider that if gaseous anesthesia is used, special-
ized laboratory equipment is required including appropriate  venti-
lation   and scavenging systems to ensure the safety of personnel; 
isofl urane detection systems are available to monitor exposure.  

1.5.2  Anesthesia
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    Researchers typically produce craniectomy using a pneumatic or 
electric drill, although a handheld trephine is sometimes used. 
Efforts to reduce heat production during the craniectomy can 
help reduce potential confounders, and sterile saline can be 
applied to the craniectomy site to reduce the temperature if the 
procedure is prolonged. Since anesthesia and craniectomy can 
result in behavioral and functional changes it is important that 
when invasive CCI is used control animals be exposed to sham. 
Empirical evidence shows that craniectomy results in infl amma-
tion and lesions regardless of  whether   a trephine or electric drill 
is used, as compared to naïve rats (anesthesia only). However, 
lesions were largest and behavioral defi cits were most severe in 
animals that received their craniectomies using a drill [ 65 ]. 
Craniectomy location also affects outcome with midline craniec-
tomy leading to more sagittal bleeding [ 16 ] than parasagittal cra-
niectomy [ 66 ,  67 ]. Bilateral craniectomies have been used to 
enhance lateral movement of tissue and produce subsequent 
bilateral cortical contusions [ 68 ,  69 ]; producing bilateral craniec-
tomies is also a good way to train individuals on the procedure. 
Details regarding the control group should be provided in publi-
cations [ 65 ], including any bleeding, mortality, inconsistency 
across animals, etc .    

2    Materials 

   A strength of the CCI model is that it can be used in many species. 
In much of our work, adult male Sprague Dawley rats (280–320 g; 
Charles River Labs, Raleigh, VA, USA) are used; thus, this proto-
col is specifi c to Sprague Dawley rats. Our animals are routinely 
housed in a climate-controlled room with a 12 h light/dark cycle 
and are regularly monitored by the Department of Laboratory 
Animal Research.  

 ●       Induction Dose: 4.0 % isofl urane in 2:1 N 2 O:O 2 .  
 ●   Maintenance Dose: 2 % delivered in 2:1 N 2 O:O 2 .     

       1.    Homeothermic heating system (Harvard Apparatus, MA, 
USA).   

   2.    Stereotaxic frame.   
   3.    Isofl urane.   
   4.    Cylinders of compressed N 2 O and O 2  for isofl urane delivery.   
   5.    Cylinder of compressed N 2  to drive pneumatic tip.   
   6.    Anesthesia chamber.   
   7.    Gas scavenging system.   
   8.    Cannula for intubation.   

1.5.3  Craniectomy 
and Sham Procedure

2.1  Animals

2.2  Anesthesia

2.3  Supplies 
and Equipment
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   9.    Laryngoscope to assist with intubation, if necessary.   
   10.    Animal trimmers.   
   11.    Pneumatic drill with drill bits.   
   12.    Compressed air for drill.   
   13.    Betadine.   
   14.    Sterile drape.   
   15.    Cotton-tipped applicators.   
   16.    Gauze.   
   17.    Saline-fi lled syringe.   
   18.    Sterile surgical instruments (scalpel; scissors; periosteal eleva-

tor; microdissecting forceps; rongeurs; bulldog clips, etc.).   
   19.    Temperature probe and associated readout (Harvard Apparatus, 

MA, USA).   
   20.    MouseOx Plus, blood oxygenation  monitoring   system, and 

associated readout (Starr Life Sciences Corp., PA, USA).   
   21.    Suture kit.   
   22.    Pneumatic CCI device (Pittsburgh Precision Instruments, PA, 

USA).   
   23.    Tip of desired size and shape.       

3    Methods 

     1.    Before starting the surgeries, ensure the CCI device is in good 
working order. Does the piston fi re freely? Is the impact veloc-
ity and dwell time consistent with what is set?   

   2.    Place the rat in an anesthesia chamber and induce anesthesia 
with 4 % isofl urane in a 2:1 mixture of N 2 O:O 2 ; ensure the 
animal is suffi ciently anesthetized using a toe pinch test.   

   3.    Intubate the rat.   
   4.    Place the anesthetized animal in a stereotaxic frame and secure 

the incisor and ear bars to keep the animal secure throughout 
the surgery.   

   5.    Adjust the anesthesia to the maintenance dose of 2 % isofl urane 
( see   Note    1  ).   

   6.    Assess the animal’s level of alertness using the toe pinch test for 
suppression of pedal response (or another similar test) to 
ensure suffi cient anesthesia is being delivered.   

   7.    Use the hair trimmers to shave the rat’s scalp moving both 
with and against the grain.   

   8.    Use a sterile drape to cover the animal such that the only open-
ing in the drape is directly over the exposed scalp.   

Nicole Osier and C. Edward Dixon
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   9.    Use gauze and antiseptic solution (e.g., Betadine) to scrub the 
scalp and prepare the surgical site.   

   10.    Use a scalpel to make a midline incision ( see   Note    2  ).   
   11.    Separate the muscle from the skull using the periosteal elevator 

and microdissecting forceps.   
   12.    Refl ect the skin and fascia to expose the underlying skull and 

scrub the surface of the skull with a cotton-tipped applicator.   
   13.    Use pneumatic drill (hooked up to a compressed air cylinder) 

to create a craniectomy. Center the  craniectomy   between 
the sagittal suture and coronal ridge with the borders near 
the lambda and bregma for unobstructed tip clearance ( see  
 Note    3  ).   

   14.    If necessary, use rongeurs to elongate the  craniectomy   until it is 
large enough to accommodate the impactor tip; carefully lift 
away the resulting bone fl ap, so as to avoid dura breech ( see  
 Note    4  ).   

   15.    To ensure that the tip is centered over the  craniectomy   site, 
manually extend the shaft on the CCI device and gently lower 
the impactor tip so that it lightly and briefl y touches the 
exposed dura mater.   

   16.    With the piston statically pressurized and in the full stroke 
position, zero the tip to the cortical surface.   

   17.    Carefully withdraw the tip and adjust the piston assembly to 
the desired impact depth based on the research goals and study 
protocol ( see   Note    5  ).   

   18.    Induce injury by actuating the CCI device; discontinue the 
anesthesia ( see   Note    6  ).   

   19.    Close the surgical site using sutures or another method. Apply 
topical anesthetic (e.g., lidocaine) to the surgical site to mini-
mize discomfort.   

   20.    Remove the rat from the stereotaxic frame and extubate.   
   21.    Complete any assessments desired in the immediate  postinjury   

period (e.g., righting refl ex latency) and postsurgical 
 monitoring  .   

   22.    Keep the test animal in a holding cage until it is able to fully 
recover from anesthesia, as evidenced by the return of sponta-
neous locomotion.   

   23.    Once the animal has fully recovered, return it to the animal 
housing room and resume normal husbandry.   

   24.    Continue to administer analgesic in accordance with institu-
tional and government guidelines for pain management in 
laboratory animals.      
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4     Common Data Elements 

 The National Institute for Neurological Diseases and Stroke 
(NINDS) has published a set of common data elements (CDEs) for 
experimental TBI research including details surrounding the animals 
used (e.g., species,  strain  , commercial supplier), demographics (e.g., 
age, sex), metrics (e.g., weight), animal husbandry, and outcome 
assessment(s) used (e.g., timing of assessment, measures). Beyond 
the CDE’s generic to all  experimental TBI models  , the NINDS rec-
ognizes a set of CDEs specifi c to CCI research. The CCI-specifi c 
CDEs include, but are not limited to  craniectomy   size, tip (size, 
shape, angle, rigidity), and injury parameter settings (depth, dwell 
time, velocity). Researchers are encouraged to review the current list 
of CDEs during study planning, grant writing, and dissemination of 
fi ndings to promote comparison of studies and the conduct of high-
quality research [ 70 ].  

5    Conclusion 

 CCI is one of the best characterized models of experimental TBI and 
it remains a popular choice for studying the physiologic and func-
tional defi cits that occur acutely and chronically following 
TBI. Traditionally, CCI is an invasive model that is preceded by  cra-
niectomy  , but recently the model has been applied to study concus-
sion and other types of closed head injury. The original CCI model 
was pneumatically driven but more recently, an electromagnetic alter-
native has been introduced which provides increased portability. 

 Researchers employing the CCI model should give care and 
attention to study design and selection of injury parameters. 
Control over important confounding variables (e.g., hypothermia, 
hyperthermia) is critical to adequately address the research ques-
tions. The fi rst step is to thoroughly explore the literature to con-
sider how various injury parameters have panned out with respect 
to histopathological and functional consequences in the past. 
Researchers are also encouraged to conduct pilot work in order to 
tailor the experimental design (e.g., injury parameters, tip size, 
anesthesia type) and subsequently facilitate addressing the research 
goals. Pilot research also provides a valuable opportunity to ensure 
that the device is in proper working order and is calibrated. 

 This chapter introduced the CCI model including a brief over-
view of its  development   and extension to various species and 
research applications. A list of required supplies and equipment 
was provided as well as a detailed protocol for pneumatic CCI in 
rats. Discussion of confounding factors and troubleshooting meth-
ods were briefl y discussed. Lastly, the importance of CDEs was 
extolled and exemplars of CDEs specifi c to CCI were noted. This 
introductory chapter will enable readers to be thoughtful 
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consumers of publications describing CCI research and have the 
requisite knowledge needed to design and conduct a CCI study.  

6          Notes 

     1.    Traditionally, the authors of this chapter use a maintenance dose 
of 2 % isofl urane in a 2:1 mixture of N 2 O:O 2  titrating up the 
dose if the animal is showing signs of regaining consciousness.   

   2.    The incision made in our lab is approximately 20 mm long for 
rats (shorter for mice).   

   3.    The authors strive to make consistent craniectomies that are 
approximately 6 mm in diameter to facilitate clearance of a 
5 mm diameter tip.   

   4.    It is common practice to discard the bone fl ap rather than 
attempt to reattach it, as this can lead to secondary injury (e.g., 
increased intracranial pressure).   

   5.    In our lab, we induce moderate TBI using a 5 mm tip to deform 
the neural tissue of a rat to a depth of 2.8 mm at a velocity of 4 m/s.   

   6.    Depending on the preference of the researchers and the 
method used to close the surgical site, anesthesia can be dis-
continued before or after wound site closure.         
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    Chapter 12   

 Weight Drop Models in Traumatic Brain Injury                     

     Brian     T.     Kalish      and     Michael     J.     Whalen       

  Abstract 

   Weight drop models in rodents have been used for several decades to advance our understanding of the 
pathophysiology of traumatic brain injury. Weight drop models have been used to replicate focal cerebral 
contusion as well as diffuse brain injury characterized by axonal damage. More recently, closed head injury 
models with free head rotation have been developed to model sports concussions, which feature functional 
disturbances in the absence of overt brain damage assessed by conventional imaging techniques. Here, we 
describe the history of development of closed head injury models in the fi rst part of the chapter. In the second 
part, we describe the development of our own weight drop closed head injury model that features impact plus 
rapid downward head rotation, no structural brain injury, and long-term cognitive defi cits in the case of mul-
tiple injuries. This rodent model was developed to reproduce key aspects of sports concussion so that a mecha-
nistic understanding of how long-term cognitive defi cits might develop will eventually follow. Such knowledge 
is hoped to impact athletes and war fi ghters and others who suffer concussive head injuries by leading to tar-
geted therapies aimed at preventing cognitive and other neurological sequelae in these high-risk groups.  

  Key words     Mice  ,   Closed head injury  ,   Weight drop  ,   Concussion  ,   Cognitive defi cits  ,   Morris water 
maze  ,   Diffuse injury  ,   Mild traumatic brain injury  

1      Introduction 

 The creation of clinically relevant animal models of traumatic brain 
injury (TBI) has proven diffi cult given the biomechanical and patho-
physiologic complexity of the injury process. Most models cannot 
simulate the entire spectrum of human TBI or replicate common 
mechanisms of injury. All models are confounded by the inherent 
variability in injury severity and neurologic  outcome  . These limita-
tions make molecular and translational studies challenging. 

 Weight drop models are a relatively nascent area of investiga-
tion, but the models are gaining momentum given their similarities 
to human TBI. Weight drop models can simulate the full spectrum 
of TBI, ranging from mild concussion to severe TBI. Common 
models of TBI, such as fl uid percussion and controlled cortical 
impact produce a focal brain contusion with little  axonal injury  . 
Conversely, weight drop models aim to reproduce  diffuse brain 
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injury  . In the fi rst portion of this chapter, we summarize the 
characteristics of some of the well-known weight drop models. In 
the second part, we describe the development of our own weight 
drop models of repetitive  mild traumatic brain injury  . 

   Dr. Anthony Marmarou proposed the fi rst weight drop model of 
closed skull TBI in rats [ 1 ]. This model produces shear stress and  dif-
fuse    axonal injury, as   opposed to prior TBI models that produced 
focal brain contusion. The scalp of anesthetized mice is shaved, and 
an incision is made to expose the periosteum. A stainless steel helmet 
is fi xed to the skull with dental acrylic. The helmet distributes kinetic 
energy over the brain, thereby preventing focal injury. The head 
injury device consists of a column of brass weights that fall freely 
through a plexiglass column. The falling weight ranges from 50 to 
500 g. The rat is placed on a foam bed of known spring constant. The 
weights are dropped from a set height to induce a reproducible 
injury. Data from the initial description of the model demonstrates a 
mortality rate of 44 % and a skull fracture rate of 12.5 % when a 450-g 
weight is dropped from 2 m. The injury is accompanied by seizures, 
apnea, and hypertension. The use of  mechanical ventilation   signifi -
cantly improved survival [ 2 ]. Postmortem analysis demonstrated 
brain edema; ventriculomegaly; and widespread damage to neurons, 
axons, and microvasculature.  Diffuse    axonal injury   was found in the 
brain stem, optic tracts, corpus callosum, internal capsule, and the 
cerebral and cerebellar peduncles [ 2 ]. A biomechanical analysis of 
impact dynamics estimated that the 450-g weight dropped from 2 m 
produced a peak acceleration of 900 ×  g . 

 Adelson et al. described a modifi cation of the Marmarou model 
that produces diffuse cortical swelling [ 3 ]. The authors found that 
the 450-g weight used by Marmarou produced too great a mortality, 
and therefore studied a 75- and 100-g weight dropped from 2 m. 
The 75- and 100-g injury severity levels produced mortality rates of 
18.2 % and 38 %, respectively. Pathological examination of the brains 
from the severely injured animals demonstrated neuronal death, vas-
cular disruption, and diffuse cerebral edema. No gross contusions 
were noted. Of Note, this model produced a brain stem injury that 
may be responsible for at least some of the observed mortality. 

 Shohami and colleagues developed a weight drop model in the rat 
that utilizes a free-falling rod rather than weights [ 4 ]. This injury pro-
duces  blood–brain barrier   disruption, cerebral edema, and neurologi-
cal defi cits as well as focal contusion and cell death. In this model, the 
scalp is incised, and a free falling, silicone-tipped rod delivers a cranial 
impact over the left hemisphere (1–2 mm lateral to midline). Blood–
brain barrier permeability peaks in 4 h and is present up to 4 days [ 4 , 
 5 ]. Brain edema peaks at 18 h postinjury [ 5 ]. The investigators devel-
oped a neurological severity score (NSS) to assess motor function and 
 cognitive defi cits   after injury. The NSS correlates closely with the 
pathologic severity of brain damage [ 5 ]. The Shohami laboratory has 
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extensively characterized the functional and biochemical response to 
injury in their model. Closed head injury is accompanied by the rapid 
production of eicosanoids (5-HETE and prostaglandin E2) [ 6 ] and 
cytokines (IL-6 and TNF-alpha) [ 7 ]. Several therapeutics, including 
endothelin antagonists [ 8 ], acetylcholinesterase inhibitors [ 9 ,  10 ], 
cannabinoids [ 11 ,  12 ], and TNF-alpha modulators [ 13 ], have proven 
protective in this model. 

 Given the emergence of genetically modifi ed mice, the Shohami 
group adapted their rat model to produce a similar  mechanism   of 
injury in mice [ 14 ]. Similar to the rat model, the severity of brain 
injury could be modulated by the falling height and the mass of the 
weight. Using a weight of the falling rod between 333 and 1600 g, a 
2-cm drop height is associated with mild injury, while a 3-cm drop 
height is associated with severe injury. There is an increased probabil-
ity of skull fractures with increased injury severity. This model consis-
tently produces disruption in the blood–brain barrier, cerebral edema, 
and neuronal cell death below the contusion site and remotely in the 
hippocampus. There is 13 % mortality in the immediate postinjury 
period, with an additional 13 % mortality in the subsequent 24 h [ 14 ]. 

 Feeney et al. used a weight drop device to generate graded, 
focal cortical contusions [ 15 ]. The contusing apparatus consisted 
of a 40 cm stainless steel tube attached to a circular footplate that 
was positioned over the exposed dura of rats. Contusions were cre-
ated in the hindpaw region of the brain that has both motor and 
somatosensory functions. Behavioral defi cits were observed in the 
contralateral hindlimb. Mild forces (50 g/cm) did not produce 
surface hemorrhaging, but more severe forces (200–1000 g/cm) 
produced surface hemorrhaging and cortical disorganization in 
some cases. Necrotic cavitation with subcortical cell loss was 
observed 24 h postinjury with 200 and 600 g/cm forces. After 
2 weeks, these cavitary lesions were lined with macrophages and 
stained positive for acid phosphatase. Animal performance on a 
balance beam demonstrated trauma–dose relationship, and a per-
sistent defi cit was observed at 90 days postinjury.  

   Nedergaard and colleagues developed a “Hit and Run” model of 
closed head injury that did not require stereotactic fi xation of the 
head or preparation of a cranial window, as in other models [ 16 ]. 
This model induces a closed head injury, which creates cerebral 
edema and intracranial hypertension commonly observed in human 
TBI. The device used in this model is a modifi cation of the pneu-
matic cortical impact device. The instrument is rotated and mounted 
90° such that the metal impact rod is oriented horizontally. After 
anesthesia, mice are hung vertically from their incisor teeth from a 
metal ring. The impactor rod strikes the mouse skull laterally 
between the eye and ear. The mouse head is free to move in response 
to the impact. The velocity of the rod can be varied to create differ-
ent severities of injury. “Mild injuries” (impact speed 4.8 m/s) were 
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characterized histologically by diffuse cortical reactive gliosis 
without gross tissue disruption. “Moderate injuries” (impact speed 
5.2 m/s) were associated with cortical disruption and the forma-
tion of a glial scar. The impact depth and contact times were held 
constant between groups. Both levels of severity were associated 
with a loss of myelination; this effect was more prolonged in the 
“moderate injury” group. Axon  degeneration   and loss of  white 
matter   were also observed in both mild and moderate injury groups. 
Neither injury severity level was associated with early death, and 
delayed death was very rare. No mice suffered skull fractures. Of 
Note, the authors only described a single- hit model; the effect of 
repetitive injuries has not been reported. 

 The Wayne State model reported by Kane et al. uses a 95 g 
weight dropped down a guide tube from a height of 1 m onto the 
head of a lightly anesthetized mouse suspended on aluminum foil 
[ 17 ]. The foil allows for unrestricted movement of the animal at 
the time of impact, and a string tied to the weight prevents it from 
bouncing and hitting the mouse a second time. After a single hit, 
mice do not experience seizures or paralysis. The authors have 
studied mice after repeated hits (1 hit per day for 5 days) and dem-
onstrated a reproducible  cognitive defi cit   compared to control 
mice. In particular, the mice had defi cits in motor coordination 
that recovered over time. In injured mice 30 days after injury, there 
is evidence of gliosis, astrocytosis, and elevated phosphorylated 
Tau. There was no microglial activation, disruption of the  blood–
brain barrier  , or extensive loss of cortical  white matter  . Preliminary 
studies did not fi nd evidence of β-amyloid deposition. 

 The Wayne State model shares several similarities with the 
Harvard weight drop model described later: both models allow for 
unconstrained movement of the head and body after impact, and 
both models can be adapted for multiple impacts. Neither model 
induces skull fractures, cerebral edema, or intracranial hemorrhage. 
In the section that follows, we describe our own model of closed 
head concussive brain injury.   

2     Development   of a Mild Closed Head Injury Model of Repetitive Sports 
Concussions 

     In considering which species to use for development of a new 
sports concussion model, we considered rats versus mice. 
Advantages of the rat include its excellent performance in the 
 Morris water maze  , a gold standard test of  learning   and memory 
applied to almost all TBI models; its relatively cheap cost and ease 
of maintenance; ease of line placement for  intravenous   drug injec-
tions; and availability of antibodies and PCR reagents to detect a 
wide range of rat proteins and RNA species. The large size of the 
rat head is a distinct advantage when considering positron emission 
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tomography (PET) imaging, as well as functional magnetic 
resonance  imaging (fMRI)   and magnetic resonance spectroscopy, 
as most magnets can successfully incorporate coils to fi t the head of 
a rat. Mice are more challenging, and spatial resolution of most 
imaging studies is not as good as rats because of the smaller brain 
size. On the other hand, mice are much cheaper than rats, many 
strains perform well in behavioral tests including the  Morris water 
maze  , and the existence of genetically modifi ed mice allows for 
investigation of  mechanisms   of secondary brain injury associated 
with concussion. Based mostly on the latter consideration, we 
chose to develop our weight drop concussion model in mice.  

   A number of anesthetic agents have been used in experimental TBI 
models including inhaled agents (isofl urane, sevofl urane, halo-
thane),  intravenous   agents (ketamine/xylazine, barbiturates, pro-
pofol), and others such as chloral hydrate and avertin. Almost all 
anesthetics have neuroprotective effects in models of brain injury 
including antiapoptosis, anti-infl ammatory, and energy sparing 
effects [ 18 ]. Several studies have shown dose- and exposure time- 
dependent neurodegenerative effects in developing rodent brains, 
which may infl uence anesthetic choice in  pediatric   concussion 
models; however, no anesthetic agent has a clear advantage over 
others in terms of potential for  neuroprotection   that might con-
found model development [ 18 ]. Another important issue is how a 
particular anesthetic agent might interact with the secondary 
response to concussive brain trauma; for example, sevofl urane 
anesthesia was associated with a decrease in reduction of loss of 
consciousness after multiple concussions compared to a single 
injury in mice, an effect that was thought to be an interaction 
between sevofl urane and repetitive injury [ 19 ]. For our purposes, 
we chose to use isofl urane/nitrous oxide to facilitate quick recov-
ery from anesthesia and thereby accurately measure loss of con-
sciousness time. The decision to use a given anesthetic is not trivial, 
as any agent that interferes with the natural history of concussive 
injury in the mouse will necessarily limit translation to humans. For 
this reason, at least one group has chosen to avoid the use of anes-
thesia all together in a multiple hit concussion model in mice [ 20 ].  

   To best model sports concussions, we wanted a weight drop model in 
which the head was free to move downward after impact, to mimic 
both impact and rapid head acceleration forces experienced by athletes. 
Studies of impacts experienced by football players suggest that angular 
and rotational forces may signifi cantly infl uence whether or not a colli-
sion produces a concussion [ 21 – 27 ] (and reviewed by [ 19 ]). In pri-
mates, loss of consciousness is more effi ciently produced by impact 
plus acceleration forces rather than by whiplash injury alone [ 28 ,  29 ] 
or striking a head fi xed in place [ 30 ]. These considerations ruled out 
controlled cortical impact and fl uid percussion injury models in which 
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the head is held fi xed, as well as rotational acceleration models that lack 
impact which often result in severe brain injury [ 31 ].  

   Human concussion TBI is defi ned as a complex functional altera-
tion in brain activity rather than structural damage detectable by 
routinely used computerized tomography or structural magnetic 
resonance imaging sequences [ 32 ]. No doubt this defi nition will 
change as more sensitive noninvasive methods are developed to 
detect potential subtle histopathological features of concussion, and 
when functional imaging becomes more commonplace. Our goals 
for histopathology in a concussion model were lack of structural 
brain damage such as contusion, hemorrhage,  blood–brain barrier   
disruption, edema, and acute cell death. A schematic of the gross 
pathology of the experimental closed head injury is shown in Fig.  1 . 
Diffusion tensor imaging studies have suggested an association 
between concussion TBI and  white matter   injury [ 33 ], and we 
expected to see some evidence for  axonal injury   in a concussion 
model. Other histopathological features that we sought were dif-
fuse gliosis [ 34 ] and increase in phosphorylated tau species, as well 
as increased beta amyloid protein and plaque formation, brain atro-
phy [ 35 ] and ventricular enlargement, consistent with development 
of chronic traumatic encephalopathy (CTE) seen in younger ath-
letes with a prior history of sports concussions [ 36 – 44 ]. On the 
other hand, it is possible that debilitating neurological symptoms of 
concussion can be produced independently of tau and beta amyloid 
pathology. The histopathology of a concussion model is a critical 
issue because clinical case series and autopsy studies alone cannot be 
used to prove that concussions eventually lead to development of 
CTE in athletes [ 45 ]. Animal models are needed to directly test this 
hypothesis and provide a direct link [ 19 ].

2.1.4  Histopathology 
Requirements

  Fig. 1    Gross pathology of closed head injury. Compared to contusion injury generated by controlled cortical 
impact ( a ), the brain is structurally normal after closed head injury ( b )       
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      Human concussion presents with cognitive dysfunction early after 
injury, and repetitive concussions in humans are thought to increase 
neurological defi cits over time. Therefore, we hoped that we could 
develop a mouse concussion model that would exhibit early func-
tional defi cits after a single injury, and more pronounced defi cits 
and perhaps histopathology after multiple injuries [ 46 – 52 ]. If so, 
the model would allow us to test several clinically relevant hypoth-
eses regarding human concussion, such as whether the number of 
concussions directly correlate with  cognitive defi cits  , whether an 
injury-free time interval exists between concussions that mitigates 
permanent cognitive dysfunction, and whether increasing the level 
of injury might lengthen the vulnerable period between concus-
sions, defi ned as that period of time in which additional injury may 
lead to increased neurological and psychological defi cits associated 
with human concussion such as depression and  anxiety   [ 53 – 57 ]. As 
will be discussed later, in a multiple hit concussion model one might 
not want  cognitive defi cits   after one or even the fi rst few injuries in 
order to model milder forms of injury that synergize to produce 
cognitive and other defi cits over time. Finally, by modulating the 
injury level (changing either the bolt weight or the drop height, see 
below) we hoped that we could extend an adult concussion model 
to immature mice [ 19 ], since a high percentage of sports-related 
concussions occur in  children   and adolescents [ 58 ,  59 ].    

3    Materials 

   The materials needed for execution of our concussion model are 
the following:

    1.    A metal guide tube (this can be made of other materials as well, 
such as plastic, fi berglass, etc.) 66 in. long.   

   2.    Tape to attach the guide tube to a wall or other solid 
structure.   

   3.    Metal bolts of various weights (54, 83 g) that fi t through the 
guide tube. Our initial goal was to develop a single hit weight 
drop concussion model in mice that resulted in rapid onset 
 cognitive defi cits   and no structural brain injury. Male C57Bl/6 
mice (2–3 months of age, 25–30 g) were anesthetized in 4.5 % 
isofl urane/70 % nitrous oxide/balance oxygen for 45 s and 
placed face down on a Kimwipe napkin with the experimenter 
grasping the mouse by the tail on the Kimwipe (Fig.  2 ).

       4.    Conceptually, the head and upper body of the mouse would be 
free to accelerate downward through a tear in the Kimwipe 
after the bolt struck the head, thus providing a whiplash com-
ponent of injury relevant to sports concussion.      

2.1.5  Single 
Versus Repetitive Injuries

3.1  Development 
of a Single Hit 
Concussion Model 
in Mice
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       1.    We used a hollow guide tube and a metal bolt of various 
weights (54, 83 g) dropped from various heights (ranging 
from 28 to 66 in.) to modulate the injury level ( see   Note    1  ).   

   2.    Mice were grasped on the Kimwipe by the tail and the head 
was centered underneath the guide tube (10 mm diameter). 
The bolt was dropped through the guide tube onto the head 
by one investigator while another held the Kimwipe and mouse 
under the opening ( see   Note    2  ).   

   3.    In the beginning, it took a fair amount of practice to overcome 
the natural tendency to pull the mouse away from the tube 
opening just prior to impact with the bolt.   

   4.    Using a bolt weight of 83 g and drop height 66 in., we experi-
enced high mortality rates from apnea. Interestingly, if we 
rotated the head slightly left or right so that the bolt struck 
over the right or left ear, death from apnea was virtually elimi-
nated. Moreover, we found that mortality rates seemed to 
depend in part on how snugly the mouse head was placed 
within the guide tube: if the head was held up to the guide 
tube with upward pressure, mortality was higher than it was 
when the mouse was held a few millimeters under the guide 
tube opening without upward pressure.   

   5.    It was noticed that in order to achieve consistency between 
operators, it would be ideal to strike the mouse on the center of 
the head, so we reduced the bolt weight to 54 g. Using a drop 
height of 66 in. and bolt weight 54 g, loss of consciousness 
(defi ned as return to spontaneous ambulation in our initial 
studies, but later changed to return of  righting refl ex   in later 
studies) was 450 ± 20 s in injured mice compared to 36 ± 1.8 s 
in sham-injured mice (mice subjected to anesthesia without 
weight drop,  p  < 0.0001), suggesting a robust injury [ 60 ].   

   6.    Mortality, mainly from apnea, in this model was approximately 
20 %. In a subset of fi ve mice we placed femoral arterial lines 
using p10 tubing and measured blood pressure and blood gases 

3.2  Methods

  Fig. 2    Description of the weight drop closed head injury model. ( a ,  b ) Mice are gripped by the tail on a Kimwipe 
napkin and the head is placed under a guide tube. ( c ) Alternatively, a platform can be used to hold the mouse 
in place, allowing for a single operator to perform the model       
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before and after injury. We found a transient, modest increase 
in blood pressure at 2 min that returned to baseline values by 
4 min [ 60 ]. As expected with apnea, closed head injury (CHI) 
caused a transient drop in PaO 2  and a modest increase in PaCO 2  
that resolved by 4 min. However, no mice were hypoxic and all 
mice recovered blood pressure and blood gases similar to prein-
jury values within a few minutes after CHI [ 60 ].       

4    Results 

 We next examined whether CHI caused gross structural brain injury 
using 53 g and 66 in. injury parameters. We were pleased that none 
of the mice had skull fractures or intraparenchymal hemorrhages 
and no gross structural brain damage. We assessed brain edema 
using the wet-dry/wet weight method (brains were weighed and 
dried in an oven at 90 °C for 48 h then weighed dry) and found no 
increase in brain water content in either hemisphere at 24 or 48 h 
compared to sham-injured mice. We assessed  blood–brain barrier   
permeability to Evans blue albumin over the fi rst 24 h after injury 
and found no increase in injured mice compared to shams. For this 
experiment, 2 % Evans blue in PBS was injected intravenously 
(5 ml/kg) before CHI and 24 h later mice were transcardially per-
fused with PBS and brains were placed in  N , N  dimethylformamide 
for 3 days. Evans blue extracted by  N , N  dimethylformamide was 
measured spectrophotometrically. Alternatively, we performed 
immunohistochemistry to detect mouse IgG in  brain tissue   sections 
[ 61 ]. The fi nding of lack of edema, BBB damage, and structural 
brain damage satisfi ed many of our histological criteria for a mouse 
concussion model ( see   Note    3  ). 

 Most of the existing concussive TBI models induce some 
degree of acute cell death. One of our primary goals was to pro-
duce a model lacking acute cell death in order to study  mechanisms   
of cognitive dysfunction without this confounding factor. 
Moreover, it is generally thought that human concussion is a 
“mild” form of TBI that probably does not induce signifi cant neu-
ronal death, although this is impossible to prove in clinical studies 
that do not include autopsy results. To determine whether our 
model involved acute cell death, mice were injured and brain sec-
tions obtained at 24, 48, or 72 h after injury and subjected to 
fl uoro- jade B staining (a marker of acute neuronal  degeneration  ), 
in vivo propidium iodide staining (a marker for loss of membrane 
integrity), TUNEL (a marker of double strand DNA damage and 
cell death), hematoxylin and eosin (H&E) staining, GFAP staining 
(astrocytosis) and IBA-1 staining (microgliosis) [ 60 ]. Amyloid 
precursor protein immunohistochemistry and electron microscopy 
were used to assess  axonal injury  . At later times (60 days) after 
injury, hippocampal cell loss and brain atrophy were assessed using 

Weight Drop Models in TBI



202

image analysis of H&E stained brain sections. No acute cell death 
or cell loss was observed at any of the time points assessed.  Axonal 
injury   was only occasionally detected by electron microscopy, and 
there was no brain atrophy at 60 days [ 60 ]. Strikingly, there was 
robust astrocytosis and microgliosis at 48–72 h in cortex and hip-
pocampus of injured (but not sham-injured) mice, demonstrating 
an acute infl ammatory response to concussion [ 60 ]. Similar fi nd-
ings have been reported in autopsy studies of humans with TBI at 
acute and chronic stages, suggesting that our model recapitulates 
at least some of the features of concussive TBI reported in clinical 
case studies [ 34 ,  43 ,  62 ]. 

 To examine possible biochemical  mechanisms   of concussion- 
induced infl ammation, we performed reverse transcriptase poly-
merase chain reaction (RTPCR) and nuclear factor kappa B activity 
assays on  brain tissue   obtained within 24 h of CHI. We found 
biochemical evidence of acute infl ammation with early increases in 
TNF alpha and Fas mRNA, and TNF alpha protein followed by 
increased activation of NFkB [ 60 ]. Importantly, CHI produced 
defi cits in motor performance (wire grip test) and  cognitive defi cits   
(Morris water maze performance)  within   1–3 days after injury. 
Mice defi cient in TNF and Fas had increased cognitive defi cits sug-
gesting that TNF/Fas induction in the concussion model is a pro-
tective response to injury, although a limitation of the experimental 
design (use of knockout mice) did not allow us to dissect early 
versus later effects of TNF/Fas inactivation. Nonetheless, this was 
an important result because TNF/Fas antagonism was protective 
in a contusion TBI model [ 63 ], and the results in our concussion 
model provided evidence for the concept that individual pathways 
activated in different pathoanatomic subtypes of TBI (e.g., focal 
contusion vs. diffuse concussion) may infl uence outcome in oppo-
site ways. We believe these fi ndings have signifi cant implications 
for treatment trials of patients with focal vs. concussive TBI [ 63 ]. 

 Taken together, the aforementioned data suggested that we 
had developed a mouse model of human concussion that featured 
an early  cognitive defi cit   in the absence of gross and microscopic 
brain damage that was associated with a neuroinfl ammatory 
response and manipulable by TNF/Fas antagonism. However, a 
signifi cant weakness of the model was that cognitive outcome was 
highly operator dependent and cognitive defi cits were not always 
apparent from one operator to the next (also  see   Note    4  ). This was 
a diffi cult problem that was not solved by increasing the bolt weight 
to 83 g, which resulted in higher mortality but not always increased 
cognitive defi cits ( see   Note    5  ). We tried recovering the mice at 
37 °C to maintain normothermia after recovery from anesthesia, 
but that did not make a difference with respect to consistent cogni-
tive outcome. Another caveat with our fi ndings is that  Morris water 
maze   testing was performed at a time when motor defi cits were 
present (between 1 and 3 days after CHI). Although motor 
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function has not been shown to correlate with  MWM   performance 
in TBI models, ideally we would have waited until motor defi cits 
had resolved to perform MWM  testing  . However, we wanted to 
model the clinical scenario in which cognitive defi cits appear early 
(within 24 h) after concussion so we began MWM testing the day 
after injury. Lastly, we initially started model development using 
CD1 mice; however, uninjured mice from this outbred strain did 
not perform consistently in the MWM so we developed the model 
using C57Bl/6J mice from Jackson laboratories (Bar Harbor, ME).  

5    Development of a Multiple Hit Mouse Concussion Model 

 After establishing a single hit concussion model, we next set about 
developing a multiple hit concussion model of sports concussions. 
Factors that we considered in the planning stages included all of 
those identifi ed for the single hit model (such as lack of overt brain 
damage and measurable  cognitive defi cits  ). Additional features that 
we wanted in a multiple hit model included (1) no detectable cogni-
tive defi cit after a single hit (and no structural or microscopic brain 
injury); (2) a reproducible increase in cognitive defi cits with increas-
ing numbers of injuries; (3) presence of psychiatric  manifestations of 
concussion such as anxiety and depression [53, 57, 64]; (4) a mea-
surable vulnerable period within which additional concussions lead 
to worse  cognitive defi cits  , and conversely injuries outside the vul-
nerable period do not lead to long-term cognitive dysfunction; (5) 
an increase in phosphorylated tau species and emergence of beta 
amyloid plaques and tau tangles as mice age, recapitulating features 
of chronic traumatic encephalopathy as reported in the brains of 
athletes diagnosed via autopsy fi ndings [ 44 ,  64 ]. 

 Because the injury parameters of the aforementioned single hit 
model (66 in. drop height) produced a  cognitive defi cit   after 1 hit, we 
lowered the drop height to 38 or 42 in. and injured mice either once, 
three times daily (1 hit per day for 3 days), fi ve times daily, or 10 daily 
hits. MWM testing was begun 24 h, 1 month, and/or 1 year after the 
fi nal injury; repeat MWM testing was done by placing the goal plat-
form in a different quadrant for each repeated test. Data obtained in 
repeat  MWM   tests are somewhat limited because procedural  learning   
persists and is already present for subsequent tests. Nonetheless, repeat 
 MWM   testing can be used to assess new spatial learning in injured 
mice. The 38-in. drop height model produced no  cognitive defi cit   
after 1 hit, modest defi cits after 5 hits, and severe cognitive defi cits 
after 10 hits at either 38 or 42 in. drop heights. Moreover, hidden 
platform defi cits persisted at 1 month and 1 year after injury. When we 
tested additional groups of mice injured fi ve times with injuries sepa-
rated by a week or a month, mice injured weekly (but not biweekly or 
monthly) still performed worse than sham-injured mice, suggesting a 
safe rest interval in this model between 1 week and 1 month. 
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 Repetitive injury did not lead to structural brain damage, acute 
cell death, brain edema, or  blood–brain barrier   damage assessed by 
IgG immunostaining [ 61 ]. Thus, the 38-in. drop height repetitive 
CHI model satisfi ed nearly all of our criteria for  modeling   human 
concussion. However, we noticed that approximately 25 % of mice 
had convulsions after injury. We initially reported these events as 
seizures [ 61 ], but in retrospect these limb movements, which 
occur several seconds after impact and last for less than a minute, 
may also be due to electrocerebral silence induced by concussion 
with transient loss of cortical inhibition of spinal cord tracts result-
ing in limb movement. We are planning EEG studies to distinguish 
between these two possibilities, but the occurrence of seizure-like 
activity prompted us to test even lower drop heights to produce a 
model of repetitive injury devoid of convulsions. 

 To determine a drop height that eliminated convulsions but 
still led to  cognitive defi cits   we tested several heights between 38- 
and 18-in.. Pilot studies suggested that a 28-in. drop height would 
satisfy both conditions, but lower drop heights did not produce 
 cognitive defi cits   using a 54 g weight. Mice (3 months old males, 
Jackson labs) were anesthetized for 45 s in isofl urane as earlier and 
subjected to sham injury or CHI by dropping the bolt on the ver-
tex of the head ( see   Note    6  ). This model did not produce loss of 
consciousness in injured compared to sham-injured mice ( see   Note  
  7  ), nor did it produce convulsions, similar to the majority of ath-
letes who suffer concussions [ 65 ]. 

 We next determined that a 5 or 7 hit model (1 hit daily for 5 
or 7 days) did not produce acute cell death or overt brain damage, 
and we were now poised to examine  cognitive defi cits   in a truly 
mild multiple concussion model. Using a 5 hit daily injury model, 
we performed experiments with 1 hit CHI and shams, 5 hit daily 
CHI and shams, 5 hit weekly CHI and shams, 5 hit biweekly CHI 
and shams, and 5 hit monthly CHI and their respective shams. All 
injured groups were compared only to their respective sham- 
injured mice because the groups were injured at different times, 
making direct comparisons among injured groups problematic. 

 We tested the hypothesis that a safe rest interval exists such 
that repeated injuries would not lead to long-term  cognitive defi -
cits  , and found that indeed mice injured biweekly or monthly had 
no long-term cognitive defi cits whereas mice injured daily or 
weekly had defi cits compared to sham at 6 months ( see   Note    8  ). 
Because these were long-term experiments that could not be 
repeated in a reasonable time frame, we powered most of our stud-
ies with  n  = 12–16 mice per group and obtained tightly clustered 
data that allowed confi dent determination of statistically signifi cant 
results. With these studies, we confi rmed the important concept 
that a safe rest interval existed in our repetitive concussion model, 
thus in part validating the concept that rest between concussions 
may mitigate development of permanent  cognitive defi cits   [ 32 ]. 
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 Interestingly, we found a chronic astrocytosis at 6 months in 
mice injured daily for 5 days, but no overt neuronal loss. Contrary 
to published studies in adults with TBI, mice expressing human 
APOE4 did not have worse  cognitive defi cits   compared to WT 
suggesting no contribution of astrocytic APOE4 in this model. 
Somewhat disappointingly, we did not see evidence of CTE in 
terms of phosphorylated tau species or beta amyloid assessed by 
ELISA and immunohistochemistry. However, it may require more 
than 6 months for these processes to become manifest in mice, and 
more sensitive immunohistochemical reagents may yield positive 
fi ndings in future studies. Alternatively, it is possible, and even 
likely, that mechanisms of short-term neurological defi cits differ 
from those associated with development of CTE, which may rep-
resent the most severe end of the spectrum for patients with repeti-
tive concussions and severe  neurodegeneration   [ 36 ]. 

 Another fi nding in this model that may be incongruent with 
human studies is that  cognitive defi cits   are detectable within a few 
days after a threshold number of injuries, and these defi cits remain 
even at 6 months after the last injury; thus, rather than develop 
over the course of time, permanent cognitive defi cits produced by 
our repetitive CHI model are present very early on. It might be 
more interesting for a concussion model to produce increasing 
cognitive defi cits over the course of several months (or longer with 
aging)—and this might be the case if we were to test these mice 
over longer periods of time. Very long-term studies may not be 
feasible however, as 4/4 mice subjected to 7 daily concussions 
(28 in., 54 g) died at 14 months after injury compared to 0/4 
shams, suggesting that multiple concussions might shorten the 
lifespan of injured mice. Although this hypothesis requires formal 
testing with larger numbers, it is an interesting observation that 
might be applicable to humans with repetitive concussions as well. 
Alternatively, it may be a shortcoming of the mouse model.  

6    Future Considerations 

 Arguably the development of our CHI model, and similar weight 
drop models [ 16 ,  17 ] that have been published subsequent to 
Khuman et al. [ 60 ], represent forward steps in  modeling   human 
concussion that will facilitate discovery of relevant disease  mecha-
nisms  . A major question for us and others in the fi eld [ 19 ] is whether 
inhaled anesthetics interact with injury models to reduce neurologi-
cal defi cits, as LOC times decrease with increasing number of inju-
ries in our model (unpublished observations) and in others [ 19 ]. 
One group has managed to avoid the issue all together by subjecting 
unanesthetized mice to repetitive TBI [ 20 ]. Studies examining 
effects of noninhaled anesthetics are currently underway in our labo-
ratory. Another caveat of our repetitive hit models is that similar to 
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the single hit model, cognitive outcome and mortality in the 5 hit 
daily model is highly operator dependent for reasons that remain 
incompletely defi ned. In the future, we would like to develop a 
holding device that is operator independent to ensure consistency in 
the injury level produced by CHI. Another future direction for our 
laboratory is development of an adolescent mouse concussion model 
that recapitulates symptoms of sports concussions in high school 
and college athletes. Finally, measurements of infl ammation, cere-
bral blood fl ow, and brain metabolism will be important compo-
nents of concussion model development as these mechanisms are 
hypothesized to underlie long-term neurological defi cits in patients 
with neurological  degeneration   and history of TBI [ 41 – 43 ,  50 ].  

7            Notes 

     1.    There are two ways to increase the level of injury—raising the 
drop height or increasing the dropped weight. Each lab should 
experiment with both approaches, calibrating to no structural 
brain damage and a robust  cognitive defi cit   in the  Morris water 
maze   or other  behavior   test of choice.   

   2.    Although we started with a two person operator system (one 
to hold the mouse and the other to drop the bolt), the appara-
tus can be standardized better by using a platform to hold the 
mouse, thus making injury independent of the second opera-
tor. This approach will ensure greater consistency of injury 
over time and among different operators.   

   3.    The model lends itself to cerebral blood fl ow testing because of 
the lack of structural brain injury. We have used diffuse correla-
tion spectroscopy in the past for this, and it is also possible to 
use laser speckle and laser Doppler fl owmetry as well.   

   4.    There may be marked gender effects in the closed head injury 
model but before examining this issue it is important to use 
age- and weight-matched male and female mice, as the lighter 
female mice may sustain less inertial injury after impact.   

   5.    Use of a guide tube that is approximately the diameter of the 
mouse head will result in more accurate hits with the dropped 
weight, which ideally should be cylindrical in shape and should 
easily pass through the guide tube but fi t snugly within it. 
Some groups use metal, others use plastic, or other transparent 
materials in order to follow the course of the dropped weight.   

   6.    Younger (adolescent) mice may have increased mortality from 
apnea that can be prevented by injuring over one side of the 
head or the other.   

   7.    Because repeated injuries may alter the loss of consciousness 
time for subsequent injuries, it is recommended to measure loss 
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 of   consciousness time (defi ned as righting refl ex) at very least 
after the fi rst in a series of repetitive injuries rather than wait 
until several injuries to begin measurement of awakening.   

   8.    It is critical to use a mouse strain that performs well in cognitive 
tests such as the  Morris water maze  . We have found that C57Bl/6 
mice work well (Jackson Laboratories, Bar Harbor, ME). CD1 
and other outbred strains may not perform consistently.         
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    Chapter 13   

 Midline (Central) Fluid Percussion Model 
of Traumatic Brain Injury                     

     Rachel     K.     Rowe     ,     Daniel     R.     Griffi ths    , and     Jonathan     Lifshitz       

  Abstract 

   Research models of traumatic brain injury (TBI) hold signifi cant validity towards the human condition, 
with each model replicating a subset of clinical features and symptoms. After 30 years of characterization 
and implementation, fl uid percussion injury (FPI) is fi rmly recognized as a clinically relevant model of 
TBI, encompassing concussion through severe injury. The midline variation of FPI may best represent 
mild and diffuse clinical brain injury, because of the acute behavioral defi cits, the late onset of subtle behav-
ioral morbidities, and the absence of gross histopathology. This chapter outlines the procedures for midline 
(diffuse) FPI in adult male rats and mice. With these procedures, it becomes possible to generate brain- 
injured laboratory animals for studies of injury-induced pathophysiology and behavioral defi cits, for which 
rational therapeutic interventions can be implemented.  

  Key words     Traumatic brain injury (TBI)  ,   Concussion  ,   Diffuse  ,   Fluid percussion  ,   Trauma  ,   Rodent  , 
  Rat  ,   Mouse  ,   Experimental model  ,   Righting refl ex  ,   Fencing response  ,   Postoperative care  

1      Introduction 

   Midline fl uid percussion permits the study of experimental trau-
matic brain injury (TBI) in a model that is reproducible, clinically 
relevant, and  scalable   between species and injury severities. Brain 
injury is induced by a rapid (~20 ms) fl uid pulse through a  craniec-
tomy   onto the intact dura that follows the inner curvature of the 
skull and creates an elastic decompression of the brain [ 1 ,  2 ]. While 
fl uid percussion injury (FPI) necessitates breaching the cranial 
vault, the skull is sealed to the injury device, recreating a closed 
system, which approximates a closed head injury with decompres-
sive  craniectomy  . The mechanical forces disrupt cell membranes, 
blood vessels, and neuronal processes. By increasing the angle from 
which the pendulum hammer falls, greater pressures can be gener-
ated to travel through the fl uid-fi lled cylinder and impact the brain. 
This model can be implemented to evaluate pathophysiological 

1.1  Model Selection

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_13, © Springer Science+Business Media New York 2016
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 mechanisms   underlying histological and behavioral defi cits, and 
therapeutic interventions to mitigate  degeneration   and promote 
recovery of function.   

2    Materials 

   Fluid percussion brain injury has been successfully performed on 
various species, including cats, rabbits, pigs, rats, and mice. The 
adaptation of fl uid percussion to rats [ 3 – 5 ] was followed by its 
implementation in mice [ 6 ]. The procedures outlined in this chap-
ter focus on adult male Sprague-Dawley rats (approximately 300–
400 g) and 8-week-old adult male C57BL/6 mice (approximately 
20–30 g). To maximize the success of brain injury, examine all 
animals for any signs of ill health (e.g., rough coat, bleeding or 
dirty eyes, runny or bleeding nose, and scratched around eyes or 
nose area). Weigh all animals prior to surgery in order to track 
injury-induced weight loss.  

         1.    Fluid percussion injury device (Fig.  1 ).
     (a)    Custom Design and Fabrication.   
   (b)    Virginia Commonwealth University.   

2.1  Animals

2.2  Equipment

2.2.1  Injury Device

  Fig. 1    Fluid percussion injury device. Injury is induced by a 20-ms fl uid pulse delivered onto the intact dura via 
a craniectomy and surgically implanted injury hub. The fl uid pulse is generated by the pressure wave produced 
when the weighted end of the pendulum arm strikes the end of fl uid cylinder. The force of the pulse is detected 
by a transducer and the signal is amplifi ed before being sent to the oscilloscope which outputs the millivolts. 
The millivolts can then be converted to atmospheres of pressure       
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   (c)       http://www.radiology.vcu.edu/research/customdesign/
fpi.html.       

   (d)     Product information including assembly manual, opera-
tion manual, and product brochure are provided on the 
website, for cleaning instructions ( see   Note    1  ).    

      2.    Recording oscilloscope (recommended: Tektronix, Model 
1001B).   

   3.    Industrial Velcro to secure the device to the bench to prevent 
movement.   

   4.    High-vacuum grease (e.g., Fisher Scientifi c, #14-635-5D).   
   5.    Dishwashing solution to clean fl uid cylinder.   
   6.    Jet Dry fi nishing rinse to minimize air bubbles in the cylinder 

upon fi lling.      

       1.    Vaporizer for delivery of inhaled anesthesia ( see   Note    2   for 
safety tips).   

   2.    Tubing/petcocks.   
   3.    Induction chamber.   
   4.    Isofl urane.   
   5.    Oxygen.   
   6.    Rodent nose cone for inhaled anesthetic that is compatible 

with the stereotaxic frame.      

       1.    Gauze sponges.   
   2.    Cotton tip applicators.   
   3.    Heating pad (recommended: Deltaphase isothermal heating 

pad-BrainTree Scientifi c, #39DP).   
   4.    20-gauge needles (recommended: 1″ length).   
   5.    1 mL syringes.   
   6.    ≥10 mL syringes, Luer-lock tip.   
   7.    Small animal trimmer for fur removal (e.g., Wahl, Mini Arco 

Animal Trimmer).   
   8.    Ophthalmic ointment to prevent drying of eyes during 

surgery.   
   9.    4 % Chlorhexidine solution (or Betadine scrub) for preparation 

of the incision.   
   10.    70 % Ethanol (or alcohol pads).   
   11.    Cyanoacrylate (e.g., Super Glue).   
   12.    Perm Reline and Repair resin, liquid, and powder (All for 

Dentist, #H00327).   
   13.    Antibiotic ointment.   
   14.    Saline-fi lled syringe, blunted needle bent 90°.      

2.2.2  Anesthesia

2.2.3  Surgical Supplies

Midline Fluid Percussion Brain Injury 
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       1.    Small animal stereotaxic frame.   
   2.    Scalpel handle and blade.   
   3.    Delicate bone scraper (Fine Science Tools, #10075-16).   
   4.    Chisels Wedelstaedt ¾ DE (Henry Schein, #600-4972).   
   5.    Bull Dog clips (Fine Science Tools, #18050-28, #18051-28).   
   6.    Needle holder and scissors.      

       1.    Dremel tool with engraving cutter #106.   
   2.    Trephine (4.7 mm) (Miltex, #26-140).   
   3.    Fingernail drill with 5/64″ drill bit (Miltex, #33-232).   
   4.    Stainless steel skull screws (2–56 × 3/16″) (Small parts Inc., 

#MX-0256-03B-25).      

       1.    Custom trephine (3 mm) (Machine Shop, Arizona State 
University, Tempe, AZ).

    (a)    Contact Rachel Rowe, rkro222@email.arizona.edu.       
   2.    Weed whacker line for cranial disc (1.7 mm diameter).   
   3.    Side-grasping forceps (7 × 7) (Henry Schein, #6-124XL).   
   4.    3 M Vetbond tissue adhesive (Henry Schein, #700-3449).      

          1.    1½″ needle (20 gauge) (Becton Dickinson, #305176).   
   2.    Syringe (1 cm 3 ).   
   3.    Razor blades.   
   4.    Tissue forceps (Henry Schein, #6-114).      

       1.    Cosmetic pencil sharpener.      

       1.    Luer-loc extension tubing (Baxter, #2C5643).        

3    Methods 

   A standard surgery sheet should be used to record information 
pertaining to the surgical procedure, injury, and both immediate 
and long-term postoperative care ( see   Appendix ). Postoperative 
observation and treatment of each animal should be maintained 
and include Notes about the general condition of the animal and 
any supportive care the animal received (e.g., saline injections).  

   Appropriate personal protective equipment should be worn: clean 
lab coat or scrubs, gloves, face mask, hair covering, and protective 
eyewear. Assess the animal for signs of pain, distress, or disease and 
record this information on the data sheet (e.g., abnormal posture, 

2.2.4  Surgical 
Instruments

2.2.5  Rat Surgical 
Instruments

2.2.6  Mouse Surgical 
Instruments

2.2.7  Injury Hub (Fig.  2 )

2.2.8  Rat Injury Hub

2.2.9  Mouse Injury Hub

3.1  Record Keeping

3.2  Preoperative 
Preparation
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movement, poor grooming, and evidence of porphyrin accumula-
tion on eyes, nose, or fur).  

       1.    Anesthetize the animal with 5 % isofl urane for 5 min in an 
induction chamber.   

   2.    Shave or remove hair from scalp, as appropriate (Fig.  3a ).
       3.    Secure animal in a stereotaxic frame equipped with a nose cone 

for continuous inhalation of isofl urane (2.0–2.5 %) (Fig.  3a ). 
The back of the front incisors should be fl ush with the bite bar, 
without tension applied to the teeth. If you observe mouth 
breathing, check the positioning of the teeth over the bite bar 
and/or reposition the nose cone to allow for normal 
respiration.   

   4.    Apply ophthalmic ointment to the eyes to keep them moist 
during the surgery.   

   5.    Prepare the surgical area with 70 % alcohol and betadine solu-
tion (antiseptic).   

3.3  Administer 
Anesthesia and Secure 
in Head Holder

  Fig. 2    Injury hub construction. Firmly attach a 20-gauge needle to a 1 cm 3  syringe and insert the needle into a 
laboratory bench pad to prevent the needle from becoming projected after it is cut ( a ). Use a razor blade to cut 
off the tip of the needle ( a ). For the rat, the injury hub is beveled using a cosmetic pencil sharpener ( b ). Using 
a razor blade, score the exterior of the hub making burrs at even intervals around the hub ( c ). When fi nished, 
the cut end should be fl at and even, and parallel to the Luer-Loc plane ( d )       
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   6.    Monitor anesthesia by observing muscle relaxation, in addition 
to assessing the toe pinch refl ex. Animals under appropriate 
anesthesia will have a steady respiration rate.      

       1.    Make a midline sagittal incision extending from between the 
eyes, to the base of the skull, just past the ears. To avoid exces-
sive bleeding, avoid cutting the muscle at the base of the skull 
(Figs.  3b  and  4a ).

3.4  Cranial Surgery 
for Hub Placement

  Fig. 3    Cranial surgery for hub placement in the rat. The rat’s head is shaved and the animal is secured in a 
stereotaxic frame with a continuous fl ow of isofl urane via a nose cone ( a ). A midline incision is made to expose 
the skull and the overlying fascia is removed ( b ). A Dremel tool is used to make two pilot holes. The screw hole 
is expanded with a fi nger nail drill and 5/64″ drill bit ( c ). A 4.7 mm diameter trephine is used to create a cranial 
disc that is removed to expose the underlying dura ( c ). A stainless steel screw is secured into the screw hole 
( d ). Small drops of cyanoacrylate gel are placed on the outside of the constructed injury hub, and the hub 
placed inside the craniectomy ( e ). After the cyanoacrylate gel dries, the injury hub and screw are covered in 
methyl methacrylate cement and the injury hub is fi lled with saline ( f )       
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       2.    Expose the skull and scrape the fascia from the skull using a 
delicate bone scraper, cotton swabs, and gauze. Clear away 
temporal muscle as necessary. If greater exposure is needed, 
stretch the skin by applying pressure with the fi ngers (Figs.  3b  
and  4a ).   

   3.    Attach Bull Dog clips to the edges of the incision (two ante-
rior, two posterior) to expose the surgical site. When the Bull 
Dog clips fall down, the weight will hold the incision open.      

  Fig. 4    Cranial surgery for hub placement in the mouse. A midline incision is made to expose the skull and the 
overlying fascia is removed ( a ). Vetbond tissue adhesive is used to secure a disc shaved from weed whacker 
line at the location of the craniectomy ( b ). A 3 mm diameter trephine is used to create a cranial disc that 
removed to expose the underlying dura ( c ). Small drops of cyanoacrylate gel are placed on the outside of the 
constructed injury hub, and the hub placed outside the craniectomy ( d ). After the cyanoacrylate gel dries, the 
injury is covered in methyl methacrylate cement ( e ) and the injury hub is fi lled with saline ( f )       
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       1.    Mark the locations on the skull of the screw hole (1 mm lateral 
to bregma and 1 mm rostral to the coronal suture on the right 
side) and  craniectomy   center (midway between bregma and 
lambda, over sagittal suture). The skull screw is used to secure 
the injury hub in place.   

   2.    Drill pilot holes at both markings using the Dremel tool and 
burr bit.   

   3.    Expand the screw hole with a fi nger nail drill and 5/64″ drill 
bit (Fig.  3c ).   

   4.    Place the centering pin inside the 4.7 mm diameter trephine. 
Anchor the centering pin in the pilot hole at the  craniectomy   
center.   

   5.    Continually turn and spin the trephine to make a craniectomy 
without disrupting the underlying dura. Keep trephine clean 
by using a toothbrush to remove bone debris from the tre-
phine teeth. Apply saline to moisten the bone and aid in  treph-
ination  . As needed, angle the trephine to evenly cut around the 
 craniectomy  .   

   6.    Frequently check the progress of the craniectomy by applying 
mild pressure to the center of the craniectomy. As the skull 
thins, the  craniectomy   will be able to move independently of 
the skull. The craniectomy is complete when the bone can 
move freely in all directions.   

   7.    Remove the bone piece working around the circumference 
using the Wedelstaedt and scalpel, or two Wedelstaedt instru-
ments without disrupting the dura. When the bone has been 
removed, gently clear any blood from the  craniectomy   site 
(Fig.  3c ). If the surgery site continues to bleed when skull is 
removed ( see   Note    3  ).   

   8.    Secure a stainless steel screw in the skull screw hole. Hold the 
screw with forceps and advance the screw with a screwdriver 
(Fig.  3d ).      

       1.    Shave weed whacker line with a razor blade as thin as possible 
to make a circular disc that is an equal thickness on all sides. 
Disc should be level when placed on the skull.   

   2.    Pick up the disc with side-grasping forceps. Dip the cranial disc 
into a drop of Vetbond tissue adhesive placed on a nonabsor-
bent surface.   

   3.    Place the disc at the location of the  craniectomy   (midway 
between bregma and lamda on the sagittal suture). To drop 
the disc, release the forceps and use a wooden applicator stick 
to properly position the disc. Once in position, use a Kimwipe 
tissue to wick away any excess Vetbond (Fig.  4a, b ). Allow the 
Vetbond to fully dry before beginning to trephine.   

3.5  Cranial Surgery 
for Hub Placement-Rat

3.6  Cranial Surgery 
for Hub Placement— 
Mouse
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   4.    Place the 3.0 mm trephine over the disc and perform the crani-
ectomy by continually turning and spinning the trephine with-
out disrupting the underlying dura. Keep trephine clean by 
using a toothbrush to remove bone debris from the trephine. 
Apply saline to moisten the bone and aid in trephination. As 
needed, angle the trephine to evenly cut around the craniec-
tomy. If the disc comes off while trephining ( see   Note    4  ).   

   5.    Frequently check the progress of the craniectomy by applying 
mild pressure to the center of the craniectomy. As the skull 
thins, the  craniectomy   will be able to move independently of 
the skull. The craniectomy is complete when the bone can 
move freely in all directions.

    (a)     Under magnifi cation, remove the bone piece working 
around the circumference using the Wedelstaedt and scal-
pel, or two Wedelstaedt instruments without disrupting 
the dura (Fig.  4c ). When the bone has been removed, gen-
tly clear any blood from the craniectomy site.    

               1.    Attach a 22-gauge, 1½″ needle to a 1 cm 3  syringe. Place the 
needle into a laboratory bench pad (Fig.  2a ).   

   2.    Cut the female Luer-Loc hub from the needle using a razor 
blade (Fig.  2a ). The cut is made parallel to the Luer-loc with 
an outer diameter of ~4.7 mm for the rat, and ~3.0 mm for the 
mouse.  See   Note    5   for tips.   

   3.    Inspect the cut edge of the injury hub and trim to size and 
level as necessary.   

   4.    For the rat, bevel the cut edge of the injury hub with a cos-
metic pencil sharpener (Fig.  2b ).   

   5.    Shave thin burrs around the injury hub starting at the Luer-
Loc edge in the direction of the cut edge using a razor blade 
(Fig.  2c ).      

       1.    Hold the hub in tissue forceps (behind the teeth). Apply small 
drops of cyanoacrylate gel on the outside of the hub, just above 
the cut end.   

   2.    Position the hub over the  craniectomy   (using magnifi cation for 
the mouse). For the rat, the injury hub fi ts inside the craniec-
tomy (Fig.  3e ). For the mouse, the injury hub fi ts outside the 
craniectomy (Fig.  4d ).   

   3.    Using a wooden applicator stick (cut a sharp angle) gently 
scrape the cyanoacrylate gel down the injury hub onto the 
skull. Apply more cyanoacrylate gel if needed to the junction 
between the injury hub and the skull to fi rmly adhere the 
injury hub to the skull in addition to creating a seal.   

3.7  Injury Hub

3.7.1  Injury Hub 
Construction

3.7.2  Injury Hub 
Placement

Midline Fluid Percussion Brain Injury 
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   4.    After the cyanoacrylate gel dries, cover the injury hub (and 
screw) in methyl methacrylate cement (Figs.  3f  and  4e ). Apply 
the methyl methacrylate cement from a 1 cm 3  syringe when it 
is thick enough to hold shape.   

   5.    When the methacrylate cement has dried, fi ll the injury hub 
with saline (Figs.  3f  and  4f ).   

   6.    Place a suture at both the anterior and posterior edges of the 
incision.   

   7.    Remove the animal from the stereotaxic frame and anesthesia. 
Place the animal in a recovery cage on a heating pad until the 
animal is awake and alert. Monitor animals for outward signs 
of pain or distress.       

   Before using the injury device, check that when the weighted pen-
dulum arm is hanging in a neutral position (at 0°) that it is fl ush 
and centered on the foam pad at the end of the plunger. Adjust as 
needed. Drop the pendulum hammer several times to prime the 
device. Remove any air bubbles ( see   Notes    6  –  8  ).

    1.    Reanesthetize the animal after an approximately 60-min recov-
ery period from surgery.   

   2.    Visually inspect inside the injury hub for debris, blood or dried 
dental acrylic. Clean out the injury hub using a small cotton tip 
applicator or irrigate with saline if necessary,  see   Note    9  .   

   3.    Fill the injury hub with sterile saline until a bead of fl uid is 
formed by surface tension (Figs.  5a  and  6a ). Remove any air 
bubbles from inside the hub.

        4.    To avoid air between the hub and device, press the plunger so 
that a drop of fl uid is produced at the end of the injury device. 
Connect the female Luer-Loc injury hub on the animal to the 
male Luer-Loc fi tting on the injury device (Figs.  5b  and  6b ). 
Create continuity between the fl uid of the cylinder and the 
fl uid in the injury hub. For handling and placement during 
injury,  see   Note    10  .   

   5.    Check the animal for a toe pinch response. Once a normal 
breathing pattern returns (1–2 breaths per second) and the 
animal has a positive toe pinch response, release the pendulum 
to injure the animal. Secure the pendulum after it strikes the 
plunger and return it to the catch.   

   6.    Immediately after the injury, start a timer to measure the dura-
tion of the suppression of the  righting refl ex  .   

   7.    Remove the injury hub by pressing on the bridge of the nose 
for leverage. Visually inspect the hub for obstructions.   

   8.    Observe and record the duration and extent of apnea or sei-
zure. Note the condition/appearance of the surgical site and 

3.8  Injury
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 brain tissue   beneath the injury site and record brain herniation 
and hemorrhage. If the dura is breached, the animal should be 
euthanized and not included in the study,  see   Note    11   for 
details.   

   9.    Control bleeding if necessary. Leave the  craniectomy   open. 
Close the wound (i.e., suture or staple) and apply topical lido-
caine and antibiotic ointment.   

   10.    Place the animal in a supine position on a heating pad (Fig.  5c ). 
The time elapsed until the animal spontaneously rights is 
recorded as the  righting refl ex   time.   

   11.    Once the animal has righted, place it in a designated recovery 
area equipped with a heating pad.   

   12.    When the animal regains normal ambulatory  behavior  , it can 
be returned to its home cage.    

  Fig. 5    Midline fl uid percussion injury in the rat. The injury hub is fi lled with sterile saline until a bead of fl uid is 
formed ( a ). The plunger is pressed to produce a drop of water at the end of the injury device. Creating continu-
ity between the fl uid of the cylinder and the fl uid in the injury hub, the female Luer-Loc of the injury hub is 
connected to the male Luer-Loc fi tting on the injury device by laying the rat on their right side and holding it 
with your left hand ( b ). Following a toe pinch response, the pendulum is released to injure the animal. The 
animal is placed in a supine position on a heating pad until the animal spontaneously rights itself ( c ). The 
condition/appearance of the surgical site and brain tissue beneath the injury site is observed and recorded ( d )       
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           1.    Following injury, animals should be visually monitored for 
continued recovery every 10 min post-injury (for the fi rst 
hour). Within 15–20 min after injury, surviving animals should 
be alert. Within 1 h after injury,  animals   should be ambulatory. 
Brain-injured and uninjured control animals typically show no 
outward effects once they have recovered from anesthesia, and 
resume normal eating, drinking, and grooming patterns. 
 Typically animals return to sleep, as the injury occurs during 
their sleep cycle.   

   2.    Postoperative evaluations should be done daily (for a mini-
mum of 3 days). Follow the postoperative evaluation sheet to 
record the external examination, physical examination, suture 
site, and a pain evaluation. Typically, animals require no special 
supportive care after surgery. This injury does not produce 
overt signs of postoperative pain, and do not call for pain  mon-
itoring   or drugs to manage pain. Caution should be taken in 
administering such compounds, as they can infl uence outcome 
(for review  see  [ 7 ]).      

3.9  Postoperative 
Care

3.9.1  Postoperative 
Evaluations

  Fig. 6    Midline fl uid percussion injury in the mouse. The injury hub is fi lled with sterile saline until a bead of 
water is formed ( a ). Creating continuity between the fl uid of the Luer-Loc extension tube and the fl uid in the 
injury hub, the female Luer-Loc of the injury hub is connected to the male Luer-Loc fi tting on extension tube 
which is connected to injury device ( b ). Following a toe pinch response, the pendulum is released to injure the 
animal while it is lying on its side ( c ). Immediately after injury the animal is placed on its side until the animal 
spontaneously rights itself ( c ). The condition/appearance of the surgical site and brain tissue beneath the 
injury site is observed and recorded ( d )       
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       1.    Weigh animals daily. Record weights on the evaluation sheet.   
   2.    Animals can lose up to 20 % of their body weight after surgery 

and injury. It is benefi cial to prophylactically provide mash 
(chow + water) and/or place normal rat chow on the fl oor of 
the cage to facilitate weight gain.   

   3.    If by the second day post-injury, there is continued weight 
loss, the animals will likely require fl uid injections (0.9 % sterile 
saline) to prevent dehydration. Consult a local veterinarian for 
advice.   

   4.    Weight loss exceeding 20 % of their body weight indicates sig-
nifi cant injuries that require intensive postoperative care or 
euthanasia.        

4    Advantages, Limitations, Complications 

       1.    Midline fl uid percussion injury (mFPI) is scalable to induce a 
highly reproducible brain injury that models the clinical 
sequelae of  concussion  . Using this model, brain injury is 
induced by a 20 ms fl uid pulse delivered onto the intact dura 
through a  craniectomy   [ 8 ], defi ning this technique as a model 
of traumatic brain injury rather than a head injury. While this 
model necessitates breaching the cranial vault, the skull is 
sealed to the injury device, recreating a closed system, which 
approximates a closed head injury with a decompressive  crani-
ectomy  . This model allows for the injury to be induced after a 
recovery from anesthesia which returns the animals to a condi-
tion that resembles the human condition, thus enhancing the 
face validity. The bilateral diffuse pathology in the absence of a 
cavitation also resembles the human condition of concussion, 
in which cavitation is rare.      

       1.    In contrast to the tissue destruction caused by other brain 
injury models, mFPI results in tissue disruption. There is vari-
ability in the extent of damaged tissue and range of physiologi-
cal responses among animals because tissue disruption, unlike 
tissue destruction, does not have a ceiling effect. The injury to 
brain occurs within a range which necessitates large group sizes 
to detect signifi cant effects.       

5              Notes 

     1.    The plunger impact pad on the fl uid cylinder should be 
replaced every 8–12 months. Information and instructions for 
the setup, cleaning, and maintenance of the FPI device can be 

3.9.2  Postoperative 
Weight

4.1  Advantages

4.2  Limitations
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found in the FPI Operation Manual:   http://www.radiology.
vcu.edu/docs/FPIOperationManual.pdf    .   

   2.    When using an inhaled anesthetic, it is recommended that all 
procedures are performed in a well-ventilated area, on a down-
draft or similar table, or in a type II biosafety cabinet to mini-
mize anesthesia exposure to the surgeon (current OSHA 
recommendation for halogenated gasses is <2 ppm).   

   3.    If the surgery site continues to bleed when the skull is removed, 
lightly remove blood with gauze. Adding saline can create 
hydrostatic pressure that will reduce bleeding. If the site con-
tinues to bleed, control the bleeding with Gelfoam. Excessive 
wiping or dabbing at the  craniectomy   site will prevent blood 
clotting and worsen the bleed.   

   4.    If the disc comes off while trephining during a mouse surgery, 
clean excess dried glue from the area and apply a new disc 
using Vetbond. However, if the bone can move independently 
of the skull in an area, use a small dot of superglue to attach a 
new disc. Vetbond will run and may touch the surface of the 
dura compromising the surgery.   

   5.    When constructing the injury hub for mice, to confi rm the 
proper diameter you can place the trephine through the hub 
and confi rm a tight fi t.   

   6.    Air bubbles in the FPI device can prevent an accurate measure-
ment of the injury magnitude. When air is present in the 
device, the oscilloscope reading will have many jagged peaks 
instead of a smooth curve with one peak. The syringe ports can 
be used to remove any air that enters the device. One way for 
air to become trapped in the fl uid cylinder is after cleaning of 
the cylinder. This can be minimized by rinsing with a spot 
remover solution for the dishwasher (e.g., Jet Dry).   

   7.    Air bubbles can also enter the device during the impact. To 
prevent air bubbles it is necessary to use two 10 mL syringes 
during preparation of the device between rat injuries. After 
injury, remove the rat from the male Luer-loc fi tting on the 
end of the device (Fig.  1 ). Next, a 10 mL syringe with a female 
Luer-loc fi tting should be attached to the device. Pull up on 
the syringe to remove fl uid contaminated with blood or air 
from the device. Lastly, a second 10 mL syringe containing 
clean deionized water should be attached to the device. Pull up 
on the syringe to remove any air bubbles from the device. 
Check that when the weighted pendulum arm is hanging in a 
neutral position (at 0°) that it is fl ush and centered on the foam 
pad at the end of the plunger. Adjust as needed. Drop the pen-
dulum hammer several times to prime the device. Between 
every rat injury a syringe should be attached and “dirty” water 
removed, then a second “clean” syringe should be attached to 
prime the device.   

Rachel K. Rowe et al.
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   8.    It is important to make sure that the Luer-loc extension tubing 
is free of air bubbles before each mouse injury. Hold the end 
of the tubing higher than the connection point on the device. 
Lightly tapping the extension tubing will force air bubbles to 
the end of the tubing where they can easily be removed. 
Between each mouse injury, remove all air bubbles from the 
tubing. Check that when the weighted pendulum arm is hang-
ing in a neutral position (at 0°) that it is fl ush and centered on 
the foam pad at the end of the plunger. Adjust as needed. Drop 
the pendulum hammer several times to prime the device.   

   9.    When placing the injury hub over the  craniectomy  , cyanoacry-
late gel can spread on to the dura. If the cyanoacrylate is not 
thoroughly dry forming a seal, the methyl methacrylate can 
also spread under the injury hub and onto the dura. These 
substances on the dura will change mechanical properties and 
alter the injury. Visual inspection is necessary to identify cyano-
acrylate gel or methyl methacrylate on the dura, as well as any 
other obstruction over the injury site, such as a blood clot.   

   10.    For the injury, rats should be held in your left hand lying on 
their right side. Attach the rat directly to the device (Fig.  5b ). 
For mice, attach them to the device using a Luer-Loc exten-
sion tube (Fig.  6b ).   

   11.    During the cranial surgery, the dura can be compromised by 
the  trephination   or removal of the bone. When the injury is 
induced, pressure from the fl uid pulse will cause the dura to 
tear and the brain will herniate through the  craniectomy  . If the 
dura is compromised, the injury becomes inconsistent and 
should be classifi ed as a technical failure. A dura breach will 
extend the opening of the blood–brain barrier and displace 
neural tissue. Animals with a dura breach should be excluded 
from any study.          

Midline Fluid Percussion Brain Injury 
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6     Appendix: Fluid Percussion Brain Injury 
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    Chapter 14   

 Lateral (Parasagittal) Fluid Percussion Model 
of Traumatic Brain Injury                     

     Ken     C.     Van     and     Bruce     G.     Lyeth       

  Abstract 

   Fluid percussion was fi rst conceptualized in the 1940s and has evolved into one of the leading laboratory 
methods for studying experimental traumatic brain injury (TBI). Over the decades, fl uid percussion has 
been used in numerous species and today is predominantly applied to the rat. The fl uid percussion tech-
nique rapidly injects a small volume of fl uid, such as isotonic saline, through a circular craniotomy onto the 
intact dura overlying the brain cortex. In brief, the methods involve surgical production of a circular cra-
niotomy, attachment of a fl uid-fi lled conduit between the dura overlying the cortex and the outlet port of 
the fl uid percussion device. A fl uid pulse is then generated by the free-fall of a pendulum striking a piston 
on the fl uid-fi lled cylinder of the device. The fl uid enters the cranium, producing a compression and dis-
placement of the brain parenchyma resulting in a sharp, high magnitude elevation of intracranial pressure 
that is propagated diffusely through the brain. This results in an immediate and transient period of trau-
matic unconsciousness as well as a combination of focal and diffuse damage to the brain, which is evident 
upon histological and behavioral analysis. Numerous studies have demonstrated that the rat fl uid percus-
sion model reproduces a wide range of pathological features associated with human TBI.  

  Key words     Fluid percussion  ,   Craniectomy  ,   Endotracheal intubation  ,   Trephination  ,   Mechanical 
ventilation  

1      Introduction 

 Several excellent reviews have been written documenting the  patho-
physiology   of fl uid percussion traumatic brain injury (TBI) in labo-
ratory animals and the high degree of relevance to human TBI [ 1 ]. 
The fl uid percussion technique has been applied to a number of 
species including mouse [ 2 ,  3 ], cat [ 4 ], rabbit [ 5 ], dog, sheep [ 6 ], 
and pig [ 7 ], with the overwhelming majority of applications to the 
rat (for review  see  [ 1 ]). This chapter provides a brief historical back-
ground of the fl uid percussion model from its inception in larger 
animals to the current use predominantly in the rat. A major goal is 
to provide the new user with a practical guide for successful applica-
tion of the model to the laboratory rat. A secondary goal is to share 
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tips and nuances that the authors have accumulated over several 
decades of use that may be helpful even for the seasoned user. 

 The earliest fl uid percussion model procedures involved strik-
ing a fl uid-fi lled column secured to the exposed dura of an animal. 
Denny-Brown and Russell produced a localized pressure pulse to 
the exposed dura of cats in order to produce a generalized loading 
to the brain rather than a focal disturbance [ 8 ]. They achieved this 
by rapidly applying extradural injections of fl uid and termed this a 
“percussion concussion” to distinguish the injury from an accel-
eration concussion. 

 Gurdjian used a similar technique in dogs, but used compressed 
air (rather than a fl uid) to rapidly and transiently raise intracranial 
pressure to produce a concussion [ 9 ]. Later studies produced con-
cussive injuries by rapidly injecting fl uid into a column of water 
attached to the rabbit vertex [ 10 ] or by dropping a weight onto a 
column of water attached directly to the cerebral cortex of dogs [ 11 ]. 

 The evolution of the fl uid percussion procedure continued with 
modifi cations to control for different amplitudes and durations of the 
fl uid pulse to the brain of rabbits by Stalhammar and colleagues in 
Sweden [ 12 – 14 ]. The Richmond group, led by Povlishock and 
Becker, modifi ed the Stalhammar device and applied fl uid percussion 
to the midline of the cat [ 15 ]. The next major advance was Dixon’s 
characterization of midline fl uid percussion in the rat [ 16 ] followed by 
McIntosh’s characterization of the lateral (parasagittal) orientation 
[ 17 ]. The transition to the rat model greatly expanded the applications 
for cognitive and motor behavioral analysis and testing of pharmaco-
logical interventions. The lateral (parasagittal) approach is currently 
the most commonly used orientation and is the focus of the chapter.  

2    Material 

          1.    Fluid percussion device (Custom Design and Fabrication 
model 01-B, Richmond, VA).   

   2.    Extracranial transducer (Sensym ICT model 
SPTmV0100PG5W02, Milpitas, CA).   

   3.    Digital storage oscilloscope (Tektronix Inc. model TDS 1002, 
Beaverton, OR).   

   4.    Pressure transducer amplifi er (Custom Design and Fabrication, 
Richmond, VA).      

       1.    Male Sprague–Dawley rats (300–325 g; Harlan Laboratories, 
Hayward, CA).      

       1.    Plexiglas ®  anesthesia induction chamber.   
   2.    Isofl urane, USP.   

2.1  Fluid Percussion 
Device Setup (Fig.  1 )

2.2  Animals

2.3  Anesthesia 
Induction 
and Maintenance
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   3.    Isofl urane vaporizer (Highland Medical Equipment, Temecula, 
CA).   

   4.    Laryngoscope with fi ber optics handles (American Diagnostics 
Corporation).   

   5.    Plexiglas ®  frame for intubation (Fig.  3 ).   
   6.    Y-tube anesthesia setup (Fig.  4b ).   
   7.    Endotracheal tube (Fig.  4c ).   
   8.    Rodent volume ventilator (Harvard Apparatus model 683, 

Holliston, MA).   
   9.    Blunt end forceps.   
   10.    Polyethylene tubing-PE50 (Becton Dickinson, Franklin 

Lakes, NJ).      

       1.    Lubricating ophthalmic ointment.   
   2.    Hair clippers.   
   3.    Heating lamp.   
   4.    Temperature controller pad (CWE model TC-1000, Ardmore, 

PA).   
   5.    Thermalert  monitoring    thermometer   (Physitemp model 

TH-5, Clifton, NJ).   
   6.    Needle temperature probe (Physitemp model MT-29/2, 

Clifton, NJ).      

       1.    Stereotaxic frame (Kopf Instruments, Tujunga, CA, USA).   
   2.    Alcohol and betadine swabs.   

2.4  Animal 
Preparation 
and Temperature 
Measurements

2.5  Surgery

  Fig. 1    Schematic diagram of fl uid percussion injury device (Model 01-B Custom 
Design & Fabrication). Luer-lock outlet port ( 1 ), Luer-lock bubble removal port 
( 2 ), transducer housing ( 3 ), fl uid cylinder ( 4 ), fi ll port ( 5 ), Piston and O-rings ( 6 ), 
oscilloscope ( 7 ), transducer amplifi er ( 8 ), protractor ( 9 ), and impact hammer ( 10 )       
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   3.    Bupivacaine HCl 0.5 % (5 mg/mL) (Hospira Inc., Lake Forest, IL).   
   4.    Scalpel blade holder and blade No. 10 (Henry Schein Inc., 

Melville, NY).   
   5.    Cotton-tipped applicators.   
   6.    Gauze sponge, non-woven.   
   7.    Lactated Ringer’s solution or Saline.   
   8.    Syringes (1, 6, 12 mL) and needles (18–20 G, 22–23 G).   
   9.    Jewelers forceps.   
   10.    Trephine (Miltex model 26-140, York, PA) (Fig.  8a, b ).   
   11.    Bone curette (Miltex model 21-322, York, PA) (Fig.  8c ).   
   12.    Pin vice with drill bit (No. 47) (Fig.  8d ).   
   13.    TBI conduit (Fig.  9 ).   
   14.    Fluid percussion injury connector tube (Fig.  11b ).   
   15.    Anchor screws (round-head machine 2-56, 2.1 mm diameter, 

6.0 mm length, Grainger, West Sacramento).   
   16.    Super glue gel (Loctite, West Lake, Ohio).   
   17.    Crosslinked fl ash acrylic liquid (The Motloid Company, 

Chicago, IL).   
   18.    Crosslinked fl ash acrylic powder (Yates & Bird, Chicago, IL).   
   19.    Suture needles and 4.0 braided silk sutures.   
   20.    Needle holder with suture cutters.       

3    Methods 

   The fi rst fl uid percussion device was originally developed over sev-
eral decades ago by Sullivan et al. studying brain trauma in cats 
[ 15 ]. The design and manufacture of the percussion device was 
later adapted for TBI in rodents and it has become a mainstay in the 
fi eld of neurotrauma research. There are several manufacturers of 
the percussion devices, including AmScien Instruments, Dragonfl y 
Inc., and Custom Design and Fabrication (formerly VCU 
Biomedical Engineering). The Custom Design and Fabrication 
(Model 01-B) consists of a Plexiglass ®  cylindrical chamber fi lled 
with deionized distilled water or normal saline (Fig.  1 ). The fl uid 
chamber has a solid Plexiglass ®  piston with O-rings on one end and 
a pressure transducer housing with male Luer-lock at the other end. 
An impact hammer attached to a pendulum can be adjusted on a 
fi xed protractor to allow for varying heights of free-fall to produce 
different severities of the injury. To induce TBI, the female Luer 
injury conduit on the acrylic assembly on the rat is connected to the 
male Luer output port of the pressure transducer housing. Once 
the experimenter releases the pendulum, the impact hammer strikes 

3.1  Fluid 
Percussion Device
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the piston, producing a transient pressure that is transmitted 
through the fl uid-fi lled cylinder to the Luer-lock outlet at the oppo-
site end of the device. The fl uid pressure comes into contact with 
the dura surface of the animal. 

 The changes in the transient pressure are detected by the pres-
sure transducer (model SPTmV0100PG5W02; Sensym ICT, 
Milpitas, CA), relayed to the transducer amplifi er and recorded on 
the digital storage oscilloscope (model TDS 1002; Tektronix Inc., 
Beaverton, OR). The voltage changes are converted into atmo-
spheres of pressure according to a calibration equation. It is impor-
tant to accurately calibrate the fl uid percussion transducer/
oscilloscope system output voltage to a range of precise known 
pressures. This will ensure accuracy and consistency of pressure 
recorded during the injury process. Extreme care should be taken 
to remove all air bubbles throughout the entire fl uid system, as air 
bubbles will greatly alter the pressure dynamics during injury. If air 
bubbles are present in the system, they will be detected on the 
oscilloscope tracing as erratic peaks or multiple peaks (be sure to 
disengage any smoothing fi lters on the transducer amplifi er) 
(Fig.  2 ) ( see   Note    1  ). Refer to the manufacturer’s website for addi-
tional detailed information on the assembly, operations, and trou-
bleshooting of the fl uid percussion device.

      There has been a long-standing debate over the potential neuro-
protective effects of anesthetics after brain injury. Since the 1960s, 
specifi c properties of certain volatile anesthetics and sedative agents 
have been recognized and reported as potential neuroprotective 
agents [ 18 – 23 ]. Hence, the effect of anesthesia in experimental 
TBI is noteworthy and should require a careful evaluation. Two 
broad categories of anesthetics are inhalable anesthetics and inject-
able anesthetics. Halothane and isofl urane are examples of inhalable 
anesthetics while barbiturates and dissociative agents are examples 

3.2  Anesthetics

  Fig. 2    Fluid percussion pressure traces on the digital oscilloscope for a moderate TBI (3.18 V = 2.16 ATM). The 
multiple peaks on the pressure curve (see * bracket) are due to the air bubbles inside the fl uid cylinder ( a ). The 
pressure curve is smooth without the air bubbles ( b )       
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  Fig. 3     Endotracheal intubation   in an animal. After anesthesia induction, the animal is positioned on the 
Plexiglas ®  frame tilted at 60°       

  Fig. 4    Stereotaxic setup of an animal under isofl urane anesthesia prior to the  craniectomy   surgery ( a ), Y-tube 
and endotracheal intubation unit ( b ), and an example of an endotracheal intubation tube ( c )       

of injectable anesthetics. Injectable anesthetics are commonly used 
in animal studies, however, there are two disadvantages associated 
with them: (1) the need for repeated administration if the surgical 
procedure is longer than anticipated and (2) delayed emergence 
from anesthesia if the surgical procedure is completed early. These 
disadvantages make injectable anesthetics diffi cult for application in 
TBI studies. In contrast, characteristics of inhalable anesthetics that 
make them ideal for TBI studies include: (1) rapid induction, (2) 
control over depth and duration of general anesthesia by the experi-
menter, and (3) rapid emergence and recovery time. 

 Halothane and isofl urane are the most common inhalation 
anesthetics for laboratory animal use. However, evidence 
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showing positive effects of inhalable anesthetics, especially in 
 neuroprotection   studies, has prompted researchers to weigh their 
options carefully and design their experiments accordingly. TBI 
often produces alterations of cerebral blood fl ow, cerebrovascular 
autoregulation dysfunction, cerebral metabolic impairment, and 
elevated intracranial pressure [ 24 – 28 ]. Halothane is infrequently 
used in cerebral ischemia and TBI studies because it is a very 
potent cerebral vasodilator. Even at a low concentration, halo-
thane signifi cantly increases cerebral blood fl ow [ 29 ] and raises 
intracranial pressure when mixed with nitrous oxide [ 30 – 32 ]. 

 Anesthetics that alter the cerebral blood fl ow and intracranial 
pressure can have a signifi cant effect on experimental outcomes 
[ 33 ]. As a result, isofl urane has become the preferred anesthetic for 
veterinary medicine and experimental TBI studies. The appropri-
ate isofl urane concentration used for induction and surgical main-
tenance is 4 % and 2 %, respectively. Nitrous oxide (NO) is generally 
used as a carrier gas to reduce the dose of isofl urane required dur-
ing anesthesia maintenance. NO is mixed with oxygen at 70 % and 
30 %, respectively. The following steps should be taken to minimize 
total anesthesia time and reduce experimental variability: (1) 
Anesthesia should be completely switched off immediately after 
injury. Isofl urane is only required during the TBI surgery and is no 
longer needed post-injury. Usually, moderate to severe TBI would 
render the animal unconscious for longer than 10 min so addi-
tional anesthesia is not necessary when closing the surgical inci-
sion. (2) Total time spent under anesthesia should be the same for 
each animal. For sham-injured animals, there is no TBI so the ani-
mal should remain on anesthesia until the surgical incision is closed.  

   Severe clinical TBI patients often require intubation and mechani-
cal ventilation to control respiration and prevent further  insults   to 
the brain. The use of a mechanical ventilator is becoming  common-
place   in animal research [ 34 ], especially in experimental animal TBI 
studies. TBI impact is usually followed immediately by apnea which, 
if prolonged causes hypoxia, hypercapnia, and cerebral edema lead-
ing to poorer outcomes [ 35 ]. Secondary insults, such as hypoten-
sion and hypoxia, markedly exacerbate sensorimotor dysfunction, 
 cognitive defi cits  , neuronal  degeneration   [ 36 – 38 ], and increase 
mortality and morbidity [ 39 ]. In experimental TBI, important con-
siderations for the proper settings of a mechanical ventilator should 
be addressed to prevent hypoventilation or hyperventilation of the 
animal. Adequate sedation and oxygenation are usually maintained 
at the tidal volume of 2.0–2.5 mL and 75–85 strokes per min for 
adult rats (~300 g). Ventilator settings to achieve normal blood 
gases should be confi rmed by arterial blood gases analysis. 

 When used in conjunction with a mechanical ventilator,  endo-
tracheal intubation   can be used for the precise delivery of different 
concentrations of anesthetics. It also keeps the airway patent after 

3.3  Mechanical 
Ventilation 
and Endotracheal 
Intubation
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injury, an important factor for reducing complications after 
TBI. Inhalable anesthetics are also often delivered via a nose cone 
but there are limitations to this method in TBI studies. The nose 
cone anesthesia setup does not allow the experimenter to have 
control over the animal’s respiration and apnea post-TBI. In con-
trast, endotracheal intubation with mechanical  ventilation   enables 
the experimenter to do the following: (1) maintain precision 
 control over the rate of respiration and (2) reduce the incidences 
of hyperventilation or hypoventilation. It is important to maintain 
normoventilation to minimize complications associated with TBI 
and reduce experimental variability. 

  Endotracheal intubation   involves insertion of a plastic cannula 
between the vocal chords into the trachea. There are several varia-
tions on how to perform an endotracheal intubation [ 40 ,  41 ]. The 
technique is challenging and requires considerable practice. 
Intravenous over-the-needle catheters (size 14) are ideal for use as 
an endotracheal intubation tube for rats (Fig.  4 ) ( see   Note    2  ). 

 After anesthesia induction, the unconscious animal is sus-
pended by its superior incisors on a 60° tilted Plexiglas ®  frame in a 
supine position (Fig.  3 ). Blunt end forceps are used to gently pull 
the tongue to the side and then a small size laryngoscope—with a 
light source attached to the retractor—is used to hold the tongue 
against the base of the mouth to visualize the vocal folds and glot-
tis. A blunt-end polyethylene tube (PE50) is used as a stylet to 
guide the endotracheal tube ( see   Note    3  ). A needle stylet should 
not be used because of the high risk of bleeding caused by the 
sharp, rigid metal piece. To facilitate the insertion of the endotra-
cheal tube into the trachea, insert the tip of the polyethylene tube 
stylet between the vocal chords during inspiration. The endotra-
cheal tube is then advanced into the larynx. The guide stylet is 
withdrawn while securing the endotracheal tube. Any observations 
of gurgling and bubbling sounds should be addressed immediately 
by withdrawing the fl uids with a suctioning catheter.

   After anesthesia induction, a successful intubation should take 
place in less than 30 s to avoid the need to re-anesthetize the ani-
mal. The number of intubation attempts should be limited. 
Continue to perform the intubation attempts only if there are no 
signs of tracheal bleeding or oropharyngeal swelling or damage. 
Verify the proper placement of the endotracheal tube before pro-
ceeding to the next step of the surgery ( see   Note    4  ).  

   The appropriate weight range for the specifi c study should be 
maintained within a narrow range to ensure experimental consis-
tency. On the day of surgery, pre-injury body weight of the animals 
is recorded as a baseline measurement. Fasting before surgery is 
optimal, but generally not necessary. It is important that the ani-
mal’s body weight be recorded daily from the baseline date until 
the experimental endpoint. Generally, TBI will cause appetite loss 

3.4  Body Weight 
Measurements
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and fatigue during the fi rst few days post-injury. Frequently, 
changes in the animal body weight are due primarily to dehydra-
tion, therefore, fl uid management is critical for the animal’s well- 
being and to avoid introducing variability into the experimental 
design. Severe dehydration can also cause other complications that 
can confound the experimental results. 

 Room temperature lactated Ringer’s or normal saline (6 mL) 
can be administered daily (subcutaneous) for balanced fl uid 
replacement. The variation in body weight loss post-injury and the 
interval when the animal begins to regain weight are usually depen-
dent on the injury severity. As generally observed in the author’s 
experiments, the steady rebound to baseline body weight for mild, 
moderate, and severe TBI-injured rats is between 1 and 3 days, 
5–7 days, and greater than 10 days, respectively. Animals that lose 
up to 20 % of their body weight should be euthanized and excluded 
from the study. For sham-TBI animals, the  craniectomy   and surgi-
cal anesthesia should have no signifi cant effect on their grooming 
and appetite. Sham-injured animals should regain baseline body-
weight within 1 day post-surgery.  

   Surgical anesthesia as well as TBI can alter the animal’s ability to 
regulate and maintain normal body and brain temperature [ 42 , 
 43 ]. Raised body and brain temperature are common occurrences 
in both the clinical and experimental TBI studies [ 44 – 46 ] and even 
a 1–2 °C elevation in body and brain temperature is detrimental to 
recovery [ 44 ]. On the other end of the spectrum, post-traumatic 
brain hypothermia can improve outcomes in both clinical [ 47 – 49 ] 
and experimental TBI [ 50 – 53 ]. For animal TBI studies, a 
temperature- controlled heating pad (CWE model TC-1000, 
Ardmore, PA) and heat lamp are useful to help maintain the body 
temperature within the normal range during surgery and post- 
injury. The brain temperature can be monitored with a 29-gauge 
needle temperature probe (Physitemp unit TH-5, probe MT-29/2, 
Clifton, NJ) placed in the temporalis muscle and is a dependable 
indirect measure of brain temperature [ 43 ,  54 ]. It is important to 
monitor and maintain appropriate body and temporalis muscle 
temperatures at 37 ± 0.5 °C and 36 ± 0.5 °C, respectively.  

     The survival surgery procedures described herein should be per-
formed in accordance with aseptic rodent surgery guidelines. For 
the purpose of endotracheal intubation, the animal is placed in an 
induction chamber and lightly anesthetized with 4 % isofl urane in 
100 % air for 4–5 min. Afterwards, the head is shaved prior to intu-
bation. The muscle relaxation effect of isofl urane should allow a 
relatively easy access for oral  endotracheal intubation  . After success-
fully performing the intubation, the animal is connected to a 
mechanical ventilator (Harvard Apparatus model 683, Holliston, 
MA) and isofl urane vaporizer (Highland Medical Equipment) setup 

3.5  Temperature
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that allows inspiration and expiration via a y-shaped tube (Fig.  4 ) 
( see   Note    5  ). The surgical level of anesthesia is maintained with 2 % 
isofl urane in a 70 % nitrous oxide and 30 % oxygen gas mixture.

   Always check and ensure that the animal is anesthetized before 
proceeding to the next step of the procedure. Use the hindpaw 
withdrawal refl ex pinch to monitor for adequate depth of anesthesia. 
Also, ensure there is adequate oxygenation by observing skin color 
of paws and ears. Adjust the anesthesia level accordingly if the animal 
is responsive to a toe pinch. If necessary, temporarily and slightly 
increase the anesthesia to sedate the animal; however, remember to 
reduce to an appropriate level to avoid anesthesia overdosing. As 
part of standard preoperating procedures, the following steps should 
be taken prior to any incision: (1) Apply an ophthalmic ointment to 
the animal’s eyes to prevent dryness of the corneas. (2) Apply and 
clean the surgical site with alcohol and betadine swabs.  
  
 The application of a local anesthetic is recommended to minimize 
any potential residual postoperative pain and discomfort from the 
surgical procedures. Prior to an incision, a nonsteroidal local analge-
sic, bupivacaine (0.025 % diluted in saline), is applied to the subcuta-
neous space along the incision site. A 2-cm midline scalp incision 
extending from the eyes to the tip of ear is made with the scalpel 
(#10 blade) to expose the bone for trephining the  craniectomy   ( see  
Fig.  5  for a step-by-step illustration of the craniectomy surgery). The 
incision should not be made past the ears to avoid major bleeding of 
the neck muscles. Refl ect and retract the skin laterally. Use sterile 
cotton-tipped swabs to scrape the periosteal connective tissue and 
fascia from the skull. There will be an increase in bleeding from the 

3.6.2  Skull Exposure

  Fig. 5    Step-by-step procedure of the craniectomy surgery. Midline scalp incision (step 1). The  craniectomy   is 
created by trephination of the skull over the right parietal bone, two burr holes for anchor screws (step 2). The 
bone fl ap is removed with the dura intact (step 3). The two steel anchor screws (AS) are secured in place (step 
4). The injury conduit (IC) is positioned over the intact dura (step 5). Dental acrylic TBI injury assembly (step 6)       
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skull surface if using a scalpel to scrape away the periosteum. A 
syringe containing room temperature Ringer’s solution or normal 
saline is used to rinse the skull when cleaning out the fascia.

      The animal’s head is mounted and secured in a stereotaxic frame 
(Kopf Instruments, Tujunga, CA, USA) with the head level at  the   
interaural axis. The lateral fl uid percussion injury involves creating a 
right-side craniectomy to access the dura overlying the brain paren-
chyma by removal of a specifi c size bone fl ap from the parietal cor-
tex. The bone fl ap will not be replaced after the injury. The authors 
perform a 4.8 mm diameter craniectomy. However, other variations 
in the size of the craniectomy are reported in the literature [ 55 – 57 ]. 
For adult rats, the distance from bregma to lambda is 9 mm. Bregma 
is the intersection of the sagittal and coronal sutures. Lambda is the 
invisible point where the lambdoid and the sagittal suture meet. The 
animal’s head should be aligned to a skull fl at position so that bregma 
and lambda are in the same horizontal plane (Fig.  6 ). Adjust the 
incisor bar on the stereotaxic instrument so that the dorsal–ventral 
readings on the Vernier scale are similar between the bregma and 
lambda landmarks. Studies using animals of the same age do not 
require re-leveling of the incisor bar between animals and experi-
ments. Placement of the center of the craniectomy is midpoint 
between bregma and lambda (−4.5 mm A-P) and midpoint between 
the sagittal suture and the lateral ridge (+3.0 mm M-L) (Fig.  7 ). The 
craniectomy’s position should be exact to reduce experimental vari-
ability between animals. This is especially important in TBI behav-
ioral and pathological studies because small shifts can affect behavioral 
outcome and differential lesion  development   [ 58 ,  59 ].

3.6.3  Craniectomy: Size 
and Location

  Fig. 6    Stereotaxic headholder (Kopf instruments) with a rat’s skull (Sprague–Dawley) immobilized by the ear 
bars ( a ). The incisor bar is adjusted so that bregma and lambda lie in the same horizontal plane (*) for the 
accurate positioning of the craniectomy ( b )       
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  Fig. 8    Surgical instruments used for lateral fl uid percussion. Trephine guide stylet 
( a ), T-Trephine ( b ), bone curette ( c ), pin vise with drill bit ( d )       

  Fig. 7    Stereotaxic coordinates for the  craniectomy   and anchor screws. The cen-
ter of the 4.8 mm craniectomy is positioned at 4.5 mm A-P and 3.0 mm M-L from 
bregma. Burr holes are made approximately 2 mm anterior to bregma and 1 mm 
posterior to lambda. Dimensions are in millimeters       

       A  craniectomy   can be created by  using   an electric dental drill or a 
handheld T-style trephine (Miltex 26-140) (Fig.  8 ). The use of an 
electric drill may cause heat-induced cellular death in the cortex 
directly near the drilling site that is not due to the TBI impact 
[unpublished data]. Hence, the small T-style handheld trephine is 
the recommended drilling instrument ( see   Note    6  ). Unlike the 

3.6.4  Trephination
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electric drill technique, the T-style handheld trephine can drill and 
generate a perfect circular craniectomy that is usually free of bro-
ken bone chips ( see   Note    7  ). The most common surgical mistake 
when drilling a  craniectomy   is the use of excessive force on the 
trephine. It is easy to mistakenly break through the dura and dam-
age the brain. It is both necessary and important to use the surgical 
microscope to monitor the drilling process. Bleeding should not 
occur from underneath the craniectomy site since no major blood 
vessels are located in that area. Fine forceps can be used to gently 
tap on the bone fl ap for movement. The drilling should come to a 
halt once the skull bone becomes loosened. Carefully and gently 
slide the forceps underneath the skull bone fl ap to lift and remove 
it while at the same time avoiding any contact with the dura. A 
bone curette is used to remove any bone fragments. By keeping the 
dura intact, the  brain tissues   will not be in direct contact with the 
fl uid bolus during TBI. Any animals showing signs of damage to 
the dura should be excluded from the study.     

 The components of a TBI acrylic assembly consist of two anchor-
ing screws, an injury conduit and a hardened dental cement, to 
secure the conduit to the craniotomy. The placement of the anchor 
screws (round-head machine 2-56, 2.1 mm diameter, 6.0 mm 
length) is essential to prevent the dislodging of the acrylic assembly 
during the impact. Two small burr holes for the anchor screws are 
positioned away from the site of impact approximately 2 mm ros-
tral to Bregma and 1 mm caudal to Lambda. Gently drill at an 
angle using drill bit (size 47) in a pin vise tool to create a burr hole 
that is shallow enough to allow the screws to catch without creat-
ing a deep penetration into the skull ( see   Note    8  ).  

3.6.5  Anchor Screws
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  Fig. 9    The TBI injury conduit from a side view and top view rotated about the central axis. The injury conduit is 
made with the exact dimensions to fi t the  craniectomy   and connector tube. The inside dimensions are the 
female Luer-lock taper. Dimensions are in millimeters       
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   The rigid injury conduit (Fig.  9 ) is made with a 3D printer from 
UV curing resin (Stratasys) to specifi c dimensions which allow the 
conduit to securely fi t into the 4.8 mm  craniectomy  . An alternative 
option is to modify a Luer-Loc needle conduit (22 G) with similar 
dimensions ( see   Note    9  ). In preparation for TBI, the conduit is 
placed into the craniectomy over the exposed intact dura ( see   Notes  
  10   and   11  ). A perfectly secured conduit will tilt at an angle from 
the skull surface (Fig.  10 ). Cyanoacrylate adhesive acrylic (Plastics 
One, Roanoke, VA) is applied to secure the conduit and anchoring 
screws ( see   Note    12  ). The acrylic drying process usually takes 
5 min depending on the dilution of the acrylic mixture. Once the 
drying is complete, attach the FPI connector tube to the conduit 
(Fig.  11 ). The connector tube should be completely fi lled with 
normal sterile saline to prevent any bubbles from forming in the 
connector tube. This volume of the sterile saline will also prevent 
the non-sterile fl uid in the fl uid percussion device cylinder from 
entering into the cranium during the TBI impact. The connector 
tube is attached to the fl uid percussion device for delivery of the 
fl uid pressure to the dura (Fig.  12 ).

         Ensure that the percussion device is working properly and adjusted for 
the desired magnitude of injury before inducing the TBI. The isofl u-
rane anesthesia is turned off just prior to injury. The animal is 

3.6.6  Injury Conduit 
and TBI Acrylic Assembly

3.6.7  Lateral Fluid 
Percussion TBI

  Fig. 10    Multiple views of the animal’s skull with the anchor screws and injury conduit attached to the 
 craniectomy  . When properly fi t, the injury conduit is slightly tilted to the side due to the natural slope of the 
skull surface ( dashed lines )       
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  Fig. 11    The specifi c components of a TBI injury assembly. The TBI injury conduit ( a ) and the fl uid percussion 
device connector tube ( b )    are connected together ( c ) and are attached to the craniectomy ( d ). The dental 
acrylic and anchor screws secured the injury conduit and connector tube ( e ). Dimensions are in millimeters       

  Fig. 12    Lateral orientation of the animal for delivery of a pressurized fluid pulse to the exposed intact 
dura. The animal is connected to the fluid percussion device by an injury connector tube that is prefilled 
with sterile saline       

 

 

Fluid Percussion Model



246

disconnected from the mechanical ventilator and immediately 
connected to the fl uid percussion device. The LFP injury is a quick 
process that takes place in less than 10 s while the animal is still sedated. 
It is important to not introduce air bubbles into the FPI device con-
nector tube to avoid dampening of the pressure pulse. A weakened 
pressure pulse will diminish the anticipated TBI pressure resulting in 
less injury to the brain. 

 It is better to have two people carry out the TBI stage of the 
experiment. The fi rst experimenter holds the animal on its side and 
attaches the connector tube to the device. Injury is produced with 
the lateral orientation. The second experimenter releases the pen-
dulum to induce the TBI. After the impact, one can determine that 
a successful TBI has occurred based on the following observations: 
(1) No fl uid leaks from the acrylic assembly, (2) the column of 
fl uid in the connector tube remains full, (3) the pressure pulse 
shown on the oscilloscope is within the target range and the pres-
sure tracing is smooth with a single peak (Fig.  2 ).  

   When designing experimental TBI studies, it is essential to have a 
sham-TBI control group to properly assess the effects of surgical 
anesthesia or the  craniectomy   on the animals. Sham-TBI animals 
are not subjected to TBI induction but they do undergo the same 
surgical procedures as the TBI animals.  

   After inducing TBI, disconnect the injury tube from the device and 
promptly reconnect the animal to the mechanical ventilator. The ani-
mal  is   ventilated with a 2:1 nitrous oxide/oxygen mixture in the 
absence of isofl urane until its spontaneous breathing resumes. A spat-
ula is used to remove the acrylic cap from the skull. Warm lactated 
Ringer’s or normal saline is used to rinse and clean the incision. Perform 
the hindpaw withdrawal refl ex pinch to ensure that the animal is unre-
sponsive before suturing the scalp incision. Once the incision is closed 
and the animal is able to spontaneously breathe, place the animal in a 
heated recovery cage for postoperative  monitoring  . The animal is extu-
bated and the  righting refl ex   is assessed. Extubation of the animal is 
done only after it has been observed to exhibit no signs of  respiratory 
distress  . Gently withdraw the intubation tube from the animal to avoid 
introducing any trauma to its trachea. The animal is placed in a supine 
position at regular intervals (~20 s) to test its ability to spontaneously 
revert back to a prone position. The duration of the suppressed  right-
ing refl ex   is used as an additional indicator of injury severity. The exper-
imenter should observe the animal until it becomes ambulatory. If the 
animal does not regain its consciousness within 30 min of the TBI 
induction, it should be euthanized. This is typically an indication of 
hemorrhage around the brainstem. Any residual effects of isofl urane 
anesthesia typically do not alter consciousness for longer than 2 min. 
TBI animals remain unconscious for 10–15 min due to injured brain 
functions rather than anesthetic effects.   

3.6.8  Sham-TBI

3.6.9  Postoperative Care
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   The lateral fl uid percussion model reproduces morbidity and 
mortality that are often comparable to those of humans. Similar to 
clinical patients, TBI-injured animals also exhibited brain injury 
hallmarks such as cerebral contusions, subdural hematomas, and 
intracranial hemorrhages [ 60 ]. The complications and mortality 
associated with experimental TBI are usually indicative of the 
injury severity. Common complications included prolonged apnea, 
 respiratory distress   [ 61 ,  62 ], acute pulmonary edema [ 63 ,  64 ], and 
dysautonomia [ 65 ] (decorticate and decerebrate postures). 
Mortality after moderate to severe TBI usually occurs within the 
fi rst 30 min after injury and is associated with excessive intracranial 
hemorrhage. The authors have observed that mild, moderate, and 
severe LFP injuries produce a mortality rate of approximately 0, 
25 %, and greater than 50 %, respectively.   

4                Notes 

     1.    Removal of air bubbles from the fl uid percussion device: Filling 
the apparatus with degassed water or saline will reduce the for-
mation of air bubbles. Degassing can be achieved prior to fi lling 
the apparatus by applying a vacuum to the distilled water in an 
Erlenmeyer fl ask (using a magnetic stir bar aids in the process).   

   2.    An endotracheal tube can be constructed with PE 200 poly-
ethylene tube (I.D. 1.40 mm; O.D. 1.9 mm).   

   3.    A soft material guide stylet should be utilized to minimize 
trauma during  endotracheal intubation  . The polyethylene 
guide stylet (PE50) is inserted inside and approximately 4 mm 
past the distal end of the endotracheal tube.   

   4.    Since direct visualization of the tracheal intubation is not pos-
sible in the animal, the correct placement of the tracheal tube 
position is confi rmed by observing the exhaled breath on a 
smooth black surface (e.g., lab bench).   

   5.     See  Fig.  4b  for the different parts used to connect the anesthe-
sia Y-tube to the endotracheal tube. A short piece of Silastic 
tube is attached to the Y-tube and to the endotracheal tube. 
The Silastic tubing can be connected directly to the PE 200 
endotracheal tube. If using the IV over-the-needle endotra-
cheal tube, the Silastic tubing needs to be secured to a hard 
plastic connector with a male Luer outlet for insertion into 
the IV over-the-needle endotracheal tube. It is important to 
perform routine internal cleaning of the anesthesia Y-tube 
unit and endotracheal tubing. A clogged tube will restrict an 
adequate amount of anesthesia and oxygen to the animal. If 
not closely monitored, the animal will become hypoxic and 
possibly die during surgery.   

3.7  TBI: 
Complications, 
Morbidity, 
and Mortality
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   6.    Producing a sharp point on the tip of the trephine stylet with a 
fi le will prevent the trephine from “walking” from the precise 
skull location during the trephining process.   

   7.    Normal saline or lactated Ringer’s solution at room tempera-
ture can be used to irrigate the skull to facilitate the drilling 
process. The trephine can penetrate moistened bone more 
freely and provide a cleaner cut.   

   8.    The placement of the anchor screws into the burr holes should 
be done prior to removing the craniectomy bone fl ap. The 
intact bone fl ap keeps the brain protected from accidental 
trauma from a slip of the surgical screwdriver into the craniec-
tomy during the placement of the screws.   

   9.    The main advantage of producing a conduit with a 3D printer 
is a superior fi t without the uneven edges that can potentially 
breach the dura and compromise the experiment.   

   10.    A 1 mL syringe can be temporarily attached to the conduit to 
help guide and facilitate the steady placement of the conduit 
into the craniectomy. Once the conduit is locked into the  cra-
niectomy  , gently rotate the syringe in a counterclockwise 
motion to detach it from the hub. It is diffi cult to handle and 
properly guide the small size conduit into the craniectomy 
with the use of the fi ngers.   

   11.    Use the wooden end of a cotton-tipped swab to spread a very 
small amount of superglue around the conduit’s stepped- shoulder 
bottom to ensure a sealed, tighter fi t in the  craniectomy  . It is 
important to use the glue sparingly to prevent it from contacting 
the dura surface. Dried glue on top of the dura will form a thick 
barrier, impeding and diminishing the fl uid pulse pressure.   

   12.    It is recommended to use a 1 mL syringe to slowly inject a 
small amount of the acrylic adhesive to create the acrylic assem-
bly. The acrylic-fi lled syringe allows the experimenter to have 
control over the fl ow rate of the injection, preventing any acci-
dental excessive overfl owing. Avoid excessive thickness of the 
acrylic adhesive since it is exothermic upon curing and could 
cause a thermal lesion to the brain. Prior to curing, separate 
the acrylic adhesive from the skin while the acrylic is still soft.         
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    Chapter 15   

 Impact Acceleration Model of Diffuse Traumatic 
Brain Injury                     

     Sarah     C.     Hellewell*      ,     Jenna     M.     Ziebell*    ,     Jonathan     Lifshitz    , 
and     M.     Cristina     Morganti-Kossmann     

  Abstract 

   The impact acceleration (I/A) model of traumatic brain injury (TBI) was developed to reliably induce 
diffuse traumatic axonal injury in rats in the absence of skull fractures and parenchymal focal lesions. This 
model replicates a pathophysiology that is commonly observed in humans with diffuse axonal injury (DAI) 
caused by acceleration–deceleration forces. Such injuries are typical consequences of motor vehicle acci-
dents and falls, which do not necessarily require a direct impact to the closed skull. There are several desir-
able characteristics of the I/A model, including the extensive axonal injury produced in the absence of a 
focal contusion, the suitability for secondary insult modeling, and the adaptability for mild/moderate 
injury through alteration of height and/or weight. Furthermore, the trauma device is inexpensive and 
readily manufactured in any laboratory, and the induction of injury is rapid (~45 min per animal from 
weighing to post-injury recovery) allowing multiple animal experiments per day. In this chapter, we 
describe in detail the methodology and materials required to produce the rat model of I/A in the labora-
tory. We also review current adaptations to the model to alter injury severity, discuss frequent complica-
tions and technical issues encountered using this model, and provide recommendations to ensure 
technically sound injury induction.  

  Key words     Diffuse traumatic brain injury  ,   Traumatic axonal injury  ,   Neuronal pathology  ,   Rat model  

1      Introduction 

  The rodent I/A model was designed by Marmarou and co-work-
ers in 1994 to replicate the characteristics of DAI, a pathology 
commonly observed in humans following diffuse brain trauma 
[ 1 ]. The I/A model (also commonly known as the Marmarou 
model) has been adopted by laboratories around  the   world, gen-
erating more than 150 publications in just over 20 years. Together 
with the midline fl uid percussion injury model, it remains one of 
the most validated experimental paradigms to study the diffuse 
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traumatic axonal pathology (TAI, the experimental counterpart 
of human  DAI  ) intrinsic to diffuse brain trauma. The I/A model 
is also one of the few models of TBI resulting in post-traumatic 
apnea in rodents, thus faithfully reproducing an immediate post-
traumatic loss of consciousness of TBI. The model is scalable to 
produce multiple injury severities; it is suited to the addition of 
secondary insults (e.g.  hypoxia  ); and compatible with a number 
of quantifi able behavioral tests ranging from motor, sensorimo-
tor, and cognitive/memory function to determine the extent of 
initial neurological defi cits, ongoing recovery post-trauma, and 
therapeutic effi cacy on functional outcome. 

 The I/A model is produced using a  weight-drop   device con-
sisting of a cylindrical brass weight of 250–450 g that falls through 
a Plexiglas tube from 1 to 2 m in height. The falling weight 
impacts a stainless steel disk that is fi xed to the rat skull prior to 
trauma with dental acrylic, while the animal lies prone on a foam 
cushion of known density (14 kg/m 3 ). The steel disk prevents 
the skull from fracturing by distributing the impact force uni-
formly across the skull and into the brain. Following the impact 
of the weight, the head of the animal is accelerated into the foam 
pad, and then decelerated, mimicking the forces transferred to 
TBI patients during motor vehicle accidents (e.g. whiplash 
injury). When using the highest severity combination of a 450 g 
weight from 2 m, a velocity of 6.06 m/s is achieved, resulting in 
a brain acceleration of 900 G and a brain compression gradient of 
0.28 mm [ 1 ]. This force translates into an immediate suppression 
of neurological refl exes and apnea [ 2 ], as well as widespread  axo-
nal injury   with a specifi c target on the corpus callosum and brain 
stem. The severity of injury can be reduced by varying the falling 
weight (<450 g, commonly 250 g) or the fall height (1, 1.5 m). 

 The I/A model has been particularly useful in elucidating the 
pathology underlying  DAI   [ 3 ], and to characterize other cellular 
and molecular  mechanisms   leading to secondary brain damage, 
including  BBB   dysfunction, edema, infl ammation, glial activation, 
blood leukocyte infi ltration, and neuronal  degeneration   [ 4 – 9 ]. 
Furthermore, this model is useful to study the impact of secondary 
 post-traumatic hypoxia   in exacerbating neurological defi cits caused 
by TAI [ 4 ,  10 ]. This combined insult model is of particular rele-
vance in the clinical setting since  post-traumatic hypoxia   is known 
to double mortality and worsen  outcomes   after severe TBI [ 11 ]. 

 Behavioral impairment has been widely reported after TAI in 
the rat, specifi cally in relation to neurological refl exes, beam walk, 
beam balance, inclined plane, forelimb placement, and the Rotarod 
[ 4 ,  12 ,  13 ]. These defi cits have been shown to persist for at least 
4 weeks post-trauma [ 4 ,  14 ], with the Rotarod being the most 
sensitive amongst the multiple motor assessments. Long-lasting 
cognitive changes and memory loss have also been reported, pri-
marily using the  Morris Water Maze   [ 14 ].  
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2    Materials 

   This model was established using adult male Sprague–Dawley 
rats, with a weight range of 350–400 g. Rats of this strain and 
weight have provided consistent replication of outcome measures 
( see   Note    1  ).  

   The components of the I/A device are described briefl y below. For 
full description of parts and construction, refer to the original 
manuscript describing the model [ 1 ]. The I/A device consists of:

    1.    Wood/metal base (77 × 60 × 2, width × length × height in cm).   
   2.    Wood/metal stand to support the tube (4.5 × 4.5 × 200, 

 W  ×  L  ×  H  in cm).   
   3.    Plexiglas tube (height of 220 cm, diameter of 2.5 cm) ( see   Note    2  ).   
   4.    Small U-shaped metal brace to provide external stability for 

the tube (2 × 2.5 × 230 cm).   
   5.    Roll of 100 % cotton twill tape, 12 mm wide (Medline, 

Mountainside Medical Equipment, Marcy, NY;  see   Note    3  ).   
   6.    Cylindrical brass column of desired weight (for 450 g: height 

of 25 cm, diameter of 1.59 cm;  see   Note    4  ).    

        Endotracheal intubation   and  mechanical ventilation   are required to 
adequately anesthetize the rat. Control of ventilation is also advan-
tageous where investigators wish to superimpose a secondary insult 
such as hypoxia ( see   Notes    5  –  7  ). For this setup, you will require:

    1.    Small animal ventilator with pressure and volume control 
(Inspira ASVV, Harvard Apparatus, Holliston, MA).   

   2.    Isofl urane Anesthesia Machine with oxygen and nitrogen 
inputs capable of gas mixture (e.g. CDS 9000 small animal 
anesthesia machine, Smiths Medical, Dublin, OH).   

   3.    Oxygen (piped, or in a cylinder).   
   4.    Nitrogen (piped, or in a cylinder).   
   5.    Gas regulators (if using cylinders).   
   6.    4× lots of corrugated heavy-duty plastic tubing with collared 

ends, cut into lengths of: 64 cm, 2 × 58 cm, and 15 cm (222 mm 
diameter, Implox Healthcare, Adelaide, SA, Australia).   

   7.    1 large “Y” piece connector, plastic or metal (Implox Healthcare).   
   8.    1 small barbed “Y” piece connector, plastic (Implox Healthcare).   
   9.    1 male luer lock adapter (B. Braun, Bethlehem, PA).   
   10.    4× lots of clear PVC tubing cut into lengths of 60 cm and 3 × 40 cm 

(4 mm internal diameter, ANPROS, Bayswater, VIC, Australia).   
   11.    Surgical tape, to secure tubing in place.   

2.1  Animals

2.2  Trauma device

2.3  Equipment

2.3.1  Anesthesia
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   12.    Induction chamber.   
   13.    Laryngoscope handle and blade (e.g. Harvard Apparatus, 

#586592, #596774).   
   14.    Intubation rack.   
   15.    16 G IV catheter for intubation, needle cut down approxi-

mately 2 cm and blunted (Introcan Safety ®  catheter, B. Braun, 
Bethlehem, PA).   

   16.    Yarn or suture, cut into 20 cm lengths to secure endotracheal 
catheter to snout.    

         1.    Clinical record sheets and surgery data sheets.   
   2.    Two heat pads (one for placement under the animal during 

surgery, the other for the recovery box) (e.g. Harvard 
Apparatus, #340925).   

   3.    Bench pads.   
   4.    Acetone (for glue removal).   
   5.    70 % alcohol.   
   6.    Local anesthetic (e.g. Lignocaine or Lidocaine).   
   7.    Povidone-iodine solution.   
   8.    Dental cement or Superglue.   
   9.    Cotton-tipped applicators.   
   10.    Gauze.   
   11.    Small animal clippers (e.g. Wahl cordless pocket pro, #9961- 

2801, Sterling, IL).   
   12.    Scalpel blade and holder.   
   13.    Hemostats (e.g. Aesculap, #MB893R, Center Valley, PA).   
   14.    Forceps (e.g. Aesculap #MB780R).   
   15.    Surgical scissors (e.g. Aesculap, #MB925R).   
   16.    Staples and stapler applicator or suture.   
   17.    Helmet: stainless steel disk, 10 mm in diameter and 2 mm in 

thickness (scored on one side if adhering using superglue;  see  
 Notes    8   and   9  ).   

   18.    Tape/hook and loop fastener.   
   19.    Foam (type E bed foam, density of 14 kg/m 3  and stiffness of 

2500 N/m, measuring 13 × 43 × 11.5 cm, Foam to Size, 
Ashland, VA;  see   Notes    10   and   11  ).   

   20.    Wooden or Plexiglass box, with the dimensions 14 × 44 × 11.5 cm 
( W  ×  L  ×  H ).   

   21.    Step ladder (If unable to reach 2 m).   
   22.    Injury device (as described above).   
   23.    Warmed clean cage for animals to recover from surgery 

(recovery box).   

2.3.2  Surgical Supplies 
and Instruments
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   24.    Sodium pentobarbital-based anesthetic (e.g. Lethabarb or 
Euthosolv) for animal euthanasia in the event of skull 
fracture.        

3    Methods 

 Firstly, the rat should be weighed and inspected for any signs of 
sickness. If healthy and within the weight range, the rat can be 
included in the study. 

       1.    Place the trauma device on a level fl oor close to where the sur-
gical procedures will be undertaken, and put a stepladder on 
the side closest to the weight.   

   2.    Position anesthesia machine at the end of the surgical table 
(Fig.  1a ). Connect oxygen and nitrogen sources to anes-
thetic device.

       3.    Prepare tubing: One 64 cm corrugated tube with collared ends 
is required to deliver the anesthesia/gas mixture between the 
intubation chamber and the rat. Connect one end to the anesthe-
sia machine, and attach the y-connector to the other ( see  Fig.  1a ). 
Attach one of the 58 cm corrugated tubes and the 15 cm cor-
rugated tube to each of the “y” arms of the y-connector.

   (a)    Connect the 58 cm tube to the anesthetic induction cham-
ber. To the smaller 15 cm tube, attach one 60 cm clear 
PVC tube using surgical tape, and connect this PVC tube 
to the ventilator “gas input” (Fig.  1d ). Attach the remain-
ing corrugated tube to the opposite end of the induction 
chamber to the input tube. This last corrugated tube is 
required for waste gas removal.    

      4.    Turn on gas inputs, and balance O 2  and N 2  to 22 %/78 % 
respectively, to achieve a “room-air”  ventilation  .   

   5.    Ensure the lid is closed on the induction chamber. Turn isofl u-
rane to 5 % and allow anesthetic gas to mix and fi ll the chamber.

   (a)    Check for leaks in tubing, which will be evident by strong 
odor and whistling noises. Turn isofl urane off until ready 
to commence anesthesia.       

   6.    Attach two of the 40 cm clear PVC tubes to the rodent ventila-
tor to maintain anesthesia and gas delivery. These tubes are 
required for gas input and exhaust—connect them to the ven-
tilator’s input/output attachments (Fig.  1b, d ). Join the end 
of each PVC tube not attached to the ventilator to the “y” 
arms of the small barbed y connector. Attach the opposite end 
of the y connector to the luer lock adapter, with the male hub 
facing outwards. This will connect to the female catheter port 
once the rat is intubated.   

3.1  Experimental 
Set Up
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   7.    Adjust the settings on the ventilator to 80 breaths/min and 
2.5 ml/breath.   

   8.    Place one heatpad near the ventilator and cover with a bench 
pad. Place all surgical equipment, saline, Betadine, lignocaine, 
superglue, etc. close at hand (Fig.  1f ).   

   9.    Cut yarn into lengths of approximately 25 cm and tie tightly 
around catheter. These will be used to secure the catheter 
around the snout.      

       1.    Place rat in the anesthesia induction chamber and leave animal 
for 5–7 min, or until deep anesthesia is achieved. This is 
observed by slow, regular breathing, decreased muscle tone 
(“fl oppy” posture), and absence of a pedal withdrawal refl ex.   

   2.    Once deep anesthesia has been achieved, remove rat and hang 
by teeth on intubation rack. Using forceps, move tongue to one 

3.2  Anesthesia 
Induction

  Fig. 1    Experimental set-up for impact acceleration traumatic axonal injury. ( a ) Set up anesthetic machine close 
to the surgical table, with tubing arranged as described to provide anesthesia to the induction chamber and 
ventilator. ( b ) Arrange the ventilator tubes so that anesthesia and gas are both passing through the ventilator 
to the rat. ( c ) The helmet should sit fl at on the skull, and the rat should be placed prone on the foam mattress. 
Keep the male luer lock adapter hub from the ventilator ( d ) attached to the female endotracheal tube port until 
ready to induce trauma. ( e ) One researcher releases the weight after climbing the stepladder to reach it, while 
the other positions the rat beneath the device. ( f ) Surgical equipment should be kept close at hand       
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side and insert laryngoscope. Visualize the vocal cords and 
gently insert the 16 G catheter between vocal cords and into the 
trachea. If placed correctly, the catheter should feel like passing 
over small corrugations. Place the rat in a supine position and 
attach the male hub from the ventilator to the female port of the 
catheter to check whether  endotracheal intubation   has been 
achieved. This is confi rmed with the rib cage moving in slow 
rhythmic breaths synchronized to the ventilator movement. If 
expansion and contraction are seen in the abdomen, or breath-
ing is out of time with the ventilator, it is likely that the tube has 
been placed in the esophagus. If this has occurred, remove the 
catheter and place the rat back in the intubation chamber before 
attempting re-catheterization ( see   Notes    12   and   13  ).   

   3.    Once endotracheal intubation has been achieved, tie the cath-
eter fi rmly in place with the yarn, looping around the snout to 
ensure the catheter does not come loose or slip out.   

   4.    Turn the isofl urane concentration down to 2–3 % to maintain 
the rat under anesthesia, and turn the rat carefully into a prone 
position, adjusting the endotracheal catheter as you do so to 
prevent twisting.      

       1.    Using clippers, shave the rat’s head.   
   2.    Place Betadine onto gauze and wipe shaved scalp.   
   3.    Inject a small amount of local anesthetic into scalp, wait 3–5 min.   
   4.    Check once again that pedal withdrawal refl ex is absent. Using 

a scalpel, make a 1.5–2 cm incision in the scalp from a rostral 
to a caudal direction, starting above the level of the ears.   

   5.    Expose the skull by fi nely cutting the overlying periosteum 
with the scalpel in a crosshatch pattern out to the most lateral 
edges of the incision.   

   6.    Using gauze, apply gentle pressure to absorb any blood and 
dry the skull thoroughly.   

   7.    If using dental acrylic: mix the powder with the liquid and 
work into a wet paste. Apply about half a teaspoon evenly to 
the skull, and then place the steel disk (“helmet”) over the 
parietal bone midway between bregma and lambda, directly 
over the midline suture ( see   Note    14  ).   

   8.    If using superglue: Apply the superglue to the underside of 
the helmet, and then place the disk on the skull midway 
between bregma and lambda, directly over the midline suture 
(Fig.  1c ;  see   Note    9  ).   

   9.    Allow the acrylic/glue to dry completely. Superglue will take 
approximately 3–5 min, while acrylic may take up to 10 min.   

   10.    While waiting, prepare the foam mattress. It should be placed 
snugly inside the wooden or Plexiglas box, so that the head 

3.3  Surgical 
Preparation
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support portion sits level with the top of the box, and the body 
support portion sits approximately 1 cm below the box. Have 
it close to the surgical bench so you are able to swiftly move 
the rat from bench to mattress ( see   Note    11  ).   

   11.    One person should monitor the mattress, whilst another trans-
ports the rat, supporting the head and neck as well as the body 
to ensure the endotracheal catheter stays in place. Put the rat 
onto the mattress and place it prone on the foam bed, ensuring 
the head is positioned straight so the disk is fl at (Fig.  1c ).   

   12.    Disconnect the rat from the ventilator and secure to the box 
using surgical or masking tape over the dorsal surface below 
the armpit, attaching it to either side of the box (Fig.  1c ).   

   13.    Rapidly move the rat and the mattress underneath the trauma 
device, and align the rat so the weight will hit directly onto the 
middle of the steel helmet. While one person maintains the 
animal in position, the other should be ready to release the 
weight, climbing the stepladder if necessary (Fig.  1e ).   

   14.    Induce injury by releasing the weight from the desired height 
through the Plexiglas tube. Ensure the rat is rapidly moved away 
from the device to avoid a “second-hit” of the rebounding weight.   

   15.    Rapidly reconnect the rat to  mechanical ventilation   and turn off 
anesthesia, so that rat is ventilated only with supporting room air.   

   16.    Remove helmet using hemostats and inspect for skull fracture, 
cleaning off any remaining blood with gauze ( see   Note    15  ).   

   17.    Suture or staple the scalp incision closed.   
   18.    Once showing signs of wakefulness (independent breathing, 

recovery of  righting refl ex  ), wean the rat from  mechanical venti-
lation  . The time may be variable, though most rats should be 
awake 10–20 min after the impact. Place the rat in a warmed 
recovery box on a heatpad for 60 min and monitor for recovery.       

4    Discussion 

 The I/A model originally described by Marmarou and colleagues 
in 1994 [ 1 ,  2 ] reliably recreates the  pathophysiology   of human 
 DAI  , including diffuse  white matter damage  , neurological and 
 cognitive defi cits  , neuroinfl ammation, and neuronal damage and 
dysfunction [ 3 ,  5 ,  7 ,  10 ,  15 ,  16 ]. 

 This model is advantageous in that it requires minimal material 
and is easily set up, with a low mortality rate provided rats are 
adequately ventilated after injury. Typically, animal numbers as low 
as 5 per treatment group are suffi cient to reach statistical signifi -
cance, minimizing the number of animals to be used. The wide 
range of histological and biochemical outcomes, as well as long- 
term behavioral and cognitive consequences of the I/A model 
make it particularly suitable for pharmacological intervention 
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studies. Research thus far has focused largely on attenuation of 
axonal pathology directly through mitigation of the cysteine prote-
ase calpain, which causes axonal proteolysis [ 17 ,  18 ] or attenuation 
of mitochondrial dysfunction [ 19 ,  20 ], or indirectly via multifunc-
tional therapies such as erythropoietin, which prevents early dele-
terious signaling cascades and subsequent edema formation and 
behavioral dysfunction [ 21 – 23 ]. 

 However, the I/A model has several drawbacks, including dif-
fi culty in translation to other species such as  mice   due to variations 
in skull size and thickness, and a failure of the model to translate to 
immature rats, where the graded cognitive dysfunction seen in 
adult rats over differing height/weight combinations is absent. A 
severe injury of 100 g/2 m is suffi cient to cause diffuse edema and 
early motor defi cits in postnatal day 17 rats, lasting 3–4 days in the 
absence of  cognitive defi cit   [ 24 ], which is only observed when this 
injury is performed with the “ultra severe” combination of 
150 g/2 m [ 25 ,  26 ]. Few studies have examined the effect of I/A 
injury in aged rats, however one important factor that has been 
reproduced is persistent cognitive dysfunction, with decreased 
capacity for recovery when compared to young adult rats [ 27 ]. 

 To achieve success with this I/A model, researchers must pay 
careful attention to the fi ne procedural details, which will largely 
dictate whether standardized reproducible injuries are achieved. 
For example, incorrect or multiple attempts at placing the endotra-
cheal catheter will cause airway swelling and mucous buildup, which 
will compromise airway recovery when animals are extubated. 
However, careful and correct placement will eliminate this conse-
quence. Placement of the steel disk on the rat’s skull is also of criti-
cal importance; if the disk is not adhered fl at onto the skull, the 
impacting weight will strike the highest point, increasing the likeli-
hood of unilateral damage and skull fracture. Cooperation between 
the researcher releasing the weight and the researcher below with 
the animal is also needed to reach agreement on the exact moment 
the weight is released, whereby the rat must be moved directly after 
the fi rst hit of the weight and prior to the weight rebounding, while 
ensuring the rat is not moved prior to a full fi rst hit of the weight. 
This timing of movement of the rat requires keen attention, and is 
likely the most important factor of success in the I/A model.  

5                    Notes 

     1.    The body weight of the rat is a strong determinant of out-
come, with larger animals having little apnea and high survival 
rates even when non-ventilated, as opposed to smaller animals 
that frequently experience long apnea, higher incidence of 
skull fracture, and greater mortality. Using rats heavier than 
indicated (400 g) will also reduce the likelihood of signifi cant 
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 axonal injury  , and increase variability between rats, so it is 
important to maintain a consistent weight at trauma through-
out the study group.   

   2.    The Plexiglas tube ought to be higher than 200 cm to enclose 
the weight prior to its release. Drill a hole at 1 or 2 m from the 
bottom of the Plexiglas tube and place a bolt through the hole 
to support the weight. The weight falls when the bolt is removed.   

   3.    Tie the weight securely using the twill tape or string and attach 
the opposite end to the supporting arms of the injury stand. 
Ensure excess tape is present to allow the weight to reach 
through to the Plexiglas tube without becoming taut. While 
twill tape could be substituted for another high-strength 
woven tape, the use of fi shing wire is not advisable as it may 
lead to abrasion of the top of the Plexiglas tube over time.   

   4.    Reducing the height of the falling weight will minimize adverse 
events, with graded pathological response ranging from most 
severe at 2 m, to mildest when the weight is released from a 
height of 1 m [ 4 ,  28 ,  29 ]. Additionally, the weight may be 
adjusted rather than the height, with a graded response also 
produced, in which weights of 250–300 g from 2 m resulted in 
mild injury [ 30 ].   

   5.    Isofl urane is a transient inhalation anesthetic with advantages 
including rapid induction, titratable dose, and swift recovery. 
However, isofl urane may have adverse side effects to the 
researcher. The use of this anesthetic should be conducted in a 
well-ventilated room, with active scavenging systems. As for 
the animals, isofl urane anesthesia may also result in respiratory 
depression, and play a role in  neuroprotection   [ 31 ]. Barbiturates 
such as sodium pentobarbital and sodium thiopental are occa-
sionally used in acute recording or  monitoring   studies in which 
rodents are not planned for recovery. This is due to long-last-
ing anesthesia without depression of cortical evoked responses. 
Barbiturates are administered via i.p. injection, eliminating the 
need for anesthesia machinery. However, barbiturates may 
cause respiratory depression, hypotension with decreased ICP, 
and elevated mortality if not administered at the correct dose.   

   6.    When originally described, the investigators assessed incidence 
of apnea and mortality in this model using rats with or without 
 ventilation   [ 1 ]. They found that while all rats experienced a 
period of apnea, unventilated rats had a mortality rate of 58.6 %, 
compared to those that were ventilated, having a mortality of 
8.7 %. Aside from survival, ventilation has the added advantage 
of administering secondary post-traumatic insult such as 
hypoxia or hyperoxia, with gas concentrations readily adjusted.   

   7.    Additional (secondary) insults to TBI are commonplace clini-
cally, where isolated  brain injury   is a rare occurrence. The most 
frequent insults are hypoxia and hypotension, which 
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substantially worsen outcomes [ 11 ]. While hypoxia may occur 
inherently in this model due to apnea when rats are not venti-
lated, depth and duration of the insult cannot be controlled, 
and so administration of hypoxia can be achieved via exchange 
of normoxic gas (22 % O 2 /78 % N 2 ) to a hypoxic state. 
Decreasing the oxygen to 12 % O 2  (balance N 2 ) in this model 
for 30 min reliably produces a severe hypoxic insult in which 
PO 2  is reduced to approximately 40–50 mmHg [ 10 ,  32 ]. 
Hypoxia/ischemia may also be induced in this model via bilat-
eral carotid artery occlusion after injury [ 33 ]. Additionally, this 
model produces a substantial hypertensive response, with mean 
arterial pressure signifi cantly elevated above sham levels at least 
45 min post-injury [ 10 ].   

   8.    The use of other steel materials for the helmet can lead to vari-
ations in the force transferred to the brain. It is not recom-
mended to alter the material of the helmet within a study.   

   9.    Scoring allows for better adherence of the superglue to the 
helmet and reduces the risk of it moving during the impact. 
Placing the helmet in acetone between each animal may aide in 
removing superglue.   

   10.    The mattress height should be 11.5 cm in the fi rst 15.5 cm of 
the mattress’ length to support the rats’ head, and then should 
be cut down 1 cm to be 10.5 cm for the remainder of the mat-
tress length, to support the body.   

   11.    The density of the foam bed is critical and needs to be checked 
regularly to ensure consistency of results. From fi rst use, the 
foam may soften up to 30 %, with a stress reduction of 5 % 
thereafter [ 34 ]. However, any stress reduction after fi rst use is 
recoverable, with a recommended period of 1 h between uses 
ensuring proper foam recovery. There will also be a gradual 
loss with repeated use, so the foam will need regular replace-
ment. As a guideline, the foam should be replaced after every 
40–50 weight drops or 3 months.   

   12.    There are several options for rodent intubation, with the main 
difference being investigator preference. Proper lighting is 
essential to visualize the vocal cords, which can be achieved by 
tracheoscope or surgical lights. Rather than hanging the rat 
from the intubation rack, some prefer to use a bench top and 
align the animal to the edge of the counter. A string is placed 
over the front teeth and then attached to hemostats that are 
allowed to hang toward the fl oor. This technique opens the 
mouth and allows visualization of the vocal cords from another 
angle, with intubation proceeding as per the protocol for an 
intubation rack. The placement of an endotracheal catheter is 
multifold, including direct infl ation of the lungs if apnea occurs, 
protection of the airway from fl uids or secretions, and direct 
delivery of anesthetic.   
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   13.    This procedure can be repeated a maximum of two times as 
swelling of the trachea can impair further intubation attempts 
and injure the animal.   

   14.    Make sure the cement is evenly distributed on the skull and no 
residues are left on its surface. Ensure that the helmet is placed 
in fl at position. Given the requirement for a relatively fl at dor-
sal skull surface, the model is diffi cult to use in any species 
other than rats. The helmet needs to be cleaned well after each 
experiment to ensure all glue is removed to allow maximal 
adherence in the next injury.   

   15.    If a skull fracture is noted, immediately euthanize the animal 
with sodium pentobarbital.     

   The I/A rat model of diffuse TBI replicates the unique patho-
physiological consequences of human  DAI  , with a distinct experi-
mental benefi t of inducing apnea directly after injury. The I/A 
model has now been well characterized and utilized in more than 
150 publications, with this model proving to be suitable for exami-
nation of both short- and long-term histopathological conse-
quences as well as  behavior   and cognition. These factors, combined 
with the ease of use of the apparatus, make the I/A model a suit-
able choice for the experimental study of diffuse TBI, and a strong 
candidate to examine emerging neuroprotective strategies .      
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    Chapter 16   

 Experimental Models for Neurotrauma Research                     

     Johan     Davidsson     and     Mårten     Risling      

  Abstract 

   Physical trauma in the central nervous system (CNS) is usually the result of a number of forces in different 
directions and dimensions. A large number of experimental models have been developed to improve the 
possibilities to understand the outcome of CNS trauma. In this chapter, we will describe the need for a 
variety of experimental models for research on traumatic brain injury (TBI) and spinal cord injury (SCI). 
Models can serve different needs, such as: to test new treatments for injuries, to reveal thresholds for inju-
ries, to provide a better understanding of injury mechanisms, or to test tools and methods for translation 
between experiments and clinical data. In this chapter, we will discuss on the validation of models and 
translation between experimental and clinical studies.  

  Key words     Traumatic brain injury (TBI)  ,   Diffuse axonal injury (DAI)  ,   Mechanisms  ,   Blast trauma  , 
  White matter  

1      Introduction 

 The central nervous system (CNS) is the most delicate and com-
plex part of the body. The defi nition for the CNS is based on the 
glial cells that surround and support neurons. Both the brain and 
the spinal cord are included in the CNS, since these parts of the 
nervous system comprise astrocytes and oligodendrocytes. Spinal 
nerve roots and peripheral nerves contain Schwann cells and are 
therefore regarded as parts of the peripheral nervous system (PNS). 

 Physical trauma in the central nervous system is often the result 
of a number of forces in different directions and dimensions. The 
timeline for the interaction between the acting forces and the ner-
vous tissue is usually very narrow and it can therefore be very dif-
fi cult to assess the infl uence of each contributing force. In addition, 
human patients, which come in different ages and sizes, may have 
a number of additional injuries or diseases as well a genetic back-
ground that may infl uence the outcome of the injury. 
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   It has been known since ancient civilizations, such as the Pharaonic 
Egypt, that spinal cord injury (SCI) leads to chronic loss of func-
tions, such as paralysis. The complex cellular response and lack of 
successful regenerative  growth   in CNS was described in great detail 
by Ramón y Cajal [ 1 ]. Although a substantial amount of research 
on SCI has been conducted, there has been only limited success in 
the identifi cation of new strategies to improve the regenerative 
response after SCI. Models for SCI usually have a more regenera-
tive focus than the models for brain injury.  

   TBI is a leading cause for death and disability in both civilian life 
and at the battlefi eld. The signature TBI has evidently changed 
from penetrating TBI to blast-induced TBI in recent military con-
fl icts. All types of TBI may occur in both the civilian and military 
setting. However, there are some important considerations for 
military TBI, mostly relating to the extreme energy transfer.

    1.    TBI can be graded from mild to severe and primary or second-
ary. TBI can be classifi ed as diffuse or focal, and very often in a 
complex mixture.

    (a)      Mild TBI : A TBI is often classifi ed as mild (concussion or 
commotion) if loss of consciousness or confusion is shorter 
than 30 min. MRI (magnetic resonance imaging) and CT 
(computer tomography) scans are usually normal but the 
patient may have headache, cognitive problems (memory 
problems, mood disturbance, attention defi cits), and the 
effect on the patient can be devastating. The majority of 
blast- induced TBI fall into this category, although the 
pathophysiology is largely unknown. Cerebral  concussion   
is often associated with other types of brain injury.   

   (b)      Moderate and Severe TBI : These injuries can be divided 
into closed head injuries and penetrating injuries. Closed 
head injuries may be both diffuse and focal. The penetrat-
ing TBI will always induce a focal injury and often diffuse 
secondary injuries.   

   (c)      Diffuse TBI : The most common diffuse injury is the  diffuse   
axonal injury (DAI), which  is   defi ned as the presence of 
diffuse damage to axons in the cerebral subcortical parasag-
ittal  white matter  , corpus callosum, brain stem, and cere-
bellum. This is usually the result of an acceleration/
deceleration trauma. Different parts of the brain move at 
different speeds because of their relative density. If this is a 
rotational trauma, the positions of the axis of rotation will 
be an important factor in the injury  mechanism   and areas at 
a greater distance from this axis will sustain larger forces. 
This can lead to shearing injury and DAI. Beta-amyloid 
precursor protein (APP) has been proven to be an excellent 

1.1  Spinal Cord 
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marker for  axonal injury   in histology. Modern imaging 
techniques, such as  MRI   with DTI (diffusion tensor imag-
ing), have provided improved possibilities to detect DAI.   

   (d)      Focal TBI : Focal brain injuries include contusions and pen-
etrating TBI. Focal TBI is usually the result of bullet and 
shrapnel entrance in the skull cavity or a contact between 
the head and a sharp or semi-blunt object that results in 
skull fracture. Also acceleration/deceleration trauma can 
cause focal injuries to the brain.   

   (e)      Secondary traumatic brain damage  occurs as a complication 
of the different types of primary TBI and includes ischemic 
and hypoxic damage, swelling, raised intracranial pressure, 
and infection. The onset of these complications varies from 
minutes to hours. The secondary TBI is potentially revers-
ible with adequate treatment. Axonal damage in both  DAI   
and focal injuries interferes with axoplasmic transport. 
Severe traumatic injury results in primary axonal disruption 
or transection termed “primary axotomy” or sets in train a 
series of ill- understood events culminating in secondary 
axonal  degeneration   or secondary axotomy. Thus, adequate 
treatment could probably limit the axonal damage.       

   2.    Experimental models for studies of CNS injuries 
  Experimental research is a strategy to take control over con-
founding factors that may obscure data from real life clinical 
CNS injuries.   

   3.    Experimental models may serve many different purposes, such 
as

    (a)    To test new treatments for injuries.   
   (b)    To provide a better understanding of injury  mechanisms  .   
   (c)    To reveal thresholds for injuries.   
   (d)     To develop test tools and methods for clinical settings. For 

example to develop protocols for MRI, new biomarkers, 
protocols for EEG.          

   It is diffi cult to provide a complete list of all different models that 
are employed in neuroscience. We will limit the description to 
examples of models for traumatic injuries and therefore exclude 
models for stroke, neurodegenerative diseases, infections, etc. It is 
usually important to test if the data from the employed model can 
be translated and provide any conclusions for the condition that is 
supposed to mimic. It is also important to enable verifi cation of 
any data that can be harvested from the model. Thus, a good  mon-
itoring   and documentation of physical data should be provided 
from all new models. The model needs to be both validated and 
verifi ed. Thus, to show that the model can replicate exactly what it 

1.3  Model 
requirements
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is suggested to replicate and that the experiments can be repeated 
by both the scientists that have developed the model and by any 
other scientist that has the proper tools. This is a highly complex 
process, since the methods for measurement also need to be vali-
dated and verifi ed. It can be supposed that many of the failures in 
translating new treatments from experimental setups to clinical 
practice may be due to mistakes in verifi cation and validation of the 
model or the experimental setup. It has also been said that a lot of 
published experimental data cannot be repeated, possibly due to 
improper validation and description of the experimental setup.  

       1.    There are a number of more or less obvious factors that may 
impede translation between an experimental model and the 
clinical situation—even if the model has been properly 
characterized:

    (a)     Trauma in the clinical situation is the result of many com-
plex forces, delivered during a short time. It is therefore 
extremely diffi cult to produce a model that can in all details 
simulate a clinical situation.   

   (b)     Severe trauma to the head or spine is usually combined with 
other injuries, thus a multitrauma situation that can modify 
the outcome of the TBI or  spinal cord injury   by for example 
a systemic infl ammation, infection, and hypoxia. The impor-
tance of such contributing factors can be tested in the experi-
mental situation, but will still provide an obstacle in translation 
between experiments and the clinical populations.   

   (c)     The time scale for biological response in experimental ani-
mals, such as rodents, is probably very different than that 
in humans.   

   (d)     The genetic variation in rodent strains is usually very limited 
compared to clinical populations. It is therefore possible 
that some results are over-amplifi ed in the experimental sit-
uation and may not at all be relevant in a clinical situation.           

2    Experimental Models of Brain Neurotrauma 

 Below are a set of different experimental models of brain trauma. 
For each model, we will try to describe the rationale (why the 
model was developed), the development, results obtained, and 
limitations with the model. We will also describe the work with 
validation, verifi cation, and translation. In each section, we also 
give examples of alternative useful and validated models. 

   The pioneering studies of Ramón y Cajal demonstrated that injured 
neurons in the central nervous system (CNS) have a strong capac-
ity to extend new axons into the peripheral nervous system (PNS) 

1.4  Obstacles 
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[ 1 ], he showed that motor axons that had been severed due to 
 spinal cord injury   had the capacity to regrow to neighboring ven-
tral roots. The observation that neurons in the CNS could extend 
axons into PNS tissue was reinvestigated by Richardson and col-
leagues [ 2 ]. 

   With background from the observations that motoneurons in 
adult cats survived after peripheral nerve injuries to a much better 
degree than sensory neurons, it was decided to analyze if moto-
neurons would survive also after very proximal injuries. The most 
proximal location would then be to cut the axons inside the spinal 
cord, but outside the motor nuclei in the grey matter. The selected 
site was the ventral funiculus, i.e. the  white matter   between the 
ventral horn and the transition to the spinal ventral nerve root. 
The experiments were performed in adult cats that were subjected 
to a lumbar laminectomy. The denticulte ligament at the side of 
the lumbosacral enlargement was divided and used to gently twist 
the spinal cord so that the junction between the spinal cord and 
the ventral root was visible. A thin fragment of a razor blade (or a 
specialized knife for micro-surgery) was pushed into the lateral 
aspect of the spinal cord segment L7 and moved longitudinally to 
produce a selective lesion in the ventral funiculus. The aim was to 
cut the motor axons at this location, without damage to the grey 
matter (where the cell bodies reside) or the connection between 
the spinal cord and the nerve root. It was observed that, although 
the animals were deeply anesthetized, the muscles in the hindlimb 
corresponding to the L7 segment (the L7 myotome) responded 
with contractions during this procedure. The erector spinae mus-
cle, fascia, and skin were closed with sutures in separate layers. The 
animals were sacrifi ced after survival times from 1 to around 
300 days and fi xed by intravascular fi xation with glutaraldehyde. 
Using electron microscopy, it was revealed that the lesion was 
located in the  white matter   and had spared both the grey matter 
and the nerve root exit zone. A large proportion of the motoneu-
rons actually had survived the lesion (Fig.  1 ).

   It was shown with electron microscopy and intracellular label-
ing with horseradish peroxidase that axons from such surviving 
motoneurons penetrated the scar tissue in the ventral funiculus of 
the spinal cord and entered the ventral roots [ 3 – 5 ]. The regrowing 
axons penetrate through a highly unusual CNS environment which 
lacks a  blood–brain barrier (BBB)   function [ 6 ] but possesses a high 
content of cells bearing neurotrophin receptors [ 7 – 9 ] and matrix 
molecules [ 10 ,  11 ].  

   A clinical counterpart to this injury is a ventral root avulsion at the 
border between the CNS and PNS, typically caused by a high- 
energy trauma such as a motorbike accident causing excessive 
trauma to the shoulder and head resulting in stretching and rup-

2.1.1  A Lesion 
in the Ventral Funiculus 
of the Spinal Cord

2.1.2  Avulsion Injuries: 
The Clinical Use 
of the Observed 
Regenerative Response
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turing of ventral roots. Ventral root avulsion is not followed by 
spontaneous regrowth, since the avulsed roots are widely separated 
from the spinal cord inside the subarachnoid space or even pulled 
to a position outside the vertebral channel. Replantation of avulsed 
spinal ventral roots into the spinal cord (Fig.  2 ) has been shown to 
enable signifi cant and useful regrowth of motor axons in both 
experimental animals and human clinical cases [ 12 – 15 ]. Gene 
expression array studies show that replantation of the ventral root 
can initiate a rapid upregulation in the expression of genes associ-
ated with neurite growth, in contrast to neurons subjected to 
 avulsion only [ 16 ]. Thus, the replantation can infl uence gene pro-
grams in the spinal cord.

   The results from such treatment in humans are less successful 
in older patients and good reinnervation in distal muscles like in 
the hand is seldom possible. In a recent case report, Carlstedt et al. 
[ 14 ] described a preadolescent boy with complete brachial plexus 
avulsion injury that was treated by replantation of fi ve ventral 
roots. Shoulder muscle recovery started 8–10 months after the spi-
nal cord operation. At 12–15 months, elbow function began to 
recover, followed 2 years postoperatively by forearm, wrist, and 
intrinsic hand muscle activity. This led to recovery of hand motor 
function without restoration of sensation. Bilateral motor cortex 
activity and activation of the sensory cortex on use of the affected 
hand was demonstrated by  fMRI  . The fi ndings of that case study 

  Fig. 1    A schematic representation of the ventral funiculus lesion model. The 
lesion area in the ventral funiculus of the spinal cord is penetrated by regrowing 
motor axons, surrounded by a thin sheet or glial tissue. The extracellular room is 
expanded and contains large amounts of matrix molecules such as laminin and 
collagen, the blood–brain barrier has a more or less permanent defect       
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suggested that the restored hand function might rely on cortical 
sensory programs established before the injury. Although the time 
needed for recovery seems very long, it cannot be excluded that 
the fi nal result is dependent on several biological programs that are 
elicited in the early acute stage. 

 The method for producing nerve root injuries has a signifi cant 
role for the outcome of the injury. Rhizotomy (division of the 
root) leads to a milder representation of the spinal cord trauma 
that occurs after “true” avulsion injury [ 17 ]. Shortland and 
 colleagues employ a model for extra-vertebral avulsion (without 
need for laminectomy) [ 18 ]. However, for replantation surgery 
laminectomy is necessary. One limitation with most animal studies 
for replantation is that the injury and the replantation surgery are 
performed at the same time, whereas delayed surgery is the typical 
clinical situation. 

 This is to our knowledge, the only example of an experimental 
model that has been translated into practical clinical use for treat-
ment of a traumatic injury that involves axonal growth in the spinal 
cord. Many models for SCI seem to simplifi cations of the usual 
clinical type of SCI. Maybe it would be of benefi t to develop mod-
els for spinal cord contusion that could represent a better represen-
tation of actual clinical situations, with high-energy transfer, rapid 
deformation of vertebra and incomplete injury to the spinal cord.   

  Fig. 2    A schematic representation of replantation of avulsed ventral roots. The ventral roots are avulsed at the 
border between CNS and PNS (spinal cord surface). The rootlets are then replanted into the ventro-lateral 
surface of the spinal cord. Regrowth into the ventral root can occur both directly within the spinal cord and by 
growth in the pia mater. After reaching the ventral root, motor axons can continue and reinnervate denervated 
muscle       
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   The use of Improvised Explosive Devices (IED) in contemporary 
warfare has changed the scene and spectrum of TBI at the battle-
fi eld. At the same time, new equipment for body protection has 
increased the survival rate after TBI at the battlefi eld. It may be 
assumed that several  mechanisms   contribute to the injury. TBI has 
been identifi ed as major health problem in military personnel 
returning from service. The injuries range from severe multitrauma 
to a number of mild TBI that still has to be settled. Propagation of 
blast waves is very complex. It could involve both direct propaga-
tion through the skull and indirect propagation via blood vessels 
and it is obvious that a systemic response comes along with the 
blast TBI. It is diffi cult to identify a reliable borderline between 
mild blast TBI and posttraumatic stress syndrome (PTSD). Many 
of the symptoms are similar and many patients might suffer from 
both TBI and PTSD. The energy transfer during an explosion is 
extremely complex and it is diffi cult to predict how energy is prop-
agated into the body and absorbed. Exposure data from clinical 
situations at the battlefi eld are usually lacking. One way to gener-
ate a better understanding of the mechanisms of TBI after a blast 
exposure is to perform controlled experiments in animals. Many 
clinical TBI cases have a complex mixture of diffuse and focal inju-
ries, which are complicated by secondary injury events. Individuals 
exposed to a blast often suffer from multiple injuries, i.e., pulmo-
nary lesions or amputations. Severe blast-related TBI with brain 
edema and vascular spasm [ 19 ] can be assumed to be the result of 
a combination of more than one injury  mechanism   ( see  Fig.  3 ).

     1.    One way to understand the effects of a blast wave is to divide 
the mechanism into

    (a)      Primary blast : Effects of the primary blast wave, thus the 
propagation of a supersonic pressure transient with short 
 duration. The threshold for injuries is determined by fac-
tors such as peak pressure, duration, and shape of the wave.   

   (b)      Secondary effects of blast , i.e., due to the impact of fl ying 
objects, such as shrapnel fragments, which can generate 
penetrating injuries. The proportion of such injuries was 
larger in previous confl icts and seems to have been reduced 
by improvements in helmet construction.   

   (c)      Tertiary effects of blast , i.e., the result of acceleration move-
ments, which may result in tissue shearing and diffuse inju-
ries, such as diffuse axonal injuries (DAI).   

   (d)      Quaternary effects of blast , the result of heat, smoke, or 
emission of electromagnetic pulses (EMP).       

   2.    Open fi eld exposure 
 Large-scale experiments during the 1950s in desert areas and 

ponds generated fundamental data for effects of blast with sim-
ple wave forms. Large numbers of animals of different species 

2.2  TBI 
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were subjected to open fi eld exposure to blast. These experi-
ments determined thresholds for mortality and injuries such as 
bleeding in air-fi lled organs such as the lungs and intestines. The 
potential effects on the central nervous system were generally 
not assessed. These experiments provided the Friedländer type 
of wave and dose–response curves (the Bowen curves) were 
determined [ 20 – 22 ]. Large amounts of explosives are needed 
and dosimetry can be diffi cult. Good control of the physiology 
of the experimental animals and proper tissue collection is usu-
ally not possible in outdoor conditions in combination with a 
large number of animals in a single experiment. However, open 
fi eld experiments may allow for more realistic experiments with 
large animals that are more similar in size to humans. It also 
makes it possible to use waveforms relevant for simulation of 
IED, for example refl ection from the ground or vehicles. 
Examples of new models with open fi eld exposures aimed to 
produce mild TBI include the Combat Zone-like blast scenery 
for mice [ 23 ] and a primate model [ 24 ].   

  Fig. 3    A schematic representation of different mechanisms for blast-induced neurotrauma. Previously pub-
lished in [ 94 ]       
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   3.    Shock tubes with compressed air or gas 
 Shock tubes employ compressed air or gas, rather than explo-

sives. Systems with compressed air were used  already   in the 
1950s [ 25 ]. Most systems comprise two chambers, separated by 
a membrane (Fig.  4 ). Compressed gas is loaded into one of 
these chambers (the overpressure chamber or the driver sec-
tion), which is separated from the other chamber, referred to as 
the main section or the driven section, by a diaphragm. The 
main section is usually several meters long. The object, i.e., the 
experimental animal, is positioned somewhere in  the   main sec-
tion and the operator can rupture the diaphragm. The com-
pressed gas enters the main section and simulates a propagating 
blast wave. One advantage associated with this type of shock 
tube is the absence of quaternary blast effects as well as other 
disadvantages of explosives. There are a number of modifi ca-
tions of the shock tube design and there seems to be a need to 
calibrate the different systems. Well-documented modern shock 
tubes can for instance be found at the Walter Reed institute 
[ 26 ], Wayne State University [ 27 ], and the US Naval Medical 
Research Center (Maryland, Silver Spring, USA) [ 28 ,  29 ]. One 
sophisticated shock tube system has been installed at the Applied 
Physics Laboratory at Johns Hopkins University [ 30 ]. This is a 
modular, multi-chamber shock tube capable of reproducing 
complex  shock wave   signatures. The instrumentation should 
allow direct measurement and calculation of the various shock 
loading characteristics, including  static pressure  , total pressure, 
and overpressure impulse.

  Fig. 4    A schematic representation of a typical over pressure shock tube com-
posed of two chambers separated by a membrane. Compressed air/gas in the 
driver section is released as a pressure wave to the other (driven) compartment 
by the controlled puncture of the membrane. Previously published in [ 94 ]       
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       4.    A Swedish Blast tube for studies on primary blast 
 In 1949, Carl-Johan Clemedson published a thesis titled 

“ An experimental study on air blast injuries ” in 1949 at the 
university in Uppsala [ 31 ]. He continued his research at FOA 
(Swedish Defence Research Establishment) using compressed 
air [ 25 ] and fi nally a newly constructed blast tube [ 32 ] in 
which a charge of plastic explosive (pentaerythritol tetranitrate 
PETN) was used. The system was composed of a cylindrical 
400 mm wide and 565 mm long cast iron tube, with a cone 
shaped tip where the charge is placed. The wall thickness at 
the tip is 100 mm. At the other end, the iron tube is elongated 
to a total length by an extension tube of steel (wall thickness 
10 mm). The open end of the extension tube was by a steel 
disc connected to a pendulum in Clemedson’s initial experi-
ments. At the conical end of the tube, there is a threaded 
screw plug for the insertion of the charge that is mounted on 
the detonator. The charge is fi xed at a distance of 100 mm 
from the inner tip. Clemedson and his coworkers published a 
number of studies on muscle tissue [ 33 ] as well as vascular and 
respiratory effects of blast in the rabbit [ 34 ]. After some time, 
this work was extended to include the central nervous system 
[ 35 ] and the cerebral vasculature [ 36 ]. The blast tube (with-
out the pendulum door—which results in a more complex 
waveform) was modifi ed for work with rodents by Anders 
Suneson. Annette Säljö used this system in her thesis work 
[ 37 – 39 ]. The ignition system was later changed to a non-electric 
ignition (NONEL from Nobel). The anesthetized rat is 
mounted in the blast tube at a distance of 1 m from the charge. 
The PETN generates a pulse with rapid raise time and very 
short duration (<0.3 ms). An increase in the charge has a 
direct and proportional effect on the peak pressure, but only a 
small effect on the duration. Secondary refl ections are limited. 
By moving the object to the orifi ce of the tube (1.5 m from 
the charge) the peak pressure drops to about half, whereas the 
duration is increased somewhat. All rat experiments have been 
performed at the 1 m distance from the charge (Fig.  5 ), which 
has been varied from 0.5 to 5 g PETN (Spherical charges of 
Swedish army plastic explosive  m /46, containing 86 % pentae-
rythritol tetranitrate PETN and mineral oil, where used. In 
the following text, the weights of the plastic explosive charges 
are given in gram). We have previously reported that the peak 
pressure during detonation of 2.5 g PETN would be 260 kPa 
and nearly 600 kPa with a 5 g charge. To get representative 
recordings of the peak pressure during a detonation of explo-
sives is connected to substantial methodological diffi culties 
due to the extreme requirement for good dynamics. Recent 
recordings with a set of open silicon piezoresistive sub-minia-
ture pressure transducers (Entran Sensors & Electronics) indi-
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cate a peak pressure exceeding 10 bar during detonation of 
5 g PETN, as recorded in front of a rat dummy at the 1 m 
position in the tube. A charge of 2.5 g in an unprotected ani-
mal (side-on at 1 m from the charge) results in about 50 % 
lethality and at 3 g the majority of the exposed animals die 
from pulmonary  bleedings. On the other hand, the lethality is 
less than 10 % at 2 g PETN. In recent experiments we have 
used a full protection (rigid steel tube) of the body, except for 
the head and had no lethality with 5 g charges.

   In spite of the substantial lethality with this system (in unpro-
tected animals), structural changes in the brain seem very lim-
ited or absent. The cell death in the brain that was reported by 
Säljö and coworkers [ 39 ], employing a similar protocol, has not 
been possible to verify. Instead, there is a signifi cant cell death 
and gene expression changes [ 40 ,  41 ] in the inner ear. The hip-
pocampus of the brain of rats exposed to a 2 g charge has been 
subjected to examination of the gene expression by use of 
Affymetrix Rat Gene Arrays. In such experiments, the expres-

  Fig. 5    Pictures showing the blast tube that was constructed by the Swedish scientist Clemedson in the 1950s. 
This system may be one of the oldest systems that still are in use. Previously published in [ 94 ]       
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sion of all known genes can be evaluated at the same time. It 
was found that about 100 genes had a signifi cant expression 
change 24 h survival after the blast. The majority (76 genes) 
had a decrease in their expression whereas an increased expres-
sion was found in 39 genes [ 42 ]. Affected systems include syn-
aptic transmission and neurogenesis. Both unprotected rats 
exposed to detonation of 2 g PETN and rats with the torso 
protected by a rigid steel tube during exposure to a 5 g blast 
have been examined. Taken together, the lack of structural 
damage combined with some functional changes indicates that 
the primary blast in this model generates a mild TBI. Future 
work with the blast tube will include repeated exposures and 
variations in body position. The blast tube in the current setting 
creates a very simple and short pulse that may imitate the situa-
tion at short distance with an open fi eld charge. This pulse form 
is probably not at all similar to the situation in a protected vehi-
cle that is hit by a road bomb. It should therefore be of interest 
to modify the length of the blast tube and introduce refl ecting 
objects that could create a more complex pulse form. One 
aspect with this type of blast tube is the heat and gas emission 
that is a result of the use of explosives instead of compressed air. 
Thus, quaternary blast is added to the primary blast. Acceleration 
movements are however limited, by the montage of the animal, 
and impacts of fl ying objects do not occur. Secondary and ter-
tiary blast is instead imitated and better controlled in other 
models.   

   5.    Breacher studies 
 “Breachers” are military or law enforcement personnel that 

are routinely exposed to low-level blast during training. Such 
repeated exposure has been associated with symptoms similar to 
that of sports concussion. The physical parameters of the blast 
exposure can be monitored during training in a much better 
way than in battle-fi eld situations. This creates a situation that is 
similar to an experimental model and collection of samples, 
such as biomarkers [ 43 ], can therefore be compared to animal 
experiments for primary blast.    

3       Models for Acceleration TBI 

 Although TBI can be associated with skull fractures, it commonly 
occurs without fractures [ 44 ]. About 40 % of all TBI patients 
admitted to hospitals are non-focal injuries [ 45 ] and are usually 
referred to as distributed brain injuries (DBI). 

 At least four categories of DBI can be identifi ed:  diffuse axonal 
injury (DAI)  ; diffuse hypoxic, anoxic, or ischemic injury; diffuse 
swelling; and diffuse vascular injury. DAI is the most common type 
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of DBI and commonly results in unconsciousness or death [ 44 , 
 46 ]. The DAI pathology, which is characterized by perturbations 
to the axoplasmic transport along the length of axons [ 47 ], is likely 
to cause axonal swelling or  degeneration   which can reduce the 
functionality or disconnect the axons from their existing networks 
[ 48 ]. It has been reported that DAI commonly are localized in the 
subcortical white matter, grey–white matter interface and corpus 
callosum [ 44 ,  49 ], and at points of attachment, such as cranial 
nerves [ 50 ]. 

 DBI is commonly a result of inertial induced loads; intracranial 
motions arise when the skull is accelerated and the brain mass, due 
to its inertia, lags behind or continues its motion relative to the 
skull. These inertia-induced loads are most common in rapid head 
rotations [ 51 ] which often occur in fall accidents, traffi c accidents, 
and military assaults. Mechanical and mathematical models have 
been used to show that these inertia-induced loads produce strains 
in the  brain tissue   and that these strains cause the following neuro-
logical defi ciencies [ 48 ,  52 – 58 ]. 

 An attractive approach to study DBI pathology and its associ-
ated injury  mechanism   and threshold would be to reconstruct 
well-documented accident cases in which the patient is slightly 
injured. The real life accidents are however commonly rather com-
plex, the injuries are regularly sever, and the patient suffers from a 
multitude of injuries. Therefore, anesthetized animals have been 
used in the past, and are in use, to study DBI and  DAI  . 

 The rotational  weight drop   model that [ 59 ] was developed by 
Marmarou and coworkers [ 60 ,  61 ] has generated very important 
data on development of diffuse brain injuries, including an 
improved understanding of di ffuse axonal injury   [ 47 ]. One of the 
advantages/disadvantages with this model is that it combines DAI 
with a contusion injury. Andersen [ 62 ] developed a model in which 
a stunner was used to accelerate the head. Both sever local brain 
damage and axonal injury was produced by this model. Both the 
forth-mentioned models have been found to be less useful for 
threshold studies on DAI and when DAI is to be studied 
separately. 

 Several models were developed in the past to study  DAI   using 
primates [ 44 ,  63 ], miniature swine [ 59 ], and rabbits [ 64 ,  65 ]. Few 
of these are in use today due to ethical considerations, or a lack of 
appropriate methods to assess the effects of the trauma, or due to 
excessive meningeal bleedings. 

 Models developed for rats provide several advantages over 
models using large animals. Ellingson et al. [ 66 ] and Fijalkowski 
et al. [ 67 ] exposed rats at low to medium severity rotational accel-
erations in the coronal plane. Despite the higher accelerations, the 
rats suffered from classical  concussion   injuries with minimal histo-
logical abnormalities. 
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   A rotational acceleration model aimed for studies into diffuse brain 
injuries and mTBI is described in detail by Davidsson [ 68 ]. It is 
designed to produce brain injuries by sagittal plane rearward rota-
tional acceleration. This model allows for the production of graded 
injury and studies into injury thresholds. 

 In brief, the skull of an anesthetized adult Sprague–Dawley rat, 
weighing from 280 to 450 g, is tightly secured to a rotating bar. 
The bar is impacted by a striker that causes the bar and the animal 
head to rotate rearward; the acceleration phase lasts 0.4 ms and is 
followed by a rotation at constant speed and a gentle deceleration 
when the bar makes contact with a padded stop (Fig.  6 ). By adjust-
ing the air pressure in the rifl e used to accelerate the striker, rota-
tional acceleration between 0.3 and 2.1 Mrad/s 2  can be 
produced.

   Numerous combinations of trauma levels, posttrauma survival 
times, brain and serum retrieval, and tissue preparation techniques 
were adopted to characterize this model. The trauma cause subdu-

3.1  A Rotational 
Acceleration Model

  Fig. 6    Diagrams. Top row: skull cap and attachments plate and oblique view of test device (crossbeam removed 
for visibility). Bottom row: oblique view of test device and side view of the head with central nervous system 
schematically depicted (screws and accelerometer not depicted) (Previously published in [ 94 ])       
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ral bleedings in animals exposed to severe trauma although such 
hematoma can occasionally be found at rather low acceleration lev-
els [ 69 ]. Staining  brain tissue   with amyloid precursor protein 
(APP) antibodies, which expose axons with reduced axioplasmic 
transport, revealed widespread axonal injuries (AI) in the frontal 
region of the corpus callosum, the upper and lower borders of the 
corpus callosum, and sometimes stretched into the caudate puta-
men. In the mid brain region APP-stained axons were found in the 
same regions as well as in the thalamus and hippocampus regions. 
Further, APP-stained axons were found in some of the tracts in the 
brain stem. Staining  brain tissue   with FD Neurosilver that detects 
degenerating axons confi rmed the injury pattern [ 69 ]. For older 
subjects, those weighing on average 700 g, fewer positive axons 
appeared in the corpus callosum in animals while injured axons 
were found in clusters elsewhere: in the internal capsules, inside 
and in the vicinity of the anterior commissure, and in the structures 
between the lateral ventricles [ 70 ]. In addition to these areas, posi-
tive axons were spread out and frequent in structures close to the 
centerlines and the skull bases. The observed AI was apparent only 
when the rotational acceleration level was moderate (1.1 Mrad/s 2 ) 
and above [ 71 ]. Older animals required higher accelerations to 
exhibit similar injury levels as younger animals [ 70 ]. Only limited 
signs of contusion injury were observed following trauma. 
Macrophage invasions, glial fi brillary acidic protein redistribution 
or hypertrophy, and blood–brain barrier (BBB)    changes were 
unusual. S100B serum analyses indicate that blood vessel, axonal, 
and glial cell injuries occur following moderate level of trauma 
despite absence of obvious BBB injuries [ 72 ]. Affymetrix gene 
arrays showed changes in the expression in a large number of gene 
families including cell death, infl ammation, and neurotransmitters 
in the hippocampus 24 h after moderate to severe trauma [ 42 ]. 

 In conclusion, the signature injury with this rotational model 
is diffuse axonal injuries in the corpus callosum, subcortical  white 
matter  , and the brain stem. The absence of cell death and excessive 
bleedings indicate that this is a mild TBI and effects on  behavior   
are indeed limited [ 72 ]. Thus, this model can add knowledge 
about  mechanisms   and thresholds for acceleration-induced mild 
TBI and such data can be relevant for the understanding of conse-
quences of tertiary blast.   

4    Models for Penetrating Ballistic TBI 

 A penetrating ballistic TBI occurs when objects impact the head and 
penetrate skin, skull and meninges and cause injury directly to the 
 brain tissue  . In contrast to closed head injury, penetrating ballistic 
TBI involves direct laceration of brain tissue, often complicated by 
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secondary effects such as hemorrhage, edema, infl ammation, and 
higher risk of coagulopathy [ 73 ]. The Vietnam head injury study has 
generated a lot of extremely valuable data on the long-term effects 
of penetrating TBI [ 74 – 76 ]. The Vietnam head injury study included 
baseline (pre-injury) data and a fairly homogenous group of patients 
(in terms of age and type of injury). Thus, interesting possibilities for 
translation emerge if this type of injury can be properly represented 
in experimental models. 

 A number of models have been developed to study penetrating 
ballistic TBI using cat [ 77 ], dog [ 78 ], monkey [ 79 ], and sheep 
[ 80 ]. None of these models are currently in routine use. To date, 
there are only two models in use and these both use rodents. In 
one of these a designed probe is inserted in the brain at the desired 
location and rapid infl ation of an attached balloon is used to mimic 
the temporary cavity caused by energy dissipation from the bullet 
[ 81 ]. In the other model, a probe penetrates the brain at high 
velocity [ 82 ]. When shooting this probe into gel samples large 
temporary cavities are formed that are correlated to both speed of 
penetration and the shape of the penetrating object. The latter 
model will be presented in greater detail below. 

   A midline incision was made through the skin and periosteum of the 
anesthetized rat head, and a burr hole of 2.75 mm in diameter was 
drilled with its center slightly lateral and posterior to bregma. The rat 
was thereafter placed in a stereotactic frame and positioned so that a 
probe, commonly 2 mm in diameter with a spherical tip, was posi-
tioned directly above the dura exposed by the burr hole. This probe 
was fi tted into a holder and guided by a narrow tube (Fig.  7 ). A lead 
pellet was accelerated by air pressure from a specially designed air rifl e 
and impacted the probe. The probe  penetrates 5–6 mm into the 
brain at high speed; 90 m/s at the time it starts to enter the brain.

   The injury caused severe damage to the lateral and medial pari-
etal cortecies, corpus callosum, hippocampus, and several parts of 
the posterior thalamus [ 82 ]. After a few days after trauma, a large 
cavity was formed in the brain. The penetration trauma also causes 
hemorrhages,  blood–brain barrier   breakdown,  neurodegenera-
tions  , gliosis, transient changes in several  behavior   tests, and persis-
tent defi ciency of reference memory. There are signifi cant changes 
in gene expression, both in the cerebral cortex that surrounds the 
penetration and in the hippocampus [ 42 ] and leakage of S-100B 
into serum [ 83 ]. The infl ammatory response in the cortex includes 
an activation of the terminal pathway of the complement system 
[ 84 ]. This model has also been used to characterize changes in 
BDNF and neurotrophin receptors after penetrating injury [ 85 ] in 
order to provide a correlate to data on the importance of BDNF 
gene polymorphism for the outcome of penetrating TBI in the 
Vietnam Head Injury study [ 86 ].   

4.1  Penetration TBI 
at High Velocity
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5    Concluding Remarks 

 Far to many experimental studies end up with data that cannot be 
translated into clinical work. Translation can fail if the models are 
not properly validated and provide a good representation of the 
clinical injury they are supposed to model. Translation can also be 
impeded by large differences in the methods for outcome measure 
[ 87 ]. In order to facilitate the translation of experimental data, it 
may be important to include outcome recordings that could be 
used also in clinical work, such as serological biomarkers and MRI 
[ 88 ]. One additional strategy is to develop and use Finite Element 
Models of the animal and the model that is used to load the animal 
during the experiment. One model for the rat head has recently 
been employed to model rotational acceleration injury [ 89 ]. Such 
work can enable scaling and comparison with human clinical cases 
of TBI [ 56 ,  90 ,  91 ]. The choice of the animal species or strain can 
obviously have a signifi cant impact on the outcome of the injury. 
Differences in body size and the geometry of the skull can be 
assumed to represent critical factors in experimental design. For 
example, experiments with rotational acceleration are very depen-
dent on the distance to the axis of rotation, thus a larger brain may 
be far less resistant to rotational injury. Different rat strains may 
exhibit different infl ammatory responses and reactions to TBI. 

 Validated and verifi ed experimental models are necessary for 
successful identifi cation of new drug candidates for treatment of 
TBI or SCI [ 92 ]. Differences in time scales between experimental 
animals, such as rodents, and humans are diffi cult to represent and 
compensate for in experimental work [ 93 ].     

  Fig. 7    The penetration rig (Previously published in [ 94 ])       
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  Abstract 

   Unique from other brain disorders, traumatic brain injury (TBI) generally results from a discrete biomechanical 
event that induces rapid head movement. The large size and high organization of the human brain makes it 
particularly vulnerable to traumatic injury from rotational accelerations that can cause dynamic deformation 
of the brain tissue. Therefore, replicating the injury biomechanics of human TBI in animal models presents 
a substantial challenge, particularly with regard to addressing brain size and injury parameters. Here we pres-
ent the historical development and use of a porcine model of head rotational acceleration. By scaling up the 
rotational forces to account for difference in brain mass between swine and humans, this model has been 
shown to produce the same tissue deformations and identical neuropathologies found in human TBI. The 
parameters of scaled rapid angular accelerations applied for the model reproduce inertial forces generated 
when the human head suddenly accelerates or decelerates in falls, collisions, or blunt impacts. The model uses 
custom-built linkage assemblies and a powerful linear actuator designed to produce purely impulsive non-
impact head rotation in different angular planes at controlled rotational acceleration levels. Through a range 
of head rotational kinematics, this model can produce functional and neuropathological changes across the 
spectrum from concussion to severe TBI. Notably, however, the model is very diffi cult to employ, requiring 
a highly skilled team for medical management, biomechanics, neurological recovery, and specialized outcome 
measures including neuromonitoring, neurophysiology, neuroimaging, and neuropathology. Nonetheless, 
while challenging, this clinically relevant model has proven valuable for identifying mechanisms of acute and 
progressive neuropathologies as well as for the evaluation of noninvasive diagnostic techniques and potential 
neuroprotective treatments following TBI.  

  Key words     Traumatic brain injury (TBI)  ,   Biomechanics  ,   Neuropathology  ,   Diffuse brain injury 
(DBI)  ,   Axonal injury  ,   Modeling  ,   Degeneration  ,   Concussion  

1      Introduction 

   TBI represents a major health and socioeconomic problem, as annu-
ally in the USA alone there are over 80,000 deaths with over fi ve 
million exhibiting chronic neurological defi cits [ 1 – 6 ]. The so- called 
“mild” TBI, otherwise known as  concussion  , is astonishingly 
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prevalent as it is estimated that 1.6–3.8 million sports-related concus-
sions occur in the USA each year [ 2 ,  7 – 11 ]. Moreover, recent mili-
tary confl icts have seen a dramatic increase in the prevalence of TBI 
compared to twentieth century wars, causing TBI to be described as 
the “signature injury” of the modern warfi ghter [ 12 ]. The persisting 
and even progressive  neuropathology   and neurological dysfunction 
triggered by this mechanical injury represents a particularly unique 
challenge, as noted in preclinical models and humans [ 13 – 20 ]. 

 As a heterogeneous disorder, long-term outcome following 
TBI is dependent on the type and severity of the initial physical 
event (primary injury) compounded by multifaceted pathophysio-
logical consequences (secondary injuries) [ 21 – 27 ]. The primary 
injury represents physical damage on the macro- (tissue tears, vas-
cular disruption), micro- (cell shearing), or nano-scale (cytoskele-
tal breakage, plasmalemmal damage). Complex secondary 
pathophysiological cascades include infl ammation and reactive gli-
osis, edema, metabolic defi cits, loss of ionic homeostasis, aberrant 
enzymatic activation, increase in reactive oxygen species, excito-
toxicity,  hypoxia  , and altered cell signaling [ 16 ,  26 ,  28 – 32 ]. These 
deleterious cascades may lead to prolonged cellular dysfunction, 
axonal  degeneration  , and cell death [ 32 – 36 ]. Collectively, the ini-
tial injury and evolving  pathophysiology   often lead to  neurodegen-
eration   and other pathologies progressing over weeks, months, 
years, or even decades [ 16 ,  20 ,  24 ,  31 ,  32 ,  37 – 41 ]. Due to chronic 
and progressive  mechanisms   of neurophysiological dysfunction 
and neuronal/axonal degeneration, TBI can be considered an 
acute biophysical trauma that can lead to a neurodegenerative dis-
ease state in some cases. 

 Across the severity spectrum of TBI, outcomes vary from tem-
porary, mild  cognitive defi cits   to permanent, severely debilitating 
changes affecting motor function, emotion, and cognition [ 41 , 
 42 ]. Even concussion may lead to cognitive disruptions immedi-
ately post-injury as well as persistent neurological defi cits [ 43 – 46 ]. 
Moreover, functional impairment following TBI may be prolonged 
due to complex degenerative cascades, the limited regenerative 
ability of the brain, and lack of effective treatments. Unfortunately, 
despite reports of hundreds of treatments that have show effi cacy 
in rodent models of TBI, none have translated to clinical use 
despite over 30 clinical trials based on the preclinical data [ 47 ,  48 ]. 
While the lack of positive fi ndings in clinical studies may refl ect the 
complexity and heterogeneity of human TBI and challenges in 
clinical trial design [ 28 ], it may also serve as a cautionary tale of the 
inability of rodent models to replicate the  pathophysiology   and 
neurodegenerative sequelae of clinical TBI [ 49 ].  

   TBI is unique from any other neurological affl iction in that it is 
induced by a discrete physical event. The vast majority of clinical 
TBIs are closed-head (i.e., non-penetrating) diffuse brain injuries 
caused by inertial loading to the head [ 2 ,  17 ,  30 ,  50 – 52 ]. The cause 
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of the inertial loading is the transfer of kinetic energy, typically based 
on the body/head having momentum and impacting a larger object 
(e.g., concrete in the case of a fall or a dashboard in the case of a 
motor vehicle collision) to cause rapid deceleration; and/or the head 
being impacted by a object having signifi cant momentum (e.g., 
tackler  in   American football, head collisions in soccer) to rapidly 
accelerate the head (with deceleration often occurring due to another 
impact and/or due to anatomical limitations, e.g., the chin impact-
ing the chest). Of note, the head may be loaded without an impact, 
as the transfer of kinetic energy can occur through the body (e.g., 
restrained occupant in a motor vehicle collision). In moderate-to-
severe TBI, the impact loading itself commonly exerts focal effects 
such as overt bleeding and contusion on the brain surface. However, 
approximately 90 % of clinical TBIs are classifi ed as mild, which by 
defi nition are closed-head injuries and not typically associated with 
bleeds or contusions, although there is debate in this area [ 53 ,  54 ]. 
In  concussion  , although impact and inertial loading of the head gen-
erally act in combination, the linear forces associated with head 
impact primarily serve to rapidly accelerate or decelerate the head 
relative to the body, thus generating rapid angular acceleration–
deceleration of the head. 

 Such rapid rotational loading of the head generates complex 
stress–strain fi elds throughout  brain tissue  , which was suggested 
over 70 years ago to be the principal cause of  diffuse brain injury   
[ 55 ,  56 ] (Fig.  1 ). This relationship is exemplifi ed with concussion 
in particular, where loss-of-consciousness or other neurological 
defi cits occur absent a focal (impact)    contusion, suggesting that a 
blow to the head causes diffuse strain fi elds associated with rapid 
head rotation (inertial loading). Indeed, the importance of head 
movement/rotation to the etiology of concussion was established 
in seminal studies by Drs. Denny-Brown and Russell, who found 
that transient loss-of-consciousness was readily induced when the 
head was free to rotate, but not when forces were applied to a fi xed 
head [ 55 ]. This work was extended in a series of seminal studies 
conducted by Dr. Ommaya and colleagues at the National Institutes 
of Health in the 1960s and 1970s establishing the importance of 
head rotational versus linear (translational) accelerations in loss-of- 
consciousness and associated  neuropathology   using nonhuman 
primates (NHP) [ 57 – 62 ]. Here, neurological endpoints such as 
loss-of-consciousness and coma were rarely obtained with impacts 
causing linear head motion—and when present, only at extremely 
high “g” levels—but rather occurred with much lower impact 
thresholds when the head was free to rotate causing angular accel-
eration. This was also refl ected in the presence and distribution of 
d iffuse axonal injury   (DAI)—the hallmark pathology of closed- 
head TBI—which was suggested to be biomechanically induced 
based on the generation of diffuse strain patterns in the brain fol-
lowing rotation, but was not present with linear head motion. 
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After numerous studies rigorously testing linear versus rotational 
head acceleration in loss-of-consciousness, coma, intracerebral 
 hemorrhage  , and DAI, Ommaya and Gennarelli concluded that:

   At equivalent levels of input acceleration, rotation of the head appears 
to be necessary for loss of consciousness as well as productive of diffuse 
and focal lesions in the brain, the main damage distribution being at 
brain surfaces and at zones of changes in density of the intracranial 
 tissues. Translation of the head in the horizontal plane on the other 
hand produces essentially focal effects only, resulting in well-circum-
scribed cerebral contusions and intracerebral hematomas; such focal 
effects do not appear adequate for the production of cerebral concus-
sion or other evidence of diffuse effects on the brain. [ 50 ] 

   Collectively, this body of work over the 1960–1970s estab-
lished a causal link between the physical and physiological con-
sequences of TBI, and in particular the importance of head 

  Fig. 1    Modeling closed-head diffuse brain injury in swine. ( a ) Conceptual schematic of diffuse TBI in humans, 
which is most often caused by rapid rotational acceleration/deceleration of the head. Such inertial loading due 
to angular acceleration/velocity generates diffuse strain patterns in the brain. ( b ) Mock-up showing predicted 
tissue deformation during head rotational acceleration–deceleration loading of the pig brain during rapid head 
rotation in the coronal plane. Head rotational parameters, in particular angular acceleration, may be scaled 
from humans to gyrencephalic mammals based on brain mass. Figure adapted with permission from [ 30 ]       
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rotational acceleration in the etiology of  diffuse brain injury  . 
Building on these seminal studies, subsequent work applied ana-
lytical and physical models to determine the relevant tissue-level 
strain fi elds resulting in the previously observed  neuropathology  , 
suggesting the need for high strains (10–50 %) at the tissue- and 
cell-level, delivered at rapid strain rates of 10–50 s −1  (i.e., over 
tens of milliseconds) [ 63 – 67 ]. Of note, many  biophysical   
responses in neural cells have been shown to be strain rate-
dependent owing to the viscoelastic nature of cells where at high 
strain rates—characteristic of TBI—the cellular structures may 
behave in a brittle manner whereas at low strain rates structures 
may be compliant even for large strains [ 68 – 74 ]. At or beyond 
these empirically derived biomechanical thresholds, there will be 
an element of physical tissue, cellular, and/or axonal damage 
that may be focal, multifocal, or completely diffuse, resulting in 
varied manifestation from overt disruption of intra- and extra-
cerebral vasculature (e.g., acute subdural hematoma) to subtle 
cellular and/or subcellular damage (e.g., diffuse axonal injury in 
subcortical  white matter  ); with particularly vulnerable brain 
regions depending on factors such as the local neuroanatomy, 
micro-structural discontinuities (i.e., interfaces), cell (tract) ori-
entation, and plane of head rotation [ 63 ,  64 ,  75 – 79 ]. Moreover, 
in closed-head  diffuse brain injury  , the dominant mode of brain 
tissue deformation is shear strain, owing to the shear modulus 
being at least several orders of magnitude lower than the bulk 
modulus of  brain tissue   [ 56 ,  70 ,  80 ,  81 ]. From a tissue mechan-
ics standpoint, this makes the strain fi elds in the brain highly 
dependent on rotational loading, but relatively impervious to 
linear translation—thus furthering the links between head rota-
tional acceleration, tissue strain levels, and resulting macro- to 
micro-neuropathology. 

 Remarkably, the collective experimental observation over the 
past 50 years have borne out predictions made by Holbourn in the 
1940s, who postulated that rotational forces were necessary to 
generate shear strain patterns in viscoelastic (and virtually incom-
pressible) soft tissue, whereas signifi cant tissue deformation fi elds 
would not be achieved by linear forces [ 56 ]. Holbourn’s own work 
on the mechanics of head injury coupled with the physiological 
work of his contemporaries led him to conclude that “concussion 
is a rotational injury” [ 56 ]. Thus, it is the consensus view in the 
fi eld that this rapid rotational loading of the head and neck about 
the craniocervical junction and torso (i.e., acceleration–decelera-
tion inertial loading) is the proximal cause of  diffuse brain   injury in 
general and concussion in particular. Therefore, attention to the 
tissue and cellular  biomechanics   of injury—based on tissue- and 
cellular-level strain fi elds—is critically important to fully describe 
clinical TBI across the spectrum of severities as well as to validate 
experimental preclinical models.  
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   The complex neuroanatomy and neurophysiology of humans and 
other large mammals such as pigs, denoted by gyrencephalic brains, 
substantial  white matter   domains and specifi c pathophysiological 
features, may be key factors in the development of specifi c features 
of trauma-induced  neuropathology   [ 30 ,  82 ]. Although rodent 
models provide a powerful platform to elucidate mechanisms of 
trauma-induced  neurodegeneration  , they may not be suitable to 
mimic all aspects of clinical TBI. Therefore, it is important that 
biomechanically and neuroanatomically dependent phenomena 
elucidated in rodent models be subsequently evaluated in large ani-
mal models of TBI prior to extrapolation to humans. In particular, 
there are crucial differences between the rat (or mouse) and pig 
brain that must be considered in  modeling   closed-head TBI. First, 
brain mass is an important consideration, and is a key parameter in 
closed head inertial brain injury where mass-mass effects dominate 
[ 56 ,  61 ,  62 ,  75 ]. Large-animal models of closed-head TBI may be 
uniquely capable of replicating the tissue-level  biomechanics   of 
inertial brain injury marked by diffuse strain patterns in the brain. It 
is a signifi cant challenge to achieve suffi cient head rotational accel-
eration in small rodents to mimic the tissue-level forces without 
inducing compression effects or rupture of the vasculature, although 
some have proposed models for this purpose [ 83 ,  84 ]. Another key 
similarity between the human and pig brain is gross neuroanatomy, 
as humans and most large mammals possess gyrencephalic (3D gyri 
and sulci) brains with substantial  white matter   domains whereas rats 
and mice have lissencephalic brains with a paucity of white matter. 
Specifi cally, human and porcine brains exhibit a similar 60:40 ratio 
of white matter to gray matter, whereas that ratio is 14:86 in rats 
and 10:90 in mice [ 85 – 87 ]. This discrepancy in  white matter   geom-
etry and volume between large mammals versus rodents is a crucial 
component for the fi delity of  modeling   the  mechanisms   and distri-
bution of  DAI  , the hallmark pathology of closed-head diffuse brain 
injury across a range of severities in humans [ 15 ,  30 ,  51 ,  52 ,  88 –
 91 ]. Also, cortical neuronal  degeneration   immediately post-trauma 
and in chronic traumatic encephalopathy follows a distinct pattern 
with respect to the macro neuroanatomy [ 38 ]—which would be 
impossible to mimic using lissencephalic rodents. Pathophysiological 
components are also important. Rodents (absent genetic modifi ca-
tions) normally do not acquire specifi c neurodegenerative patholo-
gies such as Aβ plaques; however, these pathologies are found in 
swine post-TBI [ 19 ,  92 ]. Moreover, the majority of rodent TBI 
studies utilize open skull techniques and are dominated by focal/
impact injuries, which poorly replicate  diffuse brain injury   and 
inherently possess  craniectomy   and/or bleeding, which confound 
any attempt at “mild” levels of TBI [ 93 ]. Overall, models employ-
ing lissencephalic animals may fail to capture the  mechanisms   and 
distribution of acute pathophysiological responses and neuropatho-
logical manifestation such as neuronal and axonal  degeneration  . 
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The relatively low mass rodent brain make attempts to properly 
scale closed-head inertial forces prohibitively challenging, and  DAI   
is a pathology diffi cult to replicate in lissencephalic rodents with a 
paucity of  white matter  . Thus, a large animal model with biome-
chanical fi delity to clinical TBI is valuable to identify acute and 
chronic pathophysiological and neurodegenerative changes follow-
ing closed-head TBI and to validate pathophysiological  mechanisms   
found using rodents.  

   After Ommaya’s seminal studies in the 1960s and 1970s, research-
ers focused on gaining an improved understanding of the  biome-
chanics  , injury etiology, and treatment of diffuse traumatic  white 
matter   injury using several species, ages, assessments, and post- 
injury intervals ranging from hours to months [ 64 ,  75 – 77 ,  79 , 
 94 – 110 ]. The initial studies in the 1970s through the early 1980s 
investigated a spectrum of brain injuries ranging from mild cerebral 
concussion through severe injuries such as DAI with prolonged 
coma and/or acute subdural hematoma in the NHP [ 75 – 77 ,  94 ]. 
Of note, while mild brain injuries (e.g., concussion) are the most 
common types of brain injuries,  DAI   and subdural hematoma are 
responsible for approximately 70 % of the mortality and morbidity 
associated with brain injury. These landmark studies included a 
broad range of rotational loading directions, acceleration ampli-
tudes, as well as repeated and single loads, and revealed thresholds 
for concussion, coma, and subdural hematoma as a function of 
rotational acceleration levels across different planes of rotation [ 75 –
 77 ,  94 ]. Moreover, this work revealed patterns of prominent neu-
ropathology including  DAI   similar to that seen in humans 
postmortem [ 75 ]. These initial studies were highly impactful for 
the TBI fi eld, greatly increasing our understanding of the biome-
chanical etiology and thresholds for a range of neurological and 
neuropathological consequences of TBI. Importantly, these studies 
built on Ommaya’s work establishing that diffuse brain injuries 
were predominantly caused by rotational accelerations of the head.  

   In the early 1990s, Gennarelli began working with Meaney and 
Smith to develop a model of non-impact closed-head rotational 
TBI in adult swine [ 64 ,  79 ,  92 ,  95 – 99 ,  111 – 114 ]. This model was 
later adapted by Margulies and colleagues as a pediatric model of 
TBI using neonatal to adolescent swine [ 100 – 109 ,  115 – 124 ]. For 
these studies, the injury device subjects the porcine head to non- 
impact, rapid angular acceleration to induce inertial forces common 
in human TBI resulting from falls, impacts, or collisions [ 64 ,  79 , 
 125 ]. This porcine model has been shown to induce reproducible 
neurological and neuropathological defi cits ranging from short-
term neurological abnormalities to prolonged loss-of- consciousness/
coma, mild edema to profound increases in intracranial pressure, 
vascular abnormalities with or without the presence of overt 
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hemorrhages, and, upon postmortem examination, astrogliosis, 
neuro-infl ammation, perikaryal  degeneration   and multifocal  DAI   
[ 79 ,  92 ,  96 ,  98 ] ( see  section 3  Outcome Measurements  below). Due 
in large part to neuroanatomical similarities between humans and 
pigs and biomechanical inputs representative of diffuse rotational 
loading in humans, this model is the most clinically relevant model 
of closed- head  diffuse brain injury   in use today. Of note, outcomes 
vary based on plane of head rotation, escalating head rotational 
acceleration/velocity kinematics, and time post-injury. Importantly, 
the emergence and distribution of these features—with proper bio-
mechanical scaling—mirror that seen in humans across the spec-
trum from “mild” to “severe” TBI. Indeed, it has been well 
established that the porcine model is suitable to model clinical TBI 
as it satisfi es key considerations related to the human condition, 
including the injury  biomechanics  , cellular biophysical responses, 
pathophysiological progression, and neurodegenerative sequelae of 
clinical TBI.   

2    Application of the HYGE Device as a Large Animal Model of Closed-Head TBI 

 Using a pneumatic device (HYGE, Inc., Kittanning, PA; formerly 
BENDIX, Corp.), the injury paradigm was developed to establish 
a  preclinical model   of closed-head  diffuse brain injury   with biome-
chanical and neuropathological fi delity to inertial TBI in humans 
and not confounded by impact or focal contusion effects. The 
HYGE model is based on pure impulsive head rotational accelera-
tion and deceleration using mammals with large brain mass and 
complex gyrencephalic neuroanatomy. This well-characterized 
model subjects the head to rapid angular acceleration using 
 custom- built linkage assemblies coupled to a pneumatic actuator 
to convert linear motion to angular motion. In this fashion, this 
model produces pure impulsive non-impact head rotation in differ-
ent planes at controlled rotational acceleration levels [ 64 ,  79 ,  98 , 
 126 ] (Fig.  2 ). Multiple strains of pigs have been used with the 
HYGE, including Hanford and Yucatan miniature swine and 
Yorkshire swine (standard North American farm strain) over a 
range of immature ages to the adult. In the past, all tests were con-
ducted using female pigs; however, male pigs have recently been 
incorporated into studies. In all these strains, brain masses range 
from 35–80 g for neonatal to adolescent pigs and 80–150 g for 
adult pigs, and total body weight at the time of injury ranges from 
approximately 2–50 kg.

      All procedures with the model are carried out in accordance with 
the University of Pennsylvania’s Institutional Animal Care and Use 
Committee and adhere to policies set forth in the  Guide for the 
Care and Use of Laboratory Animal, Eighth Edition . During the 
procedure, the animals are fully anesthetized and physiological 
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parameters are monitored continuously throughout  the   proce-
dure, including SpO 2 , heart rate, respiratory rate, and temperature 
(Fig.  3 ). For coupling to the linkage assembly, the animals are 
secured to a custom-built bite plate designed to accommodate the 
jaw and snout.

      The HYGE device uses compressed gas to accelerate an internal pis-
ton that moves a thrust column in a programmable linear fashion. 
This shaft is then coupled externally to a custom-built external linkage 
assembly to produce the desired kinematics (Fig.  4 ). Specifi cally, the 
kinematic linkage assembly is directly coupled to the thrust column of 
the HYGE actuator, and converts the linear action of the thrust col-
umn to angular (rotational) motion. The actuator consists of a pneu-
matic cylinder 6 in. in diameter, and the internal piston is surrounded 
by a hydraulic fl uid (i.e., transmission fl uid) within the shaft. The pis-
ton is driven by a preset differential pressure using compressed nitro-
gen and is capable of generating 40,000 lb of thrust (over 18,000 kg) 

2.2  HYGE Device 
Operation

  Fig. 2    Methodology for closed-head rotational acceleration TBI in swine. Closed-head diffuse brain injury was 
induced using rotational acceleration–deceleration of the head/brain in the coronal, sagittal, or axial plane. 
This provides control over the affl icted anatomical substrates and the extent of injury       
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in less than 6 ms. The linkage incorporates the ability to indepen-
dently control the center of rotation, degree of angular excursion, and 
direction of the motion relative to the anatomy. All of the aspects of 
acceleration waveform and magnitude are controlled by custom 
designed metering pins located internal to the HYGE device.

   The side arms and bite plate (and thus the animals’ head) are 
transduced rotationally by the linkage assembly upon activation of 
the HYGE piston (Fig.  4 ). Importantly, the HYGE device permits 
head rotations in the sagittal, coronal, horizontal, and oblique 
planes, with a center of rotation about the cervical spine. The force 
generated by the piston is determined by differential pressure levels 
inputted into load and set chambers, thus providing direct control 
of the magnitude of the rotational acceleration transduced by the 
linkage assembly. Two metering pins are used to create a biphasic, 
acceleration–deceleration load time history. The magnitude of 
these components can be adjusted by changing the metering pin 
profi les to produce a predominant deceleration phase if desired. 
Thus, the HYGE device has the capability to independently modify 
angular acceleration/deceleration and angular velocity by using 
alternative acceleration and deceleration metering pins, respec-
tively (Fig.  4 ). Although the duration of the inertial load is compa-
rable to impact loading conditions (3–20 ms), a limitation of the 

  Fig. 3    Physiological monitoring of experimental subjects. Physiological parame-
ters are measured before, during, and after head rotational injury using the HYGE 
device. The bite plate demonstrates the way that the pig was mounted onto the 
HYGE device with custom linkages to convert linear motion to angular rotation       
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HYGE device is that it may not model the sudden deceleration (or 
acceleration) that can occur with severe blunt impact. Long-term 
usage of the system has provided calibration curves to enable the 
HYGE to be set to a specifi c angular velocity based on the input 
pressures and the particular side arms used. As a result, one can 
reproducibly control the angular velocity and acceleration of the 
head, and thus the severity of the injury .  

   The injury kinematics are measured for each study. Specifi cally, 
angular velocity is measured by a magnetohydrodynamic sensor 
(custom-built ARS-06 from Applied Technology Associates, 
Albuquerque, NM) mounted to the linkage assembly sidearm. 
Since the linkage arm and the head are rigidly affi xed to each other, 
tracking the linkage arm angular velocity equates with tracking the 
angular velocity of the head without the confounder of direct 
attachment to the scalp (angular velocity is the same anywhere 
along the same lever arm). The sensor transduces angular velocity 
into an electric fi eld (voltage) that is generated by the movement of 
a conducting fl uid in relation to a permanent magnet. Each sensor 
has been calibrated by Applied Technology Associates to allow con-
version of voltage to angular velocity. The voltage is measured by a 
National Instruments data acquisition system running custom writ-
ten LabView software to acquire voltage samples at 10 kHz (one 
sample every 0.1 ms), and then these measurements are converted 

2.3  Measurement 
of Injury Kinematics

  Fig. 4    HYGE device and custom-built linkage assembly for head rotation in the coronal plane. ( a ) Schematic of 
the HYGE pneumatic actuator and custom linkage assembly to convert the linear motion of the HYGE piston to 
angular motion. ( b ) Pictures of the HYGE device used to deliver head rotational acceleration in swine, demon-
strating the pre-loading and maximum rotation position       
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to angular velocity based on the calibration of each individual sensor. 
The angular movement can be visualized by plotting angular veloc-
ity versus time. Angular displacement is calculated by integrating 
the angular velocity, whereas angular acceleration is calculated by 
taking the derivative of the angular velocity as described [ 107 ]. 

 A second derivative of the fi ltered angular velocity can also be 
computed to calculate the angular jerk. From these operations, 
traces for the angular position, velocity, and acceleration may be 
attained for a given injury ( see  Table  1 ). For each injury, traces are 
analyzed to compute maximums, minimums, and averages for each 
parameter (Fig.  5 ). The start and end points are manually picked 
out with assistance of custom software that shows each instance the 
angular velocity crossed zero (negative to positive value or positive 
to negative value). The peak velocity point is a key component in 
the HYGE movement. The point not only provides a straightfor-
ward metric for injury severity, but this point also provides a divid-
ing mark between a positive phase of acceleration and a negative 
phase of acceleration (deceleration). Analysis is performed sepa-
rately on both phases. From all the traces and start/end points, 
motion parameters of the injury may be extracted and compared 
from trial to trial. Under these parameters, the HYGE device is 
capable of excursions up to 110° in <20 ms (generally <12 ms), 
generating angular velocities of up to 350 rad/s at angular accel-
erations up to 300,000 rad/s.

   Table 1  
  HYGE kinematic parameters   

 Angular velocity (rad/s) 

  Maximum and minimum velocity 
  Average positive velocity (mean, median) 

  Time: Start of movement to max velocity 
  Time: Maximum velocity to zero velocity 
  Time: Total movement time 

 Angular acceleration (rad/s 2 ) 

  Maximum acceleration 
  Minimum acceleration 
  Maximum − minimum acceleration 
  Average positive acceleration (mean, median) 
  Average negative acceleration (mean, median) 

  Time: Duration of positive acceleration 
  Time: Duration of negative acceleration 
  Time: Max velocity (zero acceleration) to minimum acceleration 

 Position (radians and degrees) 

  Distance (radians) to maximum velocity point 
  Total distance (radians) 

D. Kacy Cullen et al.



301

       The loading conditions generated by this device closely approximate 
the conditions of inertial brain injury in humans based on brain mass 
scaling. Traditionally, the rotational accelerations necessary to scale 
tissue-level forces from human to pigs has been accomplished based 
on Holbourn’s Scaling Equation with subsequent refi nements 
(A.H.S. Holbourn [1956]; private communication to Dr. Sabina 
Stritch, October 13, 1956; [ 127 ]). Thus, the smaller porcine  brain 
  mass (<150 g) requires higher levels of rotational acceleration to 

2.4  Injury 
Biomechanics: Human 
Scaling, Physical 
Models, 
and Anatomical 
Considerations

  Fig. 5    HYGE kinematics and scaling to human inertial TBI. (a) Representative concurrent angular velocity and 
angular acceleration traces. (b) Angular acceleration trace highlighting the acceleration and deceleration 
phases. (c-d) Overlay of multiple color-coded (c) angular velocity and (d) angular acceleration traces to show 
changes in waveform slopes and duration for various rotational scenarios. (e) Holbourn’s Scaling Equation and 
relevant assumptions to scale head rotational loading from humans to pigs. (f) For a fi xed ratio of brain masses, 
angular acceleration scales linearly between humans and pigs       
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produce injuries that mimic those seen in the adult human (brain 
mass approximately 1000–1500 g) (Fig.  5 ). Porcine to human kine-
matic scaling has been improved to account for additional factors 
such as age and  brain tissue   mechanical properties [ 104 ]. An alterna-
tive scaling relationship based on rotational velocity has also previ-
ously been proposed [ 127 ]. Recently, we have used these simplifi ed 
scaling relationships to transfer the rotational accelerations associ-
ated with concussion in humans, described in recent studies to be 
5600–8000 rad/s [ 128 – 132 ], to equivalent rotational motions in 
the smaller young adult swine brain [ 114 ]. Based on these estimated 
scaling relationships and the range of brain mass for humans and 
young adult swine, we calculated that coronal plane rotational accel-
erations ranging from 28,000–59,000 rad/s (corresponding with 
rotational velocities of approximately 110–150 rad/s) were associ-
ated with these concussion thresholds in humans. In addition, we 
previously determined that axial plane accelerations in pigs caused 
increased localized strains in the brainstem region [ 133 ] compared 
to coronal plane accelerations, so we therefore calculated a propor-
tionally lower level of peak rotational acceleration in this plane of 
14,000–30,000 rad/s (corresponding with rotational velocities of 
approximately 95–120 rad/s). Therefore, equivalent tissue-level 
strain fi elds between the porcine brain and human brain are pre-
dicted to occur during rotational acceleration at rates approximately 
4–6 times greater for pigs, owing to the reduced brain mass of swine 
relative to humans. 

 There is a broad range of rotational acceleration levels attain-
able using the HYGE device, as well as the capability for angular 
acceleration and deceleration to be modifi ed independently of the 
angular velocity. This unique capability may allow the elucidation 
of the relative contributions of rotational velocity, rotational accel-
eration, and acceleration duration to determine the importance of 
these kinematic variables on injury risk. To further establish links 
between macro- and micro-biomechanical features as well as to 
advance scaling to human injuries, the HYGE device has been used 
to subject physical models of the skull - brain structures to identical 
loading conditions used to produce specifi c brain injuries in ani-
mals [ 63 ,  65 ,  66 ,  104 ,  126 ]. The data from these physical model 
experiments together with an analytical approximation of the 
deformations of the tissues of the brain allowed the development 
of early correlations between the specifi c brain injuries and the 
loading conditions. Thus, the HYGE device is ideally suited to 
identify biomechanical thresholds for concussion and various neu-
ropathologies based on targeted kinematic parameters, and relate 
these outcomes to predicted and measured tissue-level strain fi elds. 

 A consideration in extrapolating fi ndings from this porcine 
model to human TBI is based on whole-organism neuroanatomi-
cal differences. As quadrupeds, pigs alter the dynamics of tissue 
strains across distinct structures based on brain anatomy, likely 
affecting specifi c regions such as cerebellar versus cerebral strain 
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fi elds. Also, the relationship between the center-of-mass and the 
center-of-rotation varies across injury planes for human versus 
pigs. In humans, the center of mass and center of rotation are 
approximately the same for rotation in the horizontal/axial plane, 
but different for head rotation in the sagittal and coronal planes. 
Alternatively, in quadrupeds, the center of mass and center of rota-
tion are the same for rotation in the coronal plane, but differ in the 
sagittal and horizontal/axial planes (see Fig.  2 ). Notably, sagittal is 
the only plane where the relationship between the location of the 
center of mass and center of rotation is similar between humans 
and quadrupeds (proportionally). These notable differences 
between human and porcine anatomy are known parameters that 
can be accounted for experimentally and in mathematical simula-
tions of strain fi elds.   

3    Outcome Measurements 

 Over the last 20 years, this unique porcine model of TBI has been 
instrumental in seminal discoveries linking the  biomechanics  , patho-
biology, physiological, and cognitive/behavioral outcomes of closed-
head TBI. Moreover, these studies have improved our ability to 
monitor and noninvasively assess overt and subtle pathological fea-
tures of injury. Thus far, studies using this model have been reported 
in numerous publications [ 64 ,  79 ,  92 ,  95 – 109 ,  111 – 124 ]. 

   This porcine model of non-impact closed-head rotational- 
acceleration induced TBI results in different neurological out-
comes which are dependent on the plane of head rotation and the 
level of rotational acceleration/velocity [ 67 ,  98 ,  114 ,  126 ,  134 ]. 
In general, adult swine undergoing rotational injury in the coronal 
plane at the levels tested (typically 120–300 rad/s) experience brief 
or no apnea and do not present a measurable loss-of- consciousness. 
These coronal-rotated animals generally recover quickly and with-
out overt signs of injury. Specifi cally, the animals regain conscious-
ness within 15–30 min of removing anesthesia (i.e., indistinguishable 
from sham animals), require little to no oversight during recovery, 
and become ambulatory, regain balance, and self-feed within a few 
hours of the procedure. In contrast, animals are more vulnerable to 
head rotation in the sagittal or axial planes. At head rotational 
velocity levels above 110 rad/s in these planes, the animals gener-
ally exhibit some degree of loss-of-consciousness (i.e., transient or 
prolonged/coma), typically on the order of hours. 

 These animals often need continuous oversight during recov-
ery, with many requiring  ventilation   due to vascular compromise, 
brain swelling and marked increases intracranial pressure (ICP) as 
described below. Head rotational velocity beyond 130 rad/s gen-
erally results in persistent coma and prolonged neurointensive care 
and  ventilation  . Moreover, acute changes in EEG activity have 

3.1  Neurological 
Recovery
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been noted in injured animals [ 98 ]. Changes included slowing of 
alpha rhythms in the frontal and parietal areas and intermittent 
rhythmic high amplitude theta and delta activity. Thus the full 
spectrum of acute neurological outcomes may be attained based 
on rotational levels, including no overt changes, transient loss-of- 
consciousness, prolonged coma, and even death. Overall, based on 
loss-of-consciousness and neurological recovery, head rotation in 
the coronal plane at levels generated by the HYGE are considered 
to induce a “mild” TBI phenotype, whereas sagittal or axial plane 
rotation is considered to induce a “mild,” “moderate,” or “severe” 
TBI phenotype depending on the head rotational levels employed 
[ 98 ,  114 ,  126 ,  134 ]. Of note, these observations have been con-
sistent across sexes and strains, and are specifi cally based on the 
ranges of angular velocities/acceleration tested to date. 

 To semiquantitatively assess the acute neurological recovery and 
depth of unconsciousness in brain-injured pigs, we have developed a 
numerical coma scale scoring system based on the following catego-
ries: corneal refl ex (0 = absent, 1 = unilateral, 2 = bilateral); response to 
pain (0 = absent, 1 = movement without any sign of intention, 
2 = movement with intention); spontaneous eye opening (0 = nega-
tive, 2 = positive); and righting refl ex (2 = positive). The severity of 
coma was determined by the sum of the scores: 0–1 represented 
severe coma, 2 or 3 moderate coma, 4 or 5 mild coma, and 6–8 
emergence from coma [ 98 ]. A coma scale score is determined for 
each animal at 30-min intervals beginning immediately following the 
injury. Further evaluation was based on gross neurosensory examina-
tion including normal startle refl exes, gait, rooting  behavior  , eating, 
and drinking; however, these are only qualitatively assessed.  

   A common cause of death and long-term disability following severe 
TBI is devastating elevations in ICP caused by vascular compro-
mise and/or secondary sequelae causing edema. Indeed, the con-
trol of increased ICP is a major therapeutic goal in neurointensive 
care and neurosurgical settings. As such, ICP measurements before 
and after TBI in a completely closed-head environment have a sig-
nifi cant research value in order to better understand the  mecha-
nisms   of TBI-induced ICP increases and ultimately to optimize 
effective ICP-management therapies for patients. The porcine 
model of closed-head rotational TBI is ideally suited to acquire 
such dynamic measurements using human-scale devices (Fig.  6 ). 
Accordingly, in recent studies we developed custom-built, small, 
fully implantable wireless devices (both analog and digital) capable 
of continuously measuring ICP prior to, during, and after head 
rotational acceleration in swine [ 135 – 137 ]. Across various studies, 
the mean baseline ICP ranged from 9.5 ± 3.4 to 16.7 ± 4.6 mmHg 
(mean ± standard deviation; typically measured over a ~24 h period 
before injury), and varied based on activity level and body position. 
Following rapid head rotation, device integrity and positioning 

3.2  ICP Changes 
and Edema
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  Fig. 6    Telemetry-based neuromonitoring system in swine model of closed-head rotational injury. ( a ) Schematic 
of implanted custom-built device contained above the skull with a burr hole for sensor access to CSF. ( b ) 
Example ICP trace from wireless device before and after closed-head TBI in swine. In this study, baseline ICP 
readings were relatively stable over the 8 h prior to injury at 16.7 ± 4.6 mmHg (mean ± standard deviation). We 
found that closed-head rotation TBI induced a rapid and extreme ICP spike occurring directly upon injury. The 
acute elevation in ICP generally lasted for 40–60 min, followed by a gradual decline to maintain a persistently 
elevated level over several hours post-injury. ( c ) Current and future capabilities of this fully implantable, wire-
less neuromonitoring system       
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remained suitable for dynamic ICP reading within 2 min post- 
injury, which is impressive given the rotational forces used to 
induce  diffuse brain injury   in these studies (peak angular accelera-
tion of over 50,000 rad/s). Head rotation in the sagittal plane 
inducing severe injury produced a rapid and extreme ICP spike 
occurring immediately upon injury, generally 5–7 times baseline 
measurements and peaking at 8–10 min post-injury. The acute 
elevation in ICP generally lasted for 40–60 min, followed by a 
gradual decline to maintain an elevated level of 2–4 times baseline 
over several hours post-injury.

   To confi rm our measurements, the gold standard Camino ICP 
monitor (1104B, Integra Life Sciences) was introduced into the 
parenchyma 1–3 h post-injury (placed contralateral to wireless 
device). Over multiple trials, Camino measurements were within 
10 % of concurrent measurements with custom implanted devices, 
with discrepancies potentially attributed to different placement 
(intraparenchyma versus subdural). Gross pathology revealed sub-
dural hematoma in animals experiencing immediate ICP changes, 
whereas persistently elevated ICP was likely infl uenced by both 
cytotoxic and vasogenic edema. Moreover, the results attained 
with our novel implantable devices were consistent with previously 
published post-TBI ICP trends obtained by the Camino catheter 
using this swine model [ 79 ]. 

 This fully implantable, telemetry-based neuromonitoring sys-
tem may be utilized as a tool to diagnose and track ICP changes 
following TBI for a range of severities with diminished risk of 
infection. Our fi ndings demonstrated a signifi cant spike in ICP at 
the time of head acceleration and a sustained increase in ICP over 
a period of time post-injury. Moreover, different peak ICP levels 
were observed at the different injury levels. While not unexpected, 
this novel system provides the opportunity to acquire per-animal 
baseline ICP measurements as well as to continuously measure ICP 
following closed-head TBI. Moreover, this miniature device serves 
as a robust platform that may be expanded to include other critical 
physiological modalities such as cerebral oxygen and blood fl ow. 
Based on experimental objectives, these data can be transmitted 
continuously (up to 17 m) over extended time periods following 
injures at a range of severities, during acute recovery as well as later 
in awake, behaving animals post-injury.  

   A major goal for TBI diagnosis and treatment is the noninvasive 
detection of the acute and evolving neuropathological conse-
quences of the injury. Such information would be invaluable in 
assessing the extent and distribution of subtle pathology following 
mild TBI—often diffi cult to diagnose—and in identifying patients 
most likely to require therapy or other interventions. Moreover, 
these techniques will provide a means to improve the effi ciency and 
sensitivity of studies evaluating the effi cacy of therapeutic 

3.3  Neuroimaging
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intervention. Here, large animal studies using brains that more 
closely resemble human anatomy and employing conventional 
clinical imaging equipment, such as magnetic resonance imaging 
(MRI), are particularly valuable. Early in the history of the porcine 
TBI model, Kimura et al. employed magnetization transfer ratio 
imaging (MTR) to correlate changes in  MRI   scans to histological 
 evidence of damage, opening the door to a range of imaging 
modalities [ 99 ,  138 ]. Subsequent studies utilized proton magnetic 
resonance spectroscopy (MRS) to detect a decline in 
N-acetylaspartate (NAA) in areas of confi rmed axonal damage and 
a decrease in intracellular magnesium [ 139 ]. The introduction of 
newer radiological techniques, such as susceptibility weighted 
imaging (SWI), diffusion tensor imaging (DTI), and diffusion kur-
tosis imaging (DKI), along with stronger magnets, have provided 
more detailed analysis of changes that occur after TBI. By combin-
ing the images generated with histological evidence, this model 
provides the ideal vehicle to study the chronological progression of 
TBI, and thus facilitate diagnosis and treatment.  

   A crucial component of the porcine-HYGE model is that it pro-
vides the opportunity to directly evaluate the gross and histopatho-
logical consequences of TBI. Typically, there are no overt changes 
in the gross appearance of the brain and often no evidence of bleeds 
in animals that have undergone rotation in the coronal plane (over 
the range of head rotational levels evaluated to date), and in rare 
 cases   where bleeds are present they are localized and modest. In 
contrast, brains injured in the sagittal or axial planes may display 
signs of edema (moderate level) and/or subarachnoid/subdural 
hemorrhage (moderate and severe). When present, blood is usually 
found in the tentorium and around the base of the brain (Fig.  7 ). 
The varied neurological recovery (described previously) and level 
of vascular involvement underscores the multifaceted nature and 
complexity of head rotational TBI in this swine model, as is the 
case across the severity spectrum of TBI in humans.

   The porcine model has been used to increase our understand-
ing of the distribution, progression, and  mechanisms   of  neuropa-
thology   following closed-head  diffuse brain injury  . Prominent 
changes have varied based on neuroanatomical locale and severity 
of head rotation, and include astrogliosis, neuro-infl ammation, 
perikaryal degeneration and multifocal DAI (Fig.  8 ) [ 79 ,  92 ,  96 , 
 98 ]. In particular, DAI has been demonstrated to be one of the 
most common and important pathologic features  following 
  closed-head TBI in humans and in animal models [ 50 – 52 ,  75 , 
 79 ].  DAI   is a major feature of closed-head  diffuse brain injury   in 
swine, and manifests as accumulation of axonal transport proteins 
such as amyloid precursor protein (APP) in swollen regions of 
axons with eventual  degeneration   in stereotypical distribution 
suggestive of a biomechanical etiology [ 30 ,  140 ] (Fig.  9 ). 

3.4  Gross Pathology 
and Neuropathology
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  Fig. 7    Gross pathology. Thresholds for vascular compromise as a function of rotational plane and peak angular 
velocity. Gross pathological examinations were performed to assess the severity level and complexity of the 
injuries. In general, brains appeared grossly normal following coronal head rotation, and in the rare case of 
bleeding, such was localized and minor. Following high sagittal injuries, subdural hematoma, extensive bleed-
ing on the brain stem and spinal cord, as well as blood accumulation within the ventricles and within cortical 
sulci may be observed       

Moreover, the morphology of degenerating axons closely resem-
bles that seen in human brains post-TBI (Fig.  10 ). In both animal 
models and human postmortem studies of TBI, multiple notable 
proteins have been shown to accumulate in degenerating axons, 
including Aβ, neurofi lament (NF) proteins, and α-synuclein [ 140 , 
 142 – 144 ] (Fig.  11 ). Numerous additional proteins—both struc-
tural and enzymatic—have been shown to aggregate in degenerating 
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  Fig. 8    Routine histopathology examination of the swine brain. ( a ,  b ) H&E examination for histological assess-
ment of tissue/cellular structure, including detection of cell infi ltration, edema, and pyknosis. ( c ,  d ) 
Immunohistochemistry for reactive astrogliosis based on glial fi brillary acidic protein (GFAP) immunoreactivity 
showing astrocyte hypertrophy (AB5804 polyclonal antibody; 1:500; Millipore, Billerica, MA). ( e ,  f ) DAI detec-
tion based on amyloid precursor protein (APP) immunoreactive axons in the subcortical white matter display-
ing the classic morphological appearance of traumatic axonal injury, including terminally disconnected swollen 
axonal bulbs (monoclonal antibody specifi c for the N-terminal amino acids 66-81 of APP; 1:50,000; Millipore)       
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  Fig. 9    Distribution of axonal pathology in pig model. Schematic representation of the distribution and severity of 
axonal injury following head coronal plane ( left ) and axial plane ( right ) rotation.  Lines  through the brain shown at 
the  top  of the fi gure demarcate anatomical regions of interest: frontal lobe, basal ganglia, and occipital lobe ( a ), 
brainstem through brain base ( b ), rostral thalamic level ( c ), and dorsal hippocampal level ( d ). Regions of axonal 
injury are  shaded  according to severity (mild, moderate, or severe). Reprinted with permission from ref. [ 98 ]       

axons, which provide tantalizing pathophysiological links between 
TBI and chronic neurodegenerative sequelae, and underscore the 
important role of progressive  DAI   in these processes [ 92 ] 
(Fig.  12 ). Specifi cally, many of these proteins are the primary con-
stituents of the pathologic inclusions found in several neurode-
generative diseases [ 19 ,  31 ,  142 ,  145 ]. It is suspected that axonal 
degeneration plays a critical role in chronic neurodegeneration 
post-TBI, whereby axonal transport is progressively blocked by 
the accumulation of pathological proteins, creating conditions for 
the propagation of such pathology gradually over time [ 19 ,  31 ]. 
Additionally, perikaryal  degeneration   has been observed in this 
model, generally following severe loading conditions and in speci-
fi ed neuroanatomical regions, including the cerebral cortex and 
hippocampus (Fig.  13 ). In particular, hippocampal neuronal 
degeneration has been shown only following relatively high head 
rotational levels (often complicated by hematoma) but not lower 
levels associated with concussion [ 79 ,  95 ,  114 ,  134 ].

           Ongoing studies are expanding the use of this model to include 
novel measurements as well as to translate outcomes utilized in 
 pediatric   swine, including behavioral assessment [ 100 ,  109 ,  146 ], 

3.5  Future Directions
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  Fig. 10    Examples of axonal pathology in swine model in comparison to humans post-TBI [ 141 ]. 
Immunohistochemistry using specifi c antibodies for neurofi lament and APP to identify intra-axonal accumula-
tions and other morphological changes. ( a ) A multitude of axonal varicosities and axonal bulbs, demonstrating 
widespread traumatic axonal injury in pigs following head rotational acceleration. ( b – d ) Examples of trauma- 
induced axonal undulations in pigs and humans: ( b ) Pig 3 h post-TBI. ( c ) Human TBI: 18-year-old male, 
deceased 10 h following assault. ( d ) Human TBI: 18-year-old female, deceased 22 h following a motor vehicle 
collision. The HYGE model of TBI in swine produces diffuse axonal injury that mirrors that detected in humans 
post-TBI. Adapted with permission from ref. [ 141 ]       
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  Fig. 11    Pathological accumulation of multiple proteins in axons in swine post-TBI. Corpus callosum from ( a ,  c ,  e ) 
sham pigs compared to ( b ,  d ,  f ) pigs at 7 days following rotational acceleration induced TBI using the HYGE 
device. Immunohistochemistry revealed protein accumulations of ( b ) APP, ( d ) neurofi lament (NF200), and ( f ) 
α-synuclein (Syn303)       

Fig. 12 (continued) (22C11/Red) in ( e ), and PS-1 (PS-1/Red) in ( h ). Co-accumulation of BACE ( Green  ) was 
found with APP ( Red ) in ( c ) and ( i ), kinesin (L1/Red) in ( d ) and ( k ), and CCA ( Red ) in ( j ). Co-accumulation of APP 
( Red ) was found with PS-1 ( Green ) in ( l ). In neurons, A ( Green ) co-accumulated with APP ( Red ) in ( m ) and CCA 
( Red ) in ( n ). Macrophages demonstrated co-immunoreactivity of A (13335/Green) with OX42 (CD11b/Red) in 
( o ) and ( p ). Scale bar = 25 μm. Reprinted with permission from ref. [ 92 ]       
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  Fig. 12    Co-localization of multiple proteins in cells and axons in swine post-TBI. Representative double- 
immunofl uorescence photomicrographs demonstrating co-accumulations of proteins in damaged ( a – l ) axons, 
( m – n ) neurons and ( o – p ) macrophages at 3 days and 6 months post-injury. Merged green and red fl uores-
cence shown in  yellow . In axon bulbs in the white matter, co-accumulation A (antibodies 6F3D and 13335/
Green) was found with CCA (249/Red) in ( a ) and ( f ), caspase-3 (P20/Red) in ( b ), BACE (BACE-2/Red) in ( g ), APP
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neurophysiological changes [ 134 ,  146 ,  147 ], and multi-model 
neuromonitoring [ 101 – 103 ,  137 ]. These lines of study will further 
advance the capabilities, clinical relevance, and impact of this 
important model for improving our understanding of TBI sequelae 
and enhancing our ability to restore neurological function follow-
ing TBI across a range of severities.   

4    Overview: Why Model TBI in Pigs? 

   This swine model of closed-head rotational acceleration induced 
TBI is a well-characterized model with biomechanical and neuro-
anatomical fi delity to human TBI. It is clearly important to improve 
our understanding of the links between the physical and  physiologi-
cal   consequences of TBI to guide the development of targeted ther-
apeutics to address the predominantly affl icted cell populations 
based on the  mechanisms   of injury. As in a drug study, where it is 
important to test the effects of a compound at a “physiologically 
relevant” concentration (i.e., the concentration in which it is pres-
ent in the brain), when studying TBI it is crucial that the injury 

4.1  Relevance 
to Human TBI: Why 
Input Biomechanics 
Matters

  Fig. 13    Neuronal degeneration following moderate-to-severe TBI in swine. H&E staining of the cerebral cortex 
and hippocampus in ( a ,  c ) sham pigs and ( b ,  d ) pigs subjected to closed-head rotational acceleration using the 
HYGE device. Neuronal degeneration, as shown by neuronal pyknosis, was observed at 7 days following sagit-
tal plan rotation in the ( b ) cortex and ( d ) hippocampus       
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levels applied be “biomechanically relevant” to human TBI. Failure 
to be within the “relevant” regime may lead to measurement of 
confounding responses that do not represent pathways in the 
human condition. Thus, models with suffi cient biomechanical fi del-
ity to human TBI are critical to advancing our understanding of the 
cellular, tissue, and whole-organism responses to neurotrauma.  

   Biomechanical thresholds and risk criteria for TBI are vigorously 
being investigated due to the high incidence of sports- and military- 
related TBI and an increased understanding of the long-term neu-
rological and neurodegenerative consequences. It has been 
demonstrated that  diffuse brain injury   thresholds and outcomes 
depend on the direction of head motion as well as on the magni-
tude of rotational kinematics [ 94 ,  126 ]. Moreover, the time over 
which head rotation occurs is an important component of injury 
thresholds, as animal studies have indicated that the incidence of 
concussion increases when the duration of rotational acceleration 
is increased [ 57 ]. Furthermore, animal studies have demonstrated 
that the location of brain deformation may affect the resulting 
injury, suggesting that even a concussion-specifi c brain deforma-
tion threshold may vary with region [ 148 – 151 ]. 

 Moreover, as described previously, it has been demonstrated in 
human and animal studies that higher rotational velocities and accel-
erations—rather than linear accelerations—are associated with larger 
diffuse brain deformations and worsened neurological and neuro-
pathological outcomes [ 152 – 154 ]. In addition, animal studies have 
shown that purely linear motions produce little brain deformation or 
distortion and no concussion [ 50 ,  154 ,  155 ]. Of note, whereas 
impact forces have recently been shown to correlate with concussion 
thresholds and injury severity, linear accelerations are not the proxi-
mal cause of injury, rather  brain tissue   strain fi elds—and the result-
ing TBI—are primarily caused by the resulting head rotational 
acceleration levels. Although, for rare instances when head impact is 
in line with the center of mass of the head, linear acceleration cor-
relates with head rotational acceleration. In these situations, linear 
acceleration is a reasonable surrogate for the average deformation 
response in the brain. However, the majority of TBIs are due to 
combined rotation and linear head motion; for these cases, compu-
tational simulations have predicted the relationship between the 
location of head impact, the kinematic response of the head (linear 
and rotational accelerations), and the predicted diffuse strain fi elds 
in the brain [ 156 ,  157 ]. In these more common non-centroidal 
head impacts, linear and rotational accelerations are not signifi cantly 
correlated, and the rotational acceleration component of the head 
correlates most strongly with brain tissue deformations. As such, for 
the most common head impact scenarios, the linear acceleration 
component of the head will not adequately describe the brain’s 
deformation response, and therefore will not be a robust predictor 

4.2  Biomechanical 
Thresholds and Injury 
Risk Criteria
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of TBI risk when used alone. Consequently, recent efforts to defi ne 
macro-biomechanical thresholds based on linear forces will undoubt-
edly possess limited  predictive   utility for loss-of-consciousness, neu-
ropathology, and later neurological outcomes. Although TBI risk 
metrics based on kinetics and kinematics of head motion are com-
plex and multifaceted, the porcine-HYGE model is an ideal platform 
to relate input  biomechanics   to neurological and neuropathological 
outcomes due to fi delity to closed- head TBI in humans.  

   The porcine-HYGE model is biomechanically representative of 
human TBI based on many considerations. Closed-head  diffuse brain 
injury   in humans generally results from rapid head rotation, occur-
ring with or without head impact, the severity of which is dependent 
upon the acceleration and/or deceleration of the head (non-impact 
or impact-induced) [ 56 ,  63 – 65 ,  75 ,  158 – 161 ]. There are key simi-
larities between pig and human brain that are crucial in replicating 
TBI pathology. For instance, this model may uniquely represent the 
relevant injury biomechanics based on rapid head acceleration/rota-
tion. This is due primarily to the anatomical advantage of the pigs 
possessing gyrencephalic architecture with substantial  white matter   
domains. This complex brain architecture in swine allows replication 
of the diffuse tissue/cell-level strain fi elds responsible for cell injury 
in TBI in humans. As such, relevant pathophysiological consequences 
are also reproduced, including DAI—the predominant pathology in 
closed-head TBI in humans—in patterns and extent similar to 
humans. 

 Importantly, this model is biomechanically well characterized 
to produce primarily diffuse damage, while previous physical model 
and computational studies allow detailed analysis of the resulting 
strain fi elds. Indeed, when angular acceleration is scaled based on 
the relative masses of human and pig brains, the loading conditions 
generated closely approximate the conditions of inertial brain 
injury in humans [ 64 ,  114 ]. In addition, the acute neurological 
and gross consequences closely mirror the human condition, as 
this is the only model to produce the full range of acute neurologi-
cal effects, ranging from no/transient loss-of- consciousness 
(“mild” TBI) to prolonged coma (“severe” TBI). Furthermore, 
vascular compromise (e.g., subdural hematoma) thresholds are 
scalable to human TBI, and are only present at “moderate-to-
severe” injury levels. Moreover, unlike rodents, non-genetically 
modifi ed pigs have been shown to develop hallmark neurodegen-
erative pathologies in TBI studies. Finally, outcome parameters are 
more relevant to humans, and include neurobehavioral, neuroim-
aging, neurophysiological, and neuropathological outcomes. 

 While this porcine model is cumbersome and labor-intensive, it 
is the most clinically relevant animal model of closed-head TBI in 
use today. Unfortunately, due to the complex nature of procedures 
and apparatus, our HYGE device is currently the only one in the 
world that is utilized as a  preclinical model   of TBI. The 

4.3  Summary

D. Kacy Cullen et al.



317

combination of high cost, low throughput, and in-depth expertise 
are formidable impediments to this model being adopted by more 
labs. However, due to the unparalleled clinical relevance it would be 
benefi cial for this model to be employed more widely provided suf-
fi cient expertise is present. Indeed, biomechanical input parameters 
and animal selection should be carefully considered, and therapeu-
tic advancements made in rodent models that are to be applied to 
human TBI should be considered fi rst for confi rmation in a large 
animal model such as the one presented here.      
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    Chapter 18   

 Pediatric Rodent Models of Traumatic Brain Injury                     

     Bridgette     D.     Semple    ,     Jaclyn     Carlson    , and     Linda     J.     Noble-Haeusslein       

  Abstract 

   Due to a high incidence of traumatic brain injury (TBI) in children and adolescents, age-specifi c studies 
are necessary to fully understand the long-term consequences of injuries to the immature brain. Preclinical 
and translational research can help elucidate the vulnerabilities of the developing brain to insult, and pro-
vide model systems to formulate and evaluate potential treatments aimed at minimizing the adverse effects 
of TBI. Several experimental TBI models have therefore been scaled down from adult rodents for use in 
juvenile animals. The following chapter discusses these adapted models for pediatric TBI, and the impor-
tance of age equivalence across species during model development and interpretation. Many neurodevel-
opmental processes are ongoing throughout childhood and adolescence, such that neuropathological 
mechanisms secondary to a brain insult, including oxidative stress, metabolic dysfunction and infl amma-
tion, may be infl uenced by the age at the time of insult. The long-term evaluation of clinically relevant 
functional outcomes is imperative to better understand the persistence and evolution of behavioral defi cits 
over time after injury to the developing brain. Strategies to modify or protect against the chronic conse-
quences of pediatric TBI, by supporting the trajectory of normal brain development, have the potential to 
improve quality of life for brain-injured children.  

  Key words     Traumatic brain injury  ,   Pediatric  ,   Juvenile  ,   Children  ,   Behavior  ,   Mice  ,   Rodents  

1       Introduction 

  Traumatic brain injury (TBI) is a leading cause of death and disability 
in  children   including adolescents [ 1 ]. For individuals under 20 years 
of age, a recent review of studies from North America, Europe, 
Australia, and New Zealand found an estimated annual incidence of 
691 per 100,000 population treated in Emergency Departments, 74 
per 100,000 hospitalizations, and 9 per 100,000 resulting in mortal-
ity [ 2 ]. Patients under the age of 5 years typically have a higher risk 
of sustaining a TBI [ 3 ], with the leading cause being falls, which 
accounts for approximately two-thirds of injuries at this age [ 2 ]. 
Even during childhood, males have an approximately twofold higher 
risk of injury compared to females [ 2 ]. 

 Historically, there has been a widespread dogma that the devel-
oping brain is more refractory to injury than the adult brain, based 

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
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upon the premise that its capacity for plasticity results in enhanced 
regeneration and reorganization. While this may be the case for spe-
cifi c developmental periods, there is now considerable evidence from 
both clinical and basic research indicating that severe brain injuries, 
acquired early in life, result in worse functional consequences com-
pared to those sustained later in childhood or adulthood [ 4 – 7 ]. In 
other words, the age-at-insult is a key determinant of unfavorable 
outcomes, whereby TBI under the age of 4 years signifi cantly 
impacts subsequent brain development to infl uence physical, cogni-
tive, and behavioral sequelae [ 4 ,  8 ]. In particular, psychological and 
social problems may emerge over time post- injury, likely resulting 
from a disruption of normal brain maturation or the impaired acqui-
sition of new skills [ 9 ,  10 ]. Cognitive and psychosocial defi cits can 
profoundly impact quality of life through adolescence to adulthood, 
impairing one’s ability to function effectively at home, school, work, 
and socially [ 8 ]. Such defi cits are often associated with widespread 
reductions in both cortical and sub-cortical volumes including the 
hippocampus and deep limbic regions, with evidence of progressive 
atrophy over time [ 11 – 17 ]. Further, TBI in the pediatric population 
has been associated with a greater risk of cerebral hemodynamic dys-
function, hypoxic–ischemic injury, and diffuse cerebral edema com-
pared to adults [ 18 ]. Together, these fi ndings emphasize the need 
for relevant preclinical and translational research to better under-
stand age- specifi c vulnerabilities to TBI and minimize the adverse 
effects of brain injury during development. 

 The consequences of a TBI during childhood depends upon 
a range of factors, including the nature of the injury itself (e.g., 
severity, type, location) as well as environmental factors (e.g., 
comorbidities, family support, socioeconomic demographics, 
interventions) [ 9 ]. Age has a considerable infl uence on the  bio-
mechanics   of injury, related in part to the composition of the 
brain across development (i.e., the extent of myelination and 
brain water content) as well as extra-cranial factors such as the 
head-to-body ratio, neck strength and stability, and skull rigidity 
[ 19 ]. To gain a better understanding of how each of these factors 
contributes to outcomes after childhood brain injuries, and begin 
to delineate the  mechanisms   of intrinsic vulnerability of the devel-
oping brain to insult, most of the previously described models of 
experimental TBI (see preceding chapters) have been adapted for 
use in the immature rodent. 

 In this chapter, we discuss these models in the context of 
pediatric TBI and their seminal fi ndings to date. We consider 
experimental design for comparing between the effects of TBI at 
different ages, including the identifi cation of key milestones of 
cerebral  maturation across postnatal development. Lastly, we 
note challenges associated with rodent models of pediatric brain 
injury with a focus on behavioral outcome measures, and high-
light areas in need of future research.  
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2     When Is “Childhood” for a Rodent? 

 The defi nition of childhood equivalence is often vague and poorly 
defi ned in preclinical literature, and readers will note the inter-
changeable use of terminology “pediatric,” “ juvenile  ,” “adoles-
cent,” “immature,” “neonatal,” and “developing” to describe a 
rodent between birth and adulthood. Attempting to equate the 
developmental trajectory of laboratory animals relative to humans 
is a commonly used experimental design in brain injury research, 
although it relies upon presumptions of appropriate age equiva-
lence across species, and/or scaling of injury severities across dif-
ferent ages. Precise comparisons across species can be made by 
focusing exclusively on one specifi c process of interest—for exam-
ple, an equivalent amount of the enzyme glutamate decarboxylase 
(16.2 % of adult levels) was found to be present in humans at 40 
weeks gestation, and rats at postnatal day 7 (PND7) [ 20 ]. In con-
trast, the relative levels of the choline acetyltransferase enzyme was 
reached considerably later in rats (PND20), indicating that the 
exact interspecies age match may shift with each outcome measure. 
This creates a conundrum whereby equating ages based upon a 
single developmental milestone or event may lead to erroneous 
interpretations [ 21 ]. 

 To address this dilemma, we and others have considered the tim-
ing of neurogenesis, synaptogenesis, gliogenesis, oligodendrocyte 
maturation and age-dependent  behaviors  , as well as developmentally 
regulated molecular and biochemical changes, to delineate an 
approximate timeline in which rodent brain maturation parallels that 
of a human [ 22 ]. Non-cerebral development—including sexual mat-
uration, organ growth and other behavioral changes—should also be 
considered [ 21 ]. Broadly, rodents at PND7–13 are considered equiv-
alent to a neonatal human, PND17–25 is used to approximate early 
childhood, PND35–42 equates to adolescence, and early adulthood 
is typically from 2 months of age onwards [ 22 ] ( see  Table  1 ). 
Importantly, comparison and investigation of injury at different ages 
across development has revealed distinct periods of regional and age-
dependent vulnerability to brain injuries, as described further below.

3        Modeling TBI in Young Rodents 

  Each of the main approaches to generate experimental TBI in 
rodents, previously established in the adult, have been adapted and 
scaled to a younger rodent, including the fl uid percussion injury 
(FPI), impact acceleration  weight drop (WD)   (open or closed 
skull), and controlled cortical impact (CCI). The parameters of 
these models can be modifi ed to deliver a range of varying injury 
severities. In addition, multiple mild impacts can be delivered to 
model repeated concussive-like insults. 

Modeling Pediatric TBI
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 Induced by the injection of fl uid into the epidural space 
following a craniotomy, FPI results in a spectrum of severities rang-
ing from mild pathology through to more severe contusions, sub-
arachnoid hemorrhage and  diffuse   axonal injury,  depending   upon 
the volume of fl uid and force of the pulse [ 23 – 25 ]. A seminal study 
using this model characterized different injury severities in PND17, 
PND28 and adult rats, and found that the youngest animals 
showed a longer period of apnea, greater mortality and hemody-
namic changes including sustained hypotension after injury com-
pared to the older age groups [ 21 ,  26 ]. 

  Weight drop   models of TBI typically produce diffuse injuries by 
impacting the whole intact head, which is either restrained or 
allowed to move freely upon impact. These models often incorpo-
rate the fi xation of a helmet or impact plate to the skull to prevent 
penetration, a particular problem with smaller and younger animals 
in which skull fractures and convulsions may occur with a greater 
likelihood after injury [ 27 ,  28 ]. At severe injury levels, WD impacts 
mimic the diffuse swelling,  neuropathology   and cognitive dysfunc-
tion often seen in brain-injured  children   [ 29 – 32 ]. For example, 
impact-acceleration injury at PND17 results in transient  vestibulo-
motor   defi cits (up to 10 days post-injury) and persistent defi cits in 
the  Morris Water Maze   test enduring to 3 months post- injury, asso-
ciated with pronounced astrogliosis and  axonal injury   [ 33 ,  34 ]. 

 CCI models are most relevant to brain injuries resulting in a 
focal contusion. This model allows for precise control over mechan-
ical parameters including velocity and depth, and results in repro-
ducible  neuropathology   to the cortex and hippocampus in the 
immature rodent [ 35 ]. Fixation of the head in a stereotaxic frame, 
while ensuring high reproducibility across animals, also limits the 
injury  mechanism   to one that does not involve acceleration/decel-
eration or rotational forces. As a consequence, CCI predominantly 
results in a focal lesion cavity with limited  diffuse axonal injury  . 

 Cognitive and sensorimotor defi cits often result, and anxiety- 
like  behaviors   may persist long-term through 2 months after injury 
to PND17 rats, alongside evidence of changes in white matter con-
nectivity and neuronal reorganization [ 36 ,  37 ]. In a CCI model in 
PND21 mice, characteristic pathology includes acute  neurodegen-
eration   and infl ammation, leading to progressive atrophy of the 
cortex and hippocampus, and the coincidental emergence of 
behavioral abnormalities including hyperactivity, spatial memory 
defi cits and social dysfunction [ 38 – 41 ] (Fig.  1 ). A more anterior 
impact site in PND21 mice and PND17 rats is characterized by 
persistent sensorimotor dysfunction [ 36 ,  42 ], as well as the evolu-
tion of  cognitive   defi cits up to 6 months post-injury [ 43 ].

   Several studies have recently examined the consequences of 
repeated concussive-like injuries to  juvenile   rodents, using a range 
of models, number of impacts and the interval between impacts. 
Although a single concussive injury is typically not associated with 

Modeling Pediatric TBI



330

signifi cant  neuropathology   or long-term consequences, there is 
increasing evidence that repetitive injuries result in more severe 
symptoms, a longer recovery time, and an increased risk of adverse 
chronic outcomes. A CCI impactor has been utilized to generate 
repeated closed head injuries to PND35 rats, representing 
concussive- like insults during adolescence. This model is 
 characterized by acute gliosis and  axonal injury   with transient  cog-
nitive defi cits   and a distinct window of glucose metabolic dysfunc-
tion [ 44 ,  45 ]. Another group, although limiting their focus to a 
single mild brain injury induced by a modifi ed WD paradigm to 

  Fig. 1    Progressive neurodegeneration is evident over time after a mouse model of TBI at PND21. A cortical 
cavity involving the frontal and parietal grey matter and subcortical white matter is observed 5 weeks after 
injury ( a ). By 4.5 months after injury ( b ), a marked expansion of this cavity is evident. Delineation of total brain 
volume and lesion volumes by stereological tracings from injured mice at 5 weeks ( c ) and 4.5 months post-
injury ( d ) allow for quantifi cation of tissue loss and progressive atrophy. Scale bar = 1.0 mm. From ref. [ 41 ], 
reprinted with permission from S. Karger AG Publishers, Basel       
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 juvenile   (PND30) rats, has detected both transient and persistent 
behavioral impairments and morphological changes after injury 
[ 46 – 49 ]. In younger animals, a WD device has also been employed 
to generate fi ve daily mild impacts to PND20 rats. This results in 
ventriculomegaly and cortical thinning [ 50 ], which was not 
observed following a similar injury paradigm in adult rats [ 51 ], but 
has been reported in clinical cases of chronic traumatic encepha-
lopathy [ 52 ]. Of note, optimal  modeling   of ‘concussions’ in 
rodents remains somewhat controversial, with a lack of consensus 
regarding the appropriate injury severity, mechanism of impact and 
clinically relevant interval between repeated impacts. Many models 
of concussive-like injuries may in fact be modeling a more moder-
ate TBI, as mortality, macroscopic damage and/or hemorrhage 
have been reported after even a single insult [ 45 ,  53 ]. This is in 
contrast to the clinical manifestation of a  single   concussion, which 
is typically not associated with  neuropathology   by computed 
tomography imaging. Furthermore, although loss of conscious-
ness is seen in less than 10 % of concussed patients [ 54 ], the rodent 
equivalent of prolonged  righting refl ex remains   a salient character-
istic of many concussive-like injury models  [ 55 ].  

4     Rodent Models of Pediatric TBI Reveal Age-Dependent Injury Responses 

 From birth to early adulthood, the mammalian brain undergoes a 
multitude of maturational processes including synaptogenesis and 
synaptic pruning, region-specifi c neurogenesis, and ongoing 
myelination. Brain injuries that occur at different ages may have 
varying neuropathological and functional consequences, depend-
ing upon the stage of brain maturation and impact of the insult on 
particular developmental processes. Indeed, rodent models of 
pediatric TBI have revealed age-dependent injury responses, which 
may underlie the vulnerability to poorer outcomes after early life 
injury seen in the clinical setting. 

 The peak in neurogenesis throughout the brain occurs during 
gestation, and by adulthood, the generation of new neurons is 
largely restricted to the dentate gyrus of the hippocampus and the 
subgranular zone of the lateral ventricles [ 56 ]. However, the post-
natal brain maintains a limited capacity to produce neocortical 
neurons after injury [ 57 ], in an age-dependent manner. A more 
robust proliferative response is seen after brain injuries during early 
postnatal life compared to injuries in older animals [ 58 ,  59 ], 
although this regenerative response does not result in signifi cant 
neuronal replacement [ 60 ]. Recent studies have provided support 
for a role of neurogenesis as a  mechanism   of functional recovery 
after injury. When cell proliferation is experimentally ablated after 
adult TBI, by the administration of ganciclovir in a nestin-HSV-
 TK transgenic model or by administration of an antimitotic agent, 
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normal cognitive improvement over time post-injury is abolished 
[ 61 ,  62 ]. However, it is unclear whether similar age-dependent 
changes in the neurogenic response occur after injury during 
human brain development, and the prospect of harnessing this 
proliferative response to improve outcomes remains theoretical. 

 Following their genesis, neurons undergo a period of synapto-
genesis involving an increase in arborization and synaptic contacts, 
followed by a period of activity-dependent synaptic pruning and 
refi nement. This process is thought to contribute to neural plastic-
ity and the reorganization of circuitry, and the refi nement of cog-
nitive processing abilities across development [ 63 ]. Synaptic 
density increases dramatically during early postnatal life, peaking 
above adult levels by approximately 2 years of age in humans [ 64 , 
 65 ], and 3 weeks of age in rodents [ 66 ]. A CCI injury that has 
little effect on PND7 rats results in considerable region-specifi c 
changes in dendritic morphology and complexity when the injury 
occurs at PND17 or PND30, suggesting that the timing of synap-
tic changes may contribute to age-dependent vulnerability to 
injury at this time [ 49 ,  67 ,  68 ]. An enhanced capacity of the devel-
oping brain for plasticity is supported by the observation that 
PND35 rats exhibit synaptic sprouting at a rate fourfold higher 
than adult animals (PND90) [ 69 ,  70 ], as well as evidence of cir-
cuitry reorganization in both the injured cortex and hippocampus 
with the preservation of somewhat normal topography [ 37 ]. 

 The functional consequences of such changes has been detected 
as enhanced neuronal excitability in the hippocampus at 2 weeks 
after CCI to PND17 rats [ 68 ], which may indicate and underlie a 
process of post-traumatic  epileptogenesis  , leading to abnormal 
electroencephalographic (EEG) spiking seen by 4–11 months 
post-injury [ 71 ]. In contrast, others have identifi ed a reduction in 
neurophysiological responses in cortical tissue adjacent and remote 
from the impact site by 2–3 weeks after CCI to PND17 rats [ 72 ]. 
Progressive lesion expansion and transient or late-emerging behav-
ioral phenotypes seen over time after experimental TBI provides 
evidence in support of a degree of circuitry reorganization [ 73 ]. 
Such fi ndings also suggest that post-TBI plasticity results in abnor-
mal neuronal networks, which may contribute to negative long- 
term outcomes including seizure susceptibility [ 72 ]. 

 The myelination of axons is a prolonged process, which con-
tinues throughout childhood and adolescence in a conserved, spa-
tiotemporal pattern. Changes in myelination over time underlie a 
progressive increase in total  white matter   in the brain across 
 development [ 74 ]. Diffuse axonal injury after TBI implicates per-
turbations to the axonal  membrane   as well as the likely loss of 
myelin, and white matter atrophy in the adult brain may be attrib-
uted to acute tissue loss and/or delayed secondary deafferentation. 
In children, this scenario is super-imposed upon a still-developing 
system whereby atrophy may refl ect a disruption of normal 
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myelination and growth, as well as decreased organization [ 75 , 
 76 ]. Traumatic injuries to the brains of  children   and adolescents 
(as well as adults) are notoriously heterogeneous in nature, such 
that the CCI model, for example, will mimic TBI in a subset of 
pediatric patients with a range of pathological changes including 
reduced corpus callosal volume and ventricular enlargement [ 77 ]. 
As CCI produces a focal legion with limited diffuse  axonal injury  , 
the WD or FPI models which result in a greater degree of axonal 
pathology are more appropriate for  modeling       children   with wide-
spread white matter damage. 

 After the primary mechanical insult of a moderate or severe 
TBI, a plethora of secondary pathological events are initiated in 
the brain including hemorrhage, necrotic and apoptotic cell death, 
oxidative stress, edema, disruption of the  blood–brain barrier 
(BBB)   and neuroinfl ammation. The propensity for aberrant cell 
death after TBI is considerably age-dependent, with younger 
rodents (PND3) showing a greater degree of apoptotic cell death 
compared to PND7 and older animals, identifying an early-life 
window of vulnerability [ 78 ,  79 ]. 

 The developing brain also appears to exhibit a differential cere-
bral infl ammatory response. Compared to the adult, a 3-week-old 
rodent brain shows enhanced breakdown of the BBB and neutrophil 
recruitment in response to the infl ammatory mediator interleukin-1β 
[ 80 ], potentially via a CXC chemokine recruitment  mechanism   
[ 81 ]. This fi nding of age-dependent susceptibility to an infl amma-
tory response holds true in the PND21 mouse model of pTBI, in 
which the magnitude and time course of CD45+ Gr1+ leukocyte 
infi ltration is greater than after an equivalent injury in adults [ 82 ]. 

 Oxidative stress/injury is another key determinant of recovery 
after pTBI [ 83 ,  84 ]. The brain is particularly vulnerable to oxidative 
damage because of its high rate of oxidative activity and relatively 
low antioxidant capacity. Oxidative stress/injury arises from expo-
sure to reactive oxygen and nitrogen species, glutamate- mediated 
excitotoxicity, and the degradation products of heme including free 
iron, that collectively overwhelm developmentally regulated anti-
oxidants ( see  Fig.  2 ) [ 83 ]. Importantly, there is enhanced vulnera-
bility to injury resulting from oxidative stress in the developing 
brain, as injury may occur at an age when antioxidants are not yet 
fully established. For example, heme oxygenase, an enzyme that is 
responsible for degrading the pro-oxidant heme, is low in the 
rodent brain at birth and during early brain development [ 84 ]. 
From PND7 onwards there is a rise in this enzyme, reaching adult 
levels at PND21 in rodents. Thus, trauma to the brain during early 
neonatal and postnatal development may result in prolonged expo-
sure to heme and subsequent enhanced secondary tissue damage 
[ 83 ]. Antioxidant activity in response to an insult may also show 
age-dependent variability. This is exemplifi ed in studies that have 
compared the activity of the antioxidant glutathione peroxidase 
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(GPx) in the rodent brain after TBI at both PND21 and at 
adulthood. GPx catalyzes the reduction of the pro-oxidant hydro-
gen peroxidase to water through the oxidation of glutathione ( see  
Fig.  2 ). The baseline activity of GPx is similar in the adult brain as 
compared to the developing brain at PND21. However, in response 
to TBI, there is an increase in activity of this antioxidant in the 
injured adult brain, whereas no such increase is observed in the 
brain injured at PND21 [ 85 ]. This unique age-dependent response 
likely contributes to the vulnerability of the brain to injuries at this 
early age, and subsequent long-term  cognitive defi cits   [ 86 ].

   Increased attention has been focused in recent years on the 
 mechanisms   by which TBI infl uences cerebral metabolism and 
blood fl ow, particularly after early-life insult. In young patients, 
abnormalities in metabolites have been associated with poorer neu-
rological outcomes in infants and  children   after closed head injury 
[ 87 ,  88 ]. In young rodents, a decrease or delay in cerebral glucose 
metabolism has been reported after CCI to PND17–21 rats [ 89 –
 91 ]. At the cellular level, abnormalities in mitochondrial oxidative 
metabolism are also evident in both neurons and astrocytes within 
hours after TBI to immature rodents, and persisting for at least 7 
days [ 92 ]. Interestingly, an age-dependent switch in the brain’s 
preferred metabolic substrates, from ketones to glucose as the pri-
mary fuel source, may provide the developing brain with some 
resilience to metabolic disruption. Around weaning (PND15–
23 in rats), the immature brain has a sixfold greater capacity to take 
up and process ketones compared to the adult brain [ 93 ,  94 ]. 
Following energy challenges, even after this peak (e.g., during ado-
lescence at ~PND35), a younger animal exhibits a greater ability 
for ketone uptake and metabolism compared to the adult brain, 
resulting in better recovery of cerebral metabolic and neurochemi-
cal balance after injury [ 94 ,  95 ]. 

  Fig. 2    Key oxidative stress pathways in the injured brain. Adapter from ref. [ 83 ] reprinted with permission from 
Springer Science and Business Media       
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 Together, these data highlight the vulnerability of the young 
brain during particular developmental windows, an often under- 
appreciated insight in light of the perception that a  juvenile   brain 
shows resilience due to a capacity for plasticity.  

5     Age and Time-Appropriate Outcome Measures 

 There are a wide range of functional outcome measures suitable for 
use in young rodents, including tasks to assess sensory, motor, cog-
nitive and emotional behaviors ( see  Fig.  3 ). Of note, preclinical 
TBI research has traditionally been focused on understanding 
acute mechanisms of cell death and injury, and functional assess-
ments largely concerned with short-term outcomes. In fact, a 
recent analysis of published TBI literature found that the majority 
(68 %) of reviewed papers did not evaluate functional outcomes 
past 1 month post-TBI, with only 10 % of studies looking 

  Fig. 3    Common behavioral assays used to evaluate functional outcomes after pTBI in rodents. The accelerating 
rotarod ( a ) provides a measure of sensorimotor and vestibulomotor function. The Morris water maze ( b ) allows 
for the evaluation of spatial learning and memory. Anxiety-like behaviors can be detected by time spent in the 
open and closed arms of the Elevated Plus Maze ( c ). Sociability and social recognition are readily quantifi ed in 
the three-chamber social approach test ( d )       
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long- term (>2 months post-injury) [ 96 ]. This is particularly 
problematic in the context of TBI to the young brain, as clinical 
fi ndings provide evidence of long-term defi cits persisting for 
months to years after childhood injuries, well into adulthood [ 97 –
 101 ]. The evaluation of long-term dysfunction after pediatric TBI 
is complicated by normal developmental changes due to brain and 
body maturation during this period. The result is a scenario where 
recovery after pediatric TBI requires advancement to appropriate 
developmental milestones for the patient’s age, not merely a return 
to pre-injury baseline [ 102 ,  103 ].

   Long-term behavioral testing is of great value after experimen-
tal TBI to the developing brain, to track the persistence of func-
tional defi cits, as well as identify symptoms, which may resolve or 
emerge over time as the brain matures. The identifi cation and eval-
uation of potential therapeutics or interventions in rodent models 
must also be considered in the context of ongoing behavioral 
changes with both age and time post-injury. Age-matched sham- 
operated or naive control animals are necessary to account for vari-
ation in the baseline behavioral phenotype, as we and others have 
found that uninjured rodents exhibit considerable age-dependent 
changes in commonly used measures of general activity, sociability 
and  anxiety   [ 38 ,  41 ,  42 ]. Such changes also limit the validity of 
pre-injury testing or training in pediatric TBI models, compared to 
adult models where pre-injury baseline performance can provide a 
useful indicator of injury consequences for individual animals. 

 The National Institute of Neurological Disorders and Stroke 
(NINDS) and others have placed emphasis on the use of adequate 
controls, sample sizes and statistical methods, as well as appropriate 
blinding and randomization during preclinical study design [ 104 ]. 
In line with these recommendations, in the context of pediatric TBI, 
we recommend that littermates be randomly allocated across experi-
mental groups to control for potential litter effects during the evalu-
ation of behavioral assessments after injury. The behavioral testing 
environment should be carefully controlled to minimize environ-
mental variability (e.g., lighting, audible and ultrasonic noise, and 
olfactory distractions), and testing consistently performed by trained 
investigators blinded to experimental groups. How the experimental 
design might interfere with normal  behavior   phenotypes should also 
be considered. For example, individual housing of animals after an 
early-life injury can impair the development of normal social and 
sexual interactions, effect emotional and cognitive measures, and 
infl uence recovery after brain injuries [ 105 – 107 ]. 

 Lastly, the age-appropriateness of specifi c functional assays 
should be considered. A propensity for social and play-like interac-
tions increases dramatically after weaning in rodents, and the eval-
uation of such  behaviors   may detect aberrant psychosocial and 
emotional function after pediatric TBI [ 38 ,  39 ,  108 ,  109 ]. Spatial 
navigation skills, required for successful task acquisition in the 
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 Morris Water Maze  , also show a maturational time course whereby 
the rate of  learning   improves with age. The ability to locate the 
platform in relation to external room cues is reportedly established 
by approximately PND35 in rats [ 110 ], coinciding with a period of 
ongoing synaptic refi nement in key hippocampal structures. In 
another study, investigators noted that PND17 rats required more 
trials to reach criterion and took fewer direct paths to the platform 
compared to older rats (PND28 or adult) [ 111 ], suggesting that 
this common test for cognitive ability is of limited value for assess-
ing preweaning animals. Consideration of body weight is also 
important, and measures of sensorimotor performance, such as the 
rotarod or balance beam, may require scaling of the equipment to 
an age-appropriate size [ 73 ].  

6     Work to Be Done 

 Despite a recent increase in preclinical research in pediatric TBI, 
much of our understanding regarding the long-term consequences 
remains in its infancy. The underlying mechanisms of comorbidities 
including post-traumatic epilepsy, neuroendocrine  dysfunction   and 
the disruption of sleep-wake  behavior   remain unclear, and such fac-
tors are likely to negatively impact chronic quality of life. In particu-
lar, the relationship between pediatric TBI and chronic psychosocial 
outcomes has received little attention in the preclinical arena, and 
future studies may reveal age-dependent windows of opportunity 
for behavioral interventions. How injury to the developing brain 
differs from injury during adulthood also requires further investiga-
tion; for example, a full profi le of peripheral and central immune 
responses after injury at different ages may elucidate the  mecha-
nisms   underlying age-specifi c susceptibility to infl ammation. 

 Another oft-neglected consideration in preclinical TBI research 
is that of sex and gender, which appears to infl uence outcomes in 
both patient populations and experimental models [ 112 – 114 ]. 
The importance of circulating sex hormones compared to innate 
sexual dimorphisms of the male versus female brain remains unde-
fi ned, although there is evidence to suggest that even prior to sex-
ual maturation, an individual’s sex is an important determinant of 
long-term recovery [ 115 ]. Studies examining sex differences after 
TBI at different developmental ages will provide a better under-
standing of these  mechanisms  .  

7     Conclusions 

 Several adaptations of experimental models commonly used in 
adult rodents have been successfully employed to investigate the 
mechanisms and consequences of TBI during childhood and 
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adolescence. A key consideration of study design is the appropriate 
age in a rodent to model vulnerable pediatric populations, a deci-
sion that should be made based upon a multifaceted understanding 
of normal brain development with age. A range of clinically rele-
vant, functional measures can be evaluated in brain-injured rodents, 
including sensory, motor and psychosocial. The importance of 
considering long-term  consequences   cannot be overstated, partic-
ularly in light of abundant clinical evidence of long-term problems 
persisting to adulthood after pediatric TBI, and the potential for 
early-life injury to negatively infl uence brain maturation across 
development. Over recent years, preclinical TBI research in the 
pediatric arena has unveiled key mechanisms of oxidative stress, 
infl ammation and cerebral metabolic changes, which may underlie 
the particular vulnerability of the young brain to poor outcomes 
after TBI. Future research aimed at modulating or protecting 
against such processes to support a trajectory of normal brain 
development has the potential to improve long-term outcomes 
after brain injury  in   children .     

  Acknowledgement  

 This review was supported by NIH/NINDS R01 NS050159 and 
NS077767.  

   References 

    1.    Faul M, Xu L, Wald MM, Coronado VG (2010) 
Traumatic brain injury in the United States: 
Emergency department visits, hospitalizations 
and deaths 2002-2006. Centers for Disease 
Control and Prevention, National Center for 
Injury Prevention and Control Atlanta, GA  

      2.    Thurman DJ (2014) The epidemiology of 
traumatic brain injury in children and youths: 
a review of research since 1990. J Child 
Neurol 31:20–27  

    3.   Langlois JA (2000) Traumatic brain injury in 
the United States: assessing outcomes in chil-
dren: summary and recommendations from 
the Expert Working Group, October 26-27. 
Division of Acute Care, Rehabilitation 
Research and Disability Prevention, National 
Center for Injury Prevention and Control, 
Centers for Disease Control and Prevention, 
Department of Health and Human Services. 
Atlanta, GA  

     4.    Anderson V, Catroppa C, Morse S, Haritou F, 
Rosenfeld J (2005) Functional plasticity or 
vulnerability after early brain injury? Pediatrics 
116:1374–1382  

   5.    Anderson V, Jacobs R, Spencer-Smith M, 
Coleman L, Anderson P, Williams J, 
Greenham M, Leventer R (2010) Does early 
age at brain insult predict worse outcome? 
Neuropsychological implications. J Pediatr 
Psychol 35:716–727  

   6.    Robertson CM, Joffe AR, Moore AJ, Watt 
JM (2002) Neurodevelopmental outcome of 
young pediatric intensive care survivors of 
serious brain injury. Pediatr Crit Care Med 
3:345–350  

    7.    Luerssen TG, Klauber MR, Marshall LF 
(1988) Outcome from head injury related to 
patient’s age. A longitudinal prospective 
study of adult and pediatric head injury. 
J Neurosurg 68:409–416  

     8.    Beauchamp MH, Anderson V (2013) 
Cognitive and psychopathological sequelae of 
pediatric traumatic brain injury. Handb Clin 
Neurol 112:913–920  

     9.    Anderson VA, Spencer-Smith MM, Coleman 
L, Anderson PJ, Greenham M, Jacobs R, Lee 
KJ, Leventer RJ (2014) Predicting neurocog-
nitive and behavioural outcome after early 

Bridgette D. Semple et al.



339

brain insult. Dev Med Child Neurol 
56:329–336  

    10.    Choe MC, Valino H, Fischer J, Zeiger M, 
Breault J, McArthur DL, Leung M, Madikians 
A, Yudovin S, Lerner JT, Giza CC (2015) 
Targeting the epidemic: interventions and 
follow-up are necessary in the pediatric trau-
matic brain injury clinic. J Child Neurol 
31:109–115  

    11.    Verger K, Junque C, Levin HS, Jurado MA, 
Perez-Gomez M, Bartres-Faz D, Barrios M, 
Alvarez A, Bartumeus F, Mercader JM (2001) 
Correlation of atrophy measures on MRI 
with neuropsychological sequelae in children 
and adolescents with traumatic brain injury. 
Brain Inj 15:211–221  

   12.    Serra-Grabulosa JM, Junque C, Verger K, 
Salgado-Pineda P, Maneru C, Mercader JM 
(2005) Cerebral correlates of declarative mem-
ory dysfunctions in early traumatic brain injury. 
J Neurol Neurosurg Psychiatry 76:129–131  

   13.    Wilde EA, Hunter JV, Newsome MR, Scheibel 
RS, Bigler ED, Johnson JL, Fearing MA, 
Cleavinger HB, Li X, Swank PR, Pedroza C, 
Roberson GS, Bachevalier J, Levin HS (2005) 
Frontal and temporal morphometric fi ndings on 
MRI in children after moderate to severe trau-
matic brain injury. J Neurotrauma 22:333–344  

   14.    Wilde EA, Bigler ED, Hunter JV, Fearing 
MA, Scheibel RS, Newsome MR, Johnson 
JL, Bachevalier J, Li X, Levin HS (2007) 
Hippocampus, amygdala, and basal ganglia 
morphometrics in children after moderate-to- 
severe traumatic brain injury. Dev Med Child 
Neurol 49:294–299  

   15.    Wilde EA, Merkley TL, Bigler ED, Max JE, 
Schmidt AT, Ayoub KW, McCauley SR, 
Hunter JV, Hanten G, Li X, Chu ZD, Levin 
HS (2012) Longitudinal changes in cortical 
thickness in children after traumatic brain 
injury and their relation to behavioral regula-
tion and emotional control. Int J Dev 
Neurosci 30:267–276  

   16.    Beauchamp MH, Ditchfi eld M, Maller JJ, 
Catroppa C, Godfrey C, Rosenfeld JV, Kean 
MJ, Anderson VA (2011) Hippocampus, 
amygdala and global brain changes 10 years 
after childhood traumatic brain injury. Int 
J Dev Neurosci 29:137–143  

    17.    Keightley ML, Sinopoli KJ, Davis KD, Mikulis 
DJ, Wennberg R, Tartaglia MC, Chen JK, 
Tator CH (2014) Is there evidence for neuro-
degenerative change following traumatic 
brain injury in children and youth? A scoping 
review. Front Hum Neurosci 8:139  

    18.    Giza CC, Mink RB, Madikians A (2007) 
Pediatric traumatic brain injury: not just little 
adults. Curr Opin Crit Care 13:143–152  

    19.    Pinto PS, Poretti A, Meoded A, Tekes A, 
Huisman TA (2012) The unique features of 
traumatic brain injury in children. Review of 
the characteristics of the pediatric skull and 
brain, mechanisms of trauma, patterns of 
injury, complications and their imaging fi nd-
ings—part 1. J Neuroimag 22:e1–e17  

    20.    Romijn HJ, Hofman MA, Gramsbergen A (1991) 
At what age is the developing cerebral cortex of 
the rat comparable to that of the full-term new-
born human baby? Early Hum Dev 26:61–67  

      21.    Prins ML, Hovda DA (2003) Developing 
experimental models to address traumatic 
brain injury in children. J Neurotrauma 
20:123–137  

      22.    Semple BD, Blomgren K, Gimlin K, Ferriero 
DM, Noble-Haeusslein LJ (2013) Brain 
development in rodents and humans: 
 identifying benchmarks of maturation and 
vulnerability to injury across species. Prog 
Neurobiol 106–107:1–16  

    23.    Dixon CE, Lyeth BG, Povlishock JT, Findling 
RL, Hamm RJ, Marmarou A, Young HF, 
Hayes RL (1987) A fl uid percussion model of 
experimental brain injury in the rat. 
J Neurosurg 67:110–119  

   24.    Thompson HJ, Lifshitz J, Marklund N, Grady 
MS, Graham DI, Hovda DA, McIntosh TK 
(2005) Lateral fl uid percussion brain injury: a 
15-year review and evaluation. J Neurotrauma 
22:42–75  

    25.    McIntosh TK, Vink R, Noble L, Yamakami I, 
Fernyak S, Soares H, Faden AL (1989) 
Traumatic brain injury in the rat: character-
ization of a lateral fl uid-percussion model. 
Neuroscience 28:233–244  

    26.    Prins ML, Lee SM, Cheng CL, Becker DP, 
Hovda DA (1996) Fluid percussion brain injury 
in the developing and adult rat: a comparative 
study of mortality, morphology, intracranial 
pressure and mean arterial blood pressure. Brain 
Res Dev Brain Res 95:272–282  

    27.    Marmarou A, Foda MA, van den Brink W, 
Campbell J, Kita H, Demetriadou K (1994) A 
new model of diffuse brain injury in rats. Part 
I: pathophysiology and biomechanics. 
J Neurosurg 80:291–300  

    28.    Feeney DM, Boyeson MG, Linn RT, Murray 
HM, Dail WG (1981) Responses to cortical 
injury: I. Methodology and local effects of 
contusions in the rat. Brain Res 211:67–77  

    29.    Adelson PD, Dixon CE, Kochanek PM 
(2000) Long-term dysfunction following dif-
fuse traumatic brain injury in the immature 
rat. J Neurotrauma 17:273–282  

   30.    Adelson PD, Whalen MJ, Kochanek PM, 
Robichaud P, Carlos TM (1998) Blood brain 

Modeling Pediatric TBI



340

barrier permeability and acute infl ammation 
in two models of traumatic brain injury in the 
immature rat: a preliminary report. Acta 
Neurochir Suppl 71:104–106  

   31.    Huh JW, Widing AG, Raghupathi R (2008) 
Midline brain injury in the immature rat 
induces sustained cognitive defi cits, bihemi-
spheric axonal injury and neurodegeneration. 
Exp Neurol 213:84–92  

    32.    Huh JW, Widing AG, Raghupathi R (2011) 
Differential effects of injury severity on cogni-
tion and cellular pathology after contusive 
brain trauma in the immature rat. 
J Neurotrauma 28:245–257  

    33.    Adelson PD, Jenkins LW, Hamilton RL, 
Robichaud P, Tran MP, Kochanek PM (2001) 
Histopathologic response of the immature rat 
to diffuse traumatic brain injury. 
J Neurotrauma 18:967–976  

    34.    Adelson PD, Fellows-Mayle W, Kochanek 
PM, Dixon CE (2013) Morris water maze 
function and histologic characterization of 
two age-at-injury experimental models of 
controlled cortical impact in the immature 
rat. Child’s Nerv Syst 29:43–53  

    35.   Osier, N. D., Korpon, J. R., & Dixon, C. E. 
(2015) Controlled cortical impact model. In: 
Kobeissy, F. H. ed. Brain neurotrauma: 
molecular, neuropsychological, and rehabili-
tation aspects, Boca Raton (FL), pp 421–428  

     36.    Ajao DO, Pop V, Kamper JE, Adami A, 
Rudobeck E, Huang L, Vlkolinsky R, 
Hartman RE, Ashwal S, Obenaus A, Badaut 
J (2012) Traumatic brain injury in young rats 
leads to progressive behavioral defi cits coinci-
dent with altered tissue properties in adult-
hood. J Neurotrauma 29:2060–2074  

     37.    Card JP, Santone DJ Jr, Gluhovsky MY, 
Adelson PD (2005) Plastic reorganization of 
hippocampal and neocortical circuitry in 
experimental traumatic brain injury in the 
immature rat. J Neurotrauma 22:989–1002  

      38.    Semple BD, Canchola SA, Noble-Haeusslein 
L (2012) Defi cits in social behavior emerge 
during development after pediatric traumatic 
brain injury in mice. J Neurotrauma 
29:2672–2683  

    39.    Semple BD, Noble-Haeusslein LJ, Kwon YJ, 
Sam PN, Gibson AM, Grissom S, Brown S, 
Adahman Z, Hollingsworth CA, Kwakye A, 
Gimlin K, Wilde EA, Hanten G, Levin HS, 
Schenk AK (2014) Sociosexual and commu-
nication defi cits after traumatic injury to the 
developing murine brain. PLoS One 
9(8):e103386  

   40.    Tong W, Igarashi T, Ferriero DM, Noble LJ 
(2002) Traumatic brain injury in the  immature 

mouse brain: characterization of regional vul-
nerability. Exp Neurol 176:105–116  

      41.    Pullela R, Raber J, Pfankuch T, Ferriero DM, 
Claus CP, Koh S-E, Yamauchi T, Rola R, Fike 
JR, Noble-Haeusslein LJ (2006) Traumatic 
injury to the immature brain results in pro-
gressive neuronal loss, hyperactivity and 
delayed cognitive impairments. Dev Neurosci 
28:396–409  

     42.    Chen CY, Noble-Haeusslein LJ, Ferriero D, 
Semple BD (2013) Traumatic injury to the 
immature frontal lobe: a new murine model 
of long-term motor impairment in the 
absence of psychosocial or cognitive defi cits. 
Dev Neurosci 35:474–490  

    43.    Kamper JE, Pop V, Fukuda AM, Ajao DO, 
Hartman RE, Babaut J (2013) Juvenile trau-
matic brain injury evolves into a chronic brain 
disorder: behavioral and histological changes 
over 6 months. Exp Neurol 250:8–19  

    44.    Prins ML, Alexander D, Giza CC, Hovda DA 
(2013) Repeated mild traumatic brain injury: 
mechanisms of cerebral vulnerability. 
J Neurotrauma 30:30–38  

     45.    Prins ML, Hales A, Reger M, Giza CC, 
Hovda DA (2010) Repeat traumatic brain 
injury in the juvenile rat is associated with 
increased axonal injury and cognitive impair-
ments. Dev Neurosci 32:510–518  

    46.   Mychasiuk R, Farran A, Angoa-Perez M, 
Briggs D, Kuhn D, Esser MJ (2014) A novel 
model of mild traumatic brain injury for juve-
nile rats. J Vis Exp (94)  

   47.    Mychasiuk R, Farran A, Esser MJ (2014) 
Assessment of an experimental rodent model 
of pediatric mild traumatic brain injury. 
J Neurotrauma 31:749–757  

   48.    Mychasiuk R, Hehar H, Esser MJ (2015) A 
mild traumatic brain injury (mTBI) induces 
secondary attention-defi cit hyperactivity 
disorder- like symptomology in young rats. 
Behav Brain Res 286:285–292  

     49.    Mychasiuk R, Hehar H, Ma I, Kolb B, Esser 
MJ (2015) The development of lasting 
impairments: a mild pediatric brain injury 
alters gene expression, dendritic morphology, 
and synaptic connectivity in the prefrontal 
cortex of rats. Neuroscience 288:145–155  

    50.    Goddeyne C, Nichols J, Wu C, Anderson T 
(2015) Repetitive mild traumatic brain injury 
induces ventriculomegaly and cortical thinning 
in juvenile rats. J Neurophysiol 113:3268–
3280. doi:  10.1152/jn.00970.2014      

    51.    Kane MJ, Angoa-Pérez M, Briggs DI, Viano 
DC, Kreipke CW, Kuhn DM (2012) A mouse 
model of human repetitive mild traumatic 
brain injury. J Neurosci Methods 203:41–49  

Bridgette D. Semple et al.

http://dx.doi.org/10.1152/jn.00970.2014


341

    52.    Albaugh MD, Orr C, Nickerson JP, Zweber 
C, Slauterbeck JR, Hipko S, Gonyea J, 
Andrews T, Brackenbury JC, Watts R, 
Hudziak JJ (2015) Postconcussion symptoms 
are associated with cerebral cortical thickness 
in healthy collegiate and preparatory school 
ice hockey players. J Pediatr 166:394–400.e1  

    53.    Fijalkowski RJ, Stemper BD, Pintar FA, 
Yoganandan N, Crowe MJ, Gennarelli TA 
(2007) New rat model for diffuse brain injury 
using coronal plane angular acceleration. 
J Neurotrauma 24:1387–1398  

    54.    Guskiewicz KM, McCrea M, Marshall SW, 
Cantu RC, Randolph C, Barr W, Onate JA, 
Kelly JP (2003) Cumulative effects associated 
with recurrent concussion in collegiate foot-
ball players: the NCAA Concussion Study. 
JAMA 290:2549–2555  

    55.    DeWitt DS, Perez-Polo R, Hulsebosch CE, 
Dash PK, Robertson CS (2013) Challenges in 
the development of rodent models of mild trau-
matic brain injury. J Neurotrauma 30:688–701  

    56.    Rice D, Barone SJ (2000) Critical periods of 
vulnerability for the developing nervous sys-
tem: evidence from humans and animal mod-
els. Environ Health Perspect 108:511–533  

    57.    Kernie SG, Parent JM (2010) Forebrain neu-
rogenesis after focal ischemic and traumatic 
brain injury. Neurobiol Dis 37:267–274  

    58.    Covey MV, Jiang Y, Alli VV, Yang Z, Levison 
SW (2010) Defi ning the critical period for 
neocortical neurogenesis after pediatric brain 
injury. Dev Neurosci 32:488–498  

    59.    Sun D, Colello RJ, Daugherty WP, Kwon 
TH, McGinn MJ, Harvey HB, Bullock MR 
(2005) Cell proliferation and neuronal differ-
entiation in the dentate gyrus in juvenile and 
adult rats following traumatic brain injury. 
J Neurotrauma 22:95–105  

    60.    Goodus MT, Guzman AM, Calderon F, Jiang 
Y, Levison SW (2015) Neural stem cells in the 
immature, but not the mature subventricular 
zone respond robustly to traumatic brain 
injury. Dev Neurosci 37:29–42  

    61.    Blaiss CA, Yu TS, Zhang G, Chen J, Dimchev 
G, Parada LF, Powell CM, Kernie SG (2011) 
Temporally specifi ed genetic ablation of neuro-
genesis impairs cognitive recovery after trau-
matic brain injury. J Neurosci 31:4906–4916  

    62.    Sun D, Daniels TE, Rolfe A, Waters M, 
Hamm R (2015) Inhibition of injury-induced 
cell proliferation in the dentate gyrus of the 
hippocampus impairs spontaneous cognitive 
recovery after traumatic brain injury. 
J Neurotrauma 32:495–505  

    63.    Low LK, Cheng HJ (2006) Axon pruning: an 
essential step underlying the developmental 
plasticity of neuronal connections. Philos 
Trans R Soc Lond B Biol Sci 361:1531–1544  

    64.    Herschkowitz N, Kagan J, Zilles K (1997) 
Neurobiological bases of behavioral develop-
ment in the fi rst year. Neuropediatrics 
28:296–306  

    65.    Huttenlocher PR (1979) Synaptic density in 
human frontal cortex—developmental changes 
and effects of aging. Brain Res 163:195–205  

    66.    Crain B, Cotman C, Taylor D, Lynch G 
(1973) A quantitative electron microscopic 
study of synaptogenesis in the dentate gyrus 
of the rat. Brain Res 63:195–204  

    67.    Casella EM, Thomas TC, Vanino DL, 
Fellows-Mayle W, Lifshitz J, Card JP, Adelson 
PD (2014) Traumatic brain injury alters long- 
term hippocampal neuron morphology in 
juvenile, but not immature, rats. Child’s Nerv 
Syst 30:1333–1342  

     68.    Nichols J, Perez RS, Wu C, Adelson PD, 
Anderson T (2014) Traumatic brain injury 
induces rapid enhancement of cortical  excitability 
in juvenile rats. CNS Neurosci Ther 21:193–203  

    69.    Scheff SW, Benardo LS, Cotman CW (1980) 
Decline in reactive fi ber growth in the dentate 
gyrus of aged rats compared to young adult 
rats following entorhinal cortex removal. 
Brain Res 199:21–38  

    70.    McWilliams JR, Lynch G (1983) Rate of syn-
aptic replacement in denervated rat hippo-
campus declines precipitously from the 
juvenile period to adulthood. Science 
221:572–574  

    71.    Statler KD, Scheerlinck P, Pouliot W, 
Hamilton M, White HS, Dudek FE (2009) A 
potential model of pediatric posttraumatic 
epilepsy. Epilepsy Res 86:221–223  

     72.    Li N, Yang Y, Glover DP, Zhang J, Saraswati 
M, Robertson C, Pelled G (2014) Evidence 
for impaired plasticity after traumatic brain 
injury in the developing brain. J Neurotrauma 
31:395–403  

     73.    Ellis TWJ, Ziebell JM, Adelson PD, Lifshitz 
J (2014) Commentary on Kamper et al., juve-
nile traumatic brain injury evolves into a 
chronic brain disorder: the challenges in lon-
gitudinal studies of juvenile traumatic brain 
injury. Exp Neurol 261:434–439  

    74.    Giedd JN, Blumenthal J, Jeffries NO, 
Castellanos FX, Liu H, Zijdenbos A, Paus T, 
Evans AC, Rapoport JL (1999) Brain devel-
opment during childhood and adolescence: a 
longitudinal MRI study. Nat Neurosci 
2:861–863  

    75.    Ewing-Cobbs L, Prasad MR, Swank P, 
Kramer L, Cox CS Jr, Fletcher JM, Barnes M, 
Zhang X, Hasan KM (2008) Arrested devel-
opment and disrupted callosal microstructure 
following pediatric traumatic brain injury: 
relation to neurobehavioral outcomes. 
Neuroimage 42:1305–1315  

Modeling Pediatric TBI



342

    76.    Tasker RC (2006) Changes in white matter 
late after severe traumatic brain injury in 
childhood. Dev Neurosci 28:302–308  

    77.    Bigler ED, Abildskov TJ, Petrie J, Farrer TJ, 
Dennis M, Simic N, Taylor HG, Rubin KH, 
Vannatta K, Gerhardt CA, Stancin T, Owen 
Yeates K (2013) Heterogeneity of brain 
lesions in pediatric traumatic brain injury. 
Neuropsychology 27:438–451  

    78.    Bittigau P, Sifringer M, Felderhoff-Mueser U, 
Ikonomidou C (2004) Apoptotic neurode-
generation in the context of traumatic injury 
to the developing brain. Exp Toxicol Pathol 
56:83–89  

    79.    Ikonomidou C, Qin Y, Labruyere J, Kirby C, 
Olney JW (1996) Prevention of trauma- 
induced neurodegeneration in infant rat 
brain. Pediatr Res 39:1020–1027  

    80.    Anthony DC, Bolton SJ, Fearn S, Perry VH 
(1997) Age-related effects of interleukin-1 
beta on polymorphonuclear neutrophil- 
dependent increases in blood-brain barrier 
permeability in rats. Brain 120:435–444  

    81.    Anthony D, Dempster R, Fearn S, Clements 
J, Wells G, Perry VH, Walker K (1998) CXC 
chemokines generate age-related increases in 
neutrophil-mediated brain infl ammation and 
blood-brain barrier breakdown. Curr Biol 
8:923–926  

    82.    Claus CP, Tsuru-Aoyagi K, Adwanikar H, 
Walker B, Whetstone W, Noble-Haeusslein 
LJ (2010) Age is a determinant of the infl am-
matory response and loss of cortical volume 
after traumatic brain injury. Dev Neurosci 
32:454–465  

       83.    Potts M, Koh S-E, Whetstone W, Walker B, 
Yoneyama T, Claus C, Manvelyan H, Noble- 
Haeusslein L (2006) Traumatic injury to the 
immature brain: infl ammation, oxidative 
injury, and iron-mediated damage as potential 
therapeutic targets. Neuroreport 3:143–153  

     84.    Chang EF, Claus CP, Vreman HJ, Wong RJ, 
Noble-Haeusslein LJ (2005) Heme regula-
tion in traumatic brain injury: relevance to the 
adult and developing brain. J Cereb Blood 
Flow Metab 25:1401–1417  

    85.    Fan P, Yamauchi T, Noble L, Ferriero D 
(2003) Age-dependent differences in gluta-
thione peroxidase activity after traumatic 
brain injury. J Neurotrauma 20:437–445  

    86.    Tsuru-Aoyagi K, Potts M, Trivedi A, Pfankuch 
T, Raber J, Wendland M, Claus C, Koh S-E, 
Ferriero D, Noble-Haeusslein L (2009) 
Glutathione peroxidase activity modulates 
recovery in the injured immature brain. Ann 
Neurol 65:540–549  

    87.    Ashwal S, Holshouser BA, Shu SK, Simmons 
PL, Perkin RM, Tomasi LG, Knierim DS, 
Sheridan C, Craig K, Andrews GH, Hinshaw 
DB (2000) Predictive value of proton mag-
netic resonance spectroscopy in pediatric 
closed head injury. Pediatr Neurol 
23:114–125  

    88.    Holshouser BA, Ashwal S, Luh GY, Shu S, 
Kahlon S, Auld KL, Tomasi LG, Perkin RM, 
Hinshaw DB Jr (1997) Proton MR spectros-
copy after acute central nervous system injury: 
outcome prediction in neonates, infants, and 
children. Radiology 202:487–496  

    89.    Robertson CL, Saraswati M, Scafi di S, Fiskum 
G, Casey P, McKenna MC (2013) Cerebral 
glucose metabolism in an immature rat model 
of pediatric traumatic brain injury. 
J Neurotrauma 30:2066–2072  

   90.    Casey PA, McKenna MC, Fiskum G, Saraswati 
M, Robertson CL (2008) Early and sustained 
alterations in cerebral metabolism after 
 traumatic brain injury in immature rats. 
J Neurotrauma 25:603–614  

    91.    Scafi di S, O'Brien J, Hopkins I, Robertson C, 
Fiskum G, McKenna M (2009) Delayed cere-
bral oxidative glucose metabolism after trau-
matic brain injury in young rats. J Neurochem 
109(Suppl 1):189–197  

    92.    Robertson CL, Saraswati M, Fiskum G 
(2007) Mitochondrial dysfunction early after 
traumatic brain injury in immature rats. 
J Neurochem 101:1248–1257  

    93.    Nehlig A, Boyet S, Pereira de Vasconcelos A 
(1991) Autoradiographic measurement of 
local cerebral beta-hydroxybutyrate uptake in 
the rat during postnatal development. 
Neuroscience 40:871–878  

     94.    Prins ML, Matsumoto J (2014) Metabolic 
response of pediatric traumatic brain injury. 
J Child Neurol 31:28–34  

    95.    Deng-Bryant Y, Prins ML, Hovda DA, Harris 
NG (2011) Ketogenic diet prevents altera-
tions in brain metabolism in young but not 
adult rats after traumatic brain injury. 
J Neurotrauma 28:1813–1825  

    96.    Gold EM, Su D, López-Velázquez L, Haus 
DL, Perez H, Lacuesta GA, Anderson AJ, 
Cummings BJ (2013) Functional assessment 
of long-term defi cits in rodent models of 
traumatic brain injury. Regen Med 
8:483–516  

    97.    Karver CL, Wade SL, Cassedy A, Taylor HG, 
Stancin T, Yeates KO, Walz NC (2012) Age 
at injury and long-term behavior problems 
after traumatic brain injury in young children. 
Rehabil Psychol 57:256–265  

Bridgette D. Semple et al.



343

   98.    Kieslich M, Marquardt G, Galow G, Lorenz 
R, Jacobi G (2001) Neurological and mental 
outcome after severe head injury in child-
hood: a long-term follow-up of 318 children. 
Disabil Rehabil 23:665–669  

   99.    Koskiniemi M, Kyykkä T, Nybo T, Jarho L 
(1995) Long-term outcome after severe brain 
injury in preschoolers is worse than expected. 
Arch Pediatr Adolesc Med 149:249–254  

   100.    McKinlay A, Grace RC, Horwood LJ, 
Fergusson DM, Macfarlane MR (2010) 
Long-term behavioural outcomes of pre- 
school mild traumatic brain injury. Child Care 
Health Dev 36:22–30  

    101.    Ryan NP, Anderson V, Godfrey C, Beauchamp 
MH, Coleman L, Eren S, Rosema S, Taylor 
K, Catroppa C (2013) Predictors of very 
long-term socio-cognitive function after pedi-
atric traumatic brain injury: support for the 
vulnerability of the immature ‘social brain’. 
J Neurotrauma 31:649–657  

    102.    Babikian T, Asarnow R (2009) Neurocognitive 
outcomes and recovery after pediatric TBI: 
meta-analytic review of the literature. 
Neuropsychology 23:283–296  

    103.    Giza CC, Kolb B, Harris NG, Asarnow RF, 
Prins ML (2009) Hitting a moving target: 
basic mechanisms of recovery from acquired 
developmental brain injury. Dev Neurorehabil 
12:255–268  

    104.    Lapchak PA, Zhang JH, Noble-Haeusslein LJ 
(2013) RIGOR Guidelines: escalating STAIR 
and STEPS for effective translational research. 
Transl Stroke Res 4:279–285  

    105.    Kercmar J, Tobet SA, Majdic G (2014) Social 
isolation during puberty affects female sexual 
behavior in mice. Front Behav Neurosci 
8:337  

   106.    Venna VR, Xu Y, Doran SJ, Patrizz A, 
McCullough LD (2014) Social interaction 
plays a critical role in neurogenesis and recov-
ery after stroke. Transl Psychiatry 4:e351  

    107.    Chabout J, Serreau P, Ey E, Bellier L, Aubin 
T, Bourgeron T, Granon S (2012) Adult male 
mice emit context-specifi c ultrasonic vocaliza-
tions that are modulated by prior isolation or 
group-rearing environment. PLoS One 
7:e29401  

    108.   Kaidanovich-Beilin O, Lipina T, Vukobradovic 
I, Roder J, Woodgett JR (2011) Assessment 
of social interaction behaviors. J Vis Exp 
(48):2473. doi:10.3791/2473  

    109.   Terranova ML, Laviola G (2005) Scoring of 
social interactions and play in mice during 
adolescence. Curr Prot Toxicol Chapter 
13:13.10.1–13.10.11  

    110.    Schenk F (1985) Development of place navi-
gation in rats from weaning to puberty. Behav 
Neural Biol 43:69–85  

    111.    Prins ML, Hovda DA (1998) Traumatic brain 
injury in the developing rat: effects of matura-
tion on Morris water maze acquisition. 
J Neurotrauma 15:799–811  

    112.    Mychasiuk R, Hehar H, Farran A, Esser MJ 
(2014) Mean girls: sex differences in the 
effects of mild traumatic brain injury on the 
social dynamics of juvenile rat play behaviour. 
Behav Brain Res 259:284–291  

   113.    Russell KL, Kutchko KM, Fowler SC, Berman 
NEJ, Levant B (2011) Sensorimotor behav-
ioral tests for use in a juvenile rat model of 
traumatic brain injury: assessment of sex dif-
ferences. J Neurosci Methods 199:214–222  

    114.    Slewa-Younan S, van den Berg S, Baguley IJ, 
Nott M, Cameron ID (2008) Towards an 
understanding of sex differences in functional 
outcome following moderate to severe trau-
matic brain injury: a systematic review. 
J Neurol Neurosurg Psychiatry 
79:1197–1201  

    115.    Guevara R, Gianotti M, Oliver J, Roca P 
(2011) Age and sex-related changes in rat 
brain mitochondrial oxidative status. Exp 
Gerontol 46:923–928    

Modeling Pediatric TBI



345

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_19, © Springer Science+Business Media New York 2016

    Chapter 19   

 Modeling Pediatric Brain Trauma: 
Piglet Model of Controlled Cortical Impact                     

     Jennifer     C.     Munoz     Pareja     ,     Kristen     Keeley    ,     Ann-Christine     Duhaime    , 
and     Carter     P.     Dodge     

  Abstract 

   The brain has different responses to traumatic injury as a function of its developmental stage. As a model 
of injury to the immature brain, the piglet shares numerous similarities in regards to morphology and neu-
rodevelopmental sequence compared to humans. This chapter describes a piglet scaled focal contusion 
model of traumatic brain injury that accounts for the changes in mass and morphology of the brain as it 
matures, facilitating the study of age-dependent differences in response to a comparable mechanical trauma.  

  Key words     Controlled cortical impact  ,   CCI  ,   Animal model  ,   Traumatic brain injury  ,   Piglet  ,   Swine  , 
  Development  

1      Introduction 

  When it comes to traumatic brain injury research, it is important to 
understand the differences between species and among different 
ages of subject. Ideally, the investigator should attempt to match 
the  mechanism  , morphology, and/or maturation stages when 
choosing a model to answer a specifi c question about traumatic 
brain injury during immaturity. 

 Large animals, especially piglets, have human like morphology 
and physiology; there is evidence to suggest that piglets most 
closely resemble the human postnatal developmental sequence and 
thus confer signifi cant advantages for modeling the effects of early 
insult, including cerebrovascular  development   [ 1 – 4 ]. The cerebral 
blood fl ow in conscious, normal neonatal piglets has been found to 
be similar to that in conscious human neonates [ 5 ]. With respect 
to brain electrical activity as measured by  electroencephalography  , 
piglets have a similar development to humans. They have been 
studied in the awake and conscious state as well as under condi-
tions of cerebral insult and have electroencephalography patterns 



346

similar to those seen in immature humans [ 6 – 8 ]. For these reasons, 
piglets have been used in a variety of models of perinatal brain 
insult, including hypoxia-ischemia, and trauma [ 9 – 16 ]. It is also 
crucial to identify important anatomical variations between large 
and small animal models; one of the biggest differences among 
rodents and piglets is the presence of  white matter   and gyri. Piglets 
also share developmental similarities and imaging that can be com-
parable to humans; some of the disadvantages are the genetic het-
erogeneity, complex anesthetic considerations, fewer molecular 
techniques, fewer  outcome   scales, and the signifi cantly higher cost 
when compared to small animal models. 

   The response of the immature brain to mechanical  trauma   differs 
among ages and developmental stages [ 17 ]. This model was devel-
oped by Drs. Duhaime and Margulies at the University of 
Pennsylvania, has been described in detail in other publications, and 
has been used at a number of institutions since that time to create a 
strictly comparable mechanical input across subjects at different 
ages in order to identify specifi c differences in injury response due 
to maturational changes alone [ 9 ]. The controlled cortical impact 
(CCI) model (Fig.  1 ) utilizes a portable, skull-mounted, stainless 
steel spring-loaded blunt indentation device with three point screw 
fi xation, thereby allowing visible confi rmation of the initial position 
of the indentor tip, ensuring a directly perpendicular indentation, 
and eliminating relative motion of the head and indentor.

   The device was tested using a laser transducer and was shown 
to deliver highly reproducible fi ring traces with a time course of 
4 ms and an indentation velocity of 1.7 m/s. When the device is 

1.1  Piglet Model 
of Controlled Cortical 
Impact Model

  Fig. 1    ( a ) Schematic representation of the cortical injury device. ( b ) Illustration of the scaled indentor tips and 
their use in histological sampling. The tip diameter and indentation depth increase in proportion to increases 
in brain dimension with age, from youngest ( left ) to oldest ( right ), as described in the text. Samples are taken 
at the 0, 25, 50, 75, and 100 % regions of tissue under the indentor tip for each age       
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fi red it creates a rapid displacement of the cortical surface, produc-
ing a focal cortical contusion, with underlying  white matter   dam-
age, decreased cerebral blood fl ow and somatosensory dysfunction. 
Lesions are centered at the rostral gyrus of the frontal lobe to facili-
tate functional outcome comparisons among ages [ 9 ,  17 ,  18 ]. 
Indentation volumes are scaled in three dimensions to the dimen-
sions of the growing brain, to displace 1 % of the total brain volume 
for that age subject, and the dimensions of the indentor tip and 
depth of indentation are scaled such that comparable anatomical 
structures are displaced in all ages. 

 Because of the rapid and forceful indentation of the brain sur-
face, minor differences in mechanical properties of the brain are 
overcome in this model, which holds strain constant through all 
ages [ 9 ]. This type of scaling has been utilized because of evidence 
that strain is the best predictor of resultant injury in biomechanical 
 in-vivo   models of brain trauma [ 19 ,  20 ]. Because the displacement 
of the cortex is coupled to the skull, this model produces no iner-
tial motion of the head itself, and in this way embodies a purely 
focal  mechanism  . The model creates a well-defi ned cortical and 
subcortical contusion with variable hemorrhage which evolves over 
time, is associated with regional brain swelling and changes in cere-
bral blood fl ow, and can be measured by histology or imaging.  

      Anesthetics for use of this model can be varied depending on the 
specifi c outcomes investigated. For example, there are seizure- 
permissive anesthetics, protocols for experiments performed with 
subjects on room air, those specifi c for detailed imaging requiring 
minimal movements, and other special considerations [ 20 ,  21 ]. 
Below is one specifi c anesthetic protocol, though others may be 
used for specifi c purposes. In all instances, a rescue medication 
protocol should be developed, as young animals are particularly 
prone to hypotension and other systemic perturbations from 
surgical- level anesthetics, particularly if room air conditions are 
utilized. Finally, the use of muscle relaxants must be undertaken 
only with extreme caution and following strict protocols to ensure 
that subjects remain completely anesthetized and comfortable dur-
ing any procedure, and that any chance of distress is minimized, as 
it would be for human  children  . Ongoing collaboration with a 
 pediatric   anesthesiologist or critical care clinician is extremely use-
ful when using immature large animal models to ensure effective 
and humane anesthetic and analgesic care.   

2    Materials 

       1.    Operating room approved for use with large animals.   
   2.    Medical tape (3M, USA).   
   3.    Scissors (OR sharp/blunt scissors 5.5″).   

1.2  Anesthetic 
Considerations

2.1  General Supplies

Piglet Model of Controlled Cortical Impact
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   4.    Gauze (Kendall Curity ®  Non-Sterile Cotton Gauze Sponges: 
2″ × 2″ and 4″ × 4″).   

   5.    Sterile draping (Kimberly-Clark Sterile Examination Drape).   
   6.    4-0 Monocryl or other absorbable sutures (Ethicon, USA).   
   7.    Chux pads (Mckesson, USA).   
   8.    Bair hugger (3M, USA).   
   9.    Gel pad water blanket (Norm-O-Temp ® , CZS, USA).   
   10.    Appropriate personal protective equipment including sterile 

gowns and gloves, hair covers, booties, and masks.   
   11.    Bone wax (Ethicon, USA).   
   12.    Chlorhexidine surgical scrub solution 4 % (Applicare, USA).   
   13.    Tegaderm (3M, USA).   
   14.    Sterile alcohol pred pad (KENDALL 6818 WEBCOL, USA).   
   15.    Size 11 and size 15 disposable sterile surgical blades (Healthaw, 

China).   
   16.    Skin glue (Vetbond, 3M, USA).   
   17.    Animal clippers.   
   18.    Eye lubricant.      

       1.    Anesthesia machine equipped with an isofl urane vaporizer.   
   2.    Nose cone (Parkland Scientifi c, 3–7/16″ OD × 1–3/16″ 

ID × 2–7/8″  L , Item 93815026).   
   3.    Oxygen, air, and vacuum sources.   
   4.    Argyle rigid plastic Yankauer suction tubing (Vitality medical, 

USA).   
   5.    Miller laryngoscope, size 2. Other sizes and blades if preferred 

should be available.   
   6.    Endotracheal tubes 3.0 and 3.5 and 4.0 cuffed (Mallinckrodt™, 

USA).   
   7.    Intubating stylet (Mallinckrodt™, USA).      

       1.    IV catheters 22, 24, and 26 gauge (26 gauge useful for 5 day 
piglets).   

   2.    IV tubing such as microbore  extension   sets and stopcocks.   
   3.    0.9 NaCl 500 mL or 1 L bags.   
   4.    IV stand.   
   5.    Syringes and needles of different sizes.   
   6.    Infusion syringe pump (Smiths medical, USA).      

       1.    Hemodynamic monitor and connections (Edwards 
Lifesciences, USA).   

2.2  Anesthesia 
Equipment

2.3  Intravenous Line

2.4  Monitors
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   2.    End tidal CO 2  monitor and special tubing (Edwards 
Lifesciences, USA).   

   3.     Oxygen saturation   monitor and connections (Edwards 
Lifesciences, USA).   

   4.    Rectal temperature probe.   
   5.     Monitoring   electrodes (3M, USA).   
   6.    Neonatal blood pressure cuff.      

       1.    Scaled cortical impact device and indentor.   
   2.    Medium scissors (Operating Scissors 4.5″ Straight Sharp/

Sharp).   
   3.    Halsey needle holder.   
   4.    Halsted mosquito hemostats.   
   5.    Scalpel handlers #3, #4.   
   6.    Standard tissue forceps.   
   7.    Hudson drill with D’Errico burr.   
   8.    Curettes of different sizes.   
   9.    Bone rongeurs.   
   10.    Dural separator.   
   11.    Blue OR towels.   
   12.    Gauze (Kendall Curity ®  Non-Sterile Cotton Gauze Sponges: 

2″ × 2″ and 4″ × 4″).   
   13.    Bowl for chlorhexidine soak.      

       1.    Ketamine.   
   2.    Xylazine.   
   3.    Atropine.   
   4.    Buprenorphine.   
   5.    Bupivacaine.   
   6.    Methohexital ( see  Subheading  1.2  above).   
   7.    Rocuronium ( see  Subheading  1.2  above).   
   8.    Ophthalmic lubricant ointment (Puralube ®  Vet Ointment).   
   9.    Electrolyte water mixture (Bluelite, TechMix, Stewart, MN).   
   10.    Euthasol (for terminal experiments).       

3    Methods 

   Prior to surgery, 1-month-old and 4-month-old piglets need to be 
restricted from food overnight, 5-day-old piglets need to have access 
to an electrolyte water mixture (Bluelite, TechMix, Stewart, MN) 

2.5  Sterile 
Surgical Pack

2.6  Drugs 
and Supplements

3.1  Preoperative 
Preparation

Piglet Model of Controlled Cortical Impact
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for at least 4 h prior to surgery.  See   Notes 1  and  2  for special 
considerations.  

   Piglets are deeply anesthetized for all procedures. Induce general 
anesthesia with injections of ketamine (20 mg/kg IM), xylazine 
(2 mg/kg IM), and atropine (0.03 mg/kg IM) followed by 5 % 
isofl urane delivered via nose cone mask. Once the animal is anes-
thetized and no longer needs restraint, decrease the isofl urane to 
2–3 % ( see   Notes 3  and  4 ). Place an intravenous catheter in a limb 
or ear vein, administer buprenorphine (0.002 mg/kg IM for 5 day 
piglets and 0.02 mg/kg IM for 1- and 4-month-old piglets), 
moisten eyes with lubricating antibacterial eye gel, and secure eye-
lids down using Tegaderm prior to  endotracheal intubation  . After 
intubation, place the piglet on the anesthesia machine and mechan-
ically ventilate with room air, adjust minute  ventilation   to maintain 
an end-tidal CO 2  between 35 and 45 mmHg. Isofl urane should be 
decreased accordingly depending on the level of sedation needed 
at the time; normally it should be between 1 and 2 %. Monitor and 
record end-tidal CO 2 ,  oxygen saturation  , blood pressure, heart 
rate, and core body temperature at baseline, immediately post- 
injury, and at 5, 10, and 15 min post injury. Core body tempera-
ture can be measured via a rectal probe and needs to be maintained 
between 37 and 39 °C by adjusting the use of a heating pad (place 
chux between the pad and the piglet) and Bair Hugger blanket. 

 Prior to opening sterile instruments, use clippers to shear hair 
from the snout to the crown of the head. Use tape such as Durapore 
surgical tape to remove any loose strands after clipping. In the event 
of hypotension, defi ned as a mean arterial pressure (MAP) of less 
than 30, a bolus of normal saline (10–40 mL/kg) should be admin-
istered ( see   Note 5 ). Hypotension should prompt complete evalu-
ation of all possible causes, including over-sedation, hypovolemia, 
and others according to a checklist, and rescue procedures and 
medications should be immediately available and reviewed before 
each procedure, please  see  Subheading  4  regarding resuscitation.  

   After routine skin sterilization place sterile drapes around surgical 
site, inject and secure in place with a sterile surgical stapler. 
Administer bupivacaine (up to 1 mg/kg) subcutaneously along the 
intended incision site. Using a 15 blade, perform a midline vertex 
incision to expose the coronal and sagittal sutures. Expose the 
right lateral vertex by continuing the incision rostral of the coronal 
suture such that the incision curves laterally just anterior to the 
right. Tissue forceps and the size 15 scalpel blade are used to gen-
tly detach the skin from the periosteum to expose the skull. The 
skin fl ap created can be held out of the way by attaching curved 
mosquito hemostats to the fascia on the underside of the skin. 

 To perform the  craniectomy  , begin by creating a burr hole 
through the skull just posterior to the junction of the right coronal 

3.2  Anesthetic 
Procedures 
and Surgical Prep 
(For Alternatives, 
Please  See  
Subheading 
 1.2  Above)

3.3  Creation 
of Scaled Cortical 
Impact
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and sagittal sutures in the right parietal bone using a Hudson drill. 
Enlarge the burr hole to a diameter 1 cm larger than the diameter 
of the indentor tip with bone rongeurs in the posterior and lateral 
direction; take special care while performing this procedure to 
avoid trauma to the cortical surface. While expanding the burr 
hole, ensure that the edges of the bone are not sharp or pointed as 
may result from taking too large of “bites” with the rongeurs. 
When the burr hole is complete, gently remove any remaining 
bone bits, irrigate the dural surface, and press bone wax into the 
skull to stem bleeding. Once the site is clean and clear of any debris, 
carefully separate the dura from the skull in the area surrounding 
the burr hole. At this point, it is wise to ensure proper fi tting of 
injury device before opening the dura, with an unimpeded trajec-
tory of the indentor tip (Figs.  1  and  2 ).

   After confi rming adequate burr hole size, carefully open the 
dura using a size 11 scalpel blade. Once a small incision is made, 
use a dural separator to protect the brain from the scalpel as 
the dura is continued to be opened in a stellate fashion to expose 
the cortical surface. Secure the sterilized cortical indentation device 

  Fig. 2    Photograph of the scaled cortical impact device. After  craniectomy  , the 
dura mater is opened widely, the device is fi rmly attached to the skull, and inden-
tation occurs directly to the exposed cortical surface. The diameter and depth of 
indentation are scaled to be proportional to brain growth, displacing approxi-
mately 1 % of the total brain volume over 400 ms       
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fi rmly to the skull by placing feet under the skull around the edge 
of the burr hole and tightening the screw fi xation. Screw the inden-
tor tip into the secured apparatus and lower until the tip just makes 
contact with the cortical surface. Confi rm with at least one other 
person, who is able to look from a different angle, that the tip is 
just barely touching the cortical surface. In some instances the tip 
is raised a specifi c distance from the surface to vary the desired 
indentation depth. Before injury, ensure core body temperature is 
within the 37–39 °C range. Utilize the appropriate size indentor 
tip for each age group; perform scaled cortical displacement to the 
appropriate indentation depth by releasing the spring-loaded 
indentor tip. The device described utilized rounded, interchange-
able indentor tips and indents as follows: 1.04 cm in diameter and 
indenting to a depth of 4.8 mm for the 5 day old piglets; 1.07 cm 
in diameter with 5.9 mm indention for the 1 month old piglets; 
and 1.267 cm in diameter with 7 mm indention for the 4 month 
old piglets. The spring-loaded indentor tip will fi re at a time course 
of 4 ms; remove the device from the skull. Gently irrigate the corti-
cal surface and reapproximate the dura. Record the level of hemor-
rhaging observed, and if pial hemorrhage is present, apply gentle 
pressure and irrigation and wait for active bleeding to cease before 
closing the scalp and suturing with 4-0 Monocryl (Fig.  3 ).

      Lighten isofl urane and decrease  ventilation   rate (increase CO 2 ) 
until the piglet begins to breathe over the machine then switch off 
ventilator. Wait to extubate until the animal is beginning to wake 
up and move legs. Someone should be with the animal until it is 

3.4  Postoperative 
Care

  Fig. 3    Postmortem image of a piglet brain demonstrating the controlled cortical 
impact model       
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alert and able to ambulate without risk of injuring itself further, 
this usually takes approximately 15 min from the time of extuba-
tion ( see   Note 6 ). Observe the piglet frequently for an hour after 
surgery to assess recovery. If animal, is acting normal and is bright, 
alert, and responsive (BAR), follow routinely as per animal care 
protocols, but recheck at least every few hours. This injury model 
is specifi cally designed to avoid obvious neurologic defi cit or dis-
tress, so most animals will behave normally; alterations should be 
discussed with the veterinary staff. For the 5-day piglets, it is espe-
cially important to monitor weight and eating habits daily (both 
pre- and post-surgery).   

4     Notes 

     1.    Tips to Encourage Socialization and Comfort 
 Since pigs are social creatures, it is recommended that if 

possible they be housed more than one per pen. This is espe-
cially important for the younger age groups. Piglets less than 
2 weeks old should be kept together with littermates. One 
month pigs should be kept 2–3 per pen. It is also recom-
mended that researchers who will be handling the animals the 
most while they are awake (anesthetic induction and recovery, 
blood draws, etc.) familiarize themselves with the animal by 
interacting with them prior to any procedures. One useful way 
to familiarize research personnel with the  behavior  , intelli-
gence, and sociability of these animals is to feed the piglet’s 
yogurt or other treats as recommended by the veterinary and 
animal care staff. All attempts to minimize stress and discom-
fort and to understand and respect the behavioral repertoire of 
the subjects should be made.   

   2.    Special Considerations for 5 Day Piglets 
 Piglets less than 2 weeks must be closely monitored for 

their ability to thrive. This age group must be shown how to 
drink warm milk from a dish and may experience diarrhea. 
Weights should be taken every day, from the day they arrive at 
the facility until the last day of the study, to be sure they do 
not lose more than 20 % of their body weight. These piglets 
are also susceptible to apnea while anesthetized and during 
post-anesthetic recovery. For this reason, these piglets should 
be induced and allowed to recover from anesthesia while still 
in the operating room and closely observed.   

   3.    Creating an Anesthesia Cart for Transport 
 Depending on the logistics of where the large animal oper-

ating room is compared to the animal facility, it may be neces-
sary to transport the animal long distances. In this situation, 
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consider creating an anesthesia cart to aid in transport. 
A heavy- duty plastic cart with two oxygen tanks, an isofl u-
rane vaporizer, tubing, nose cone, pulse oximeter, covering 
blankets, and relevant medical supplies results in a safe and 
secure mode of transport.   

   4.    Alternative Method of Delivering Anesthesia 
 Depending on study design, it may be necessary to use 

alternative methods for sedation. For example, if the goal is 
to image the brain before or after injury with sequences that 
are sensitive to motion, it may be important to induce a neu-
romuscular blockade and use a compatible anesthetic agent. 
For this situation, we have used Methohexital (1.5–2.5 mg/
kg IV bolus for induction; 0.05–0.15 mg/kg/min IV con-
tinuous infusion for anesthetic maintenance) combined with 
Rocuronium (0.8 mg/kg IV). Rocuronium  is   given just prior 
to imaging and every 10 min as needed. We have also found 
that placing the subject supine for MRI instead of prone 
minimizes the effect of respiratory motion on the head 
position.   

   5.    Intraoperative Tips 
 Have someone be specifi cally in charge of  monitoring   and 

maintaining vital signs and other ongoing data collection such 
as medications given during the surgery. Develop a clear plan 
before beginning a study as to what interventions should be 
taken in certain situations and what should constitute exclu-
sion criteria. An example guideline for excluding animals from 
a study :
    (a)    Failed intubation.   
   (b)    Airway trauma such that intubation is not possible or tra-

cheal injury is suspected.   
   (c)    Prolonged oxygen desaturation <90 % for greater than 

5 min.   
   (d)    Hypotension unresponsive to lowering isofl urane or up to 

three boluses of 10 ml/kg saline.   
   (e)    Cardiac arrest.   
   (f)    Core temperature below 35.0 or above 41.0 °C on 

presentation.   
   (g)    Core temperature cannot be maintained between 37.0 

and 39.0 °C for the 15 min prior to injury (It is also 
advised to have a plan for resuscitation measures which 
should be taken as described below).   

   (h)    Atropine (0.015 mg/kg IV) for treatment of 
bradycardia.   

   (i)    Ephedrine (0.5 mg/kg IV) for treatment of hypotension.   
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   (j)    Epinephrine (0.005 mg/kg IV) for treatment of brady-
cardia and/or hypotension.   

   (k)    50 % Glucose (0.75 mg/kg IV) for treatment of 
hypoglycemia.   

   (l)    Lidocaine (1.25 mg/kg IV) for treatment of ventricular 
arrhythmia.   

   (m)    Naloxone (0.001 mg/kg IV) for treatment of respiratory 
depression.    

      6.    Recovering from Anesthesia
    (a)    Typical Recovery Notes 

 When the pigs are recovering from anesthesia, it is normal 
for them to squeal and move the limbs forcefully, similar 
to human  children   during emergence from anesthesia. 
Because squealing can be loud, especially in confi ned 
spaces, noise- reducing earpieces can be helpful and prop-
erly restraining the animal is essential for a smooth and 
safe recovery. Special care must be taken to ensure that the 
pig does not accidentally bite its tongue, impact the head, 
or harm itself in any way during this period. Giving the 
piglet yogurt is a great way to distract it if it seems upset 
and also to encourage it to take a few steps when trying to 
determine whether it is safe to leave the animal.   

   (b)    Emergence Delirium 
 In a very small subset of animals we have observed the 
phenomenon of emergence delirium. When this occurs, 
upon emergence from anesthesia the animal is vocal and 
thrashing to an extreme degree. They will not be able to 
eat, track objects with their eyes, or respond to 
environmental changes. Administer buprenorphine 
(0.025 mg/kg IV) to alleviate any possible pain. If the 
delirium persists, give 0.5–1.0 mg/kg propofol (IV).          

5    Conclusion 

 The scaled cortical impact model has proven useful in investigating 
age-dependent response to focal cortical mechanical deformation, 
because it causes a measureable lesion without causing signifi cant 
disability or distress. Piglets have human-like brains, and this is 
extremely useful for translational research that may improve under-
standing of traumatic brain injury in higher-order animals, includ-
ing humans. The use of immature large animals requires attention 
to many details and carries a responsibility to do all possible to 
minimize discomfort and distress to meet both scientifi c and 
humane goals.     

Piglet Model of Controlled Cortical Impact
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Chapter 20

Thromboembolic Model of Cerebral Ischemia 
and Reperfusion in Mice

Ali Alawieh, Wenxue Wang, Aarti Narang, and Stephen Tomlinson

Abstract

Ischemic stroke is the fourth leading cause of death in the USA and a prominent cause of death globally. 
Besides thrombolytic therapy used in a small subset of patients, no alternative therapeutic strategy has been 
shown to improve the outcome of stroke patients. Preclinical models of ischemic stroke are an essential 
tool for investigating pathogenic processes that happen after the ischemic insult, as well as to screen for 
candidate therapeutic interventions. There are several models of rodent ischemic stroke including mechan-
ical occlusion, thromboembolic stroke, and photothrombotic stroke. However, models that permit study-
ing stroke in the context of thrombolytic therapy, such as thromboembolic models, are becoming of 
increasing interest to the research community. In this chapter, we describe a thromboembolic model of 
ischemic stroke with and without tissue-plasminogen activator-induced reperfusion. We describe protocols 
for microemboli preparation, surgical procedure, and post-stroke assessment of animals.

Key words Cerebral ischemia reperfusion, Stroke, Thromboembolic stroke, Microemboli, 
Thrombolytic therapy, Tissue-plasminogen activator

1 Introduction

Ischemic stroke is among the leading causes of death and mortality 
in the USA and globally [1, 2]. The only currently approved ther-
apy for ischemic stroke is recombinant tissue-plasminogen activa-
tor (t-PA) that dissolves the clot and restores perfusion to the 
ischemic brain [3–5]. However, t-PA has a very limited window of 
efficacy of up to 4.5 h after stroke onset and carries the risk of fatal 
intra-cranial hemorrhage [3–5]. There is thus a significant need for 
new stroke therapeutics.

Ischemic stroke is characterized by two phases of injury: a pri-
mary injury ensuing from ischemic insult to the brain parenchyma 
resulting in cell death within the ischemic core, and secondary 
injury that occurs in the ischemic penumbra and results from acti-
vation of pro-inflammatory and pro-apoptotic cascades. Secondary 
injury is exacerbated after restoration of blood flow to the ischemic 
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penumbra by several components of the innate and adaptive 
immune system that gain access to the injury site after injury- 
induced permeabilization of the blood–brain barrier [6]. Previous 
studies have identified a core of immune recognition and response 
elements that are involved in the amplification of secondary injury 
after stroke [7, 8]. To better understand the pathophysiology of 
ischemic stroke, as well as to screen for potential therapeutic inter-
ventions, preclinical models of ischemic stroke represent an indis-
pensable tool.

The focus of this chapter is the thromboembolic model of isch-
emic stroke, although there are several models of ischemic stroke 
currently being used. The types of rodent model of focal cerebral 
ischemia include:
 1. Mechanical models of middle cerebral artery occlusion 

(MCAO), such as permanent and transient MCAO [9, 10] or 
distal MCAO [11].

 2. Thromboembolic models that include administration of blood 
clots into the cerebral circulation to induce focal cerebral isch-
emia [12].

 3. Chemical models inducing focal ischemic lesions by intracere-
bral endothelin-1 injection [13, 14] or photo-thrombosis [15].
Although mechanical models of MCAO are by far the most 

commonly used models of ischemic stroke, a major limitation of 
this type of model is that it does not adequately allow for the study 
of cerebral ischemia in the context of t-PA therapy. In addition, 
models of proximal MCAO suffer from other limitations including 
the onset of massive infarcts that would often be deadly in humans 
and that involve a high mortality rate in animals. On the other 
hand, thromboembolic models provide certain advantages such as 
allowing titration of the extent of injury and studying reperfusion in 
the context of thrombolytic therapy (t-PA). With regard to the lat-
ter point, a recent STAIR recommendation states “Given the expan-
sion of the t-PA time window to 4.5 h, it will be increasingly difficult 
to test a neuroprotective agent alone, so most neuroprotective 
agents will be tested in combination with reperfusion therapies, that 
is, on a background of t-PA as a standard of care” [16]. The FDA 
also requires demonstration that an investigational agent does not 
interfere with the fibrinolytic activity of t-PA. Thus, although in the 
past thromboembolic models have not been frequently utilized due 
to a more challenging surgical procedure, greater variability, and 
potential difficulty in outcome assessment strategies especially when 
mild injuries are induced, they represent an important preclinical 
model for investigating new stroke therapeutics.

In this chapter, we provide detailed instructions on performing 
a thromboembolic stroke model in mice based on the model 
described by Atochin et al. [12]. The model we describe utilizes 
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human plasma to form microemboli that are injected into the 
internal carotid artery to block the middle cerebral artery. We also 
describe induction of reperfusion by t-PA administration.

2 Materials

Microemboli preparation requires the following materials and 
devices:

 1. Thrombin from human plasma (T7009-100UN; Sigma- 
Aldrich) stored at −20 °C.

 2. Human fibrinogen with plasminogen depleted (FIB 1; enzyme 
research laboratories) stored at −80 °C (stock solution of 
44.44 mg/mL divided into 0.45 ml aliquots).

 3. Human plasma treated with sodium citrate and filtered at 2 μm 
stored at −80 °C.

 4. Krebs-Ringer buffer (KRB) prepared by dissolving into 1 l of 
distilled H2O: 6.95 g of NaCl, 0.35 g of KCl, 0.29 g of MgSO4, 
0.14 g of CaCl2, 2.1 g of NaHCO3, and 0.16 g of KH2PO4.

 5. CaCl2 stock solution at 400 mM.
 6. Z2 Coulter particle count and size analyzer (Beckman Coulter, 

CA) or similar.
 7. Tissue homogenizer.

For successful performance of the surgical procedure, the follow-
ing surgical instruments, devices, and tools are required, with ster-
ilization as applicable:

 1. Dissecting microscope and a light source.
 2. Surgical board that allows for stabilizing the mice during the 

procedure along with a thermoregulatory heating and moni-
toring device to maintain body temperature during 
anesthesia.

 3. Surgical retractor to allow ease of access to the vessels within 
the incision area.

 4. Two serrated Moloney forceps, two angular Nugent forceps, 
and two Dumont #1 forceps (Roboz Surgical Instrument, 
MD).

 5. Silk sutures 6-0 for vessel ligation (Ethicon Inc., CA).
 6. Microvascular clips (85 psi) for temporary vessel occlusion 

(Harvard Apparatus, MA).
 7. Wound clips and a clip applier if clips are to be used for closing 

the wound. Alternatively, wounds can be sutured using a 5-0 
silk suture with needle.

2.1 Microemboli 
Preparation

2.2 Surgery

Thromboembolic Stroke Model
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 8. Surgical scissors for skin incisions, and microsurgical scissors to 
cut through small vessels (Roboz Surgical Instrument, MD).

 9. A polyethylene catheter with inner diameter of 0.02 mm 
(BrainTree Scientific Inc, MA).

 10. Cathflo® Activase® (Alteplase, Genentech, CA) tissue- 
plasminogen activator protein reconstituted in sterile water.

 11. Mouse tail illuminator and restrainer.
 12. Infusion pump with Hamilton syringe (Harvard Apparatus, MA).
 13. Rodent tail vein catheter (BrainTree Scientific, MA).

 1. Laser doppler flowmeter (LDF) including a power house, a 
mouse probe, and the corresponding acquisition software 
(moorVMS-LDF1 Laser Doppler Blood Flow and Temperature 
Monitor, Moor Instruments, DE).

 2. Stereotactic platform for mounting the animal head with a 
probe holder (Kopf Instruments, CA).

 1. 2,3,5-Triphenyltetrazolium chloride powder (Sigma, MO) 
stored at 4 °C.

 2. Adult mouse brain slicer, 1.0 mm coronal slice intervals 
(Harvard Apparatus, MA).

 3. Razor blades.
 4. Solution of 0.9 % saline or phosphate-buffered saline (PBS).
 5. Dissecting microscope with camera and light source to take 

images of stained brains.
 6. NIH ImageJ software for image analysis.

3 Methods

Microemboli are prepared according to the following procedures 2 
days before surgery:

 1. The following reagents mixed into a final volume of 2 ml of 
KRB in a glass tube:

 – Human plasma: 1.4 ml.
 – Fibrinogen to a final concentration of 10 mg/ml (0.45 ml 

of stock).
 – Thrombin to a final concentration 0.2 U/ml.
 – CaCl2 to a final concentration of 20 mM (0.1 ml of stock).
 – Supplement with KRB to final volume of 2 ml.

Precautions: Human plasma should be thawed on ice; however, 
fibrinogen should be thawed at 37°.

2.3 Laser Doppler 
Flowmetry

2.4 Infarct Volume 
Estimation

3.1 Microemboli 
Preparation
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 2. Incubate the mixture at room temperature for at least 1 h, after 
which the solution should form a gel-like, slightly opaque 
mesh indicating successful formation of the clot. Minimal flu-
idity should be seen in the glass tube at this stage.

 3. Place the coagulated mixture at 4 °C overnight.
 4. Prepare cutting razor blades pre-cleaned with 70 % alcohol fol-

lowed by KRB.
 5. Decant the clot from the glass tubes into a petri dish with 

1–2 ml of KRB, use the razor blades to cut the clot into smaller 
pieces, and then transfer the microemboli into polypropylene 
tubes.

 6. Homogenize the microemboli on ice using a clean tissue 
homogenizer (Fisher) at ½ to ¾ maximum speed for 15–20 s.

 7. Centrifuge the homogenized microemboli at 2000 × g for 
15 min.

 8. Discard the supernatant and resuspend the microemboli in 
2 ml of KRB.

 9. Repeat steps 6–8 three times, and at the final step resuspend 
the microemboli in 5–8 ml KRB supplemented with 3 mg/ml 
of bovine serum albumin (BSA) (see Notes 1 and 2).

 10. The outcome of this process is a large number of microemboli 
of variable sizes. Allow the solution to sediment for 5 min at 
4 °C to remove the large clots, and then remove the superna-
tant into a clean glass tube (Fig. 1).

 11. Prior to their use in surgeries, microemboli need to be sized 
and counted to record their size distribution and concentra-
tion. Two random aliquots from the clot solution should be 
used for analysis by a Z2 Coulter particle count and size ana-
lyzer (Beckman Coulter) or similar. An ideal size of the micro-
emboli is 2–4 μm in diameter. The gain of the particle counter 
should be set to count particles within a range of 1.9–7.7 μm. 
Particles more than 10 μm in diameter need to be less than 5 % 
of the total particle count.

The particle counter will return a distribution curve for the 
microemboli size as shown in Fig. 2. Titration of the dose of emboli 
administered to the animal can be performed to simulate different 
degrees of injury. Based on the current protocol, we use a dose of 
5 × 105 particles for mild injury, 1 × 106 particles for moderate 
injury, and 1.5 × 107 particles for severe injury (see Note 3).

All surgical procedures should be approved by the Institutional 
Animal Care and Use Committee in accordance with the National 
Institutes of Health Guide for the Care and Use of Laboratory 
Animals. Surgeries performed for this chapter were approved by 
the Institutional Animal Care and Use Committee at the Medical 

3.2 Surgical 
Procedure
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University of South Carolina. The procedure below describes the 
experimental protocol used to induce microembolic stroke in the 
right hemisphere along the territory of the middle cerebral artery 
(MCA).

 1. Depending on the experimental design, animals may be trained 
on different motor and cognitive tasks prior to the surgical 
procedures. Once the mice are ready for surgery, prepare and 
size the microemboli according to the required dosing  
(see Note 2). This chapter describes procedures performed in 
young C57bL/6J mice from Jacksons Laboratories that are 
10–12 weeks of age. However, older mice can be also used but 
with higher expected mortality after the procedure.

 2. Prepare the polyethylene catheter by attaching a syringe filled 
with 100–200 μl of PBS, and push PBS through the catheter 
to ensure absence of air bubbles.

 3. Weigh mice and anesthetize by intraperitoneal injection of 
80–100 mg/kg of ketamine and 10 mg/kg of xylazine mixed in 
saline. (Gas anesthesia using isoflurane is an alternative option.)

 4. After reaching surgical stage of anesthesia, shave fur from both 
the neck area (where the incision is to be made) and the head 

3.2.1 Preparation 
for Surgery

Fig. 1 Images of homogenized microemboli prior to sizing and counting using the 
particle counter. (a) Image of microemboli after the last suspension showing 
large and clustered microemboli during sedimentation. (b) Microemboli solution 
after sedimentation and prior to sizing. After repetitive homogenization cycles, 
microemboli of large size (above 10 μm in diameters) may still be present. These 
emboli need to be excluded prior to sizing and subsequent injection to the ani-
mal. If a high concentration of large clots is still present, use longer durations of 
homogenization or additional homogenization steps
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area above the calvarium (in preparation for laser Doppler 
flowmetry). Throughout the following procedures, maintain 
mice on a thermoregulatory pad. Apply ophthalmic ointments 
to the eyes and close the eyelids to prevent eye desiccation.

 5. Laser Doppler flowmetry is used to confirm the onset of isch-
emia and to enhance the reproducibility of the model. Mount 
mice on a stereotactic setup to which the LDF probe is 
attached. A presurgical baseline of blood flow flux is measured 
through the LDF probe and compared to post-embolization 
flux to detect the extent of ischemia.

 6. A 1 cm midline skin incision is cut over the calvarium from supe-
rior nuchal line to the nasion and the skin is pulled laterally. The 
LDF probe is placed on the calvarium 1 mm posterior and 5 mm 
lateral to bregma. Baseline flux is then measured (see Note 4).

 7. After baseline flow measurement, place animal in supine posi-
tion on the surgical board with forepaws, hindpaws, and tail 
fixed by rubber bands or tape.

 8. Under the dissecting microscope, disinfect the shaved neck 
with ethanol and Betadine, and make a midline incision between 
the manubrium and the jaw using forceps and scissors.

3.2.2 Microembolic 
Stroke Surgery

Fig. 2 Example of microemboli diameter distribution. Ideally, the majority of 
microemboli should fall within the range of 2–4 μm in diameter, with less than 
5 % of microemboli exceeding 10 μm in diameter. Shown in the graph is the 
distribution of microemboli by diameter after sizing using the Z2 Coulter counter. 
A total of 1.002 × 108 emboli/ml was prepared that can then be diluted to the 
dose required for injection
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 9. Using forceps, separate the muscles and glands around the 
midline by gently pulling them apart lateral to midline.

 10. Insert the retractor by first placing it under the sternocleido-
mastoid muscle on one side, gently pulling it laterally, and then 
inserting the other side of the retractor under the opposite 
muscle starting from the bottom end and sliding upwards. 
Once the retractor is in place, extend the opening within the 
incision area to allow clear field of view.

 11. Identify the right common carotid artery (CCA), and separate 
it from the accompanying vein and the vagus nerve to avoid 
injury to these structures.

 12. Lift the CCA using Nugent forceps, and clamp it using a 
microvascular clip proximal to its bifurcation (Figs. 3a and 4a).

Fig. 3 Illustration of key steps in the surgical procedure. (a) Identification and clamping of the CCA. (b) Drawing 
a tight and a loose suture around the ECA. (c) Identification and clamping of the ICA. (d) Cutting a hole in the 
ECA between the two sutures and inserting the catheter into the CCA. (e) Completely cutting the ECA, removing 
the clamp from the ICA, and inserting the catheter into the ICA until resistance is felt. (f) Administration of the 
clots and retraction of the catheter prior to closing the wound
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 13. In order to visualize the external carotid artery (ECA), the 
omohyoid muscle needs to be divided with careful attention so 
as not to sever the artery. Once the ECA is isolated and sepa-
rated from the vagus nerve, the ECA is elevated gently using a 
Nugent forceps and the underlying connective tissue is cleared. 
A black 6-0 suture ~1 cm in length is inserted under the ECA, 
pushed distally away from the bifurcation, and tied into a tight 
knot around the ECA. Another knot is similarly made around 
the ECA closer to the bifurcation; however, this knot should 
be kept loose to allow the insertion of the catheter afterwards 
(Figs. 3b and 4b, c).

 14. Prior to cutting the ECA and inserting the catheter, isolate the 
ICA and clamp to prevent bleeding. The loose suture around 
the ECA can be used to gently pull the ECA to visualize the 
pterygopalatine artery, with removal of the lymph nodes and 
connective tissue covering the vessels. Once both the pterygo-
palatine artery and the internal carotid artery (ICA) are 
 visualized, apply a microvascular clip to clamp both vessels. 
Note that the pterygopalatine artery can be coagulated to pre-
vent possible bleeding (Figs. 3c and 4d).

Fig. 4 Images captured during surgical procedures on a dissecting microscope

Thromboembolic Stroke Model
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 15. After clamping both the CCA and ICA, use the microscissors 
to make a small hole (less than 1/3 of the vessel diameter) in 
the ECA between the two sutures and closer to the tight end 
(Figs. 3d and 4e).

Precaution: Do not cut the ECA completely since this will 
make the insertion of catheter harder.

 16. Using the Dumont forceps, insert the tip of the catheter into 
the small hole within the ECA and advance the catheter down 
into the CCA. Once in the CCA, tighten the loose suture 
around the ECA and the catheter. Cut the ECA close to the 
first suture (Fig. 4f).

 17. Prior to advancing the catheter into the ICA, remove the 
microvascular clip on the ICA and then slightly retract the 
catheter backward by holding the tight knot with one hand 
and retracting the catheter with the other.

 18. Flip the ECA with the catheter so that the angle between the 
ECA and ICA is now 180°. You may notice some backflow of 
blood into the catheter at this stage which is anticipated 
(Figs. 3e and 4g).

 19. Advance the catheter into the ICA until resistance is felt. At 
this stage the catheter is just proximal to the opening of the 
MCA (Fig. 4h).

 20. Vortex the pre-prepared microemboli solution and withdraw 
the required volume (based on concentration and dosing) using 
a new syringe. Replace the PBS syringe attached to the catheter 
with the new syringe loaded with microemboli. Make sure not 
to pull the catheter from the vessel (see Notes 4 and 5).

 21. Inject the clot solution as a bolus injection, and then retract 
and withdraw the catheter (Fig. 3f).

 22. Tighten and trim the sutures, and then remove the clip on the 
CCA. Clean any bleeding using a sterile cotton tip.

 23. Bring the muscles and skin together and close the wound using 
a wound clip or by suturing.

 24. To assess post-embolic ischemia, the animal is mounted again 
on the stereotactic platform and using the same coordinates 
10–15 min after emboli injection, blood flow flux is measured 
over the ischemic territory and compared to pre-ischemic lev-
els. Reduction in blood flow through the MCA is dependent 
on the dose of emboli. High-dose emboli (1.4 × 107 microem-
boli) will result in more than 50 % reduction in MCA blood 
flow after embolization.

 25. After wound closing, the animal is monitored on a heating pad 
until recovery and animals are allowed free access to water and 
soft food while being monitored for signs of neurological deficits 
and recovery.
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One advantage of microembolic stroke model is that it can be used 
to induce ischemic stroke with or without reperfusion. Depending 
on the aims of the experiment, reperfusion may be induced by 
administration of t-PA protein by tail-vein infusion of 10 mg/kg of 
Cathflo Activase reconstituted in sterile water (see Note 7). The 
timing of t-PA administration will depend on the aims of the 
experiment; however, a range of 15 min to 5 h after ischemic 
embolization has been used (see Note 8) [17–20].

Precaution: t-PA should not be administered as a single bolus 
injection. Administration requires a 10 % bolus injection followed by 
infusion over at least 15 min (optimally 30 min).

 1. To administer t-PA, place the animal in a tail illuminator 
restrainer to visualize the tail vein. (If the tail vein is hard to 
detect, placing the tail in warm water may facilitate 
visualization.)

 2. Attach a Hamilton syringe to the rodent tail vein catheter and 
load the syringe with the required dose of t-PA (10 mg/kg).

 3. Insert the tip of the catheter into the tail vein and inject 10 % of 
the t-PA dose as a single bolus, and using the pump infuse the 
remaining dose over 15–30 min. Ensure that the animal is ade-
quately restrained and the catheter is fixed in place to prevent 
the dislocation of the catheter during the infusion process.

Several methods can be used to calculate infarct volume after 
microembolic stroke including TTC (2,3,5-triphenyltetrazolium 
chloride) staining, magnetic resonance imaging (MRI), and histo-
logical staining (H&E or Nissel). The TTC provides the fastest 
assessment for infarct volume compared to the other techniques; 
however, it may not be sensitive for small infarcts occurring after 
injection of low doses of emboli. If low doses of emboli are to be 
used, histological staining approaches with Nissl or H&E are more 
sensitive. MRI imaging, in turn, is less sensitive compared to histo-
logical measures; however, it allows for measuring evolution of 
infarct within the same animal and for relating changes in infarct 
volume with performance on different motor and cognitive tasks.

TTC staining is performed after perfusing the animal as 
described below:

 1. Prior to animal sacrifice, prepare a 1 % TTC solution by dissolv-
ing 0.01 g of TTC into 100 ml of PBS or 0.9 % saline. Store 
the solution in the dark prior to use.

 2. At the designated time point of sacrifice, euthanize the animal 
in an isoflurane chamber, and then intra-cardially perfuse with 
PBS to clear the blood from the brain.

 3. After perfusion, gently extract the brain from the skull after 
pealing the skull bone and dura, and then place brain on the 

3.3 Reperfusion 
Using Recombinant 
Tissue- Plasminogen 
Activator

3.4 Infarct Volume 
Estimation
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slicing matrix with the ventral side up. Using razor blades pre- 
cleaned with PBS or 0.9 % saline, slice the brain into 1 mm 
thick coronal sections, dip into 1 % TTC solution, and incubate 
for 5–10 min in the dark. To achieve optimal staining, flip the 
sections over after 5 min of incubation.

 4. After incubation, the interaction of TTC with cellular enzymes 
will result in a red discoloration in areas of live tissue and a 
white discoloration in areas of infarction. To stop the TTC 
reaction, replace the TTC solution with a fixative (4 % parafor-
maldehyde or 10 % formalin solution).

 5. To image the brain slices, place sections on a glass slide and 
visualize under a dissecting microscope. Image the TTC-
stained sections using a digital camera attached to the dissect-
ing microscope, and use NIH ImageJ software to measure the 
infarct area (Fig. 5).

 6. To calculate % infarct volume, the area of live tissue in the ipsi-
lateral hemisphere (IpsL) and the area of the contralateral 

Fig. 5 Representative images of TTC-stained brain sections from (a) sham-treated animal, and (b) animal 
treated with a high dose of microemboli. Dashed lines outline the infarct region
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hemisphere (ContL) are measured using ImageJ for each slice. 
Then,

 
% Infarct volume ContL ipsi

ContL

=
-

´
V V

V
100

 

Several measures can be used to assess signs of recovery after micro-
embolic stroke. These measures are not the focus of this chapter, 
but some examples are as follows:

 – Motor recovery can be assessed by the four-digit neurological 
scoring system described in [21], the corner test described in 
[22], grid walking test described in [23], adhesive tape removal 
test described in [24], or pasta-handling tasks described in 
[25]. Open-field locomotor activity test can also be used.

 – Cognitive recovery can be assessed by Barnes maze task 
described in [26], passive avoidance task described in [27], or 
Morris water maze described in [28].

4 Notes

 1. The protocol describes three homogenization-centrifugation 
cycles; however, if the results of sizing indicate high emboli 
diameters, additional homogenization cycles may be added.

 2. Final resuspension volume prior to sizing is dependent on 
experience. Start by resuspending the emboli in a lower vol-
ume (5 ml) of KRB to avoid excessively diluting the sample. 
 Depending on the target dose of emboli, the concentration 
needs to be adjusted so that the injected volume is 50–100 μl.

 3. Using a high dose of emboli is associated with a high mortality 
rate in this model. In our hands, 60–70 % of mice receiving 
high-dose emboli will die within 24 h of emboli injection, with 
low- and medium-dose emboli usually resulting in less than 
25 % mortality at 24 h. These outcomes are based on surgeries 
performed without administration of t-PA.

 4. There is an alternative option for performing laser Doppler 
flowmetry that involves fixing a flexible LDF probe to the skull 
prior to and throughout the procedure to capture the drop in 
cerebral blood flow after emboli injection.

 5. Because the surgical procedure prior to injection of the emboli 
may take several minutes, it is preferred not to initially load the 
emboli syringe onto the catheter. Rather, attach a PBS-loaded 
syringe to the catheter during the surgery, and once the catheter 
is in place, replace the syringe with a microemboli-loaded syringe 
and inject into the ICA. Failure to do so may result in the small 
emboli clustering together or adhering to the lower ends of the 
syringe and may affect the reproducibility of injury.

3.5 Post-stroke 
Assessment
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 6. Not described in the methods is the option to radiolabel the 
emboli prior to injection in order to detect the location and 
dosage of emboli in the ipsilateral hemisphere. If this is 
required, investigators need to be trained on handling radioac-
tive material, procedures, and waste disposal. Radiolabeling 
emboli can be performed by incubating the emboli with radio-
active iodine as previously described [12, 29, 30].

 7. After Alteplase (t-PA) is reconstituted, it should be used within 
8–12 h. Therefore, it is recommended to reconstitute immedi-
ately before use and to protect from light. If another t-PA 
product is used, storage and reconstitution should be accord-
ing to the manufacturer’s instructions.

 8. In human stroke, t-PA is ideally administered within 3 h of 
stroke onset. However, a longer window of 4.5 h has also been 
used, although with an increased risk of adverse events [3–5]. 
Although there is no obvious and direct mapping of biological 
time between mice and humans, administering t-PA within 
15–60 min after embolic stroke in mice would appear to be a 
clinically relevant strategy. In rats, the administration of t-PA 
beyond 60 min of embolic stroke did not consistently show a 
decrease in infarct volume [17–20].
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    Chapter 21   

 Animal Stroke Model: Ischemia–Reperfusion 
and Intracerebral Hemorrhage                     

     Changhong     Ren    ,     Christopher     Sy    ,     Jinhuan     Gao    ,     Yuchuan     Ding    , 
and     Xunming     Ji       

  Abstract 

   Stroke is a major health issue worldwide—one with serious fi nancial and public health implications. As a 
result, ongoing clinical research on novel and improved stroke therapies is not only pertinent but also para-
mount. Due to the complexity of a stroke-like event and its many sequelae, devising usable methods and 
experimental models are necessary to study and better understand the pathophysiological processes that 
ensue. As it stands, animal models that simulate stroke-like events have proven to be the most logical and 
effective options in regards to experimental studies. A number of animal stroke models exist and have been 
demonstrated in previous studies on ischemic as well as hemorrhagic stroke. Considering the effi ciency and 
reproducibility of animal models, here, we introduce an ischemic stroke model induced by middle cerebral 
artery occlusion (MCAO) and an intracerebral hemorrhagic stroke model induced by collagenase injec-
tion. The models outlined here have been proven to demonstrate the clinical relevance desired for use in 
continued research on stroke pathophysiology and the study of future therapeutic options.  

  Key words     Animal stroke model  ,   Ischemia–reperfusion  ,   Middle cerebral artery occlusion  ,   Intraluminal 
fi lament  ,   Intracerebral hemorrhage  ,   Collagenase injection  

1      Introduction 

   Stroke places a large fi nancial burden on healthcare systems. In the 
USA, it is the fourth leading cause of death and is the leading cause 
of long-term severe disability [ 1 ,  2 ]. Due to the seriousness of a 
stroke-like event and its many sequelae, devising methods and 
models to study and better understand the pathophysiological pro-
cesses that occur are paramount. Several clinical trials and retro-
spective studies are inherently limited in their usefulness and clinical 
applicability when it comes to stroke [ 3 ]. As a result, animal mod-
els that simulate stroke-like events have proven to be the most logi-
cal and effective options for experimental studies. In addition to 
addressing ethical concerns, use of animal models in stroke research 
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has led to methods that are highly reproducible and outcomes that 
are both informative and clinically relevant. 

 Although animal stroke models have been developed using mice, 
rabbits, cats, dogs, pigs, baboons, and other nonhuman primates, 
those involving rats are used most commonly for a number of reasons 
[ 3 – 6 ]. Rats, in general, closely resemble the cerebrovascular anatomy 
and physiology of humans. They are moderate in size and, as such, 
are ideal for the  monitoring   of vital and physical signs—including the 
subsequent analysis of  brain tissue   for physical and molecular changes 
[ 7 – 9 ]. It has been shown that rats exhibit a relative homogeneity 
within each other and among different strains [ 9 ]. 

 Stroke itself can be broadly divided into two major categories 
based on etiology: hemorrhagic (~20 % of cases) and ischemic 
(~80 % of cases) (Bennett et al. 2012). Common to both types of 
stroke is the cessation of blood circulation to one or more areas of 
the brain—leading to hypoxia, malnutrition, and the buildup of 
toxic substances. The end result is neuronal cell death and subse-
quent neurobehavioral defi cits in survivors. Hemorrhagic stroke is 
characterized by intracranial bleeding within the brain parenchyma, 
caused either through trauma or spontaneously as a result of an 
underlying medical condition [ 10 ]. Regardless of the cause, cere-
brovasculature is damaged, leading to disruption of blood supply 
within a wide area. Continuous bleeding in hemorrhagic stroke also 
leads to the formation of a growing hematoma that can cause fur-
ther mechanical damage in addition to that already caused by a 
dysfunctional circulation. Ischemic stroke is the more common of 
the two types and is instead characterized by the focal occlusion of 
a blood vessel that supplies the brain. Clinically, in humans, it is 
often the middle cerebral artery (MCA) that is occluded due to its 
status as the downstream continuation of the internal carotid artery 
(ICA) [ 11 – 13 ]. As large arteries, these major vessels are where car-
diac and systemic emboli are likely to enter. Furthermore, the anat-
omy of the distal MCA is characterized by the presence of a major 
branch point where emboli can become easily lodged. Unlike hem-
orrhagic stroke, the focal occlusion of ischemic stroke leads to a 
more localized and demarcated lesion consisting of brain paren-
chyma formerly perfused by the occluded vessel. It is important to 
 Note  that ischemic stroke also differs from hemorrhagic stroke in 
that a “penumbra” region of injured, yet still viable, tissue often 
surrounds the core lesion produced by the lack of blood supply [ 14 , 
 15 ]. This penumbra region, preserved by collateral circulation, can 
potentially be saved but is susceptible to further damage from 
reperfusion-related injuries. It is the case that rapid reestablishment 
of circulation has the potential to exacerbate damage to vessels and 
tissue that have been previously weakened. Regardless of the exact 
cause and progression on stroke, serious complications can result. 
All in all, there are a number of rat models which have been 
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 developed to simulate both types of stroke  pathophysiology  . The 
models most commonly used, due largely to their reproducibility 
and clinical applicability, will be briefl y introduced and reviewed. 

 Compared to ischemic stroke, models of hemorrhagic stroke are 
inherently less focal and controlled, owing to the presence of hema-
tomas that cause damage not only through shear force and mass 
effect but also through direct toxicity from blood components and 
infl ammatory responses. Given the focus of this section, only the 
most common models will be discussed here for reference. The two 
models most commonly used are the direct injection of autologous 
blood and the use of bacterial collagenase [ 4 ,  16 ]. In the model 
involving injection of autologous blood, the growth and progres-
sion of an actual hematoma can be very closely simulated. Control 
of injection rate (simulating hematoma growth rate) using blood 
belonging to the original specimen allows preservation of many 
physiological parameters that would occur with a spontaneous hem-
orrhagic stroke. Despite this, the use of bacterial collagenase has 
more recently been found to better simulate what occurs in the clini-
cal setting [ 4 ,  17 ]. Its action relies on the degradation of Type IV 
collagen located within the basement membrane of  the   blood–brain 
barrier (BBB)—leading to disruption and leakage surrounding sites 
of injection delivery. The concept was fi rst described by Rosenberg 
et al. in 1990 from observations of elevated collagenase levels 
released from injured cells [ 18 ]. A marked advantage of the collage-
nase model over autologous injection is that, again due to direct 
disruption of the  BBB  , spontaneous hemorrhages occur directly 
upon delivery of collagenase to the desired site [ 17 ,  19 ]. These 
spontaneous hemorrhages mimic the clinical setting and cannot be 
simulated with the autologous injection model. The effi cacy of this 
model, along with its fl exibility and ease of use, has allowed succes-
sive improvements and modifi cations. Location, amount, and rate 
are easily customizable. Choudhri et al., for example, experimented 
with different infusion rates while targeting the basal ganglia [ 20 ]. 

 As far as ischemic stroke models, the two models most often 
used are the thromboembolic model and the intraluminal suture 
model [ 3 ,  6 ]. Both rely on the production of focal ischemia 
through targeted occlusion of cerebral vasculature. The vessel most 
often targeted is the middle cerebral artery (MCA), which is the 
cerebral vessel most often occluded within humans in the clinical 
setting. In the thromboembolic model, clotted material is injected 
into the internal carotid artery (ICA), which is accessed via the 
external carotid artery (ECA). Many materials have been used to 
produce injectable clots though the most often used are human or 
autologous blood and fi brin-rich blood clots due to their physio-
logical relevance. In the intraluminal suture model access to the 
MCA is similar—through the ICA via the ECA. The difference 
involves the insertion of a fi lamentous suture, instead of clotted 
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material, to physically occlude the MCA at its major branch point. 
Both of these models hold great value in the experimental setting. 
Of  Note  are other models of focal cerebral ischemia including pho-
tothrombosis, which uses a photoactive dye and irradiation to 
induce focal endothelial damage and endothelin-1 induced stroke 
where the eponymous peptide is applied to cause prolonged vaso-
constriction [ 3 ,  6 ,  9 ]. These latter two models have their niches in 
experimental research but are not often used in clinical studies and 
therapeutic testing—especially in light of the effectiveness of the 
thromboembolic and intraluminal suture models. 

 The thromboembolic model most closely mimics the clinical 
setting and allows the use of thrombolytic therapies as part of the 
experimental regimen. Although the intraluminal model cannot 
accurately simulate the action of thrombolytics it does allow con-
trolled timing of reperfusion through withdrawal of the suture at a 
desired time. This allows greater fl exibility with the intraluminal 
model, as it is not reliant on  thrombolytic therapy   for the onset of 
reperfusion. The intraluminal model has also proven to be more reli-
able with extremely reproducible results, largely because the tech-
nique has become more and more refi ned. Koizumi et al. fi rst 
described the concept of using an intraluminal suture in 1986 where, 
most notably, a silicone-coated suture was used [ 25 ]. Both ischemia 
and reperfusion were achieved but results were variable and incon-
sistent. The technique was refi ned in 1989 by Zea Longa et al. where 
an uncoated suture was used and where a fl ame was used to blunt 
the suture tip [ 26 ]. Successive improvements, including the use of 
poly- l -lysine coating [ 27 ] and increased diameters [ 28 ,  29 ], for 
example, have only made the intraluminal model more suitable, 
adaptable, and effective for clinical stroke studies. As it stands, larger 
ischemic lesions have been generated with the intraluminal model, 
which has proven to be of value in studies of  neuroprotection  . 
Reproducible transient ischemia ranging from 60 min to 2 h has 
been well documented. Most notable, perhaps, is the option for reli-
able permanent ischemia using the intraluminal model. Lastly, the 
intraluminal model is comparatively less invasive and less complex to 
perform—lending itself further to the stringent reproducibility, pre-
cision, and effi ciency expected from clinical studies. 

 When selecting a particular animal model for experimental 
studies it is important to  Note  that despite the excellent reproduc-
ibility of these models, they can not fully replicate the heterogene-
ity of stroke  pathophysiology  . Furthermore, model selection and 
the success of any study will depend on what  mechanisms   are of 
interest, as some models are better suited for certain pursuits and 
not as well-suited for others. Regardless, the models outlined here 
have, up to this point, demonstrated the high reproducibility and 
clinical relevance desired for continued research in stroke  patho-
physiology   and the study of future therapeutic options.  
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2    Material 

 The experimental procedures are in accordance with the Animal 
Care Guidelines of the Animal Experimental Committee of Xuanwu 
Hospital, Capital Medical University and the National Institutes of 
Health. Male adult Sprague Dawley rats (280–320 g, Charles River 
Labs, Beijing, China) were used in these experiments. 

     Disposable masks, latex gloves, canvas gloves, mouse board, medi-
cal tape, cotton swabs, marker pen.  

       1.    Rat temperature control, including: 20 × 30 mm heating pad, 
temperature controller, and rectal probe (Harvard Apparatus).   

   2.    Lubricant ophthalmic ointment (Akorn, Buffalo Grove, 
Illinois).   

   3.    Rat anesthesia:
    (a)     Anesthesia induction box. Oxygen (O 2 ) and nitrous oxide 

(N 2 O) gas tanks with manifold (Bickford veterinary anes-
thesia equipment model no. 61010; AM Bickford Inc., 
Wales Center, NY, USA).   

   (b)     Vacuum recapture system (Rodent Ventilator Model 683; 
Harvard Apparatus Inc., Holliston, MA, USA).   

   (c)    Oxygen (O 2 ), nitrous oxide (N 2 O).   
   (d)    Isofl urane.   
   (e)     Endotracheal cannulas (hollow tube) and tube core for 

 endotracheal intubation  ;       
   4.    Surgical microscope (Carl Zeiss).   
   5.    Electrocoagulator.   
   6.    Trimmer.   
   7.    Betadine.       

         1.    Laser-Doppler Cerebral blood fl ow detector (PF5001, Perimed).   
   2.    Stereotaxis frame with integrated tooth bar (Kopf Instruments, 

CA).   
   3.    Surgical tools: fi ne forceps, blunt-pointed scissors, homemade 

retractors (two), acutenaculum.   
   4.    Microdrill (MD-1200, Braintree Scientifi c).   
   5.    1 mm carbide ball bit (1 mm).   
   6.    Hydrogen peroxide.   

2.1  List 
of Equipment 
and Supplies

2.1.1  General Supplies

2.1.2  Animal Handling 
Equipment and Supplies

2.2  Equipment 
and Supplies 
for Cerebral Blood 
Flow Measurement
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   7.    Supper Bonder medical device adhesive and accelerator.   
   8.    Bone wax (Shanghai Sanyou Co. Ltd.).      

       1.    Surgical tools: iridectomy scissors, fi ne forceps, blunt-pointed 
scissors, hemostats, homemade retractors, acutenaculum (Fig.  1 ).

       2.    Bipolar electrocoagulation (ACC100, DEVEL).   
   3.    Suture needle and skill sutures (4-0).   
   4.    Microvessel clip: S&T vascular clamp, 3.5 × 1 mm jaw, 7 mm 

long (Harvard Apparatus, MA).   
   5.    Heparinized saline (25 U/mL). To make heparinized saline: 

combine 0.9 % sodium chloride solution with heparin.   
   6.    Commercially available sutures.      

       1.    Stereotaxic frame with  integrated   tooth bar.   
   2.    Surgical tools: fi ne forceps, blunt-pointed scissors, two home-

made retractors, acutenaculum.   
   3.    Microdrill (MD-1200, Braintree Scientifi c).   

2.3  Equipment 
and Supplies for MCAO

2.4  Equipment 
and Supplies 
for Collagenase 
Injection

  Fig. 1    Surgical instruments used       
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   4.    Hydrogen peroxide.   
   5.    Bone wax.   
   6.    Microsyringe with 22-gauge needle.   
   7.    Collagenase VII-S (Sigma, St Louis, MO, USA). To make col-

lagenase solution for injection, combine 0.5 U collagenase 
VII-S in 1 μL saline. Prepare just before using.       

3    Methods 

   For conducting focal ischemic stroke, middle cerebral artery occlu-
sion (MCAO) is used followed by reperfusion. MCAO is induced 
using the intraluminal fi lament model described by Zea Longa 
et al. [ 26 ]. 

 The MCAO model, involving insertion of an intraluminal 
suture, is performed to simulate focal ischemic stroke. Reperfusion 
can be established by removal of the suture while non-removal of 
the suture allows for a model of permanent ischemia.  MCAO   was 
induced using the  intraluminal fi lament   model described by Zea 
Longa et al. [ 26 ]. Successful MCAO is confi rmed, in vivo, using 
DRT4 laser Doppler fl owmetry (PERIMED 5000, Sweden) [ 30 ]. 
Neurological defi cits in rats are examined after ischemia and com-
pared to baseline. The defi cits were scored using a modifi ed scor-
ing system [ 26 ]. 

   All sutures used were commercially available, though the diameter 
of suture needed is dependent on the weight of rat and should be 
determined accordingly. In this study, the suture used is suitable 
for rats weighing 280–320 g. The diameter of the tip is (0.28 mm), 
whereas the diameter of the remaining suture is (0.36 ± 0.02 mm). 
Under microscope, mark a 1 mm line at the tip of the suture using 
black marker pen. Mark a point at 18 mm, 19 mm and 20 mm 
away from tip, respectively. Store prepared sutures within a con-
tainer immersed in heparinized saline (25 U/mL).  

       1.    Adult male Sprague-Dawley rat were weighed and prepared 
(280–320 g range only).   

   2.    Animals were fasted overnight but were allowed free access to 
water.   

   3.    Induce anesthesia of the animal with 4 % isofl urane and a 30:70 
mixture of oxygen and nitrous oxide. Insure that the animal is 
fully sedated using tail and/or toe pinches.   

   4.    Secure the animal on the board with medical tape.   
   5.    Under a microscope, insert endotracheal (ET) cannula with 

tube core (tube core exposed 1 cm from cannula). The glottis 

3.1  MCA 
Occlusion Model

3.1.1  Preparation 
of Suture

3.1.2  Surgical 
Preparation
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usually opens and closes with respiration. While the glottis is 
open, insert the exposed tube core past the glottis. Next, insert 
the remaining cannula past the glottis as well. Withdraw the 
tube core while leaving the ET cannula in place within the 
glottis. Successful ET intubation is determined by positive air 
fl ow from the cannula and can be assessed with a cotton wisp 
held near the device to observe for air movement.   

   6.    Isofl urane is subsequently lowered from 4 % to 1.5–2 % for 
endovascular access, and administered continuously through-
out the time-course of these experiments. Care should be taken 
to minimize the level of isofl urane while maintaining full anes-
thesia during surgery—this can be periodically assessed using a 
paw pinch test.      

   To verify MCAO and reperfusion and to examine  changes   of the 
microcirculation after reperfusion, local CBF in cortex supplied by 
the right MCA should be measured using Laser-Doppler Cerebral 
blood fl ow detector LDF before (baseline) and during occlusion. 

       1.    Place the rat’s head between the ear bars of the stereotaxic 
frame and gently secure the head to ensure the stability of the 
rat. Place the heated pad under the animal body. The rectal 
probe is lubricated with sterile mineral oil, inserted, and 
secured with adhesive tape to the tail. The core body tempera-
ture of rat should be continuously monitored and maintained 
at 37–37.5 °C ( see   Note 1 ).   

   2.    Shave the scalp from neck region to the frontal area of the rat 
using a rodent trimmer. Sterilize the operating area with 
Betadine according to aseptic techniques.   

   3.    Cut a longitudinal incision along the animal’s midline, starting 
from between the ears to between the eyes (Fig.  2a ).

       4.    Retract skin to expose subcutaneous tissue. Wipe the scalp and 
associated connective tissue with a cotton swab dipped in 30 % 
hydrogen peroxide to complete the skull exposure (Fig.  2b ) 
( see   Note 2 ).   

   5.    Carefully clean the exposed skull with a cotton swab dipped in 
30 % hydrogen peroxide. This step is important for cleaning up 
residual blood and fascia.      

       1.    A micro drill and 1 mm carbide ball bit are used to gently thin 
the skull over the region to be excised (3 mm posterior and 
5 mm lateral to bregma).   

   2.    Once the outer layer of the skull is removed, the spongy bone 
layer is removed through gentle scraping with dull forceps. 
Any remaining layers are thinned with the carbide bit, taking 
great care in not breaking through to the brain parenchyma. 
Be sure to clear away any bone fragments from the skull as 
these will interfere with CBF signaling.   

3.1.3  Measurement 
of Local Cerebral Blood 
Flow (CBF)

 Skull Preparation

 Thinning the Skull
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   3.    In order to protect the pad from moisture and any secretions, cot-
ton is stuffed between the scalp and skull to absorb body fl uids.      

       1.    Adjust PeriCam PSI  head   to make sure that the red cross dot 
of (660 nm) laser indicator is positioned in the center of mea-
surement area (Fig.  2c ).   

   2.    Insert the probe into the PH07-4 Probe Holder, and then ste-
reotaxically place the Probe Holder (with the probe) on the 
exposed polished hole (Fig.  2d ).   

   3.    Adjust the position of the Probe Holder to collect  perfusion   
signals. When signaling of adequate quality (i.e., stable and 
normal CBF range) is acquired, apply adhesive around the 
Probe Holder to fi x it onto the skull. The probe holder should 
be held by hand until the glue is dry. Coagulation accelerator 
spray can be used to rapidly solidify the glue.       

       1.    For CBF measurement, the animal is placed in a prone posi-
tion, whereas for MCAO surgery, the animal is supine. Carefully 
change the position so as to not disturb the placement of the 
laser probe.   

 CBF Measurement

3.1.4  MCAO Surgery

  Fig. 2    Schematic diagram of CBF measurement. ( a ) Schematic diagram of the longitudinal incision. ( b ) 
Schematic diagram of the skull exposure. ( c ) Schematic diagram of skull window for positioning of laser indi-
cator. ( d ) Probe holder is fi xed on the skull       
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   2.    Re-secure the animal to the board by applying medical tape to 
both upper limbs.   

   3.    Shave the hair from the animal’s neck region up to the lower 
jaw using a rodent trimmer and sterilize the operating area 
with Betadine according to aseptic techniques (Fig.  3a ).

       4.    Cut a longitudinal incision along the midline from the neck (ster-
nal area) up to about 2 cm below the animal’s lower jaw (Fig.  3a ).   

   5.    After cutting the skin, submandibular glands and sublingual 
major glands are exposed (Fig.  3b ). A longitudinal shallow 
depression between the left and right glands is visible; this is 
indicated by a dotted line in Fig.  3b . Carefully cut the fascia 
along that shallow depression, taking care to avoid shearing of 
the submandibular gland and the sublingual major gland.   

   6.    The sternocleidomastoid muscle and sternohyoideus muscle 
are then exposed under the submandibular gland. Separate the 
right sternocleidomastoid muscle from the sternohyoideus 
muscle by blunt dissection with hemostats.   

   7.    Retract the skin and fascia towards the upper left portion of the 
surgical fi eld with retractor #1 (Fig.  3e ), retract the sternoclei-
domastoid muscle to the lower left portion with retractor #2 

  Fig. 3    Schematic diagram of MCAO surgery process. Muscle tissues are separated layer by layer. ( a ) Schematic 
diagram of the longitudinal incision. ( b ) Schematic diagram of the glands under skin,  dotted line  indicate the 
position for cutting fascia. ( c ,  d ) Schematic diagram of the muscle under gland,  dotted line  indicate the position 
for blunt dissection. ( e ) Schematic diagram of exposed visual fi eld. ( f ) Schematic diagram of exposed CCA       
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(Fig.  3e ), and then retract the scalenus muscle to the lower 
right portion with retractor #3 to keep the incision open and 
accessible (Fig.  3e ). This step is important for adequate expo-
sure of the surgical fi eld ( see   Note 3 ).   

   8.    With the surgical fi eld exposed, the pulsation of the common 
carotid artery (CCA) should be visible (a bright red and thick- 
walled vessel). Under the surgical microscope (magnifi cation: 
6× or 10×), carefully separate the fascia around the CCA with 
fi ne forceps and avoid tearing the veins that accompany the 
CCA. Of  Note , to avoid stressing the animal, there is no need 
to separate CCA along the entire length. The CCA should be 
gently separated about 1 mm, just enough so that a 4-0 silk 
suture can be threaded underneath and around the CCA.   

   9.    A 4-0 silk suture is threaded under the CCA (Fig.  3f ).   
   10.    The external carotid artery (ECA), a branch of the CCA, is 

then separated from its surrounding fascia. The ECA as well as 
the internal carotid artery (ICA) are the eventual bifurcations 
of the CCA. When looking at the surgical fi eld, the ECA 
appears to be the direct, linear, extension of the CCA extend-
ing upward towards the brain (Fig.  4 ). At the bifurcation of 

  Fig. 4    Schematic diagram of MCAO surgery process. Blood vessels are separated one by one. ( a ) Schematic 
diagram of ECA and occipital artery. ( b ) Schematic diagram of ECA and thyroid artery. ( c ) Schematic diagram of 
ECA ligated by suture. The occipital artery and the thyroid artery are cut by electrocoagulation. ( d ) Schematic 
diagram of stump of ECA and separated ICA. ( e ) Schematic diagram of the ICA clamped by microvessel clamp. 
 Arrowhead  indicate the position of incision for inserting suture. ( f ) Schematic diagram of insertion of nylon suture       
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the CCA, the ICA is located under the ECA. Of  Note , the 
vagus nerve (appearing like a white ribbon) accompanies the 
CCA and should be avoided.

       11.    The occipital artery and thyroid artery are branches of the 
ECA that should be isolated and coagulated. When the ECA is 
fully exposed, the occipital artery is visible to the left of ECA 
(Fig.  4a ), near the bifurcation of the CCA. Again, the occipital 
artery should be identifi ed and separated from surrounding 
fascia, then ligated by electrocoagulation.   

   12.    The thyroid artery is visible to the right of ECA (Fig.  4b ). 
Similar to the occipital artery, the thyroid artery is also separated 
from surrounding fascia and ligated by electrocoagulation.   

   13.    The ECA is dissected further distally, ligated, and coagulated 
along with the terminal lingual and maxillary artery branches, 
which are then divided (Fig.  4c, d ). The resulting stump of the 
ECA will be used as the insertion point for the intraluminal suture.   

   14.    Loosely tie a 4-0 silk suture around the mobilized ECA stump 
(Fig.  4d ), which is used for securing the intraluminal suture 
upon insertion and for preventing blood loss.   

   15.    Separate the ICA from its surrounding fascia and from the 
adjacent vagus nerve at the ICA and ECA branch (Fig.  4d ). 
When isolating ICA, a tiny round muscle close to the branch is 
visible and must be separated from the ICA.   

   16.    Make sure the 4-0 suture threaded under the CCA is suffi -
ciently tractioned by hemostats to prevent blood fl ow into the 
CCA at this time.   

   17.    A microvessel clamp is placed at the bottom edge of the CCA 
(Fig.  4e ). It is best to place the microvessel clamp slightly away 
from the ICA and ECA branch.   

   18.    A tiny incision is made in the stump of ECA stump with iridec-
tomy scissors at an angle of incidence (45° from parallel), while 
taking great care to not completely sever the artery. It is best to 
make this incision close to the end of the ECA stump. Once 
the artery is completely severed, another incision can be cut 
under that incision.     

 Troubleshooting: Massive hemorrhage from the incision = CCA 
and/or ICA is not completely clamped. If the ICA is not com-
pletely clamped, quickly clamp the stump of ECA under the inci-
sion with fi ne forceps, and adjust the microvessel clip to ensure the 
clip completely blocks arterial blood fl ow. Sometimes, the ICA is 
not fully isolated from connected fascia; as a result the clip can not 
fully block blood fl ow. As such, it is important to carefully separate 
the ICA from the connective fascia as well as the muscle. If the 
CCA is not completely clamped, verify that the tied suture is plac-
ing enough tension on the vessel to occlude blood fl ow.
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    19.    Insert intraluminal nylon suture through the proximal 
ECA. When the suture is gently inserted up to the microvessel 
clip, the silk suture around the ECA stump is tightened around 
the intraluminal nylon suture to prevent bleeding, and the 
microvascular clip can then be removed.   

   20.    The nylon suture is then gently advanced upward towards the 
ICA lumen. The position of the suture within the ICA lumen 
can be seen. Pull the stump of ECA towards the operator so that 
the ECA and ICA are manipulated into a straight line (Fig.  4f ). 
This creates the easiest possible angle for suture insertion.   

   21.    Gently insert suture, following the path of the ICA towards 
the upper right. When the insertion length approaches 18 mm 
(the fi rst marked dot), insert the suture more slowly ( see   Note 
4 ). Resistance is felt and a slight curving of the suture or 
stretching of the ICA is observed, indicating that the blunted 
tip of the suture has passed the MCA origin and has reached 
the proximal segment of the anterior cerebral artery (ACA); 
which has a smaller diameter. At this point, the intraluminal 
suture has blocked the origin of the MCA. If the MCA is 
occluded, the CBF can drop to 20 % of baseline. The silk suture 
around the ECA stump is further tightened around the intra-
luminal nylon suture to secure its placement and to prevent 
any potential bleeding.   

   22.    Cut the protruding nylon intraluminal suture at about 0.5 cm 
away from the incision. Bury the stump of the suture into the 
tissue parallel with surrounding muscle fi ber, be sure the 
remaining suture lying outside of the lumen does not lie per-
pendicular to the muscle. Suture the skin.   

   23.    Soften the bone wax by heat. The bone window is then sealed 
with the soft bone wax.   

   24.    Suture the scalp.   
   25.    Turn off the inhalational anesthesia. When the rat can sponta-

neous breathe, turn off breath machine. Place the animal in 
housing for recovery.      

       1.    Induce anesthesia within the animal with 4 % enfl urane and a 
30:70 mixture of oxygen and nitrous oxide. A nose cone is 
used to continuously deliver the anesthetic gases.   

   2.    Open the incision to expose previously manipulated blood ves-
sels. Clamp the CCA with microvessel clip. Pull out the nylon 
suture very slowly. When three marker points are taken out of 
the vessel, the nylon suture can be pulled back quickly. When 
the most distally marked point reaches the bifurcation of the 
CCA, clamp the ICA with microvessel clip, and proceed in pull-
ing out the suture in its entirety. Coagulate the stump of the 
ECA. At this point the two microvessel clips can be removed.   

3.1.5  Reperfusion

Animal Stroke Model



386

   3.    Suture the skin. Turn off the inhalational anesthesia. Place the 
animal in housing for recovery.      

   Neurological defi cits in animals are examined after any procedures. 
The defi cits are scored using a fi ve-score system [ 26 ].

    1.    After reperfusion, the animal is held by the middle part of the 
tail and elevated from the tabletop. Observe the forelimb. 0, no 
observable defi cits; 1, diffi culty in fully extending the contralat-
eral forelimb; 2, unable to extend the contralateral forelimb.   

   2.    Put the animal on open ground, if the rat cannot walk in a 
straight line, but instead moves in a circular course towards the 
direction contralateral to the infarcted side it is scored as a 3; 
Severe circling is scored as 4; falling to the contralateral side is 
scored as a 5 ( see   Note 5 ).    

         1.    Muscle tissue should be separated layer by layer. After cutting 
the skin, glands are visible. Cut the fascia along the midline of 
these glands (Fig.  3b ). When anterior cervical muscles are 
exposed (Fig.  3c, d ), do not cut muscle to avoid bleeding. 
Bluntly separate the two muscles with hemostats (separate 
muscles along the dotted line as indicated in Fig.  3b, d ).   

   2.    When separating blood vessels, try to thoroughly clean the con-
nective fascia from the blood vessel as much as possible. If the 
vessel is isolated clearly, it is easy to conduct subsequent steps 
including: electrocoagulation, placing microvessel clips, making 
incisions, and the eventual insertion of the intraluminal suture. 
This is especially important when making the incision at the 
stump of ECA using iridectomy scissors, so that the operator 
will not mistakenly cut completely though the outer membrane 
of the ECA (If mistakenly cut, repeated operation will result in 
cutting a bigger incision or severing the stump of ECA. For the 
purposes of this procedure the smaller this ECA incision is, the 
better). Because an oblique incision makes it easier for the ini-
tial insertion of the suture, it is better to make the incision at a 
45° with the vascular wall. Be careful to not stretch the vessel 
too much, which could potentially cause vasospasm and, thus, 
insertion failure.   

   3.    If resistance is felt before full length of suture (18 mm) is 
inserted, this suggests that the suture could have been inserted 
into the pterygopalatine artery. Pull the suture out of the ICA 
up until the bifurcation of the CCA. Make another attempt to 
insert the intraluminal suture again, taking  Note  that insertion 
direction is important for correct placement. If the direction is 
straight or left, it is relatively easy to place the suture into the 
pterygopalatine artery. For beginners, the pterygopalatine 
artery can be ligated as described by Enrique Zea Longa et al. 

3.1.6  Behavioral Testing

3.1.7  Important Tips
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to avoid confusion. In brief, identify and dissect the ansa of the 
glossopharyngeal nerve at the origin of the pterygopalatine 
artery; this posteriorly directed extracranial branch of the ICA 
is ligated with 7-0 nylon suture close to its origin. At this point, 
the ICA is the only remaining extracranial branch of the CCA, 
allowing less room for error in placement.   

   4.    Try to avoid damage to the vagus nerve as it passes under the 
bifurcation of the CCA.   

   5.    Operator should be careful to insert the suture gently and 
smoothly. Despite this, insertion should be as fast as possible as 
prolongation of this procedure could lead to intravascular 
thrombosis.   

   6.    In order to reduce the possibility of subarachnoid hemorrhage 
and vasospasm, repeated suture inserts (over four times) into 
blood vessels should be avoided.      

       1.    If the depth of the suture insert is less than 18 mm (see above), 
and there is no obvious neurological defi cits, the Zea Longa 
score is 0.   

   2.    Subarachnoid hemorrhage (SAH). Because hemorrhage also 
induces brain injury, it would be problematic to distinguish 
unintended brain damage from the intentional ischemia–reper-
fusion induced injury.      

   Operator must fi rst fi nd out the cause of death, dissect rat brain, 
and look at whether there is SAH. SAH indicates that the suture is 
inserted too deep. Operator must pay attention to the length of 
insertion. If there is no bleeding, operator should observe whether 
there is a serious hemisphere edema. Any serious edema indicates 
that the death was caused by prolonged ischemia. As such, a short 
ischemic time period is required. If bleeding and/or serous cere-
bral edema is not apparent, operator should pay attention to ani-
mal status or whether the living environment was inadequate for 
any reason.  

       1.    Subarachnoid hemorrhage, which can be avoided by gentle 
operation.   

   2.    ICA thrombosis, which can be avoided by using heparinized 
sutures.       

   Injection of collagenase VII is used to induce intracerebral hemor-
rhage (ICH) for hemorrhagic stroke evaluation [ 31 ]. 

   General surgical preparation is the same as described for MCAO 
preparation (Subheading  2.2 ,  item 2 ).  

3.1.8  Exclusion Criteria 
(Failed Operation)

3.1.9  Cause of Death

3.1.10  MCAO 
Complications

3.2  Intracerebral 
Hemorrhagic Models

3.2.1  Surgical 
Preparation
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   Skull Preparation is the same as described in the part of CBF mea-
surement (Subheading  2.2 ,  item 3 ).  

       1.    Set up microsyringe with 22-gauge needle on the stereotaxis 
frame.   

   2.    Collagenase VII is injected into the right striatum (from 
bregma: 1.2 mm posterior, 3.5 mm lateral, and 3.5 mm depth). 
Needle is located aiming the bregma. And then locate skull 
window by stereotaxic frame and mark a puncture site using a 
marker pen (stereotactic coordinates from bregma: 1.2 mm 
posterior, 3.5 mm lateral). Take the microsyringe away.   

   3.    A micro drill and 1 mm carbide ball bit is used to gently thin 
the skull over the marked region. Once the outer layer of the 
skull is removed, the spongy bone layer can be removed with 
gentle scraping using a dull forceps. The remaining layer can 
be thinned further and as needed with the carbide bit, with 
great care so as to not completely break through.      

       1.    Draw up 1 μL Collagenase VII into the microsyringe. Ensure 
that there are no air bubbles in the syringe.   

   2.    Move the needle back to the point just over the skull window. 
Screw the needle gently onto the surface of the skull window. 
Screw the needle gently into the brain to about a 4 mm depth 
and then withdraw 0.5 mm using stereotactic coordinates 
(Fig.  4 ).   

   3.    Very slowly screw the stylet of the syringe (at speed 0.1–
0.2 μL/min). The entire injection procedure should last 
5–10 min.   

   4.    The needle is left in place for 5 min to allow collagenase infu-
sion and action.   

   5.    Slowly withdraw the needle at a speed of about 1 mm/min ( see  
 Note 6 ).   

   6.    Soften the bone wax by heat. Bone window is sealed with the 
soft bone wax.   

   7.    Suture the scalp.   
   8.    Turn off the inhalational anesthesia. When the animal can 

spontaneously breathe, then turn off the breath machine. Place 
the animal in housing for recovery.        

4    Notes 

     1.    Depending on the ambient temperature, place a ceramic heat 
lamp over the rat to prevent a drop in body temperature while 
the heating pad stabilizes.   

3.2.2  Skull Preparation

3.2.3  Thinning the Skull

3.2.4  Collagenase VII 
Injection

Changhong Ren et al.



389

   2.    In order to reduce the possibility of bleeding from subcutane-
ous tissue, do not cut subcutaneous tissue with scissors and use 
hydrogen peroxide.   

   3.    Because trachea is to the right of the scalenus muscle, make 
sure that the trachea is not compressed by retractor #3.   

   4.    The insertion length depends on the animal’s body weight. If 
the insert length is over 20 mm (the third marked dot), and 
the suture can  still   be inserted,  please   do not insert any more.   

   5.    If the animal does not walk, operator can pinch the tip of the 
tail. Do not stand beside the animal so as to avoid disturbing it.   

   6.    Increasing the delay in needle withdrawal and infusion course 
is important for successful generation of the ICH model  .         
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    Chapter 22   

 Combined Neurotrauma Models: Experimental Models 
Combining Traumatic Brain Injury and Secondary Insults                     

     Dennis     W.     Simon    ,     Vincent     M.     Vagni    ,     Patrick     M.     Kochanek    , 
and     Robert     S.  B.     Clark       

  Abstract 

   Patients with severe traumatic brain injury (TBI) frequently present with concomitant injuries that may 
cause secondary brain injury and impact outcomes. Animal models have been developed that combine 
contemporary models of TBI with a secondary neurologic insult such as hypoxia, shock, long bone frac-
ture, and radiation exposure. Combined injury models may be particularly useful when modeling treat-
ment strategies and in efforts to map basic research to a heterogeneous patient population. Here, we 
review these models and their collective contribution to the literature on TBI. In addition, we provide 
protocols and notes for two well-characterized models of TBI plus hemorrhagic shock.  

  Key words     Traumatic brain injury  ,   Secondary brain injury  ,   Combined injury model  ,   Controlled cor-
tical impact  ,   Hemorrhagic shock  ,   Hypoxia  

1      Introduction 

  Combined injury models of traumatic brain injury (TBI) incorpo-
rate one or more clinically relevant factors of secondary brain injury 
into the model, thereby expanding the scope and applicability of 
these experiments to scenarios commonly encountered in humans. 
The necessity of developing combined injury models to enhance 
contemporary animal models of TBI is apparent from recent clini-
cal studies. It is clear that patients with severe TBI often present to 
the hospital with serious concomitant injuries that have been 
shown to increase risk of poor neurologic outcome and death. 
Chestnut et al. prospectively evaluated 717 adults with severe TBI 
(Glasgow Coma Scale score ≤8) and found hypotension (systolic 
blood pressure <90 mmHg) and/or  hypoxemia   (PaO 2  ≤ 60 mmHg 
or apnea/cyanosis) in over a third of the cases [ 1 ]. Moreover, 
hypotension and hypoxemia were independently associated with 
increased morbidity and mortality; a patient with a single episode 
of hypotension had a 150 % greater chance of death from 
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TBI. Similar fi ndings have been noted in  pediatric   patients with 
severe TBI. In a study of 58 patients younger than 18 years old 
diagnosed with severe TBI,  children   with either hypotension or 
hypoxemia had a fourfold greater risk of mortality than patients 
with neither hypotension nor hypoxemia [ 2 ]. Similarly, Stewart 
et al. examined a retrospective cohort of 180 children with severe 
TBI and found that 63 % of patients had a severe concomitant 
injury, most often to the lung [ 3 ]. Other injuries frequently seen 
included blunt abdominal trauma to the liver and/or spleen as well 
as femur and pelvic fractures, all of which are risk factors for devel-
oping hypotension. 

 By design, the commonly used animal models of TBI, con-
trolled cortical impact (CCI)   , fl uid percussion injury (FPI), pene-
trating ballistic-like brain injury (PBBI), and diffuse injury do not 
incorporate secondary insults into the model. This has permitted 
researchers to gain insight into the  pathophysiology   of head trauma 
without the confounding infl uence of factors such as hypotension, 
hypoxia, or polytrauma. However, when  modeling   treatment strat-
egies and in efforts to map basic research to a heterogeneous 
patient population, expanding these models beyond isolated head 
injury to include secondary insults such as hypoxemia, hypoten-
sion, long-bone injury, and radiation exposure is necessary. Here, 
we review these models and their contribution to the literature on 
TBI, and then move on to describe a murine model of TBI plus 
hemorrhage shock (HS) and resuscitation in detail [ 4 ,  5 ]. 

    Hypoxia   is common in patients presenting with severe TBI. Overall, 
38 % of adults and 8.7 % of  children   with severe TBI will present to 
the hospital with hypoxia or hypoxemia (SaO 2  < 92 % or 
PaO 2  < 60 mmHg respectively) [ 6 ,  7 ]. Additionally, in the setting 
of military and civilian air transport, patients may be inadvertently 
subject to hypoxemia for prolonged periods of time while en route 
to higher levels of medical care. Clinical studies have found a weak 
association between systemic hypoxemia and morbidity/mortality, 
particularly when compared to hypotension. However, PaO 2  has 
been shown to be an important determinant of  brain tissue   oxy-
genation (PbO 2 ), which has recently become a therapeutic target 
in patients with invasive  monitoring   and evidence that PbO 2  levels 
(<10 mmHg) are associated with a worse  outcome   post-TBI [ 8 ]. 

 Many of the combined TBI + hypoxia experiments have been 
performed in rodent models, with early results published by Ishige 
et al. in 1987 [ 9 – 11 ]. These studies subjected adult male Sprague- 
Dawley rats to parasagittal FPI with an impact pressure of 
4.9 ± 0.3 atm, and randomized to post-injury recovery in a control 
air room versus a hypoxia chamber containing 13 % O 2  for 30 min 
(PaO 2  ~35–40 mmHg). The animals who received FPI + hypoxia 
had worse motor function, with 71 % demonstrating motor weak-
ness or no spontaneous movement at 24 h after injury in  comparison 
to 29 % with motor weakness in the normoxic group. In addition, 
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T2-weighted MRI demonstrated an increase in brain edema at 
24 h extending from the cortical impact area in normoxic rats to 
include the entire ipsilateral cortex in hypoxemic animals. Regional 
cerebral blood fl ow (CBF)   , measured with [ 14 C] neuroimaging, 
demonstrated increased hypoperfusion in the abnormal cortical 
regions seen on the MRI [ 9 ]. In studies from our laboratory, adult 
male Sprague-Dawley rats were subjected to moderate- severe CCI, 
then randomized to receive either mild or moderate hypoxemia 
(FiO 2  0.13 or 0.11, respectively), or mild hyperoxemia (FiO 2  = 0.33) 
for 30 min. In addition to exacerbating motor defi cits,  moderate   
hypoxemia after CCI augmented hippocampal CA3 neuronal 
death concurrent with increased terminal deoxynucleotidyl trans-
ferase-mediated biotin-dUTP nick end labeling (TUNEL) in the 
hippocampus, consistent with increased apoptotic cell death [ 12 ]. 
It is important to note that moderate hypoxemia produces hypo-
tension in this model, likely producing a scenario of ischemia, 
rather than simply hypoxia. In 1989, Jenkins et al. demonstrated 
that combined mechanical injury and forebrain ischemia, at levels 
where each alone caused minimal or no neuronal loss, could lead 
to extensive hippocampal neuronal loss [ 13 ]. Bramlett et al. sub-
jected Sprague-Dawley rats to parasagittal FPI followed by ran-
domization to post-injury hypoxemia (FiO 2  0.11 for 30 min) 
versus normoxemia [ 14 ]. At 72 h, increased lesion volume and 
CA1 and CA3 neuronal injury was seen in rats made hypoxemic. 

 The mechanism(s) of  secondary   hypoxemia-induced apoptotic 
cell death following TBI was evaluated in a study by Mikrogianakis 
et al. [ 15 ] TBI was caused in adult male C57BL/6 mice using the 
Marmarou diffuse injury model—a Tefl on impounder was placed 
midline between the bregma and interaural line and a 50 g weight 
was released from a height of 20 cm onto the impounder. 
Interestingly, as originally described [ 16 ], the Marmarou diffuse 
injury model does not cause neuronal death or brain edema unless 
a secondary insult is applied. Animals were randomized to sham, 
TBI alone, hypoxemia alone (FiO 2  = 0.09 for 30 min), or 
TBI + hypoxemia (FiO 2  = 0.09 for 10, 20, or 30 min). Increased 
caspase 3 enzyme activity (as measured with fl uorogenic caspase 
substrate Ac-Asp-Glu-Val-Asp-AFC) was seen in the TBI + hypox-
emia group compared with TBI group alone. Immunoblotting for 
neuronal apoptosis inhibitor protein 1 (NAIP-1), which has been 
shown to inhibit a variety of apoptotic triggers, showed that peak 
levels of NAIP-1 were delayed (1–7 days) in the hypoxemia group. 
There was no effect of hypoxemia without TBI on the expression 
of NAIPs. 

More recently, studies evaluating the neuro- infl ammatory 
response to TBI + hypoxemia have been published [ 17 – 19 ].  
 Hellewell et al. evaluated the cellular infl ammatory response 
using a model of  diffuse brain injury  . Adult Sprague-Dawley rats 
were anesthetized, a steel disc surgically adhered to the skull, and 
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placed on a foam mattress to partially absorb and distribute the 
force of the impact. A 450 g weight was then dropped from a 
height of 2 m to induce injury. Rats randomized to hypoxemia 
were exposed to FiO 2  = 0.12 for 30 min, previously shown to pro-
duce an SaO 2  of 47 ± 4.3 % and a PaO 2  of 48 ± 3.8 mmHg. 
Histologically, rats suffered  diffuse    axonal injury as   demonstrated 
by immunohistochemical staining for beta-amyloid precursor 
protein. In areas of concentrated axonal injury, such as the corpus 
callosum and brainstem, microglia activation and astrogliosis was 
also seen. Subsequently, Yan et al. [ 18 ] evaluated the cytokine 
response in this model of TBI + hypoxemia. In addition to ele-
vated levels of IL-6 in the brains of rats exposed to TBI + hypox-
emia at 24 h (vs. TBI + normoxemia), there was a greater increase 
in the TNFα and IL1-β levels at 2 h. This coincided with impaired 
recovery of sensorimotor function on Rotarod testing in the 2 
weeks post-injury. 

 In a model of hypobaric hypoxemia, adult C57BL/6 mice 
were used to simulate air versus ground evacuation after head 
injury, which is clinically relevant to military aeromedical evacua-
tion [ 19 ]. Following blunt  trauma   induced by a  weight drop   model 
using a 415 g weight with a diameter of 1 cm from a height of 
1.5 cm, mice randomized to hypoxemia were brought to a hypo-
baric chamber pressurized to a cabin altitude of 8800 ft for 5 h; 
this corresponded to an SaO 2  of ~85–90 %. Unlike other blunt 
trauma models, apnea and posttraumatic seizures were not seen in 
this model. There was; however, 11 % mortality in the animals after 
head injury. Results of this study showed increased concentration 
of brain IL-6 and MIP-1α at 24 h in animals after trauma that were 
exposed to hypobaric conditions at 3 h after trauma but not 24 h 
after trauma. There was also an increase in serum  NSE   levels with 
exposure to hypobaric hypoxemia at 3 h post-TBI but not 24 h 
post-TBI relative to normoxemic animals [ 19 ]. Certainly there are 
risks to delaying transport and more defi nitive care of critically ill 
head injured patients that are not accounted for in this model. 
However, this study demonstrates how combined injury models 
can be used to more accurately model a clinical situation and 
thereby devise treatment strategies to optimize outcomes. 

 Posttraumatic hypothermia, which has been shown to be neu-
roprotective in several animal models has not translated into  pedi-
atric   or adult outcomes, and was tested as a treatment for 
TBI + hypoxemia by Matsushita et al. in the lateral FPI model pre-
viously described by Bramlett et al. [ 14 ,  20 ]. Following a 30-min 
period of hypoxemia, animals were either immediately cooled to 
33 °C or maintained at 37 °C (based on temporalis temperature 
probes) for 4 h post-injury. Hypothermia was induced by surface 
cooling using cold air. In the hypothermia group, rats were either 
rewarmed quickly (15 min) using a heating lamp, or slowly brought 
back to 37 °C by being placed in a temperature-controlled cham-
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ber. After TBI + hypoxemia, a greater than 50 % decrease in lesion 
volume in rats managed with hypothermia and slow rewarming 
(vs. other temperature groups) was observed.  

   Combined injury models of TBI and radiation exposure are being 
developed to simulate radiologic terrorism, battlefi eld injury, or 
nuclear accidents.  Children   appear to be particularly susceptible to 
neurocognitive insults of cranial irradiation, possibly due to vascu-
lar injury leading to hypoxic-ischemic injury to the hippocampus 
and deep cortex [ 21 ]. Allen et al. have developed a combined 
model of TBI + whole body irradiation in  juvenile   (3 weeks old) 
and adult C57BL6J mice [ 22 ,  23 ]. Mice randomized to the com-
bined injury received 4 Gray of radiation exposure and 4 weeks 
later, CCI was performed using a 3 mm tip, 4.5 m/s velocity, 
1.5 mm depth and 150 ms dwell time. Juvenile mice randomized 
to isolated head injury or radiation showed no neurocognitive 
impairments. In contrast, juvenile mice that received combined 
injury showed impaired performance on  Morris water-maze   probe 
trials on days 3 and 4, suggesting impaired hippocampal- dependent 
spatial memory acquisition, as well as an increase in activated and 
BrdU +  microglia. Adult mice receiving isolated radiation, trauma, 
or combined injury did not show any neurocognitive impairments 
or increased microglial activation.  

   Several models of TBI + polytrauma have been developed, often 
incorporating long-bone injury, abdominal injury, and/or shock in 
addition to TBI [ 24 – 26 ]. The model developed by Probst et al. 
[ 25 ] and Mirzayan et al. [ 26 ] performed in 8–10-week-old 
C57BL6J mice incorporated a closed skull  weight-drop   model of 
TBI, and femur fracture by blunt force trauma thereby also causing 
soft tissue injury followed by closed reduction, splinting and vol-
ume controlled HS with 60 % hemorrhage. Mortality was 25–47 % 
in the model. Animals in the combined injury group had signifi -
cantly higher levels of TNFα, CCL-2, and IL-6 at 96 h relative to 
animals subjected to either TBI alone or femur fracture/HS alone.  

   As previously stated, hypotension is a common comorbid factor in 
adult and  pediatric   patients with traumatic brain injury. 
Subsequently, multiple clinical studies of TBI + hypotension have 
shown increased morbidity and mortality relative to TBI alone. 
Manley et al. in a single-center retrospective observational study 
evaluated vital signs recorded in the emergency room of 107 
patients with TBI who had GCS ≤12 and abnormal initial CT 
scan. Overall mortality in this cohort was 43 %; however patients 
with >2 episodes of hypotension (SBP ≤ 90 mmHg) were eight 
times more likely to die than the remainder of the cohort [ 6 ]. In 
 children  , an analysis of data from the National  Pediatric   Trauma 
Registry found that hypotension signifi cantly increased mortality 
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( P  < 0.0001) and was not signifi cantly affected by whether or not 
patients had also suffered hypoxemia [ 2 ]. As a result of the poten-
tial effects of hypotension on outcomes from TBI and trauma in 
general, shock is aggressively managed in trauma patients. Typically 
rapid infusions of crystalloid fl uids are administered initially and if 
necessary, followed by transfusion of blood products to restore 
 circulating blood volume and oxygen carrying capacity. Several 
 investigations have incorporated this resuscitation strategy into 
TBI + hypotension models. 

 The most common etiology of hypotension in trauma patients 
is hypovolemia due to internal or external hemorrhage (i.e., HS), 
and this is the etiology used in the majority of combined models of 
TBI + hypotension. The differential diagnosis of low blood pres-
sure in trauma patients also includes myocardial trauma, pericardial 
tamponade, tension pneumothorax, fat embolism, ingestion, and 
 spinal cord injury  . However, although these injuries may cause dif-
fering patterns of neurologic injury, they are not included in cur-
rent combined injury models.  

   The models of combined TBI + HS can be divided into three cat-
egories: pressure-controlled, volume-controlled and uncontrolled 
hemorrhage. Uncontrolled hemorrhage, probably the most clini-
cally applicable combined injury model, is diffi cult to reproduce. 
The pressure-controlled hemorrhage model has clinical merit since 
the quantifi cation of blood loss is often not possible in trauma 
patients and the degree of blood loss does not have good correla-
tion with other clinically monitored parameters. Blood pressure 
 monitoring  , often continuous via an arterial catheter, is typically 
performed in critically injured patients with TBI to calculate cere-
bral  perfusion   pressure, a critical determinant of CBF. Pressure 
control models therefore allow researchers to develop experiments 
that will more closely mimic clinical scenarios. However, in pres-
sure control models, animals are typically bled to a predetermined 
pressure and then maintained at that pressure (often with fl uid 
boluses) for a set period of time—which also does not mimic the 
clinical scenario for patients. In contrast, volume-controlled mod-
els require less  monitoring   and intervention to maintain the model 
during the experiment. Overall, it is important to fi nd a balance 
between reproducibility of the model and clinical applicability of 
the experiments when choosing amongst the available models of 
TBI + hypotension. 

 In addition, combined TBI + HS models allow researchers 
to more accurately assess hemodynamic changes and intrinsic 
compensatory  mechanisms   that are affected by trauma. TBI has 
been shown in several studies to sensitize the cardiovascular sys-
tem to the hemodynamic effects of hemorrhage [ 27 ,  28 ]. In 
general, following TBI, animals will require less hemorrhage to 
cause hypotension and signifi cantly more fl uid to normalize 
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blood pressure during resuscitation. The study by Mahoney 
et al. [ 28 ] confi rmed and expounded on these fi ndings in a 
study of hypotensive adult trauma patients, citing possible 
brainstem involvement and altered autonomic tone or massive 
catecholamine surge, with ensuing neurotransmitter depletion, 
receptor saturation, myocardial depression and cardiovascular 
collapse. The  mechanism   of TBI is likely to affect the cardiovas-
cular response. For example, blast- injured patients appear par-
ticularly sensitive to the effects of sustained hypotension, as a 
study of soldiers injured in Operation Iraqi Freedom demon-
strates [ 29 ,  30 ].  

   Several investigators have developed models of the scenario of 
TBI + HS caused by uncontrolled hemorrhage. Stern et al. used the 
porcine FPI model (3 atm) with the addition of a 4 mm aortic tear 
to hemorrhage animals to a mean arterial pressure (MAP) of 
30 mmHg [ 31 ]. To study the effects of initial limited resuscitation, 
animals were randomized to initial resuscitation to a MAP of either 
60 mmHg, 80 mmHg, or no initial resuscitation. After 60 min of 
HS, the aortic hemorrhage was controlled and all animals were 
resuscitated to their baseline hemodynamic state. Mortality rates 
were 11 % in limited resuscitation, 50 % in aggressive resuscitation 
and 100 % in animals without initial resuscitation. Clearly from 
these results, uncontrolled hemorrhage without resuscitation had 
the worst mortality. 

 However, the animals with limited resuscitation had a survival 
advantage over animals resuscitated aggressively, likely due to a 
decrease in total hemorrhage (41 ± 18 mL/kg vs. 69 ± 32 mL/kg). 
In addition, there were no signifi cant differences between limited 
and aggressively resuscitated animals in terms of their CBF, central 
venous saturation (ScvO 2 ), or CMRO 2 . Given these results and 
using the same model of FPI followed by hemorrhage to a MAP of 
30 mmHg and 4 mm aortic tear, White et al. performed a study of 
resuscitation of TBI + uncontrolled HS with hemoglobin-based 
oxygen carriers (HBOCs), specifi cally HBOC-201, which, as 
stated previously in regard to polynitroxylated-pegylated hemoglo-
bin (PNPH), can be given in low volumes to stabilize hemody-
namics and may be particularly useful in the prehospital or 
battlefi eld setting [ 32 ]. After a 15-min shock period, animals were 
randomly assigned to resuscitation with either LR, HBOC-201, or 
HBOC-201 in addition to an infusion of sodium nitroglycerin to 
act as a nitric oxide donor. In this model, there was no signifi cant 
benefi t of the HBOC-201 for resuscitation over LR. In contrast, 
Stern et al. also performed a study of HBOC-201 and showed 
improved outcomes relative to LR. However in this case, uncon-
trolled hemorrhage was caused by liver injury. After FPI 
(2.6 ± 0.6 atm), animals were placed in the dorsal recumbent posi-
tion and the liver was exposed via laparotomy. A laceration was 
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surgically created, resulting in approximately 25 % lobectomy and 
consistent with a grade 3 liver laceration. 

 Resuscitation was divided into three phases: prehospital, emer-
gency department, and operative/postoperative phase. Animals 
were randomized in the prehospital phase to receive either HBOC- 
201, LR, or no treatment. Despite no difference in hemorrhage 
volume, 6-h survival was signifi cantly greater in animals that 
received HBOC-201 verses LR or no treatment (62 % vs. 9 % vs. 
3 %, respectively;  P  < 0.02). Treatment with HBOC-201 signifi -
cantly improved systemic hemodynamics, CPP, and  brain tissue   
oxygenation (PbtO 2 ) compared to animals treated with LR. The 
different outcomes observed in these two studies may be due to 
the different injury pattern: either arterial high-pressure bleeding 
in the study by White et al. compared to splanchnic low-pressure 
injury in the study by Stern et al. or other less apparent differences 
between the two models. Clearly however, these results demon-
strate the diffi culty in developing effective therapeutic strategies for 
a heterogeneous disease process such as TBI.  

   In 1993, Hariri et al. published a large study about an animal 
model of TBI + HS [ 33 ]. Taking miniature swine and using a com-
bination model of FPI and pressure-control hemorrhage the inves-
tigators studied the effects of volume resuscitation to high versus 
low central venous pressure (CVP) on intracranial hypertension 
and compliance. FPI was induced with a 2.5 atm barotrauma deliv-
ered to the frontal lobe over 20–25 ms; a severe injury that in the 
researchers’ experience results in severe histopathological changes 
as well as  development   of intracranial hypertension. HS was then 
accomplished by withdrawal of arterial blood over 10 min to a 
MAP of 50–55 mmHg, a level within the lower limit of cerebral 
autoregulation and maintained at that level for 60 min. Pigs were 
then resuscitated with lactated Ringer’s (LR) solution to baseline 
MAP with fl uid rate adjusted to maintain a low or high CVP 
(<6 mmHg or ≥6 mmHg respectively). Catheterization of the 
cerebral ventricle to monitor intracranial pressure demonstrated 
that resuscitation of  hemorrhagic   shock to a high CVP in the 
 setting of severe TBI signifi cantly worsened intracranial hyperten-
sion (33 ± 2 mmHg vs. 24 ± 2 mmHg,  P  < 0.05). 

 Later studies by Matsushita et al. [ 34 ] and Schültz et al. [ 35 ] 
applied the pressure-control hemorrhage + TBI model to rodents 
and obtained confl icting results, particularly in regard to histo-
pathological outcomes. Whereas Matsushita demonstrated a dou-
bling of lesion volume with mild hypotension (MAP 50–60 mmHg 
for 30 min after FPI), Schültz found no increase in lesion volume 
but signifi cantly worse performance on cognitive testing such as 
 Morris Water Maze  . 

 A rat model of PBBI + HS was developed by Leung et al. [ 36 ]. 
Briefl y, in the PBBI model an expandable probe is inserted 12 mm 
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into the right frontal cortex and then infl ated to 10 % of the total 
rat brain volume. This results in severe brain injury with large 
lesion volume, extensive hemorrhage, and necrotic cell death. The 
tail artery can be cannulated to provide the addition of controlled 
HS. PBBI followed by 30-min pressure-controlled HS to 
40–45 mmHg followed by resuscitation with LR solution exacer-
bated the reduction in both CBF and PbtO 2  and resulted in a 
downward shift in the lower limit of cerebral autoregulation com-
pared with PBBI alone. In 2013, Hemerka et al. reported a 
pressure- control HS + CCI model in mice with a clinically relevant 
protocol that incorporates a shock phase (MAP 25–27 mmHg for 
35 min), a 90 min prehospital phase of resuscitation with LR solu-
tion and a hospital phase where shed blood is re-infused [ 5 ]. In 
this model, CCI + HS animals had worse performance on cognitive 
testing, increased lesion volume, and exacerbated CA1 and CA3 
histopathology relative to CCI alone. Although the model is quite 
labor intensive and technically challenging, it provides a platform 
for researchers to test interventions at various stages in a typical 
resuscitation scenario. For example, Shellington et al. [ 37 ] and 
Brockman et al. [ 38 ] used this model to test the application of 
PNPH in the prehospital setting and found that a 20 mL/kg bolus 
of 4 % PNPH reversed shock for the duration of the 90 min pre-
hospital phase, whereas animals resuscitated with LR required up 
to 180 mL/kg of volume and remained hypotensive (MAP 
<70 mmHg) for a signifi cant period of time prior to re-infusion of 
shed blood. In addition, consistent with clinical data, Exo et al 
found no benefi t in this model involving resuscitating with albu-
min rather than LR, which can possibly be related to rebound 
reverse osmolar effects as suggested in clinical studies of severe TBI 
in adults [ 39 ]. 

 Blaisole et al. studied the effect of hyperoxic resuscitation 
(100 % oxygen via nosecone vs. room air) in the prehospital phase 
and found reduced fl uid requirements for resuscitation of shock 
and a 40 % increase in CA3 neuronal survival despite a loss of anti-
oxidant reserves [ 40 ]. Additionally, this and similar models have 
evaluated the  pathophysiology   of HS in the setting of TBI. Shein 
et al. evaluated the effect of HS on the infl ammatory state after 
TBI and found a signifi cant increase in the anti-infl ammatory cyto-
kine IL-10 [ 41 ]. Foley et al. adapted this complex model to be 
performed during magnetic resonance imaging ( MRI)   and used 
arterial spin labeling to show that HS exacerbated reduction in 
CBF in the ipsilateral and contralateral hemispheres [ 42 ].  

   Protocols for experimental models of volume-controlled HS typi-
cally incorporate a standard incremental hemorrhage, often 
30–40 %, of circulating blood volume. An early report of the 
volume- control combined injury model was by Glass et al. who 
employed a porcine FPI model followed by a 40 % hemorrhage over 
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30 min and a 60-min shock phase (MAP ~40–50 mmHg, CPP 
~35–40 mmHg) [ 43 ]. Pigs were then resuscitated with shed- blood 
and LR to baseline cardiovascular parameters. The experiment was 
designed to test the hypothesis that hypercarbia would improve 
matching of CBF and metabolism. As expected, the researchers 
found that HS increased cerebral extraction of oxygen and glucose. 
However, in hypercarbic animals the extraction fraction was reduced 
and  neuropathology   and behavioral outcome scores were also 
improved in comparison to normocarbic animals. Additional stud-
ies in porcine models of FPI + volume-controlled HS were per-
formed by Fritz et al. at two injury thresholds: moderate TBI 
(3.2 ± 0.6 atm) or severe TBI (4.1 ± 1.0 atm) to model the intracra-
nial hypertension seen in the majority of cases with severe TBI [ 44 ]. 

 Blood was withdrawn to produce a 30 % hemorrhage from 3 
to 18 min after FPI (MAP ~65–70), followed by a 14-min shock 
phase after which the shed blood was re-infused. Animals exposed 
to severe FPI + HS had an immediate rise in their ICP 
(47 ± 14 mmHg) followed by a second peak at 5 ± 1.5 h post-
injury. This was associated with a 50 % decrease in CBF and cere-
bral metabolic rate (CMRO 2 ) up to 24 h post-injury. In this 
model, there is signifi cant  axonal injury   the ipsilateral hemisphere, 
contralateral hemisphere, and brainstem, as determined by 
β-amyloid precursor protein staining. 

 Resuscitation strategies using volume expansion by crystalloid 
versus colloid intravenous fl uids were investigated in modifi ed ver-
sions of the porcine model of TBI + volume-control HS by Gibson 
et al. [ 32 ] and Jin et al. [ 45 ] In the study by Gibson, FPI (6–8 atm) 
was followed by a 30 % hemorrhage via an arterial catheter over a 
period of 50 min (MAP ~40–60 mmHg). Two hours after FPI, 
animals were randomized to receive either shed blood, an equiva-
lent volume of fresh frozen plasma, or saline bolus at 3× the vol-
ume of shed blood. Results showed that animals in the saline group 
required signifi cantly more fl uid resuscitation than animals that 
received plasma or blood ( P  < 0.001). In addition, animals resusci-
tated with shed blood had lower ICP, higher CPP, and a trend 
towards decreased mortality (0/7 vs. 5/13;  P  = 0.058). Jin et al. 
developed a CCI model with a 15 mm tip, 4 m/s velocity, 100 ms 
dwell, and 12 mm depth. Animals then had 40 % controlled hem-
orrhage (MAP 30–35 mmHg) over 30 min followed by a 2-h 
period of shock and were then randomized to resuscitation with 
saline at 3× volume of shed blood, 6 % hetastarch, or FFP at 1× 
volume shed blood. Resuscitation with colloid (hetastarch or FFP) 
decreased total fl uid requirements and reduced brain edema and in 
the case of FFP, also reduced lesion volume. 

 Dennis et al. developed a CCI + volume-control HS model in 
adult C57BL6J male mice to evaluate the effect of TBI + HS on 
selectively vulnerable regions of the hippocampus—CA1 region 
typically sensitive to hypoxia or ischemia and CA3 typically 
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 vulnerable in TBI as shown in Fig.  3  [ 4 ]. In this model the severity 
of CCI and hemorrhage were selected based on prior and prelimi-
nary studies showing no signifi cant neurologic injury when applied 
independent of each other. The CCI was performed over the left 
parietal cortex with a 3 mm tip impacting at 5 m/s and 1 mm of 
depth. Afterwards, controlled hemorrhage of 27 mL/kg in HS 
alone and 20 mL/kg in CCI + HS (MAP ~35–40 mmHg) caused 
shock for 60 or 90 min. This was followed by a 30-min prehospital 
phase with 6 % hetastarch resuscitation to a MAP ≥50 mmHg and 
then by return of shed-blood, 100 % oxygen and 6 % hetastarch 
targeting MAP of ≥60 mmHg.

     Results of Fluoro-Jade C staining at 24 h and neuronal counts 
at 7 days demonstrated an increase in CA1, but not CA3, hippo-
campal neuronal death in the HS + CCI group. Exo et al. modifi ed 
this model to assess the role of colloids in the resuscitation of 
trauma patients with TBI [ 39 ]. Mice were randomly assigned to 
either treatment with polynitroxylated albumin, 6 % hetastarch, 
LR, or 3 % hypertonic saline during the prehospital phase or resus-
citation. Mice receiving colloids (hetastarch or polynitroxylated 
albumin) had higher prehospital MAP and lower fl uid require-
ments. Hippocampal neuronal death assessed 7 days post-injury 
did not differ between treatment groups.   

2    Materials 

       1.    Adult C57BL/6 Mice, 12–15 weeks old, 25–30 g (Jackson 
Laboratories, Bar Harbor, ME).   

   2.    Stereotaxic frame (David Kopf Instruments, Tujunga, CA) 
( see   Fig.  1 ).   

   3.    Controlled cortical impact device with a 3 mm fl at tip 
impounder (Bimba, Monee, IL).   

   4.    Operating microscope (Carl’s Zeiss, Dublin, CA).   
   5.    Anesthesia system and vaporizer.   
   6.    Compressed air dental drill.   
   7.    Infusion pump (Harvard Apparatus, Holliston, MA).   
   8.    Analog volt meter.   
   9.    Electric heating blanket and heating lamp.   
   10.    Data acquisition software (Polyview 16; Grass Technologies, 

Middleton, WI).   
   11.    Blood gas analyzer (Stat Profi le; Nova Biomedical, Waltham, 

MA).   
   12.    Rectal temperature probe (Physitemp, Clifton, NJ).   
   13.    Small sterile drape.   

2.1  Material Used 
for TBI + HS in Mice
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   14.    Nose cone and scavenger system.   
   15.    Surgical kit (World Precision Instruments or Roboz Surgical 

Instrument Co.) ( see  Fig.  1b ): Microvascular scissors, Dumont 
#5/45 forceps, Hemostats, Needle driver.   

   16.    Intramedic polyethylene (PE)-50/PE-10 catheter (BD Medical, 
Frankline Lake, NJ) ( see   Note    1  ).   

   17.    Cotton tipped swabs, Gauze sponges, Betadine, 6-0 silk 
suture, 4-0 silk suture.   

   18.    Heparinized saline (1 unit/mL), Sodium citrate (2.2 g/100 mL).   
   19.    Lactated Ringer’s solution, 6 % hetastarch (Hextend; Hospira, 

Lake Forest, IL).   
   20.    Dental cement.   
   21.    Isofl urane, nitrous oxide, oxygen.   
   22.    1 % Lidocaine, 0.25 % sensorcaine.   
   23.    (Optional) 1 F intracranial pressure monitor (Millar 

Instruments, Houston, TX).   

  Fig. 1    TBI + HS model in mice. ( a ) Surgical station utilizing a CCI device to produce TBI. ( b ) Aseptic surgical 
instruments and supplies. ( c ) Stereotactic frame and surgical fi eld for 5 mm craniotomy performed over left 
parietal region. ( d ) Skull immediately after CCI with bone fl ap replaced and secured with dental cement. ( e ) 
Vascular access required to produce HS. Skin is retracted medially by suture. Arterial cannula ( right ) and 
venous cannula ( left ) are secured with 6-0 sutures. Use of photographs approved by the institutional animal 
care and use committee       
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   24.    (Optional)  Brain tissue   oxygen monitor.   
   25.    (Optional) Brain temperature probe (Physitemp, Clifton, NJ).       

3    Methods 

         1.    Anesthetize the mouse in the anesthetic chamber with 
2:1 N 2 O:O 2  mix plus 4 % isofl urane.   

   2.    Weigh animal. Then, place supine with legs abducted at 45° 
with left leg towards surgeon. Reduce isofl urane to 2 % via nose 
cone.   

   3.    Shave left inguinal area and prep with Betadine. Cover with 
small drape. Under aseptic conditions perform a cut down fol-
lowed by vessel dissection, separation, and vascular access. 
Arterial and venous catheters are placed and secured with 6-0 
suture (see  Note    2  ) ( see  Fig.  1 ).   

   4.    Place mouse in stereotaxic frame in preparation for CCI ( see  
 Note    3  ). Connect arterial catheter to pressure transducer to 
record blood pressure and heart rate. Place rectal temperature 
probe and secure to table. Maintain core temperature at 
38.0° ± 0.5 °C. Obtain baseline arterial blood gas and vital 
signs. MAP, heart rate, core temperature, brain temperature (if 
used), intracranial pressure (if used), and  brain tissue   oxygen 
tension (if used) are recorded every 5 min throughout the 
study.   

   5.    Shave head and prep with Betadine. Under aseptic conditions, 
make midline incision to expose the skull. Using operating 
microscope and dental drill, perform a 5 mm craniotomy over 
left parietal cortex by following suture lines. In some studies a 
1 mm burr hole is made over the right frontal lobe and a pres-
sure monitor, temperature probe, or oxygen sensor is inserted.   

   6.    Using a voltmeter, zero the piston tip to the dura of the 
exposed brain. Insert a needle electrode into the temporalis 
muscle ipsilateral to injury and maintain at 37° ± 0.5°. Switch 
to 100 % medical grade room air with ~1–2 % isofl urane and 
allow 10 min equilibration.   

   7.     CCI Injury : Trigger CCI device. Typical injury level is: 5 m/s, 
1.0 mm depth of deformation ( see   Note    4  ). Replace bone fl ap 
and seal with dental cement ( Refer to Fig.   2   for protocol phases ).   

   8.     HS Phase  ( 35 min ): Maintain room air + 1 % isofl urane inhala-
tion. 5 min after CCI, withdraw an initial 2.3 mL per 100 g 
body weight of blood via femoral vein catheter into 1 mL 
tuberculin syringe containing sodium citrate (8:1 ratio of 
blood to citrate) over 15 min. Then, rigorously pressure con-
trol to 25–27 mmHg by removal or re-infusion of small 

3.1  Methods 
for TBI + Pressure-
Controlled HS in Mice
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 aliquots of autologous citrated blood through the venous can-
nula for the remaining 20 min. A blood gas sample is taken at 
30 min into the shock phase.   

   9.     Prehospital resuscitation phase  ( 90 min ): Continue room 
air + 1 % isofl urane inhalation via nose cone ( see   Note    5  ). Bolus 
with 20 mL/kg of lactated Ringer’s solution. Subsequently, 
every 5 min if mean arterial pressure is below the target goal of 
70 mmHg, give an additional 10 mL/kg bolus (see  Note    6  ). 
Typically, animals require a bolus every 5 min during this 
phase. At 85 min a blood gas sample is taken and recorded. ( see  
 Note    7  ).   

   10.     Hospital phase  ( 15 min ): Switch room air to 100 % O 2  and con-
tinue isofl urane at 1–2 %. Re-infuse shed blood over 5 min via 
the femoral vein catheter. Obtain blood gas at 15 min.   

   11.    Suture scalp incision with 4-0 silk suture and apply 0.25 % 
Sensorcaine to the wound. Turn the animal supine and remove 
femoral catheters. Close skin incision with 6-0 silk suture and 
apply 0.25 % Sensorcaine to wound site.   

   12.    Place animal in temperature-controlled recovery chamber with 
100 % O 2  for 30 min. Finally, return animal to its original hous-
ing cage.      

       1.    Please refer to Subheading  3.1 , protocol  steps 1 – 7 , detailing 
urgical preparation and CCI.   

   2.     HS Phase  ( 90 min ): Maintain room air + 1 % isofl urane inhala-
tion 5 min after CCI, withdraw an initial 2 mL per 100 g body 
weight of blood via femoral vein catheter into 1 mL tuberculin 

3.2  Methods 
for TBI + Volume- 
Controlled HS in Mice
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  Fig. 2    Representative MAP scalar for CCI + pressure-controlled HS. The three-phase model includes a 35-min 
shock phase, a 90-min prehospital phase, and a 15-min hospital phase       
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syringe containing sodium citrate (8:1 ratio of blood to citrate) 
over 15 min ( see   Note    8  ). Half of the blood is removed in fi rst 
5 min, with the remaining 50 % removed over the next 10 min. 
Continue shock phase for 90 min ( see   Note    8  ).   

   3.     Prehospital resuscitation phase  ( 30 min ): Continue room 
air + 1 % isofl urane inhalation via nose cone. Bolus with 0.1 mL 
aliquots of 6 % hetastarch to rapidly raise MAP ≥50 mmHg.   

   4.     Hospital phase  ( 15 min ): Switch room air to 100 % O 2  and con-
tinue isofl urane at 1 %. Re-infuse shed blood over 5 min via the 
femoral vein catheter. Maintain MAP ≥60 mmHg with 
 additional 0.1 mL boluses of 6 % hetastarch. Obtain blood gas 
at 15 min.   

   5.     See  Subheading  3.1 , protocol  steps 11  and  12 , for surgical 
recovery (Fig. 3).      

   Patients with TBI commonly present with secondary injuries that 
can increase mortality and worsen neurologic outcomes in survi-
vors. Over the past 25 years, the development of large and small 
animal models combining TBI and secondary injury has demon-
strated that the underlying  pathophysiology   (changes in CBF, CA1 
neuronal death in addition to CA3 neuronal death, shift to anti- 
infl ammatory cytokine profi le) and response to therapy (aggressive 
fl uid resuscitation, hyperoxia) may differ from isolated head 
trauma. Although these models require additional surgical special-
ization to perform, the investment in time and resources appears to 
be paying off in terms of knowledge gained. Therapies used in 
these models are expected to be tested in clinical trials in the near 
future. However, recent experience may give investigators and cli-
nicians pause. Although resuscitation with colloids has shown 

3.3  Conclusions

  Fig. 3    Representative images from a coronal section through the dorsal hippocampus 7 days after CCI + vol-
ume controlled HS. Sections were stained with hematoxylin and eosin (H&E). ( a ) 1× view demonstrating 
characteristic hemorrhage and focal, full-thickness loss of cortex overlying the dorsal hippocampus. ( b ) 10× 
view of the ipsilateral hippocampus demonstrating eosinophilic neurodegeneration in CA1, CA2, and CA3 
regions ( arrows )       
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 benefi cial effects in animal models of TBI + HS, a post-hoc review 
by Myburgh et al. of adults with TBI and shock resuscitated with 
saline or albumin in intensive care units found a higher mortality in 
the group treated with albumin (33.2 % vs. 20.4 % mortality; rela-
tive risk, 1.88; 95 % CI 1.31–2.70;  P  < 0.001) [ 46 ]. This difference 
may refl ect limitations of the animal models, the post hoc analysis 
performed by Myburgh et al., or both [ 46 ]. Clearly, it is incum-
bent upon us to develop models that are reproducible and at the 
same time mimic the clinical condition as closely as possible to 
allow experimental results to translate, as hoped, to improvements 
in clinical care of patients with TBI.   

4             Notes 

     1.    The femoral arterial and venous catheters are made by attach-
ing 5 cm of PE-10 tubing to 25 cm of PE-50 tubing. Using 
only PE-10 tubing will lead to clotting of the venous cannula. 
Bevel the insertion tip. Curve the venous cannula to prevent 
tension from developing in the line after insertion.   

   2.    Arterial cannula should be inserted to a depth 3 mm beyond 
the visualized abdominal musculature. Venous cannula should 
be inserted to a depth 1 mm beyond abdominal musculature. 
This will allow consistent blood draw and blood pressure mea-
surements. If unable to withdraw blood from the venous cath-
eter, the arterial cannula can be used. Avoid all air  bubbles   in 
 catheters and stopcocks, as they can lead to abrupt hypoten-
sion and death of the animal.   

   3.    Mouse-appropriate ear bars should be used. Inappropriately 
sized ear bars may cause injury or distress to the animal.   

   4.    In our experience, without addition of hemorrhagic shock, this 
level of CCI injury produces cortical injury without loss of hip-
pocampal neurons [ 47 ,  48 ].   

   5.    Room air is used during the pre-hospital resuscitation to model 
fi eld resuscitation in combat care. During hospital resuscita-
tion phase, oxygen is administered to model care received in a 
combat support hospital or emergency room.   

   6.    Normal MAP in isofl urane-anesthetized adult mice is 
~85 mmHg. The target value ≥70 mmHg was chosen to main-
tain CPP ≥ 60 mmHg given the ICP range we typically observe 
during HS phase in this model of 2–10 mmHg.   

   7.    Drug therapies are usually given during the resuscitation phase 
either via bolus or slow infusion with syringe pump.   

   8.    Removal of 2 mL/100 g blood over 15 min reduces MAP to 
30–40 mmHg after CCI. In animals receiving HS only, 
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2.7 mL/100 g blood should be removed to achieve a similar 
degree of hypotension. Prior studies in a rodent model demon-
strated absence of brain injury with this level of hemorrhagic 
shock [ 49 ]. After the 15-min blood withdrawal, MAP typically 
rises to ~45–55 mmHg transiently before settling to 
30–40 mmHg for the remainder of the shock phase. A shock 
phase of 60 min demonstrated only rare neurodegeneration in 
the hippocampus at 24 h post-injury, therefore a 90 min shock 
phase is recommended .         
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    Chapter 23   

 Microdialysis as Clinical Evaluation of Therapeutic 
Hypothermia in Rat Subdural Hematoma Model                     

     Shoji     Yokobori      ,     Markus     S.     Spurlock    ,     Stephanie     W.     Lee    ,     Shyam     Gajavelli    , 
and     Ross     M.     Bullock     

  Abstract 

   Cerebral microdialysis (MD) is a fi ne laboratory technique which has been established for studying 
physiological, pharmacological, and pathological changes in the experimental studies of traumatic brain 
injury (TBI). This technique has also been well translated and widely applied to clinical bedside monitor-
ing to provide pathophysiological analysis in severe TBI patients. The MD technique is thus well suited for 
straightforward translation from basic science to clinical application. 

 In this chapter, we describe our evaluation of MD method in acute subdural hematoma (ASDH) rat 
model. With 100 kDa cut-off microdialysis membrane, we could measure several biomarkers such as ubiquitin 
carboxy hydrolase L1 (UCH-L1), a neuronal marker and glial fi brillary acidic protein (GFAP), and a glial 
marker in extracellular fl uid. In this experiment, we could detect that the peak of extracellular UCH- L1 in the 
early hypothermia group was signifi cantly lower than in the normothermia group. Also, in the late phase of 
reperfusion (>2.5 h after decompression), extracellular GFAP in the early hypothermia group was lower than 
in the normothermia. These data thus suggested that early, preoperatively induced hypothermia could mediate 
the reduction of neuronal and glial damage in the reperfusion phase of ischemia/reperfusion brain injury. 

 Microdialysis allows for the direct measurement of extracellular molecules in an attempt to character-
ize metabolic derangements before they become clinically relevant. Advancements in technology have 
allowed for the bedside assay of multiple markers of ischemia and metabolic dysfunction, and the applica-
tions for traumatic brain injury have been well established. As clinicians become more comfortable with 
these tools their widespread use and potential for clinical impact with continue to rise.  

  Key words     Microdialysis  ,   Traumatic brain injury  ,   Pathophysiology  ,   Experimental model  ,   Therapeutic 
hypothermia  ,   Subdural hematoma  

1      Introduction 

     Microdialysis (MD) is a technique to measure extracellular 
substances including amino acids and proteins in living tissue. 
Application of MD enables us to measure eWndogenous sub-
stances, primarily the neurotransmitters, and the infusion of drugs 
through the microdialysis cannula. 

1.1  Microdialysis 
Technique
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 The use of membranous implants in the brain was fi rst described 
in 1966 by Bito et al. [ 1 ]. Tossman and Ungerstedt also published 
the fi rst data on neurotransmitter concentrations in the rat brain in 
1986 [ 2 ]. Thereafter, the use of cerebral MD gained popularity in 
the early 1990s when commercially produced MD catheters and 
dialysate analyzer (CMA Microdialysis, Solna, Sweden) became 
available. The use of microdialysis in the neurological clinic also 
has become more common as MD is approved by US FDA for 
neuromonitoring. There are also over 250 publications attesting to 
its safety and utility in conditions producing acute brain damage 
such as severe traumatic brain injury, subarachnoid hemorrhage, 
and stroke [ 3 ]. With the progress of this biochemical technique in 
basic research and clinical application, microdialysis is now becom-
ing a very powerful tool for translational TBI study.  

   MD is a technique used to monitor the chemistry of the extracellular 
space in living tissue, giving us a preview of what goes on in tissues, 
before chemical events can be refl ected as changes in systemic blood 
levels. The MD probe is designed to mimic a blood capillary (Fig.  1 ). 
Following implantation into a tissue, a physiological salt solution (or 
artifi cial cerebrospinal fl uid) is slowly pumped through the MD probe 
( see   Note    1  ). In the surrounding area of the membrane, this dialysate 
equilibrates with the  surrounding extracellular fl uid. The microdialy-
sate solution retrieved will contain a representative proportion of the 
tissue fl uids molecules. It can then be analyzed for compounds that 
may have been present in this tissue compartment. It is important to 
recognize that there is an exchange of molecules in both directions 

1.2  Principle 
of Cerebral 
Microdialysis

  Fig. 1    Schema of principle of microdialysis (MD). A microdialysis catheter func-
tions the same way as the capillary. With the fl ow of microdialysate, we can also 
collect some substances from interstitial fl uid. The tip of microdialysis catheter 
has the semipermeable membrane and now two different pore sizes (cutoff size) 
as 20 and 100 kDa are now available       
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and that the difference in concentration through the membrane gov-
erns the direction of the gradient.

   The absolute recovery (mol/unit time) of a substance from 
the tissue depends on several factors (Table  1 ). Other factors such 
as pH of the medium and degradation of the substance may also 
affect the recovery.

   Currently, several probes with different cutoff size and length of 
membrane are commercially available for experimental study ( see  
 Note    2  ). Advances in high-performance liquid chromatography 
(HPLC) techniques have also made it possible to quantify changes in 
neurochemistry as a function of time [ 4 ], although it is still the sen-
sitivity of the analytical method that limits the precision of microdi-
alysis. In principle, it is possible to analyze almost every known small 
neurotransmitter and metabolite including the amino acids, catechol-
amines, acetylcholine (ACh), and neuropeptides using HPLC with 
electrochemical, fl uorescence, ultraviolet, and conductance detec-
tors, sometimes in combination with enzyme reactors [ 5 – 7 ]. 

 When considering  monitoring   the endogenous substances 
within the brain, an important factor is mechanical damage. For 
example, lowered oxygenation around probe sites may cause 
changes in the surrounding parenchyma. Benveniste and Diemer 
[ 8 ] revealed that 2 days after implantation of several microdialysis 
probes into the rat hippocampus, the tissue immediately adjacent 
to the probe (within a 50 μm zone) exhibited edema, minor hem-
orrhages and accumulation of polymorphonuclear leukocytes. 
These tissue reactions are classical and unavoidable and it is imper-
ative that the researcher is aware of these limitations, especially in 
chronic microdialysis studies.  

   The following points should be considered before starting the MD 
experiment. In general, it is advisable to plan a pilot study fi rst, 
which allows optimizing the procedure and validation of the sensi-
tivity of the sample analysis.

1.3  Microdialysis 
Technique: Step 
by Step

   Table 1  
  Factors affecting recovery of substances in vitro   

 Length and diameter of the membrane (larger area–higher recovery) 

 Flow rate 

 Temperature 

 Molecular weight of the substance 

 Molecular shape of the substance 

 Molecular charge 

 Binding to the membrane and tubing 
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    1.     Estimate the Properties of the Probe Membrane  

 Before measuring endogenous substances, it is always advisable 
to perform an in vitro experiment, to establish the dialyzing 
properties of the microdialysis probe for the particular sub-
stance of interest. A membrane with a low molecular weight 
cutoff purifi es your sample by excluding large molecules, while 
a high molecular cutoff recovers some larger substances, such 
as peptides or proteins.   

   2.     Length of the Membrane  

 A longer membrane yields a better recovery of the substances 
of interest; however, the choice may be limited by the size of 
the structure you want to study.   

   3.     Perfusion Flow  

 Use a high fl ow if you want to remove or introduce as many 
molecules  as   possible per unit time or a low fl ow if you want 
to obtain a more concentrated dialysate. It is worth consider-
ing that a high fl ow is liable to disturb the physiology simply 
because more substances are removed.   

   4.     Composition of the Perfusion Fluid  

 Ideally, it should be as close as possible to the composition of 
the extracellular fl uid ( see   Note    3  ). However, you may want to 
change the concentration of sodium, potassium, or calcium in 
order to infl uence the cell membrane function in the region 
you are studying.   

   5.     Type of Probe  

 A stiff probe is suitable for a stereotaxic experiment on the 
brain while a fl exible probe may be better suited for dialysis in 
a peripheral organ such as adipose tissue, muscle, liver, or kid-
ney. A brain probe may require a pre-implanted guide cannula 
while a subcutaneous probe may be implanted an hour or so 
before the start of the experiment ( see   Note    4  ).   

   6.     Time Needed To Obtain Steady State Conditions  

 The introduction of a probe into the tissue will always cause 
damage and the recovery of function will take a certain period 
of time. An hour or two is often used to reach “baseline 
conditions.”   

   7.     Animal Awakes or Under Anesthesia Conditions?  

 Using awake animals does not necessarily mean that the condi-
tions are more “normal.” An awake animal is subject to pain and 
stress that may infl uence the results as much as the anaesthesia.   

   8.     Design of a Control Experiment  

 This is certainly one of the most important parts of any experi-
mental design. One may have diffi culty in determining the 

Shoji Yokobori et al.



417

infl uence of a great number of known or unknown variables in 
your experiment; however, a well-designed control experi-
ment will take care of many of these problems.   

   9.     Dose–Response Experiments  

 Microdialysis is a wonderful technique for studying drug 
actions. The ease by which one can follow the time course of 
local drug concentrations in tissue and drug effects on local 
physiology is one of the really strong points of the technique. 

 However, it is surprising how few publications include a 
dose–response study, especially as we know that the qualitative 
action of a drug often changes as the dose changes.   

   10.     Sample Volume Required for Analysis  

 The outlet dead volume (swivel and outlet tubing) defi nes the 
time gap between the actual event (drug injection, behavioral 
test, environment changes) and the moment of fraction collec-
tion. This time should be compensated with a respective delay 
in sample collection. An autosampler is optional but desirable. 
It minimizes disturbances of the animals by the researcher dur-
ing sample collection. Once harvested, samples should be stored 
at −80 °C and analyzed as soon as possible ( see   Note    5  ). 

 Is a small sample volume and a high concentration (e.g., 
HPLC) or a large sample volume and a high amount of the 
particular compound (e.g., RIA—radio immuno assay) 
required? You may want to choose a low or a high  perfusion   
fl ow, respectively.   

   11.     Temporal Resolution Needed the Experiment  

 Frequent sampling usually means higher  perfusion   fl ow in 
order to get enough sample volume for the analysis.   

   12.     Instrument Setup  

 For example, do you need to change the  perfusion fl uid   
during the experiment in order to introduce a drug or change 
the ionic composition of the fl uid? In that case you may need 
a liquid switch or a pump with syringes that can be individually 
controlled.      

   One therapeutic method, posttraumatic hypothermia, has been 
shown in previous studies to improve histopathological and behav-
ioral consequences of TBI  using   many experimental models [ 9 –
 15 ], and different delivery paradigms. Unfortunately however, 
therapeutic hypothermia has not shown overall effi cacy in multi-
center trials probably due, at least in part, to the heterogeneous 
nature of the brain damage  mechanisms   in TBI patients [ 11 ,  16 –
 21 ]. In a recent large severe TBI clinical trial [ 22 ], post hoc sub-
group analysis demonstrated the possibility that early induced 

1.4  Microdialysis 
in Acute Subdural 
Hematoma Animal 
Model for Clinical 
Translation 
of Hypothermia 
Therapy
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hypothermia might have a specifi c benefi cial effect in the patients 
with acute subdural hematomas (ASDH) undergoing decompres-
sive craniotomy. This patient subgroup with ASDH demonstrate 
the worst outcome of any category of severe TBI, and 60 % will die 
or remain severity disabled [ 23 – 25 ]. 

 Based upon this data from the Clifton study, we hypothesized 
that hypothermia may improve outcome in acute intracranial 
hematomas via blunting the effects of ischemic/reperfusional 
(I/R) injury associated with decompressive craniotomy. To date, 
no well-controlled preclinical studies have been undertaken to test 
the effi cacy of early cooling in an acute hematoma model of severe 
TBI. We therefore used the well-characterized rat ASDH model, 
to evaluate the effi cacy of temperature management in reducing 
brain damage after ASDH. 

 We measured the effect of early and delayed moderate hypother-
mia (33 °C) with the extracellular measurement of a new neuronal 
biomarker:  ubiquitin   carboxyl-terminal hydrolase-L1 (UCH-L1) 
 and   a glial marker: glial fi brillary acidic protein (GFAP) to determine 
the amount of cell death, and the effect of the hypothermic therapy, 
in this model. We measured these two recently discovered biomark-
ers using 100 kDa cut-off MD probes in the rat ASDH model. 

 UCH- L1   has been proposed to be a sensitive and specifi c neu-
ronal biomarker, able to predict injury severity and mortality after 
severe TBI in humans [ 26 – 29 ]. UCH-L1 is a compact cytosolic 
protein with a low molecular weight (~24 kDa), allowing measure-
ment of UCH-L1 concentrations in extracellular fl uid, relatively 
easily with 100 kDa MD techniques. In the past there have been 
no studies, laboratory or clinical that correlate MD levels of UCH- 
L1 and GFAP with their  predictive   ability for outcome.   

2    Materials 

 Following materials and devices are required for this experiment. 
Also, for successful performance of the surgical procedure, the fol-
lowing surgical instruments, devices, and tools are required, with 
sterilization as applicable:

    1.    Adult male Sprague-Dawley rat (300–350 g).   
   2.    Isofl urane, 0.7 l/min N 2 O and 0.3 l/min O 2  for anesthesia 

(isofl urane level 3).   
   3.    Polyethylene catheter (P-50, Polyethylene Tubing, Intramedic, 

Reorder# 427411).   
   4.    Shielded i.v. catheter (BD Insyte Autoguard, 14GA 175IN, 

2.1 × 45 mm).   
   5.    Blanket cooling/heating system (Gaymar Medi-Therm III, 

Gaymar Industries, Inc., NY, USA).   
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   6.    TCAT-2 Temperature Controller with RET-3 Temperature 
probe and HL-1, Heat Lamp (Physitemp Instruments, Inc., 
Clifton, NJ).   

   7.    Surgical scissors for skin incisions, and microsurgical scissors to 
cut through small vessels (Roboz Surgical Instrument, MD).   

   8.    Operating microscope (Zeiss) and dental drill (CellPoint).   
   9.    No. 23 gauge blunt needle (Intramedic, Becton Dickinson, 

Reorder #427565).   
   10.    Cyanoacrylate glue (Loctite 404 Instant adhesive).   
   11.    Infusion pump with Hamilton syringe (Harvard Apparatus, 

MA).   
   12.    CMA 12 MD probe (CMA Microdialysis, Solna, Sweden, 

100 kDa cutoff, 4 mm membrane).   
   13.    4 % Bovine serum albumin (Sigma).   
   14.    A computer system for continuous blood pressure  monitoring   

(ADinstruments, LabChart version 4.1.2,   www.adinstruments.
com    ).      

3    Methods 

   Adult male Sprague-Dawley rats were randomly divided into four 
treatment groups. 

 Animals underwent subdural hematoma induction, brain 
microdialysis catheter placement, tail artery cannulation, and tem-
perature manipulation as described below (Fig.  2 ).

     1.    In the normothermia group, head temperature was maintained 
at normothermic levels (37 °C) during the course of the 
experiment.   

   2.    The early hypothermia group underwent hypothermia induc-
tion (33 °C) 30 min prior to decompressive craniotomy and 
removal of the hematoma to mimic a clinical situation in which 
hypothermia induction could be started as soon as ASDH is 
diagnosed by CT scan and while the operating room is pre-
pared. Hypothermic treatment was continued 3 h after 
decompression.   

   3.    The late hypothermia group received hypothermia induction 
(33 °C) 30 min after decompression surgery and it was main-
tained for 3 h.   

   4.    The sham group did not receive induced subdural hematoma 
but underwent craniotomy. Their head temperature was main-
tained at normothermic levels (37 °C) during the course of the 
experiment.    

3.1  Animal Groups

Microdialysis for ASDH Rat Model with Therapeutic Hypothermia
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     The animals were maintained on a 12-h/12-h light/dark cycle and 
given food ad libitum. All animal procedures followed guidelines 
established by the National Institute of Health (NIH) Guide for 
the Care and Use of Laboratory Animals and were approved by the 
University of Miami's Institutional Animal Care and Use 
Committee. 

 All animals were anesthetized initially with 3 % isofl urane, 70 % 
N 2 O, and a balance of 30 % O 2  delivered in a Perspex chamber, with 
subsequent  endotracheal intubation  , and mechanical respiration aided 
with paralytic Rocuronium (0.35 mg/kg every ½ h) to control proper 
 ventilation   as previously described [ 30 ,  31 ]. The tail artery was can-
nulated with a polyethylene catheter for blood pressure  monitoring   
(Lab Chart), blood sampling and obtaining the autologous blood 
needed for ASDH induction ( see   Note    6  ). Blood gas analysis was per-
formed four times throughout the procedure (Fig.  2 ), to control  ven-
tilation   of the animal. A PaO 2  of around 100–150 mmHg and a 
PaCO 2  of 30–40 mmHg were used to mimic clinical conditions. 

3.2  Surgical 
Procedure

  Fig. 2    Defi nition of each treatment group and their time course. Experimental rats were randomly allocated into 
four groups. In normothermia group and sham groups, the head temperature was controlled at 37 °C during the 
course of experiment. In the early hypothermia group, mild hypothermia (33 °C) was induced 30 min before 
craniotomy. In the late hypothermia group, the same level of hypothermia (33 °C) was induced 30 min after cra-
niotomy. Microdialysate were collected in the ischemic phase (0–2 h after hematoma induction), the craniotomy 
phase (30 min before and after craniotomy), early reperfusion phase (0.5–2.5 h after craniotomy), and late reper-
fusion phase (2.5–3.5 h). Abbreviations in this fi gure:  ASDH  acute subdural hematoma,  MD  microdialysis       
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   The head and rectal temperatures were maintained at 33 °C in the 
early- and late-hypothermia groups by a combination of a cooling/
heating system and local cooling fan/heating lamp ( see   Note    7  ). In 
the normothermia and sham rat groups, head and rectal tempera-
tures were maintained at 37 °C during the course of the experiment. 
Head temperature was measured by a thermistor probe placed in the 
right temporalis, and estimated as brain temperature [ 32 ].  

   Details of the method used to produce subdural hematoma are 
described in previous reports by our group [ 31 ,  33 ,  34 ]. A midline 
scalp incision was made and a 3 mm diameter burrhole was drilled 
2 mm to the left of the sagittal suture and 3 mm behind the coro-
nal suture (Fig.  3 ). With the aid of an operating microscope, the 
dura was incised and a blunt-tipped, J-shaped, No. 23 gauge nee-
dle inserted into the subdural space. Quick-setting cyanoacrylate 
glue was used to set the needle and seal the burrhole. The hema-
toma was then induced by injecting 350 μl non-heparinized autol-
ogous blood into the subdural space over a period of 7 min, 
allowing it to clot in situ. After injection, the induction needle was 
cut off and sealed. In the sham-treated group, the needle was set in 
place but no blood was injected.

   Two and a half hours after induction of the subdural hema-
toma, a craniotomy measuring 15 × 6 mm was made using a saline- 
cooled dental drill (Fig.  3 ). The hematoma was then removed 
using saline irrigation and forceps after widely opening the dura. 
Hemostasis of superfi cial blood vessels was achieved using bipolar 
diathermy if needed. The scalp was closed over the craniotomy 
without replacing the bone to mimic clinical practice of decom-
pressive craniotomy.  

   We used a CMA 12 MD probe (CMA Microdialysis, Solna, 
Sweden), which had an active membrane length of 4 mm and a 
molecular weight cutoff at 100 kDa. One hour before ASDH 
induction, a second burrhole was drilled 2 mm to the left of the 
sagittal suture and 2 mm behind the lambdoid suture for microdi-
alysis probe insertion (Fig.  3 ). The probe was inserted into this 
burrhole at 10° from the horizontal plane and at a depth of 6 mm, 
as previously described [ 35 ]. This insertion technique made for 
optimal placement of the dialyzing membrane within the cerebral 
subcortical “penumbra” area [ 35 ]. Probes were precalibrated 
in vitro to ensure that interprobe variation was minimal. The dialy-
sis probes were continuously perfused with physiological saline 
with 4 % Bovine serum albumin added at 0.3 μl/min. Microdialysis 
(MD) sampling was delayed by 1 h after insertion to allow the 
brain to adapt to the presence of the probe. Dialysate sampling 
began 2.5 h before craniotomy and samples were taken at four 
time points, i.e., ischemic phase (0–2 h after ASDH induction), 
craniotomy phase (0.5 h before and after craniotomy), early 

3.2.1  Temperature 
Manipulations

3.2.2  Subdural 
Hematoma Induction

3.2.3  Extracellular 
Biomarker Measurement 
with Microdialysis
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reperfusion phase (0.5–2.5 after craniotomy), and late reperfusion 
phase (2.5–3.5 h after craniotomy) (Fig.  2 ). Microdialysate vials 
were frozen and later analyzed for biomarkers. 

 Quantitative detection of UCH- L1   in microdialysate was per-
formed using proprietary SW enzyme-linked immunosorbent assay 
(ELISA) (Banyan Biomarkers, Inc. FL, USA) and recombinant UCH-
L1 as standard 68. For quantifi cation of GFAP in microdialysate, a 
novel rat ELISA assay (Banyan Biomarkers, Inc. FL, USA) was used.   

   UCH-L1 concentration in the early induced hypothermia group 
was lower than in the normothermia and late hypothermia groups 
on the early phase of reperfusion (30 min to 2.5 h after decompres-
sion; Early; 4.9 ± 1.0 ng/dl, Late; 35.2 ± 12.1 ng/dl, Normo; 
50.20 ± 28.3 ng/dl, Sham; 3.1 ± 1.3 ng/dl, Early vs. Normo; 
 p  < 0.01, Sham vs. Normo;  p  < 0.01: Fig.  4a ). Also, on the late 
phase of reperfusion (>2.5 h after decompression), extracellular 
GFAP in the early hypothermia group was lower than in the 

3.3  Results: 
Concentrations 
of Biomarkers 
in Cerebral 
Microdialysate

  Fig. 3    Schematic representation of craniotomy, burrhole, and microdialysis catheter placement. The area of 
craniotomy extended from the lambdoid suture to 15 mm ahead of the lambdoid. The medial and lateral bor-
ders were the sagittal suture and superior temporal line, respectively. This made the width approximately 
8 mm. The fi rst burrhole, for hematoma induction, was 3 mm in diameter and placed 2 mm to the left of the 
sagittal suture and 3 mm behind the coronal suture. The second burrhole, which allowed for insertion of the 
microdialysis probe, was 3 mm in diameter was placed 2 mm to the left of the sagittal suture and 2 mm behind 
the lambdoid suture. The probe was inserted toward the front of the head, at a 10° angle from the horizontal 
and at a 6 mm depth from the brain surface       
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normothermia and late hypothermia groups (Early; 5.5 ± 2.9 ng/dl, 
Late; 7.4 ± 3.4 ng/dl, Normo; 15.3 ± 8.4 ng/dl, Sham; 
3.3 ± 1.0 ng/dl, Normo vs. Sham;  p  < 0.01; Fig.  4b ).

      Our experiment with MD technique upheld the hypothesis that 
early-induced hypothermia attenuates brain damage with both 
neuronal and glial cell damage reduction in the reperfusional phase 
of I/R brain injury. 

 We observed that concentrations of UCH- L1   and  GFAP   in 
microdialysate were low only in the early-induced hypothermia 
group. As far as we know, this is the fi rst study that has demon-
strated the utility of UCH-L1 and GFAP as measured by MD as a 
“BIOMARKER of ASDH induced brain damage,” and as a mea-
sure of moderate therapeutic hypothermia effi cacy. 

 As shown in Fig.  4 , the peak of UCH- L1   extracellular concentra-
tion was highest in the normothermia treatment group, as compared 
to the sham group. This indicates that the peak of neuronal injury 
occurs in the early reperfusion phase of ASDH (Fig.  4a ). Also, the 
peak of the extracellular  GFAP   concentration in the normothermia 
group was signifi cantly higher than in the sham group and occurs in 
the late phase of reperfusion (Normothermia; 15.3 ± 8.4 ng/dl, 
Sham; 3.3 ± 1.0 ng/dl, Normothermia vs. Sham;  p  < 0.01, Fig.  4b ). 

3.4  Translation 
of Results

  Fig. 4    Biomarker concentrations in microdialysate. Ubiquitin carboxyl-terminal hydrolase-L1 (UCH-L1) and 
GFAP concentrations in microdialysate ( a ,  b ). In early phase of reperfusion UCH-L1 MD concentration in nor-
mothermia group was highest and signifi cantly higher than sham rat group (* p  < 0.01). Also, UCH-L1 MD in 
early hypothermia group was signifi cantly lower than normothermia group ( #  p  < 0.01). GFAP concentration in 
normothermia was highest and peaked in the late phase of reperfusion (** p  < 0.05 vs. sham). Abbreviations: 
 E-Hypo  early hypothermia group,  L-Hypo  late hypothermia group,  Normo  normothermia group       
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 The peak of the extracellular concentration of UCH-L1, and 
subsequent peak of GFAP seemed to be lowered by early hypo-
thermia induction (Fig.  4a, b ). However, late-induced hypother-
mia could not to attenuate the neuronal damage in the early phase 
of reperfusion but reduced only the subsequent glial damage as 
determined by  GFAP   in the late phase of reperfusion. Taken 
together, these data suggest that early-induced hypothermia could 
reduce neuronal and subsequent glial injury in the delayed reperfu-
sion phase of I/R  pathophysiology  . Based on the microdialysis 
data, the peak of glial cell damage might be occurring later than 
the neuronal damage, consistent with different vulnerabilities 
between neurons and astrocytes in I/R injury, or an astrocytic 
response to neuronal death. In hypoxic, ischemic brain damage 
models, neurons have been shown to be much more sensitive and 
vulnerable than astrocytes [ 36 – 39 ]. Astrocytes also might be more 
tolerant than neurons to I/R neurotoxicity, as seen in this ASDH 
rat model.   

4    Factors Limiting Application of Microdialysis Method to Detect Cytokines 
Biomarkers 

 With recognition of the increasing role of cytokines in the unfolding 
of TBI pathology, the need to monitor such molecules became 
apparent [ 40 ,  41 ]. A new MD probe with fi ve times greater  molecular 
weight cutoff (MWCO) was introduced increasing the range from 
20 kDa (CMA70) to 100 kDa (CMA71). In vitro and  in vivo   com-
parison studies revealed equivalent recovery for glucose, lactate, 
pyruvate, and glutamate (range 94–97 % for CMA70 and 88–103 % 
for CMA71) [ 42 ]. The recovery rates for several cytokines/peptides 
of interest are more complex and variable. These factors might limit 
the use of microdialysis technique and need to be addressed. In a 
recent study by Helmy et al., the MD of cytokines was assessed. The 
authors used two types of catheters at  perfusion   velocities of 0.3, 1.0 
and 5.0 μl/min. Reference preparations for cytokines were prepared 
from plasma after incubating human whole blood with lipopolysac-
charide, while for complement anaphylatoxins (C3a, C4a, C5a; m.w. 
9–11 kDa) human plasma was incubated with heat-aggregated 
immunoglobulin G. Cytokines such as [tumor necrosis factor 
(TNF)-α, interleukin (IL)-1β, IL-6 and IL-10; m.w. 17–28 kDa] 
and chemokines (IL-8, MCP-1, IP-10, and MIG; m.w. 7–11 kDa) 
and complement anaphylatoxins (C3a, C4a, C5a; m.w. 9–11 kDa) 
were assayed. Only four chemokines passed through CMA70 and 
with low recovery (3–7 %) at 1.0 microl/min velocity. The recovery 
with the 100 kDa fi lter was as follows: IL-1β = 75 %, MCP-1 = 55 %, 
MIG = 50 %, IL-8 = 38 %, C4a = 28 %, IP-10 = 22 %, C5a = 20 %, 
C3a = 16 %, IL-6 = 11, IL-10 = 8 % and TNF-α = 4 %. The highest 
recovery for all chemokines and anaphylatoxins were consistently at 

Shoji Yokobori et al.



425

velocity 1.0 μl/min, whereas IL-1β and IL-10 recovered most 
effi ciently at 0.3 μl/min [ 43 ]. According to the manufacturer the 
nominal cutoff (MWCO) is defi ned by a sieving coeffi cient thresh-
old of 0.1. In other words for a 100 kDa molecule the recovery rate 
with CMA71 would be only 10 %. In addition the molecules that are 
lower than 100 kDa may also have lower recovery rates due to vari-
ables such as shape, charge, hydrophobicity/hydrophilicity, hydro-
dynamic radius and interactions with other molecules (in case of 
multimerization) or the location of the molecule. They can be free 
versus inside a microparticle/exosome. Another study in TBI 
patients confi rmed that with MD it is possible to track the proin-
fl ammatory cytokines. In this study, the authors determined the 
concentrations of IL-1β and IL-6 by fl uorescence multiplex bead 
technology, and IL-10 was determined by enzyme-linked immuno-
sorbent assay. Although different in magnitude by a factor 100, the 
response of IL-1β and IL-6 were similar. Both substances seemed to 
increase signifi cantly after both SAH and TBI and thereafter gradu-
ally decreased. The response of both substances was stronger and 
more sustained in SAH patients than in TBI patients [ 44 ]. 

 To assess the role of physicochemical parameters that infl uence 
the recovery rate of large molecules, an in vitro microdialysis recovery 
and delivery investigations were performed utilizing a standardized 
system. Analyte adsorption, pH effect, the infl uence of cytokine con-
centration and temperature of the catheter surrounding medium 
were assessed. A Ringer’s/human albumin solution was used as 
microperfusate and catheter surrounding medium; interleukin 6, 8 
and 10 (IL-6, IL-8, IL-10) and tumor necrosis factor alpha (TNF-α) 
served as model cytokines. Microdialysate was sampled ( n  = 3) at fl ow 
rates of 0.3–5.0 μl/min using three linear probes. All samples were 
measured using a validated fl ow cytometry method adapted to micro-
dialysate. Relative recoveries of the individual cytokines decreased 
exponentially with increasing fl ow rates and were not infl uenced by 
the catheter surrounding medium concentration but recovery of 
IL-6, IL-10, and TNF-α by the pH value. Relative recovery and rela-
tive delivery of IL-8 were of comparable extent and increased with 
higher temperatures. For the other cytokines, however, negative val-
ues occurred for relative delivery probably due to ultrafi ltration. 
Clinical application of microdialysis of cytokines is principally feasible 
if the many infl uencing factors are controlled. As future perspective, 
 in vivo   microdialysis feasibility should be demonstrated.  

5    Application of Microdialysis Method to Detect Therapeutic Windows 

 Biomarkers are a set of molecules that inform. A biomarker is an 
objective measure of a specifi c biological or pathological process 
that may be measured in body fl uids such as cerebral spinal fl uid 
(CSF) and blood [ 45 ]. Biochemical markers used as diagnostic 
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tools for organ specifi c injuries, such as troponin for myocardial 
infarction, creatinine for renal failure, and pancreas amylase and 
lipase for acute pancreatitis. These blood tests are also used to 
monitor patients in intensive care settings. The challenges of accu-
rate diagnosis and  monitoring   of TBI have created a need for bio-
markers that refl ect core elements of the TBI disease process [ 46 ]. 
Consistent with preclinical studies we found level of biochemicals 
such as glucose (G), lactate (L), and LG ratio (LGR) were high in 
TBI patients with GCS 3-6 ( p  < 0.0001). Pyruvate level was lower 
in patients with GCS 7-9 ( p  < 0.001). LPR was higher in patients 
with GCS 3-6 ( p  < 0.05). High glucose, lactate level ( p  < 0.001), 
and LPR ( p  < 0.01) was observed in patients with GOS 1-3. 
Pyruvate level was low in patients with GOS 1-3 ( p  < 0.001). LGR 
was higher in patient with better outcome (GOS 4-5). After crani-
otomy extracellular glucose and lactate were good “biomarkers” of 
cerebral damage in TBI patients. We consider that high extracel-
lular lactate and low glucose is an indicator of severe neurological 
damage and poor outcome, because of impaired  brain metabolism   
[ 47 ]. However the biochemical profi le alone is not suffi cient to 
monitor therapeutic effi cacy and unequivocal prediction of out-
comes in less severe injuries. With the advent of the novel 
 technologies a more radical bottom-up approach (in which the 
body fl uids of injured patients are screened for molecules and their 
role/presence in CNS is ascertained later) has recently been devel-
oped [ 48 ,  49 ]. In one such study with pooled naive and injured 
cortical samples (48 h post injury; rat controlled cortical impact 
model) that were analyzed using a differential neuroproteomics 
platform, the novel biomarkers ubiquitin C-terminal hydrolase-L1 
(UCH- L1)    [ 48 ] was discovered. UCH-L1 was previously used as 
a histologic marker for neurons because of its high abundance and 
specifi c expression in neurons. It is present in almost all neurons 
and averages 1–5 % of total soluble brain protein. UCH-L1 levels 
in CSF were assessed using an ELISA in a prospective case control 
study conducted with 66 patients. Forty-one patients with severe 
TBI, defi ned by a Glasgow coma scale (GCS) score of <8, who 
underwent intraventricular intracranial pressure  monitoring   were 
compared to 25 controls without TBI requiring CSF drainage for 
other medical reasons. Ventricular CSF was sampled from each 
patient at 6, 12, 24, 48, 72, 96, 120, 144, and 168 h following 
TBI. Injury severity was assessed by the GCS score, Marshall 
Classifi cation on computed tomography, and a complicated post-
injury course. Mortality was assessed at 6 weeks and long-term 
outcome was assessed using the Glasgow outcome score 6 months 
after injury. TBI patients had signifi cantly elevated CSF levels of 
UCH-L1 at each time point after injury compared to uninjured 
controls. Overall mean levels of UCH- L1   in TBI patients was 
44.2 ng/ml (±7.9) compared with 2.7 ng/ml (±0.7) in controls 
( p  < 0.001). There were signifi cantly higher levels of UCH-L1 in 
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patients with lower GCS scores at 24 h, in those with post injury 
complications, in those with 6-week mortality, and in those with a 
poor 6-month dichotomized Glasgow outcome score. These data 
suggest that this novel biomarker has the potential to determine 
injury severity in TBI patients [ 29 ,  50 ]. In a rat study we could 
demonstrate that the injured degenerate neurons were the source 
of the biomarker [ 51 ]. UCH-L1 complements MRI even in  mild 
traumatic brain injury   detection [ 52 ]. In this chapter we present 
data relating to such a biomarker (UCHLI) and how it can be used 
to monitor injury progression (ASDH) and the effect of therapeu-
tic intervention (hypothermia).  

6    Novel Application of Biomarker Microdialysis Method to Detect Engraftment 

 Recent progress in cell transplantation biology has opened yet 
another avenue for use of microdialysis. Cell transplant is often fol-
lowed by infl ammatory response that needs to address to facilitate 
engraftment. Such studies have not yet been performed in CNS as 
yet, the technique has been successfully utilized in case of liver 
transplants.  In vivo   microdialysis of infl ammatory markers has been 
applied clinically in a liver transplant rejection and ischemia study 
[ 53 ]. The 100 kDa pore probe was inserted into 73 patients post- 
reperfusion and the infl ammatory mediators complement activa-
tion product 5a (C5a), C-X-C motif chemokine 8 (CXCL8), 
CXCL10, interleukin-1 (IL-1) receptor antagonist, IL-6, IL-10, 
and macrophage infl ammatory protein 1β (MIP1β) were mea-
sured. Microdialysate was collected at 0, 4, 8, 12, and 24 h after 
reperfusion and showed an initial increase of all infl ammatory 
mediators that declined to low/stable values by 24 h in the non- 
ischemic liver grafts. The study was also able to detect a rise in 
CXCL10 2–5 days before clinically relevant rises alanine amino-
transferases and bilirubin levels in patients suffering from graft 
rejection [ 54 ]. Moving forward, similar microdialysis techniques 
could be applied to pro-infl ammatory cytokine response in severe 
traumatic brain injury or a penetrating ballistic injury [ 55 ].  

7    Limitations of Microdialysis Technique 

 Several limitations of MD technique  must   be considered. 
Microdialysis is only a  regional   technique and cannot assess global 
brain damage with certainty. MD technique may be good for time- 
dependent analysis but weak for spatial injury analysis. If microdi-
alysis technique is used as a monitor in clinical neurointensive care, 
additional data which represents global condition (e.g., intracranial 
pressure  monitoring  , frequent CT examination, xenon CT CBF 
mapping, PET, or  MRI  ) will be needed.  
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8    Conclusions 

 Microdialysis has yielded important results in the fi eld of 
neuromonitoring for neurologically compromised patients. It allows 
for the direct measurement of extracellular molecules in an attempt 
to characterize metabolic derangements before they become clini-
cally relevant. Advancements in technology have allowed for the 
bedside assay of multiple markers of ischemia and metabolic dys-
function, and the applications for traumatic brain injury and aneuris-
mal subarachnoid hemorrhage have been well established. As 
clinicians become more comfortable with these tools their wide-
spread use and potential for clinical impact with continue to rise.  

9           Notes 

     1.     Perfusion   rate of microdialysate is usually set as 0.3–2 μl/min. 
In clinic, injecting pump is commercially available but perfu-
sion speed is fi xed as 0.3 μl/min.   

   2.    Cutoff molecular size of membrane is usually 20 or 100 kDa in 
animal experiment. Only 20 kDa cutoff probe is available for 
human use.   

   3.    Artifi cial cerebrospinal fl uid (CSF) is commercially available but, 
alternatively, normal saline is also available for perfusion fl uid.   

   4.    Catheter stabilization would require at least 1 h of waiting.   
   5.    Avoid frequent defrost before batch analysis.   
   6.    As the root of blood sampling and arterial pressure measure-

ment, femoral artery is also available. However, when you have 
intent to perform  behavior   testing, femoral artery cannulation 
should be avoided because of femoral nerve injury and paralysis.   

   7.    Dry ice is used for cooling of the wind  .         
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    Chapter 24   

 Repetitive Transcranial Magnetic Stimulation as a Novel 
Therapy in Animal Models of Traumatic Brain Injury                     

     Thangavelu     Soundara     Rajan    ,     Salvatore     Cuzzocrea    ,     Daniele     Bruschetta    , 
and     Angelo     Quartarone       

  Abstract 

   Traumatic brain injury (TBI) in humans causes a broad range of structural damage and functional defi cits 
due to both primary and secondary injury mechanisms. Over the past three decades, animal models have 
been established to replicate the diverse changes of human TBI, to study the underlying pathophysiology 
and to develop new therapeutic strategies. However, drugs that were identifi ed as neuroprotective in ani-
mal brain injury models were not successful in clinical trials phase II or phase III. Repetitive transcranial 
magnetic stimulation (rTMS) is a powerful noninvasive approach to excite cortical neurons in humans and 
animals, widely applied for therapeutic purpose in patients with brain diseases. In addition, recent animal 
studies showed rTMS as a strong neuroprotective tool. In this chapter, we discuss the rationale and mecha-
nisms related to rTMS as well as therapeutic applications and putative molecular mechanisms. Furthermore, 
relevant biochemical studies and neuroprotective effect in animal models and possible application of rTMS 
as a novel treatment for rodent brain injury models are discussed.  

  Key words     rTMS  ,   TBI  ,   Neuroprotection  ,   Rodent brain injury models  

1      Introduction 

   Transcranial magnetic stimulation (TMS) is a painless  method   of 
stimulating the brain in a non-invasive way. The stimulator pro-
duces a magnetic fi eld comparable to that produced by an MRI 
scanner, but that lasts for less than a millisecond. The magnetic 
fi eld is able to penetrate the scalp and skull, producing electrical 
currents in the region of the brain underlying the coil. Since the 
magnetic fi eld falls off rapidly with increasing distance from the 
coil TMS seems to activate principally neural elements in the cor-
tex or subcortical white matter (Fig.  1 ). The induced electrical 
stimulus activates a mixture of excitatory and inhibitory neurons; 
some are located in the area of cortex under the coil, others project 
axons to or from the site of stimulation [ 1 ].

1.1  Transcranial 
Magnetic Stimulation: 
Principle 
and Mechanism
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   TMS is delivered using different types of dedicated coils 
(Fig.  2 ). The “standard” TMS circular coil consists of several circu-
lar turns of copper wire with a diameter of approximately 7 cm. 
This induces electric current in an annulus under the coil (without 
any current within the center of the coil), which covers a wide area 
of the brain. One way to make the stimulus more focal is to arrange 
the copper wire so that it forms two overlapping loops of wire in a 
“fi gure of eight” shape. Currents are then induced beneath each of 
the two circular loops and at the center, where they meet, the cur-
rents sum, so that stimulation under the mid-point of the fi gure of 
eight is twice that beneath the edges of the two loops. In this way, 
stimulation can be limited to a much smaller area in the order of 
1–2 cm 2  ( see  Fig.  2 ) [ 2 ].

  Fig. 1    Schematic illustration of the principle of transcranial magnetic stimulation (TMS)       

  Fig. 2    Types of magnetic coils used in rTMS for humans. ( a ) Round coil, ( b ) 
fi gure- eight- shaped coil, and ( c ) double-cone coil       
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      Most of our knowledge of the action of TMS comes from studies 
evaluating the primary motor cortex recording electromyographic 
(EMG) responses in muscles on the opposite side of the body. By 
contrast, stimulation of most other parts of the cerebral cortex, at 
least with single pulses, has no obvious effects. However, in most 
individuals stimulation of the visual cortex generate phosphenes 
(bright spots of light in the visual fi eld) that can be reported by 
subjects, but cannot be quantifi ed by observers. The size of the 
EMG response depends on the level of activity in the cortex and 
the orientation of the TMS coil on the head. It is well established 
that the stimulus-triggered muscle response is larger when subjects 
are actively contracting the target muscle than if they are relaxed 
[ 3 ]. This might be due to the fact that in the brain and spinal cord, 
synaptic activation occurs more readily if the postsynaptic neurons 
are closer to the fi ring threshold than they are at normal resting 
potential. The orientation of the TMS coil has also an effect since 
it is well known that neurons are activated greatly by voltage gra-
dients that run parallel to the axon [ 4 ].  

   The initial studies on repetitive transcranial magnetic stimulation 
(rTMS) were prompted by the knowledge that repetitive stimula-
tion of nerve pathways in animal models could induce long-term 
changes in synaptic effectiveness (long-term depression/potentia-
tion; LTD/LTP). The prolonged after effects of rTMS depend on 
several factors such as the number of pulses applied, the rate of 
application and the intensity of each stimulus. For example, stimu-
lation at frequencies higher than 1 Hz tends to increase rather than 
decrease cortical excitability. After effects depend also on the pat-
tern of the pulses applied. For instance, Huang and colleagues used 
a pattern of stimulation, termed theta-burst stimulation (TBS), in 
which three 50 Hz pulses were applied regularly fi ve times per sec-
ond for 20–40 s. At low intensities this protocol produced suppres-
sion of motor cortex excitability, while if the burst was applied only 
for 2 s followed by a short pause of 8 s and then repeated, the effect 
was facilitatory [ 5 ]. Given that repetitive stimulation of the cortex 
can be epileptogenic, safety limits have been published on the 
parameters of rTMS that can be used in humans [ 6 ].  

   In recent years, rTMS has been used to investigate potential thera-
peutic opportunities in a bewildering range of conditions based on 
the rationale that rTMS application may improve function in parts 
of the brain that are functioning suboptimally after an injury or 
chronic CNS diseases. In addition, as the after effects of rTMS can 
be excitatory or inhibitory it is possible to reduce function in parts 
of the brain that interfere with recovery by being overactive. 

 Despite rTMS has been reported to have a benefi cial effect on 
an remarkably diverse variety of conditions such as stroke, 
Parkinson’s disease, dystonia, writer’s cramp, tinnitus, stroke, post-

1.2  Single-Pulse 
Stimulation

1.3  Repetitive 
Transcranial Magnetic 
Stim-ulation (rTMS)

1.4  Therapeutic 
Applications of rTMS

rTMS in Animal Models of TBI
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traumatic disorder, and aphasia [ 3 ,  7 – 10 ], many of these results are 
obtained from small single-center studies and are diffi cult to evalu-
ate. Psychotic depression is the only condition where rTMS has 
proved to be benefi cial in a large cohort of patients. Indeed, rTMS 
received US Food and Drug Administration (FDA) approval for 
the treatment of major depressive disorder. It is likely that a better 
understanding of both the effects of rTMS and the pathological 
processes underlying the targeted disease conditions will help to 
defi ne the therapeutic potential of rTMS and the conditions that 
can benefi t from this intervention.  

   The mechanisms by which rTMS stimulate neurons and interferes 
with neural functions at the cellular and molecular level are far 
from clear. Nevertheless, recent studies in humans and animals 
have investigated some putative mechanisms associated with rTMS 
at the cellular and molecular level. The short term after effects of 
rTMS could be related to changes in neural excitability caused by 
shifts in ionic balance around populations of active neurons [ 11 ]. 
In addition, suprathreshold rTMS of the motor cortex causes mus-
cle twitches that feed sensory information back to the motor cor-
tex ultimately modifying its response to stimulation. These effects 
disappear quickly after termination of rTMS. 

 On the other hand, longer lasting effects are presumably 
caused by other mechanisms involving changes in the effectiveness 
of synapses between cortical neurons (long-term depression (LTD) 
and long-term potentiation (LTP) of synaptic connections) [ 12 ]. 
Evidences in human studies suggest that the after effects of rTMS 
depend on the glutamatergic  N -methyl- d -aspartate (NMDA) 
receptor since these effects are blocked by a single dose of the 
NMDA-receptor antagonist dextromethorphan [ 13 ]. It is likely 
that BDNF, which is an up regulator of the NMDA transmission, 
can contribute to the rTMS long term effects. In line with this 
hypothesis, we have recently shown that daily 5 Hz rTMS for 5 
days improves BDNF-TrkB signaling in rats by increasing the affi n-
ity of BDNF for TrkB. This results in higher tyrosine- phosphorylated 
TrkB, affecting the NMDA machinery in rat prefrontal cortex and 
in rat and human peripheral lymphocytes [ 10 ].  

   Research during the last 15 years in animal models signifi cantly 
helped to understand some of the important biochemical  mechanisms 
that underlie rTMS. BDNF expression has been shown to be increased 
in the rat hippocampal areas CA3 and CA3c, the granule cell layer, 
and also in the parietal and the piriform cortex after long- term high-
frequency rTMS [ 14 ]. Meanwhile, enhanced BDNF was noticed in 
rat cerebral infarction model with low-frequency rTMS [ 15 ]. In 
awakened rats, BDNF and GluR1 subunit of AMPA receptor were 
found to be up-regulated after high-frequency repetitive stimulation 
while in anesthetized rats, the expression was down-regulated [ 16 ]. 

1.5  Putative 
Molecular 
Mechanisms of rTMS 
After Effects

1.6  Animal Studies
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Plasmatic BDNF, but not CSF BDNF, was increased signifi cantly 
after consecutive high-frequency rTMS in rat and human. In addi-
tion, increased BDNF-TrkB binding affi nity was observed in rat pre-
frontal cortex and in rat and human lymphocytes [ 10 ]. 

 Chronic high-frequency rTMS increased the hippocampal 
neurogenesis in rats that might be involved in the anti-depressant 
effects of chronic TMS [ 17 ]. Another study reported that, in a 
chronic unpredicted mild stress rat model of depression, long-term 
chronic rTMS increased hippocampus cell proliferation, BDNF 
level, phosphorylated ERK1/2 and signifi cantly reversed 
anhedonic- like  behavior  . The same study also suggested that high- 
frequency rTMS may induce long-lasting effects which could mod-
ulate neuroplasticity [ 18 ]. Single rTMS increased the NMDA 
binding sites of glutamate and serotonin 5-HT 1A in some rat 
brain areas [ 19 ]. Neurotransmitters glutamate and GABA were 
increased after chronic rTMS in rat hippocampus and striatum 
[ 20 ]. In rat nucleus accumbens shell region, dopamine concentra-
tion was induced after acute rTMS [ 21 ]. A recent study has shown 
enhanced neural excitability in rat hippocampal CA1 pyramidal 
neurons after low frequency rTMS [ 22 ]. Altogether these observa-
tions suggest that the impact of rTMS, being short-term or long- 
term, greatly depend on the area stimulated, the intensity and 
frequency of stimulation, and the duration of stimulation session.  

   Few studies have reported neuroprotective effect associated with 
the use of rTMS in rodent models of cerebral ischemic. In rats with 
transient middle cerebral artery occlusion, chronic rTMS treat-
ment signifi cantly reduced cortical and striatal infarct volumes, 
lowered caspase-3 positive cells, and increased Bcl-2/Bax ratio 
[ 23 ]. Stronger Bcl-2 and weaker Bax expression after chronic 
rTMS treatment were also observed in subacute cerebral ischemic 
rat model [ 24 ]. In another study on gerbils, rTMS precondition-
ing followed by transient common carotid artery occlusion signifi -
cantly increased the neuron density in the CA1 region which may 
prevent ischemic neuronal damage [ 25 ]. In rat model of vascular 
dementia, low and high-frequency rTMS increased the mRNA and 
protein expression of BDNF, NMDAR1, and synaptophysin and 
played a benefi cial role in the restoration treatment of vascular 
dementia [ 26 ]. Another seminal study found that long-term high- 
frequency rTMS did not induce mRNA expression of infl amma-
tory mediators in the rat central nervous system [ 27 ]. Finally, a 
recent study has reported that rTMS attenuated spinal cord injury- 
induced astroglial and microglial activation in rats [ 28 ].  

   A growing number of data showing neuroprotective effects of 
rTMS in animal models such as ischemia and depression support 
the use of rTMS as a novel treatment for brain  trauma   in humans 
[ 29 – 32 ]. In addition, the application of rTMS animal models of 

1.7  Neuropro-
tective Effect
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as a Possible 
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traumatic brain injury (TBI) may help to further understand both 
the effects of rTMS as well as the pathophysiological mechanisms 
triggered by the injury. Controlled cortical impact (CCI),  weight 
drop  , vacuum deformation, and fl uid percussion are the conven-
tional methods used to create animal TBI models. More informa-
tion about these techniques are described in detail elsewhere in this 
book ( see  Chapters   11    –  15    ). In the following section, we will dis-
cuss possible applications of rTMS in animal models of TBI. We 
will also provide the fundamental information necessary to per-
form rTMS included in the protocol that we use in our lab. All the 
parameters of rTMS (frequency, type of coil, mode of treatment, 
etc.) will be determined by the performer.   

2    Materials 

     1.    Rats (Taconic Farm, USA).   
   2.    Mice (The Jackson Laboratory, USA).   
   3.    Stereotaxic frame (Stoelting Wood Dale, USA).   
   4.    Plastic restraint cones (Harvard Apparatus, USA).   
   5.    Monopolar uninsulated 28 G stainless steel needle electrodes 

(Chalgren Enterprises Inc., USA) to record muscle Motor 
Evoked Potentials [MEP] elicited by surface electromyogra-
phy (EMG).   

   6.    Low-noise AC differential amplifi er Model 1700 (AM Systems, 
USA).   

   7.    Rapid rate stimulator (Magstim, UK).   
   8.    Custom made round shaped coil (Magstim, UK; outer diam-

eter 55 mm, inner diameter 6 mm).   
   9.    All chemicals and reagents (Sigma-Aldrich, USA).      

3    Methods 

       1.    All the animals should be housed in a 12-h light/dark cycle 
with food and water ad libitum. Average body weight should 
be around 30 g for mice and 200 g for rats.   

   2.    After adaptation, animals need be observed and videotaped for 
2 weeks to verify their activities including spontaneous  behav-
iors  , locomotive activity, and sleep/awake period.   

   3.    Animals should be handled with the plastic cone holder for a 
week with a rodent coil that must be placed over their heads to 
simulate rTMS.   

   4.    It is advised to keep animals in awakened state during the 
stimulation as rTMS may act differently in awakening and 
anesthetized condition [ 16 ].   

3.1  Animal Setup
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   5.    It is recommended to cover the damaged area of the brain 
after TBI induction with sutures. Any other methods such as 
any metal tool implanted within the brain which may be 
excited during magnetic induction is not advisable.   

   6.    For real stimulation, the coil should be placed directly on the 
skull using bi-phasic stimulation (Fig.  3 ) ( see   Note    1  ), and for 
sham stimulation, stimuli should be delivered with the coil 
rotated 90° about the axis of the handle and separated from 
the head using a 2 cm plastic spacer cube to ensure that the 
animal will feel the vibrations produced by the click of the 
TMS coil without brain stimulation [ 33 ] ( see   Note    2  ).

       7.    Plastic restraint cones should be used to hold the animals dur-
ing the experiment.   

   8.    All animals should be carefully monitored throughout the 
experiment to identify any behavioral changes occurred due to 
rTMS treatment.   

   9.    Animals may be sacrifi ced after 1–3 days of fi nal stimulation to 
avoid any acute, transient effects ensuing the last stimulation.   

   10.     Brain tissues   should be collected and stored at −80 °C for bio-
chemical studies or in 4 % phosphate-buffered formaldehyde 
(pH 7.4) for immunohistochemical analyses.      

   Custom made round coil and fi gure-eight shaped coils are widely 
used according to the size of the rodent’s brain. Round rodent 
coils are about 0.5–2.5 cm inner diameter and 5–8 cm outer diam-
eter in size [ 16 ,  27 ,  33 – 35 ]. For fi gure-eight shaped coils, the 
inner diameter is about 2–5 cm and the outer diameter is about 
5–7 cm [ 18 ,  20 ,  36 ,  37 ].  

3.2  Shape and Size 
of the Coils

  Fig. 3    Rodent coil placed directly touching the skull of a rat during rTMS 
treatment       
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     Despite being a non-invasive technique, it is advised that rTMS 
treatment may be initiated after 24–72 h from the time of  brain 
injury   since the damaged brain is greatly vulnerable to excitation 
during the hyperacute stage and, therefore, rTMS application at 
this stage is likely to be impractical clinically [ 24 ].  

       1.    Frequency of rTMS, the number of trains of pulses per day and 
the duration of the treatment play a major role in activating the 
neural circuits differently.   

   2.    Low frequency (≤1 Hz) rTMS may be given for longer periods 
(for example, 4–6 weeks) and high frequency (>1–20 Hz) 
rTMS may be given for shorter periods (for example, 14–21 
days). High-frequency stimulation may last for very short peri-
ods also (for example, 2–10 days). It is advised to take appro-
priate precautions before starting the stimulation ( see   Note    3  ).      

       1.    Number of trains of pulses for a session (or block), number of ses-
sions per day and total number of sessions may differ depending 
upon the intensity of stimulator machine output (usually 20–80 % 
of the maximal output of the stimulator), and as mentioned ear-
lier, these parameters should be optimized by the performer.   

   2.    The stimulator machine output shall be determined by measuring 
MEP of the biceps femoris (or postlateral tibial) muscle of the 
weak hind limb (like in the ischemia model) elicited by surface 
EMG. The resting motor threshold (RMT) shall be defi ned as the 
lowest stimulator output when the peak-to-peak amplitude of 
MEP is greater than 5 % of its maximal amplitude in at least half of 
5–10 trials [ 23 ,  24 ]. Detectable forelimb movement may also be 
considered for resting motor threshold measurement [ 38 ].   

   3.    It is recommended to have an inter-block interval (for example, 
1–10 min) between every successive session during repetitive 
stimulation to avoid heating of the coil. This inter-block interval 
time should be standardized before the experiment ( see   Note    4  ).        

4        Notes 

     1.    rTMS is a noninvasive tool to activate neurons in the brain. 
However, precautions should be taken when animal models 
such as rodents are subjected to magnetic stimulation due to 
their relatively small size of the brain. Sometimes during the 
stimulation, blood may leak out from the nose, the eyes, the 
ears, or the damaged tissue itself, owing to the strong stimula-
tor machine output or excessive stimulation. In this condition, 

3.3  Optimization 
of rTMS Parameters: 
Starting Point, 
Frequency 
and Duration, 
and Stimulator 
Intensity

3.3.1  Starting Point

3.3.2  Frequency 
and Duration

3.3.3  Stimulator Intensity
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stimulation should be terminated immediately. Optimizing the 
machine output and providing enough time interval between 
each train may help to stop bleeding.   

   2.    During stimulation and/or simulation, animals should be kept 
calm and should not be excited or nervous since these may 
affect the overall effect of rTMS (unpublished observations). 
Animals should be held gently while performing the stimula-
tion because holding them tightly may cause breathing prob-
lem with the consequence of death.   

   3.    There are no recommended safety guidelines for the use of 
rTMS in animals. The rapid rate stimulator, its coil, and cable 
generate strong magnetic pulses. Therefore, a thorough study 
of the operating manual and appropriate precautions are 
needed before using the stimulator. The strong magnetic 
pulses produced from the coils induce eddy currents in any 
conductive medium such as the human body or electronic 
devices and metallic objects nearby. rTMS should not be per-
formed in the vicinity of subjects wearing pacemakers, elec-
tronic or metal implants. It must not be used in an explosive 
ambiance or in the presence of combustible anesthetics.   

   4.    rTMS requires a great strength of power which results in rapid 
heating of the coil with elevated temperature. Most of the coils 
have a temperature window for stimulation (for example, 
4–38 °C) after which stimulator cannot produce magnetic induc-
tion until to reach optimal working temperature condition. This 
problem could be resolved by refrigerating the coil with a plastic 
bag covered in ice during the inter-block interval time. Precooling 
the coil may effectively help from quick coil heating. However, it 
is advised by the companies that cooling must be performed by 
using a fl ow of cool air from a fan or air conditioning unit since 
cooling with ice or via cold water immersion may cause conden-
sation inside the coil and degrade its electrical contacts.         

  Disclaimer  

 The authors declare that there are no confl icts of interest in this 
protocol.  
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    Chapter 25   

 Experimental Models Combining TBI, Hemorrhagic Shock, 
and Hypoxemia                     

     Lai     Yee     Leung      ,     Ying     Deng-Bryant    ,     Deborah     Shear    , and     Frank     Tortella     

  Abstract 

   Animal models of traumatic brain injury (TBI) provide important tools for studying the pathobiology of 
brain trauma and for evaluating therapeutic or diagnostic targets. Incorporation of additional insults such 
as hemorrhagic shock (HS) and/or hypoxemia (HX) into these models more closely recreates clinical 
scenarios as TBI often occurs in conjunction with these systemic insults (i.e., polytrauma). We have devel-
oped a rat model of polytrauma that combines penetrating TBI, HS and HX. Following brain trauma, HX 
was induced by reducing the inspired oxygen while HS was induced by withdrawing blood to lower the 
mean arterial pressure. The physiological, histological, and behavioral aspects of this animal model have 
been characterized and have demonstrated exacerbating effects of systemic insults on penetrating TBI. As 
such, this model may facilitate the use of simultaneous assessments of multiple mechanisms and provide a 
platform for testing novel diagnostic and therapeutic targets.  

  Key words     Polytrauma  ,   Combined neurotrauma  ,   Traumatic brain injury  ,   Additional insults  ,   Blood 
loss  ,   Hemorrhagic shock  ,   Respiratory distress  ,   Hypoxemia  

1      Introduction 

 The leading cause of non-preventable mortality in recent confl icts in 
the Middle East has been traumatic brain injury (TBI), while the 
leading cause of potentially-survivable combat-related traumas is 
hemorrhage (83 %), followed by airway obstruction (10 %) [ 1 ]. 
Excessive blood loss leads to  hemorrhagic shock   (HS) whereas air-
way obstruction can cause systemic hypoxemia (HX), and the pri-
mary cause of all severe traumas in combat relates directly to 
hemorrhage/hypoxemia. In general, patients are faced with worse 
outcomes and increased  morbidity   when TBI occurs in conjunction 
with these polytrauma insults. Local tissue damage and systemic 
infl ammatory responses further contribute to the complex injury 
cascades in polytrauma [ 2 ]. TBI itself causes hypoperfusion, 
decreased oxygen delivery, excitotoxicity, profound infl ammation 
and metabolic dysfunction, and perturbed autoregulation of  cerebral 
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blood fl ow, all of which account for the increased vulnerability of the 
injured brain to hypotensive and/or hypoxic insults. 

 Posttraumatic insults have been incorporated into existing 
TBI preclinical models to mimic the complex  pathophysiology   of 
 polytrauma  . Table  1  summarizes the methods and outcomes of 
these models (only studies using rats are listed). Notably, the 

   Table 1  
  Rat models of TBI complicated by posttraumatic insults   

 TBI  Posttraumatic insults  Outcomes  References 

 CCI 
(moderate) 

 HX (1 min post-TBI; 0.1 F i O 2  for 
30 min; resuscitated with 100 % 
O 2  for 30 min) 

 Apoptosis-suppressor gene bcl-2 and 
its translated protein in surviving 
neurons; DNA damage peaks at 
24 h post-injury; stress response is 
induced 

 [ 10 – 12 ] 

 FPI 
(moderate) 

 HX (pO 2  = 30–40 mmHg for 
30 min) 

 Increase in sensorimotor and 
cognitive defi cits; exacerbate 
contusion and neuronal 
pathological conditions 

 [ 13 ,  14 ] 

 FPI 
(moderate) 

 HX (0 min post-TBI; 0.1 F i O 2  for 
20 min; resuscitated with 30 % 
O 2 ) 

 Increased contusion volume; 
prolonged effl ux of glutamate 
during hypoxia; increased number 
of caspase-3-positive cells and 
TUNEL-positive cells 

 [ 15 ] 

 CCI 
(moderate-
severe) 

 HX (0 min post-TBI; 0.12 F i O 2  for 
30 min) 

 Worsens brain edema, disrupts ionic 
homeostasis and blunts the normal 
upregulation of AQP4 after TBI 

 [ 16 ] 

 FPI 
(moderate) 

 HS (0 min post-TBI; removed 25 % 
of total blood volume; 
resuscitated with LRS three 
times the blood loss) 

 TBI suppressed spontaneous 
hemodynamic recovery from 
hemorrhage and attenuates 
resuscitation with LRS 

 [ 17 ] 

 FPI 
(moderate) 

 HS (60 mmHg for 30 min; 
resuscitated with shed blood) 

 Worsens local histopathologic 
outcomes possibly through 
vascular mechanisms 

 [ 18 ] 

 FPI  HS (40 mmHg for 45 min; 
resuscitated with shed blood) 

 Downregulation of neuroprotective 
genes in both injured and 
uninjured neurons 

 [ 19 ] 

 FPI 
(moderate) 

 HS (5 min post-TBI; 
50–60 mmHg; 39 min; blood 
volume removed = 6–7 ml; 
resuscitated with LRS three 
times the shed blood volume) 

 No potentiation of structural damage 
or motor defi cits; delayed the 
speed of recovery of cognitive 
function 

 [ 20 ] 

(continued)
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Table 1
(continued)

 TBI  Posttraumatic insults  Outcomes  References 

 FPI 
(moderate) 

 HS (15 min post-TBI; blood 
volume removed = 40 % of total 
blood volume) 

 Cardiovascular homeostatic response 
to hemorrhage was disrupted by 
TBI 

 [ 21 ] 

 CCI (mild to 
moderate) 

 HS (40 mmHg for 40 or 50 or 
60 min; blood 
removed = 2 ml/100 g; 
resuscitated with LRS and shed 
blood with 100 % O 2 ); 
60 min-HS starts at 1 h, 24 h or 
7 days post-TBI 

 Therapeutic effi cacy of pHBSP; 
detrimental effect of HS on 
outcome were greatest when the 
onset was very soon after injury 

 [ 6 ,  22 ] 

 FPI 
(moderate) 

 HS (5 min post-TBI; 40 mmHg 
for 45 min; resuscitated with 
shed blood) 

 Reduced CBF and impaired 
autoregulation in aged rats but not 
young rats after TBI + HS 

 [ 23 ] 

 PBBI (10 %)  HS (5 min post-TBI; 40 mmHg 
for 30 min; resuscitated with 
LRS three times the blood loss) 

 Increased occurrence and duration of 
cortical spreading depolarizations 

 [ 9 ] 

 FPI (2.1 atm)  Tibia fracture  Increase plasma IL-6 levels; increased 
callus formation 

 [ 24 ] 

  >1 Posttraumatic insults  

 WD (2 m)  12 % O 2  (HX) + anesthesia-induced 
hypotension (30 mmHg for 10 
or 30 min) 

 Increased neuronal damage in 
supraventricular cortical regions 

 [ 25 ] 

 WD (2 m)  HS (30 min post-TBI; 
60–70 mmHg for 
240 min) + pyrexic insult (core 
Temp 38.5–39.5 °C) 

 Astrocyte activation; no convincing 
potentiation of brain damage 

 [ 26 ] 

 WD (1.8 m)  Simultaneous HX (0.1 F i O 2 ) + HS 
(40 mmHg for 15 min; 
resuscitated with shed blood and 
restore normoxia); start at 
45 min or 225 min post-TBI 

 Early HX and HS following TBI 
caused more prominent metabolic 
disturbance 

 [ 27 ] 

 CCI (?)  HS (2 h post-TBI; 50 mmHg for 
30 min; resuscitated with shed 
blood) + reduced intracranial 
compliance 

 Increase in lactate and lactate/
pyruvate ratio; reduced intracranial 
compliance did not exacerbate the 
injury 

 [ 28 ] 

   CCI  controlled cortical impact,  FPI  fl uid percussion injury,  WD  weight drop,  PBBI  penetrating ballistic-like brain 
injury,  LRS  lactated Ringer’s solution,  HX  hypoxemia,  HS  hemorrhagic shock,  F   i   O   2   fraction of inspired oxygen  

majority of these studies combined TBI with either HS or HX 
while only a few studies included more than one insult. However, 
it is not uncommon for head trauma patients to present with mul-
tiple systemic complications including both hypotension and  
hypoxia   [ 3 ]. Thus, an animal model of TBI that incorporates 
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 multiple systemic insults may provide greater clinical relevance for 
evaluating therapeutic treatments. To design a  preclinical model   
with multiple insults, the following questions must be answered: 
what TBI model and what injury severity should we use? When 
should the posttraumatic insult be induced following TBI? What 
should be the duration and extent of each insult? Which insult 
should come fi rst, or does it make a difference?

   Our primary goal was to develop a rat model of polytrauma that 
would recreate clinically relevant components of a person sustaining 
a head injury from gunshot and/or fl ying shrapnel in conjunction 
with other extracranial traumas collectively resulting in excessive 
blood loss and breathing diffi culty. We have previously established a 
rodent model of penetrating ballistic-like brain injury (PBBI) that 
captures several key components of a ballistic wounding event to the 
brain including the permanent injury tract created by the path of a 
bullet, the intracerebral hemorrhage caused by the ballistic trajectory, 
and most importantly the large temporary cavity generated when bal-
listic energy dissipates from the penetrating object [ 4 ]. The present 
protocol describes the details and procedures of our polytrauma-
PBBI model. In this polytrauma model, the temporary cavity pro-
duced is approximately 10 % of the total brain volume of an adult 
Sprague-Dawley rat and is located on the right hemisphere near the 
striatum. This particular PBBI severity is 100 % survivable and is capa-
ble of producing substantial histopathological and behavioral changes 
[ 4 ,  5 ]. The onset of our posttraumatic insults is 5 min post-PBBI in 
order to more closely correspond to the superimposition of multiple 
insults characteristic of the polytrauma subject. Support for this 
approach comes from previous preclinical research demonstrating the 
detrimental effects of secondary insults are more prominent the 
sooner they are initiated following TBI thereby producing an injury 
model more analogous to the  pathophysiology   of clinical  polytrauma   
[ 6 ]. The extent and duration of the hypotensive and hypoxemic states 
were chosen based on relevant published studies and our own pilot 
studies which demonstrated that a 30-min episode of HS at 40 mmHg 
combined with a 30-min episode of HX at reduced inspired  oxygen 
(10 %) does not produce any overt pathological changes in the 
absence of TBI (unpublished data). However, when combined with 
TBI, the trio of insults resulted in increased mortality and neurofunc-
tional defi cits that varied depending upon the order in which the 
posttraumatic insults occurred. For example, HS induced prior to 
HX immediately following PBBI (PBBI + HS + HX) resulted in 
remarkable physiological changes and signifi cant increases in mortal-
ity rates (41 %). In contrast, reversing the sequence (HX induced 
prior to HS; PBBI + HX + HS) resulted in signifi cantly lower mortal-
ity rates (23 %) whereas simultaneous induction of HX and HS 
(PBBI + HX/HS) reduced mortality rates to 0 %. Critically, regardless 
of the order in which they occurred, the “sequential” insults (i.e., 
PBBI + HS + HX and PBBI + HX + HS) produced pathology that is 
readily distinguishable from that produced by PBBI alone [ 7 ]. 
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 The methods applied to the PBBI model can be implemented 
in other rat strains or rodent species. The PBBI injury severity (size 
of the temporary cavity in PBBI) can be adjusted from more mod-
erate to more severe with predictable changes in outcomes mea-
sured [ 5 ]. The onset, duration, and sequence of additional 
pathophysiological insults may also be adjusted according to the 
study objectives and experimental design. In general, the poly-
trauma model described here can be reproduced by following these 
steps: (1) induction of PBBI (right, unilateral, 10 % brain volume), 
(2) induction of hypoxemia by reducing inspired oxygen to 10 %, 
(3) induction of  hemorrhagic shock   by withdrawing blood until 
the mean arterial pressure drops to 40 mmHg, and (4) fl uid resus-
citation. Depending on the study objectives, the outcome metrics 
measured in this model may include physiological changes (cere-
bral blood fl ow, brain oxygen tension, blood gas, cortical electrical 
activity, etc.), neurofunctional, histological, and genomic/pro-
teomic changes as well as systemic responses to the multiple insults.  

2    Material 

   Male adult Sprague-Dawley rats (280–320 g; Charles River Labs, 
Raleigh, VA, USA) were used in these experiments. Animals were 
housed individually under a 12-h light/dark cycle in a facility 
accredited by the Association for Assessment and Accreditation of 
Laboratory Animal Care International.  

       1.    Induction: 4.0 % Isofl urane.   
   2.    Maintenance: 1.5–2 % Delivered in breathing air/oxygen mix-

ture (fraction of inspired oxygen F i O 2  = 0.26) ( see   Note    1  ).      

       1.    Homeothermic heating system (Harvard Apparatus, MA, USA).   
   2.    Stereotaxic frame with dual manipulators (David Kopf 

Instruments, Model 902).   
   3.    Isofl urane vaporizers (Matrix™ VIP 3000) and isofl urane 

(Fluriso™ 502017).   
   4.    Rodent clippers (Oster Golden A5).   
   5.    Electric drill with drill bits (Foredom K.1070 High Speed 

Rotary Micromotor).   
   6.    Cotton-tipped applicator and gauze (Covidien Curity, Catalog 

no. 8884540500).   
   7.    Cauterizer (Gemini Cautery Kit, Catalog no. 726067).   
   8.    Heparin saline (20 USP units/ml—sterile) (heparin: Sagent 

Pharmaceuticals, NDC#25021-400-30; 0.85 % Saline: RICCA 
Chemical Company, Catalog no. 7200-1).   

   9.    Lactated Ringer’s solution (sterile) (Hospira, Inc., 
NDC#0409-7953-09).   

2.1  Animals

2.2  Anesthesia

2.3  Materials 
for Surgery
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   10.    Local anesthesia (1 % lidocaine) (MWI/VetOne, Catalog no. 
510213).   

   11.    Syringes (3, 5, 20 ml) (Becton, Dickinson and Company, 
Catalog no. 309657, 309646, 302830).   

   12.    Needle tubing adapters (24 Gauge) (Becton, Dickinson and 
Company, Catalog no. 8214).   

   13.    Catheters for cannulation (Instech, BTPU-027).   
   14.    4-0 silk suture (Henry Schein, Becton, Dickinson and Company, 

Catalog no. 100-5597) and staples (MikRon Precision, Inc., 
Becton, Dickinson and Company, Catalog no. 205016).   

   15.    Sterile bone wax (Ethicon, W31G).   
   16.    Sterile surgical instruments (scalpel, blunt-tip scissors, fi ne-tip 

forceps, microclips, etc.).   
   17.    Standard Infuse/Withdraw Pump (Pump 11 Elite; Harvard 

Apparatus, MA, USA).   
   18.    PBBI device and probe (4B080; Mitre Corporation, MA or 

HPD-1700 Dragonfl y, Inc., WV) ( see   Note    2  ). The PBBI 
probe (Popper & Sons Inc., Hyde Park, NY) is a 20G stainless 
steel tube that has fi xed perforations along one end that are 
sealed by airtight elastic tubing.      

       1.    Blood gas analyzer (ABL5, Radiometer America Inc., Westlake, 
OH, USA).   

   2.    Data acquisition system (PowerLab 16/30, AD Instruments 
Inc., Colorado Springs, CO, USA).   

   3.    Respiratory gas analyzer (AD Instruments Inc., Colorado 
Springs, CO, USA).   

   4.    Blood pressure transducer (Harvard Apparatus, MA, USA).   
   5.    Respiratory belt transducer (AD Instruments Inc., Colorado 

Springs, CO, USA).   
   6.    A computer with LabChart software (AD Instruments Inc., 

Colorado Springs, CO, USA). The computer is connected to 
the PowerLab data acquisition system.       

3    Methods 

    Preoperative care of animals in accordance with veterinary medical 
practices is required. Upon arrival at the institution, the animals 
are housed under a normal 12-h light/dark cycle for at least 1 
week for acclimation to the new environment before use.

    1.    Sterilize all surgical materials autoclave or vaporized hydrogen 
peroxide.   

2.4  Instruments 
for Physiological 
Recordings

3.1  Preoperative 
Procedures
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   2.    Fill up two 3 ml syringes with heparin saline, attach syringes to 
adaptors with PE50 catheters.   

   3.    Fill up a 5 ml syringe with lactated Ringer’s solution, attach 
syringe to adaptor with PE50 catheter; fi ll a 20 ml syringe with 
5 ml heparin saline.   

   4.    Calibrate the blood pressure transducer.   
   5.    Set up the PBBI device (for Mitre device;  see   Note    2   for Dragonfl y 

device): connect the PBBI probe to a piston cylinder of the PBBI 
device via a connecting tube. Fill the cylinder, the tube and the 
probe with distilled water. Bleed air using a syringe until there is 
no air bubbles in the system. To pressurize the piston cylinder, 
turn on the air compressor until the pressure reaches 60–80 psi. 
A computer operated air- compressed trigger is used to control 
the ON/OFF of the pressurized piston cylinder. When the trig-
ger is on, a pressure pulse will be transmitted to the PBBI probe 
to infl ate the elastic tubing at one end of the PBBI probe (Fig.  1 ).

  Fig. 1    ( a ) PBBI probe with infl ated and defl ated balloon; the diameter (denoted as ‘d’) or volume of the infl ated 
balloon represents the diameter/volume of the temporary cavity that determines the injury severity (expressed 
in percentage of the total brain volume); ( b ) location of the probe and infl ated balloon (not in scale); ( c ) hema-
toxylin and eosin (H&E)-stained brain sections showing the spatial progression of the lesion (7 days following 
PBBI; scale bar: 200 μm)       
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       6.    Calibrate the PBBI probe such that the elastic tubing on the 
probe is infl ated to a diameter of 0.633 mm, representing 10 % 
of the total brain volume ( see   Note    3  ).   

   7.    Check the gas tanks (compressed air, oxygen and nitrogen) to 
ensure suffi cient pressures.   

   8.    Place the rat in an isofl urane chamber connected to the vapor-
izer. Turn on the oxygen/air and isofl urane level to 4 % for 
about 4 min.   

   9.    Shave hair over the dorsal head skin, as well as the right ingui-
nal region.   

   10.    Prior to incision, clean the incision sites with swabs of Betadine 
or alcohol.   

   11.    Inject local anesthetics (1 % lidocaine) subcutaneously at the 
incision sites.      

   All surgery must be performed with aseptic procedures, including 
sterile gloves, masks, and aseptic techniques. Research personnel 
must be qualifi ed and trained in all procedures ( see   Note    4  ). 

       1.    Place the rat on a heating pad in a dorsal recumbent position 
with the tail towards the operator. Insert the animal head into 
a nose cone system connect to the isofl urane vaporizer. Adjust 
the isofl urane to 2 %.   

   2.    Verify that the animal is completely anesthetized by pinching 
the foot pad.   

   3.    Make a 1.5 cm cutaneous longitudinal incision at the inguinal 
region. Remove subcutaneous fat and connective tissues.   

   4.    Locate the femoral bundle (vein, artery, nerve) between the 
external oblique and gracilis muscles.   

   5.    Isolate the vein or artery from the bundle using a blunt-tip dis-
section probe and forceps.   

   6.    Use a microclip to close the proximal end of the exposed femo-
ral vein or artery. The distal end is closed by ligation with silk 
suture.   

   7.    Use microscissors to make a small incision on the vein or artery 
between the two ends (preferably towards the distal end).   

   8.    Insert a catheter connected to a syringe fi lled with 5 ml lac-
tated Ringer’s solution for vein cannulation or fi lled with 3 ml 
heparin saline for arterial cannulation. Remove the microclip at 
the proximal end and carefully advance the catheter further 
into the femoral vein or artery.   

   9.    Hold the catheter in position using two pieces of silk suture—
one proximal to the opening and one distal to the opening.   

   10.    Cover the wound with saline-moistened sterile gauze.   

3.2  Surgery

3.2.1  Femoral Artery/
Vein Cannulation
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   11.    Femoral artery catheterization is for blood pressure  monitor-
ing   while femoral vein is for infusion of fl uid for resuscitation.      

       1.    Following the femoral artery/vein cannulation, keep the ani-
mal under anesthesia. Make a 1 cm mid-line incision on the 
ventral surface of the tail, starting at approximately 3 cm from 
the base of the tail.   

   2.    Expose the artery by cutting the fascia using a blunt-tip 
scissors.   

   3.    Ligate the artery distally with a silk suture and close the proxi-
mal end with a microclip.   

   4.    Make a small incision on the artery using microscissors between 
the two ends (preferably towards the distal end).   

   5.    Insert a catheter connected to a syringe fi lled with 3 ml heparin 
saline for arterial cannulation. Remove the microclip at the 
proximal end and carefully advance the catheter further into 
the artery.   

   6.    Hold the catheter in position using two pieces of silk suture—
one proximal to the opening and one distal to the opening.   

   7.    Tail artery catheterization is for blood gas  monitoring   or for 
hemorrhagic shock procedures. Flush the line with heparin 
saline regularly to maintain the catheter patency.      

       1.    Following the cannulations, transfer the anesthetized rat to a 
stereotaxic frame and secure its head with the ear bars.   

   2.    Connect the femoral arterial line to the blood pressure trans-
ducer for arterial blood pressure  monitoring  .   

   3.    Insert the rectal probe for monitoring core body temperature. 
The body temperature is regulated automatically using the 
homeothermic heating blanket.   

   4.    Make an incision in the midline of the scalp (rostral-caudal) to 
expose the skull.   

   5.    Clean the skull surface with cotton-tipped applicators and cau-
terize the bleeding spots.   

   6.    Mark the position of the cranial window (+4.5 mm AP, +2 mm 
ML from Bregma) ( see   Note    5  ).   

   7.    Adjust the manipulator arms such that the tip of the PBBI probe 
is aiming at the marked position, at an angle of 50° from vertical 
axis and 25° counter-clockwise from anterior- posterior axis. 
Retract the probe only in the dorsal-ventral (DV) direction.   

   8.    Perform craniotomy at the marked position with an electric drill. 
The diameter of the cranial window is approximately 0.5 cm.   

   9.    Insert the probe through the cranial window to a distance of 
12 mm from dura.   

3.2.2  Tail Ventral Artery 
Cannulation

3.2.3  Penetrating 
Ballistic-Like Brain Injury 
(PBBI)
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   10.    Infl ate the elastic tubing on the PBBI probe by turning on the 
trigger using the computer program (refer to  step 5  in 
Subheading  3.1 ; trigger manually when using Dragonfl y 
device). The elastic tubing should infl ate into an elliptically 
shaped balloon for less than 40 ms. The balloon will then 
defl ate by itself.   

   11.    Remove the probe by slowly retracting the manipulator arm in 
the DV direction.   

   12.    Seal the cranial window with sterile bone wax.   
   13.    Close the incision with silk suture or sterile wound clips.       

       1.    Replace air with nitrogen in the inhalation gas mixture until 
the F i O 2  reaches 0.1 (F i O 2  is monitored by the respiratory gas 
analyzer).   

   2.    Maintain this low oxygen concentration for 30 min ( see   Notes  
  6   and   7  ).   

   3.    Withdraw 0.15 ml of blood from the tail artery. Inject the 
blood sample into the blood gas analyzer. The partial pressure 
of oxygen in the blood (P a O 2 ) should be around 30–40 mmHg.   

   4.    Switch the nitrogen to breathing air to restore normoxia 
(F i O 2  = 0.26).      

       1.    Disconnect the tail artery catheter from the 3 ml syringe. 
Connect it to a 20 ml syringe fi lled with 5 ml heparin saline.   

   2.    Secure the syringe on an infuse/withdraw pump. Set the 
syringe diameter and withdrawal rate at 0.25 ml/100 g/min.   

   3.    Turn on the pump (withdrawal mode) and withdraw blood 
from the tail artery until mean arterial pressure (MAP) reaches 
40 mmHg. MAP is monitored using the PowerLab system 
with a blood pressure transducer.   

   4.    Maintain the hypotensive state for 30 min. Withdraw addi-
tional blood if MAP rises above 45 mmHg ( see   Note    6  ).   

   5.    Record the total volume of blood withdrawn. Fill a 20 ml syringe 
with lactated Ringer’s solution for fl uid resuscitation. The volume 
for resuscitation is three times of the blood volume withdrawn [ 8 ].   

   6.    Connect the femoral vein catheter to the syringe fi lled with 
lactated Ringer’s solution for resuscitation.   

   7.    Turn on the pump (infusion mode) and infuse lactated ringer’s 
solution via femoral vein at a rate of 0.3 ml/100 g/min.      

       1.    Initiate HS or HX 5 min following PBBI. Allow 5-min recov-
ery period between the insults following normoxia (if HX is 
done before HS) or fl uid resuscitation (if HS is done before 
HX) ( see   Note    8  ).   

3.3  Hypoxemia (HX)

3.4  Hemorrhagic 
Shock (HS)

3.5  Combining PBBI, 
HS and HX
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   2.    At the end of the injuries, release the rat from the stereotaxic 
frame.   

   3.    Remove all the catheters and ligate the vein/artery with silk 
suture.   

   4.    Close the incision(s) with silk suture.   
   5.    Apply topical antibiotics on the wounds.   
   6.    Place the rat in a clean cage and monitor for recovery.      

   Monitoring of vital signs such as MAP, heart rate,  breathing   rate, 
and core body temperature is necessary prior to, during and follow-
ing injuries in this polytrauma model as shown in Fig.  2 . Multimodal 
neuromonitoring may also be useful in this model ( see   Note    9  ).

4                   Notes 

     1.    F i O 2  can be adjusted according to the laboratory’s routine pro-
cedure, as long as the arterial blood gas and other physiological 
variables are maintained within normal ranges. Pure oxygen 
(F i O 2  = 1) is not recommended due to potential oxygen toxic-
ity primarily affecting the central nervous system and the car-
diac/pulmonary system.   

3.6  Physiological 
Monitoring

  Fig. 2    Physiological monitoring in polytrauma model. Breathing rate is derived from the breathing measured 
from the respiratory belt. Heart rate is derived from the pulses obtained from the mean arterial pressure 
recording       
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   2.    The original PBBI device used by WRAIR was manufactured by 
Dragonfl y, Inc. It was used in our early studies on penetrating 
TBI and it continues to be a strongly validated and commercially 
available device. The Dragonfl y device was signifi cantly modifi ed 
by the Mitre Corporation and includes the computerized and 
automated features. Also, the Mitre device uses distilled water as 
a medium for pressure pulse transmission to infl ate the elastic 
tubing on a PBBI probe, while Dragonfl y device uses air to infl ate 
the tubing. Both devices work on the same basic principle.   

   3.    The elastic tubing on the PPBI probe may be infl ated to diam-
eters of 0.448–0.776 mm, representing 5–15 % of the total 
brain volume respectively (Fig.  1 ).   

   4.    All procedures involving animal use must be reviewed and 
approved by the Institutional Animal Care and Use Committee 
(IACUC). Research is conducted in compliance with the ani-
mal welfare act, Guide for the Care and Use of Laboratory 
Animals (National Research Council) and other federal stat-
utes and regulations.   

   5.    Different angles of bullet entry can be studied by changing the 
angle and insertion location of the probe [ 5 ]. For example, to 
mimic a bullet entry to the side of the head, the probe would 
be angled at 90° and the craniotomy would be performed on 
the right temporal bone of the skull (+1 mm AP and +4 mm 
DV from Bregma) after retraction of the temporalis muscle.   

   6.    Duration and level of hypoxemic or hypotensive state varies 
depending on the study design. In general, the duration ranges 
between 30 and 60 min. Mortality rate may be too high if the 
duration is greater than 60 min.   

   7.    Hypoxemia may cause transient hypotension, tachycardia and 
hyperventilation. These are physiological compensatory responses 
to maintain oxygen homeostasis.   

   8.    Injury profi les and mortality rates depend on the sequence of 
the insults. Based on our observation, HS prior to HX in ani-
mals subjected to PBBI resulted in the highest mortality rate 
and neurological defi cits. On the other hand, simultaneous HS 
and HX following PBBI caused zero mortality ( see  Fig.  3  for 
validated data).

       9.    Multimodal  monitoring   provides a comprehensive approach to 
study the acute physiological changes following polytrauma. 
We have previously reported the overt changes in mean arterial 
pressure, cerebral blood fl ow (using laser Doppler fl owmetry) 
and brain tissue oxygen tension (using Licox ®  probe) induced 
by hemorrhagic shock in the PBBI model. In addition, increase 
in cortical spreading depolarization (detected using epidural 
silver/silver-chloride ball electrodes) was observed that sug-
gests substantial disruption of ionic homeostasis caused by the 
combined injury [ 9 ].         
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    Chapter 26   

 Experimental Models Combining Traumatic Brain Injury 
and Hypoxia                     

     Eric     P.     Thelin       

  Abstract 

   Traumatic brain injury (TBI) is one of the most common causes of death and disability, and cerebral 
hypoxia is a frequently occurring harmful secondary event in TBI patients. The hypoxic conditions that 
occur on the scene of accident, where the airways are often obstructed or breathing is in other ways 
impaired, could be reproduced using animal TBI models where oxygen delivery is strictly controlled 
throughout the entire experimental procedure. Monitoring physiological parameters of the animal is of 
utmost importance in order to maintain an adequate quality of the experiment. Peripheral oxygen satura-
tion, O 2  pressure (pO 2 ) in the blood, or fraction of inhaled O 2  (FiO 2 ) could be used as goals to validate 
the hypoxic conditions. Different models of traumatic brain injury could be used to infl ict desired injury 
type, whereas effects then could be studied using radiological, physiological and functional tests. In order 
to confi rm that the brain has been affected by a hypoxic injury, appropriate substances in the affected 
cerebral tissue, cerebrospinal fl uid, or serum should be analyzed.  

  Key words     Hypoxia  ,   Hypoxic  ,   Traumatic brain injury  ,   Controlled cortical impact  ,   CCI  ,   Fluid percus-
sion  ,   Ventilation  ,   Animal model  ,   Monitoring  ,   Oxygen saturation  ,   Posttraumatic hypoxia  

1      Introduction 

 Up to 45 % of severe TBI patients suffer from hypoxia [ 1 ], a condi-
tion which subsequently has been shown to correlate with worse 
outcome [ 2 – 4 ]. Cerebral hypoxia may lead to cerebral ischemia, an 
irreversible secondary  brain injury   frequently seen in autopsy mate-
rials of TBI patients [ 5 ]. In experimental conditions, hypoxic TBI 
seems to lead to an exacerbated cerebral infl ammation [ 6 ,  7 ], an 
aggravated neuronal death and lesion size [ 7 – 10 ], a detrimental 
effect on the  blood-brain barrier (BBB)   and edema formation [ 6 , 
 11 ,  12 ], as well as a worse functional outcome [ 6 ,  7 ,  12 – 15 ]. These 
models usually involve a standard traumatic brain injury method, 
either diffuse or focal, with a following period of hypoxia and 
mutually involve rigorous  monitoring   of physiological parameters 
of the animal in order to validate correct hypoxic conditions [ 6 ,  7 , 

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_26, © Springer Science+Business Media New York 2016
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 10 – 14 ,  16 ]. Detrimental effects of hypoxia in TBI provide an 
interesting platform to study potentially benefi cial therapies, such 
as hypothermia or erythropoietin. 

 The hypoxic TBI models described in the literature are all sim-
ilar in their setup, as is shown in Table  1 .

   This chapter serves as a guide through a standard procedure of 
a hypoxic TBI, a controlled cortical impact (CCI) injury on intu-
bated, and mechanically ventilated, Sprague-Dawley (SD) rats.  

2    Materials 

       1.    Inhalation anesthetics, isofl urane (5 % induction, 1–1.5 % 
continuous).   

   2.    Local anesthetics (LA), Bupivacaine, Marcain ®  0.25 %.   
   3.    Opioids, buprenorphine, Temgesic ®  0.05 mg/kg.   
   4.    Euthanasia agent, sodium pentobarbital 100 mg/kg.      

       1.    Ventilator (Rodent ventilator, Ugo Basile, Gemonio, Italy).   
   2.    Capnograph (Datex Oscar Oxy, GE Healthcare, Little 

Chalfont, UK).   
   3.    Gas Mixer with vaporizer (re-built  pediatric   gas mixer, Dameca 

A/S, currently Philip Electronics, Amsterdam, The 
Netherlands) (Vaporizer PPVE, Penlon, Oxford, UK).   

   4.    Pulse Oxymeter (MouseSTAT™, Kent Scientifi c, Torrington, 
CT, USA).   

   5.    Blood gas analyzer (ABL800 FLEX analyzer, Radiometer 
Medical, Brønshøj, Denmark).   

   6.    Reservoir (medium-sized plastic glove in plastic, airtight box).   
   7.    Portable oxygen analyzer (TED 60-T, Teledyne Electronic 

Devices, Thousand Oaks, CA, USA).   
   8.    Y connector (Part # YJ-38-HDPE, Industrial Specialties Mfg, 

CO, USA).   
   9.    Intubation tube—White angiocatheter (17 Gauge).   
   10.    Laryngoscope blade—Formatted spatula with fi ber-optic 

tubing.   
   11.    Tubing (oxygen bubble tubing).      

       1.     Head Impactor  (TBI 0310, Precision Systems and 
Instrumentation LLC, Lexington, KY, USA).   

   2.     Stereotaxic frame  (Model 900, Agnthos, Stockholm, Sweden).   
   3.     Heating pad  (Temperature Control Unit HB 101/2, Panlab, 

Harvard Apparatus, Barcelona, Spain).   

2.1  Medications

2.2  Ventilation/
Respiration

2.3  Traumatic Brain 
Injury Device/
Procedure

Eric P. Thelin
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   4.     Surgical drill —0.5 mm in diameter, diamond tip (Microspeed 
317 IN; Silfradent, Forli, Italy).   

   5.     Surgical microscope  (Wild Heerbrugg M3C Stereozoom 
Microscope, Leica, Wetzlar, Germany).   

   6.    A scalpel (replaceable blades).   
   7.    Electronic shaver.   
   8.    Electronic scale.   
   9.    Suturing material (needle holder, Vicryl ®  4-0).   
   10.    Retractors.   
   11.    Tweezers.   
   12.    Syringes (1–5 mL for medical injections, blood gas sampling, etc.).   
   13.    Cotton swabs.   
   14.    Saline for wound cleaning.      

   The outlined experiment focuses on rats, but could also be applied 
for other small rodents. For larger animals, special care, methods, 
handling, and drugs need to be provided ( see   Notes    1  –  4  ). As seen 
in Table  1 , Sprague-Dawley (SD) rats are the most frequently used 
in hypoxic TBI experiments [ 6 – 9 ]. If different species are used 
(like Dark Agouti (DA) or Piebald Virol Glaxo (PVG)) one should 
take into account their different metabolic conditions [ 17 ], and 
immunological response following traumatic brain injury when 
interpreting the results [ 18 – 20 ].  

   There are different providers of medications; this provides a list 
including generic names for the most frequently used and neces-
sary medications for this type of animal experimentation. Except 
for the medications listed here, make sure to use physiological 
saline and eye gel in every experiment.

    1.    Inhalation anesthetics, isofl urane (5 % induction, 1–1.5 % 
continuous) 

 Isofl urane, a halogenated ethyl-methyl ether, is an inhalation 
anesthetic with short induction time and a good anesthetic 
effect. Halothane (Fluothane ® ), as inhalation agent, has been 
discontinued due to its detrimental side effects 
(hepatotoxicity).   

   2.    Local anesthetics (LA), Bupivacaine, Marcain ®  0.25 % 

 In order to improve nociceptive operational conditions, and 
also to improve control over stimuli that affects the animal dur-
ing surgery, it is important to provide the animal with adequate 
local anesthesia (LA). Lidocaine, bupivacaine, ropivacaine, or 
other equivalents in suitable concentrations and volumes are 
recommended. Bupivacaine lasts longer and is thus preferable 
in hypoxic TBI. Inject subcutaneously (sc) in the area where the 

2.4  Animals 
and Handling

2.5  Medications

Eric P. Thelin



465

skin incision is to be performed. Avoid intravenous injection by 
needle aspiration.   

   3.    Opioids, buprenorphine, Temgesic ®  0.05 mg/kg 

 LA is usually not suffi cient to fully minimize painful sensa-
tions in the animal. Just like in humans, more adequate medica-
tion is necessary. Opioids are an important step in the 
preoperative anesthesia, especially in hypoxic TBI models, since 
opioids are potent respiratory inhibitors, as well as good anes-
thesia and analgesia agents [ 21 ]. The ability to limit spontane-
ous respiration leads to an increased control of the animal’s 
 ventilation  , which is a necessity in many hypoxic TBI models. 
Buprenorphine, fentanyl, or equivalent are recommended.   

   4.    Euthanasia agent, sodium pentobarbital 100 mg/kg 

 Pentobarbital, a potent barbiturate, will lead to respiratory 
arrest in the animal within minutes if 100 mg/kg is injected 
intraperitoneally. Sodium pentobarbital is not readily available 
worldwide, equivalent dose of any barbiturate is then adequate 
for euthanasia.      

   Many of the materials described in the ventilator setup are com-
mon elements in a clinical environment. It is recommended to 
establish a contact with  a   hospital, or a technical facility with ade-
quate knowledge of hospital equipment, that may assist in con-
structing some of the parts needed. Figure  1  systematically displays 
the ventilator setup.

    Important : Human and animal samples should not be mixed. 
However, discarded, yet functional, equipment designated for use 
on humans could sometimes be used to analyze animal samples.

    1.     Ventilator  (rodent ventilator, Ugo Basile, Gemonio, Italy) 

 There are several commercially available rodent ventilators 
that are suitable for hypoxic TBI models. The ventilator will 
let you adjust the tidal volume and respiratory rate. There are 
charts to follow which will let you determine the stroke vol-
ume depending on the size of your animal. The normal respi-
ratory rate of rats is 70–110 breaths per minute, but could be 
adjusted if hyperventilation is deemed necessary for the 
hypoxic TBI model. You will also need an induction chamber 
before the rat is hooked up to the ventilator.   

   2.     Capnograph  (Datex Oscar Oxy, GE Healthcare, Little Chalfont, 
UK) 

 As the exhaled gas is brought back to the ventilator, it is 
then possible to determine the FiO 2  and the end tidal pCO 2  
with a capnograph connected to the ventilator. This will make 
it possible to confi rm gas delivered to the rat, and that the rat 
has an adequate metabolism.   

2.6  Ventilator 
and Monitoring Setup

Hypoxic Model of Brain Injury
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   3.     Gas mixer with vaporizer  (re-built  pediatric   gas mixer, Dameca 
A/S, currently Philip Electronics, Amsterdam, The 
Netherlands) (Vaporizer PPVE, Penlon, Oxford, UK). Gas 
mixers are frequently used in hospital environments, but may 
be purchased commercially. They usually mix air with oxygen 
(O 2 ), but are often able to add other gases to the mixture, in 
the clinic commonly nitrous oxide (N 2 O, “laughing gas”). 
These devices could be adapted to work for animal research, 
preferably gas mixers used in  pediatrics   and neonatal care since 
the volumes are more compatible with rodents and smaller 
mammals. In hypoxic TBI models, hypoxic gases (O 2  6–13 %) 
are often connected to the gas mixer in order to stimulate 
hypoxic conditions in the animal [ 6 ,  14 ]. It is also a possibility 
to directly connect nitrogen gas and to thereby make your own 
hypoxic gas mixture.   

   4.     Pulse Oxymeter  (MouseSTAT™, Kent Scientifi c, Torrington, 
CT, USA) 

 Even if human equipment is possible to use, there are today 
several good commercial pulse oxymeters optimized for ani-
mal use. This will let you monitor pulse, saturation, and blood 
pressure (with appropriate extensions).   

  Fig. 1    Illustrating a simplifi ed model of the ventilator setup. The gas infl ow reaches the gas mixer. The gas is 
hooked up to the reservoir which will fi ll when gas is being transferred. The ventilator will rhythmically extract 
gas from the reservoir into the animal. The percentage of O 2  in the inhaled gas is measured with an O 2 -sensor. 
The animal is monitored using a pulse oximeter. The exhaled gas fl ows through a Capnograph in order to 
analyze the fraction of inspired oxygen (FiO 2 ) and the end tidal pCO 2  in real time       
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   5.     Blood gas analyzer  (ABL800 FLEX analyzer, Radiometer 
Medical, Brønshøj, Denmark) 

 Human blood gas analyzers are possible to use. Such ana-
lyzer can provide detailed information of the animals’ physio-
logical parameters, including pO 2 , pCO 2 , glucose, lactate, and 
electrolytes.   

   6.     Reservoir  (medium-sized plastic glove in plastic, airtight box) 

 A gas reservoir is a storage volume where gas from the gas 
mixer is stored and mixed before getting regularly pumped 
into the ventilator. All ventilators need a reservoir of different 
size depending on the volumes of gases used. The gas reser-
voir should be fl exible to be allowed to expand and hold sev-
eral stroke volumes for the rat, yet airtight in order to minimize 
inhalation of sedative gas for the operator. If not a pre- 
manufactured gas reservoir is available, a plastic glove with a 
small cut in it will suffi ce Fig.  2 .

  Fig. 2    Example of an air reservoir. The air reservoir made of a standard plastic 
glove (small cut in one fi nger) connected to the tube. It is being placed in an 
airtight chamber with ventilation in order to remove excess Isofl urane       
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       7.     Portable oxygen analyzer  (TED 60-T, Teledyne Electronic 
Devices, Thousand Oaks, CA, USA) 

 In order to certify that a correct amount of oxygen is 
inhaled, it is useful to have a portable oxygen analyzer con-
nected to the Y-connector. This will reveal the exact concen-
tration when changing to hypoxic gas mixtures and back.   

   8.     Y connector  (Part # YJ-38-HDPE, Industrial Specialties Mfg, 
CO, USA) 

 The Y connector receives gas from the ventilator, pushing it 
into the animal, before leading it back again to the ventilator. 
Make sure to get a Y connector that fi ts with the angiocathe-
ter, or whatever tube you use for intubation.   

   9.     Intubation tube — White angiocatheter  ( 17 Gauge ) 

 Intubation tubes are used to intubate the animal, which in 
this case means the hollow plastic tube. The needle may be 
adapted to work as a stylet to facilitate intubation ( see  
Subheading  3 ).   

   10.     Laryngoscope blade — formatted spatula with fi ber-optic tubing  

 Rodent laryngoscopes are commercially available, yet it is 
possible to construct your own using a bent spatula with fi ber- 
optic tubing as light source (Fig.  3 ).

  Fig. 3    Example of a rat laryngoscope. Laryngoscope made of a small spatula 
connected to a fi ber-optic light in order to provide adequate lighting conditions 
for intubation       
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       11.     Tubing  (oxygen bubble tubing) 

 When choosing tubes for your model, it is important to use 
tubes that are built to transport oxygen and reduce leakage 
from the tube and connections in the system. Bubble tubing is 
preferable to certify tight connections, and a color (green or 
pink) to increase visibility.    

     The equipment needed is dependent on the type of injury infl icted 
to the animal. Nevertheless, the following instruments are always 
necessary:

    1.    A scalpel (replaceable blades).   
   2.    Electronic shaver.   
   3.    Electronic scale.   
   4.    Suturing material (needle holder, Vicryl ®  4-0).   
   5.    Retractors.   
   6.    Tweezers.   
   7.    Syringes (1–5 mL for medical injections, blood gas sampling, 

etc.).   
   8.    Cotton swabs.   
   9.    Saline for wound cleaning.     

 As mentioned, if your lab is not close to a hospital, I recom-
mend contacting a clinical department that might be able to pro-
vide you with discarded or used equipment. This chapter describes 
a setup, but several devices from different manufacturers are of 
course possible.  

   The injury device is a commercially available CCI device and has 
been used in previous studies [ 22 ,  23 ]. It allows modifi cation of 
dwell time, impact speed, and impact depth making it possible to 
produce different injury severity in the same experiment.  

   Any commercially available stereotaxic frame modifi ed for use on 
rats, that allow ample room around the head, is preferable. Be sure 
to remove anything that might affect the injury device. The impac-
tor (TBI 0310) allows for quite high, and wide, frames.  

   A commercially available heating pad, using a rectal probe to mon-
itor body temperature.  

2.7  Injury 
Device Setup

2.8  Head Impactor 
(TBI 0310, Precision 
Systems and 
Instrumentation LLC, 
Lexington, KY, USA)

2.9  Stereotaxic 
Frame (Model 900, 
Agnthos, Stockholm, 
Sweden)

2.10  Heating Pad 
(Temperature Control 
Unit HB 101/2, Panlab, 
Harvard Apparatus, 
Barcelona, Spain)
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   This is originally a drill for dental use, but is perfect to perform a 
small  craniectomy  . Diamond tip, 0.5 diameter millimeter drill or 
equivalent should be used.  

   A surgical microscope with the capacity to magnify up to 40× will 
be necessary to perform the craniectomy.   

3     Methods 

 This section will guide you through a standard hypoxic TBI model 
using a CCI device. 

         1.    Put the animal in the airtight induction chamber ( see   Note    5  ).   
   2.    Distribute isofl urane 5 % (with 100 % O 2  as carrier) induction 

until the animal is fully unconscious ( see   Note    6  ).   
   3.    Continue swiftly with intubation procedures.       

   In many hypoxic TBI models, it is necessary to control the animal’s 
respiration. Even if it is possible to do this with a mask in the case of 
gas anesthesia, it is recommended to intubate the animal and subse-
quently connect it to a respirator. Not only will the respirator give 
you full control over the respiration of the animal, it will also allow 
adding different gasses to the air mixture inhaled by the rat, which is 
usually the most important aspect of many hypoxic models of 
TBI. The following will describe the method for smaller animals. 

 The intubation process is of course not always identical, depend-
ing on factors such as the animal’s size, tools provided etc. It is rec-
ommended to use a sliding plane (45°) to gain access to the trachea 
of the animal. In all cases of intubation, it is also important to have 
adequate lighting conditions. The ideal situation is to intubate in a 
dark environment with light only emitted by the intubation device 
(lamp on tip of the laryngoscope blade) used to visualize the trachea. 
Transillumination through the pharyngoepiglottic region (through 
the skin) is also possible to increase visualization [ 24 ]. There are 
commercially available intubation equipment. For animals larger 
than rodents, pre-oxygenation with mask is often necessary. 

 The size of the intubation tube should depend on which animal 
is used. There are commercially available tubes to be used on differ-
ent animals/sizes. The tube should not be too large, since it will 
increase the risk of damaging the larynx and trachea of the animal. 
If the tube is too small, it might not be adequate to sedate the ani-
mal or it could allow too much gas to pass next to the tube hence 
decrease the control of the animal’s respiration. The tube should 

2.11  Surgical Drill 
(Microspeed 317 IN; 
Silfradent, Forli, Italy)

2.12  Surgical 
Microscope (Wild 
Heerbrugg M3C 
Stereozoom 
Microscope, Leica, 
Wetzlar, Germany)

3.1  Preoperative 
Conditions

3.1.1  Procedure

3.2  Intubation
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not be entirely rigid as it requires some fl exibility throughout the 
experiment. A 16-gauge angiocatheter (without the needle) is opti-
mal to use, and the including needle could be reformatted to fi t as 
a stylet to facilitate the procedure [ 24 ]. The tube is often stitched in 
the cheek of the animal in order to stay in place. This is however not 
necessary if your stereotactic frame allows you to connect the tube 
to it, which means less unnecessary pain for the animal. 

       1.    Place the animal on its back, preferably with its front teeth hooked 
to a rubber band or equivalent, lying in a 45° angle, which will 
give you increased accessibility to the larynx and trachea.   

   2.    A laryngoscope should be used to carefully elevate the larynx 
to visualize vocal cords.   

   3.    It is important to time the intubation when the rat inhales and 
retracts the vocal cords. When inserted, it is not entirely easy to 
visualize if the tube is in the correct place. Though it is possible 
to feel the texture of cartilage in the trachea which means that 
the tube is correctly located ( see   Notes    7  –  9  ).   

   4.    Get a fi rm grip of the animal and the tube, and swiftly connect 
it to the ventilator/stereotaxic frame.       

   Attach the rat to the stereotaxic frame, with the ear bars fi rmly fi x-
ated, and the animal hooked up to the ventilator. If your animal 
weighs 300 g, and your respiratory rate is 90 breaths per minute, 
set the tidal volume to 1.5 ml. See chart for more specifi c informa-
tion (CWE Incorporated, SAR-830 series Small Animal Ventilator, 
Instruction Manual, page 14) ( see   Note    11  ). 

       1.    Shave the head of the rat, preferably with an electronic shaver.   
   2.    Dilute bupivacaine (Marcain ® ) to 0.25 %; inject about 0.2 mL 

in the skin in the midline of the skull.   
   3.    Inject 0.05 mg/kg buprenorphine (Temgesic ® ) subcutane-

ously ( see   Note    10  ).       

   When all preoperative medication has been administered, it is time 
to prepare for the surgical event that will lead to the traumatic 
injury. This method will now describe a common trauma proce-
dure: the controlled cortical impact (CCI). 

       1.    A major area of the right parietal bone is removed ( see   Note    12  ) 
using a surgical drill (Microspeed 317, Ø0.5 mm).   

   2.    After  craniectomy  , the stereotaxic frame is moved to the 
CCI-device.   

   3.    The impact center is adjusted,

   (a)    mm right of the central suture   

  (b)    mm posterior to the lambda.       

3.2.1  Procedure

3.3  Preoperative 
Local Anesthesia 
and Analgesia

3.3.1  Procedure

3.4  Surgery: 
Induction of TBI

3.4.1  Procedure
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   4.    The exact location of the impact is adjusted using the built in 
stereotaxic levers.   

   5.    A piston, 3 mm in diameter is used to impact a 3 mm deep 
lesion in the right parietal lobe (an injury described as a severe 
TBI [ 25 ]) ( see   Note    13  ).   

   6.    Following the impact, the animal is removed from the CCI 
device, and is set to inhale either:   

   7.    A hypoxic- (11 % O 2 /88 % N 2 ) gas mixture—saturation should 
be aimed at 50 % (FiO 2  11 %).   

   8.    Or normoxic (22 % O 2 /78 % N 2 ) gas mixture—normoxic 
group >90 % (FiO 2  21 %).

   (a)    With an appropriate amount of isofl urane to maintain 
sedation (1–1.5 %) for 30 min.    

      9.    The head incision is stitched using Vicryl ®  4-0.   
   10.    When 30 min has passed, a blood gas sample is extracted from 

the tail artery, a wound that should be later stitched with 
Vicryl ®  4-0.   

   11.    Remember to mark the ear of the rat for further 
identifi cation.       

   Usually when performing  animal   experiments, pulse oximetry, or 
visual control that the rat is breathing and having a pulse, might be 
enough to monitor a rat (or another small rodent). In hypoxic TBI 
models however, monitoring the rat’s physiological parameters is 
extremely important since the goal of the model is based on certain 
hypoxic thresholds ( see   Note    15  ). 

   The pulse rate is easily detectable using a pulse oximetry device on 
the tail or paw of the animal. The pulse rate varies a lot during 
surgery, the normal heart rate for a rat is around 330–365 beats per 
minute (bpm) [ 26 ]. Passing the lower range usually means that an 
excessive amount of sedation has been used and/or the rat is dying, 
both should prompt an immediate response. The pulse usually fol-
lows blood pressure, which could decrease following a major 
bleeding or a hypoxic state. If the upper range were passed, it could 
mean that the rat is starting to wake up, or is sensitive to per- 
operative nociception. Therefore, the aim of the model is to keep 
the pulse rate within a certain interval.  

   Blood pressure (BP) in rats can be measured using either tail 
cuff plethysmography or radio-telemetry, which are both nonin-
vasive (commonly used) or by intra-arterial catheters, which is 
invasive procedure. Both rats and mice have almost the same 
blood pressure as humans of 120 mmHg systolic and 80 mmHg 
diastolic pressure. An invasive intra-arterial catheter is, com-
pared to the noninvasive monitoring, more accurate for BP 

3.5  Per-operative 
Monitoring

3.5.1  Pulse

3.5.2  Blood Pressure
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 monitoring   [ 27 ]. BP usually decreases in hypoxic models [ 6 , 
 13 ,  14 ] providing an additional systemic insult (hypotension) in 
systemic hypoxia models.  

   The defi nition of hypoxia in TBI is usually defi ned as a peripheral 
oxygen saturation <90 % [ 28 ]. That is why peripheral oxygen satu-
ration is a common target in several models of hypoxic TBI [ 6 ,  7 ]. 
Another reason is that it is  a   non-invasive and readily available pro-
vider of real-time monitoring which allows for swift changes in ven-
tilator settings in order to optimize the physiological conditions. 
Peripheral saturation is, however, not perfect because the peripheral 
 perfusion   of the animal decreases during hypoxic conditions and so 
does the quality of the measurements ( see   Notes    16   and   18  ).  

   The exhaled pCO 2  from the animal could be measured using a 
capnograph. This will give you an indirect measurement of the 
pCO 2  in the blood which could guide the treatment. A low pCO 2  
(less than 4.0) could indicate hyperventilation, but also that the 
metabolism is too low and that the amount of isofl urane should be 
decreased ( see   Note    17  ).  

   If more advanced  monitoring   equipment is available, the fraction 
of inspired oxygen (FiO 2 ) should be monitored. The FiO 2  is the 
assumed percentage of oxygen concentration participating in gas 
exchange in the lung parenchyma [ 29 ]. FiO 2  could be used instead 
of peripheral saturation since it provides better non-invasive real 
time monitoring [ 14 ]. Furthermore, the correlation between FiO 2  
and pO 2  has been shown to be  r  = 0.995 in rats [ 30 ].  

   While peripheral  oxygen saturation   and FiO 2  provide an indirect 
measurement of the actual inhaled fraction of oxygen, the blood 
gas will be the proof that the rat has actually been affected by 
hypoxia. Several physiological parameters may be analyzed using 
standard blood gas equipment. At least one blood gas sample 
should be acquired, preferably after the hypoxic gas has been 
inhaled for a designated time. Obtaining of additional blood gas 
samples is recommended. 

       1.    Make an incision in the midline, ventral side, of the root of the 
rat’s tail (optional)—it is possible to do it through the skin. Be 
sure to stitch the incision if you make one!   

   2.    The artery is located a few millimeters below the skin.   
   3.    Insert a syringe horizontally with a thin hypodermic needle 

(25–26 gauge) into the dissected artery.   
   4.    You will need about 1.5 mL to analyze in the blood gas ana-

lyzer ( see   Notes    19   and   20  ).      

3.5.3  Peripheral Oxygen 
Saturation

3.5.4  End Tidal pCO 2 

3.5.5  Fraction of Inspired 
Oxygen (FiO 2 )

3.5.6  Blood Gases

 Procedure
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       1.     pO   2   

 pO 2  is the partial pressure of oxygen, amount of O 2 , in the 
blood. During normoxic conditions it is around 16–18 kPa in 
rats, but may decrease to 4–6 kPa during hypoxic conditions [ 13 ].   

   2.     pCO   2   

 pCO 2  is the partial pressure of carbon dioxide, amount of 
CO 2 , in the blood. The cerebral blood fl ow is correlated to the 
pCO 2  levels [ 31 ], and hyperventilation (pCO 2  > 4.5) is some-
times used as a treatment regime for high intracranial pressure. 
Normal levels should be around 4.5–5.3 kPa, and should not dif-
fer between normoxic and hypoxic animals [ 13 ].   

   3.    pH 

 pH is a measurement of the acidity/basicity of the blood. 
Prolonged periods of hypoxia will lower the pH to 7.26–7.32, 
while normal levels are around 7.4 in SD rats [ 13 ].   

   4.     Lactate  

 Lactate is produced during anaerobic metabolism, a condi-
tion common during hypoxic conditions. Normal reference lev-
els are 0.4–2.2 mmol/L, but levels around 5.0 mmol/L are 
present during hypoxic conditions [ 7 ].   

   5.     Temperature  

 The normal body temperature of a rat is 35.9–37.5 °C and 
should be maintained throughout the experiment. Preferably 
by placing the animal on a heating pad after intubation, inside 
the stereotactic frame, and never removing the animal during 
the surgery. Since many experiments are often long in duration, 
it is important to ensure an even core temperature throughout 
the experiment.   

   6.     More advanced monitoring  

 Other monitoring techniques in hypoxic TBI are available, 
such as intracranial  pressure   monitoring [ 32 ],  brain tissue   
microdialysis monitoring (cerebral metabolism, including lac-
tate, pyruvate, glucose, and glycerol) [ 6 ] and magnet resonance 
imaging (MRI) [ 12 ]. These are however more advanced tech-
niques that are not necessary for basic hypoxic TBI models.        

         1.    When the monitoring time after injury has passed (turn off the 
isofl urane and shift inhalation to 100 % O 2 ).   

   2.    Let the animal increase pCO 2  to at least 4.0 kPa prior to extu-
bation to ensure spontaneous breathing.   

 Blood Gas Parameters ( See  
 Note    21  )

3.6  Postoperative 
Examination

3.6.1  Procedure
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   3.    Let the animal stay in the induction chamber fi lled with 100 % 
O 2  until conscious, and then return it to its cage.   

   4.    Be sure to monitor the rat frequently the fi rst hours after 
trauma, then at least once per day and be sure to note any 
changes and deteriorations in the rat ( see   Note    14  ).       

   To determine the severity of the lesion infl icted, neurofunctional 
tests are often used. Since many of the focal injuries infl icted are in 
the fronto-parietal region, sensoric and motoric tests are the most 
commonly used. Neurologic assessment [ 12 ], rotarod, limb plac-
ing (walking analysis), and beam walking are commonly used [ 6 , 
 13 ,  14 ]. Please see more detailed descriptions of these methods.  

         1.    Euthanasia is performed by injecting of sodium pentobarbital, 
100 mg/kg, intraperitoneally.   

   2.    As the animal loses consciousness,

   (a)    Blood should be extracted through puncture of the (still 
pulsating) heart with a hypodermic needle (preferably a 19 
gauge or bigger). (A total of 4 mL is usually easy to collect 
in a 250 g SD rat.)   

  (b)    Cerebrospinal fl uid could be collected through the cis-
terna magna; please see reference for more details [ 33 ].       

   3.    The rat is then perfused using normal saline, followed by form-
aldehyde (depending if you want fresh frozen tissue or not). 
The brain should be further collected for immunohistochemis-
try, western blot, fl ow cytometry, or other desired analyses.       

   In order to ensure exhibited hypoxia in the cerebral tissue, using 
specifi c antibodies against proteins released, or expressed, during 
hypoxic conditions is important. Hypoxia-inducible factor-1α 
(HIF-1α) [ 34 ], heat-shock protein (HSP) 70 [ 34 ], HSP 72 [ 35 ], 
or annexin V (A5) [ 34 ] are different substances that may be ana-
lyzed since they have shown to increase in the damaged brain after 
hypoxic/ischemic injury.   

4                      Notes 

     1.    Animals should be handled with special caution since when 
affected by hypoxia; they may need more attention and treat-
ment. If it looks like an animal is suffering in any way [ 36 ], 
euthanasia should be considered in order to prevent unneces-
sary discomfort.   

   2.    Spacious cages, where the animal can move around freely, are 
recommended to provide adequate stimulation between exper-
iments and to improve functional tests after TBI. Normal, or 

3.7  Functional Tests

3.8  Euthanasia

3.8.1  Procedure

3.9  Analysis
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enhanced,  ventilation   where the animal is being kept is 
important for recovery after hypoxic TBI.   

   3.    While per-operative hypothermia have been shown to improve 
brain functions after hypoxic TBI [ 8 ,  9 ], prolonged hypother-
mia in conscious animals is probably detrimental and would 
only increase stress in the injured animal. However, in ischemic 
stroke models, prolonged mild hypothermia has been shown 
to improve functional outcome and lesion volume [ 37 ]. To 
prevent temperature bias in your experimental model, normal 
room temperature is recommended.   

   4.    Food and water should be kept ad libitum before and after 
experimental procedures in order to optimize the nutritional 
conditions in the animal and therefore be able to remove such 
factor as potential bias. Since hypoxia induces metabolic stress 
to the animals, the animal should be as nutritionally well pre-
pared for the experiment as possible, provided that the experi-
mental model allows for it.   

   5.    Something that you might forget is to weigh the animal; there-
fore a tip is to place the scale on the induction chamber and to 
take note while the animal is sedated.   

   6.    A good way to know when the animal is suffi ciently sedated is 
when it has about 3 s between each breath (respiratory rate 20/
min, SD rat). This will give a time frame of about 100 s until 
the animal wakes up to perform the intubation procedure, and 
to further connect the animal to the ventilator for continuous 
sedative administration. If the animal wakes up, be sure to put 
it back in the induction box and wait until full sedation.   

   7.    For SD rat intubation, a white angiocatheter (17 gauge) is pos-
sible to use. For Dark Agouti (DA) rats of approximately the 
same size, the white angiocatheter is usually too large, a green 
angiocatheter (18 gauge) works better. One is able to fi t the 
angiocatheter to the stereotaxic frame, without having to stitch 
it in the cheek of the rat,  see  Fig.  4 .

       8.    Hints that will indicate correct tube placement is rhythmic 
breathing when connected to respirator, rhythmic fogging of the 
tube when the animal exhales and, if end-tidal pCO 2  is measured, 
there will be a pulsating curve on the capnography. If the intuba-
tion is esophageal, the rat will wake up after about 30–60 s.   

   9.    If you fail with the intubation more than 2–3 times, you might 
cause some hemorrhage in the larynx of the rat. Do not continue 
after this. Keep the rat in 100 % O 2  for a while until it gets fully 
conscious and determine that you do not hear any wheezing sounds 
while the rat is breathing. If this wheezing continuous, and the rat 
 behavior   is altered in an unnatural way, consider euthanasia.   

   10.    We have noticed that the use of opioids leads to a lower usage 
of per-operative isofl urane. This is favorable in many ways since 
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a too high use of isofl urane was the most common risk of 
mortality (since it probably led to cardiac arrest) in our experi-
mental setting.   

   11.    Check that your ventilator settings are actually delivering the 
amount of volumes it claims. This is easily done by turning a 
full beaker upside down in water and inserting the y- connector 
into the beaker and turning on the ventilator. The volume of 
the bubbles that emerge will remove the same volume of water; 
hence, after fi ve “respirations,” it is possible to  determine the 
amount of gas the rat will actually inhale. This is very impor-
tant, even with a modern ventilator, since gas leakage could be 
present anywhere in your model.   

   12.    Ensure to shave the head of the rat prior to injection of local 
anesthesia in order to better visualize the surgical area.   

   13.    The  craniectomy   in my model was about 4 (wide) × 6 (long) 
mm, to ensure that the impactor does not touch the bone. 
Make sure to stay about 1 mm away from the midline suture to 
avoid damage to the superior sagittal sinus. Use a lot of saline 
to avoid injury because of drying of the area, and note that the 
microscope lamp usually makes the surgery area warmer, which 
further increases the need for saline.   

   14.    Before returning the animal to their cage, be sure to wash away 
any blood since it will attract other rats in the cage to chew on 
the stitches. If any suture should open up, be sure to re-stitch.   

  Fig. 4    Surgical setup. The fi gure shows a SD rat in stereotaxic frame, connected to the ventilator through a Y 
connector and angiocatheter. The animal is located on a heating pad, rectal probe inserted. Hemicraniectomy 
has been performed over the right parietal cortex. Pulse oximeter clip is located on the left back paw of the 
animal       
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   15.    It takes about 10 s for a change on the ventilator to give an effect 
on the peripheral saturation. This of course depends on the ven-
tilator setting, size of reservoir, and the size of the animal.   

   16.    Let the animal have a spontaneous breathing, around one 
breath every 3–4 s. It will be your best insurance that the rat is 
still alive since pulse and saturation are two parameters that 
may quickly disappear if the perfusion drops, and the process is 
irreversible.   

   17.    Make sure that the end tidal pCO 2  does not go below 4.0 kPa 
since it usually means that the rat is about to die from too 
much isofl urane; immediately decrease the fl ow of isofl urane.   

   18.    Be sure to measure the saturation at the same location in each 
animal. Usually, the pulse oximeter will show saturation a cou-
ple of units lower than the actual level of saturation as mea-
sured by the arterial blood gas.   

   19.    Use designated syringes for the blood gas; these are often 
coated with heparin to avoid coagulation.   

   20.    Coat the syringes with heparin if pre-coated syringes are 
unavailable.   

   21.    pO 2  in the blood gas, as well as peripheral oxygenation, may pro-
vide an inadequate picture of the hypoxic conditions in your ani-
mals depending on when in the experiment you sample it. 
However, lactate is more stable and high lactate concentrations in 
the blood indicate that anaerobic conditions have been present.         
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    Chapter 27   

 Animal Models of Posttraumatic Seizures and Epilepsy                     

     Alexander     V.     Glushakov      ,     Olena     Y.     Glushakova     ,     Sylvain     Doré     , 
    Paul     R.     Carney     , and     Ronald     L.     Hayes      

  Abstract 

   Posttraumatic epilepsy (PTE) is one of the most common and devastating complications of traumatic brain 
injury (TBI). Currently, the etiopathology and mechanisms of PTE are poorly understood and as a result, 
there is no effective treatment or means to prevent it. Antiepileptic drugs remain common preventive 
strategies in the management of TBI to control acute posttraumatic seizures and to prevent the develop-
ment of PTE, although their effi cacy in the latter case is disputed. Different strategies of PTE prophylaxis 
have been showing promise in preclinical models, but their translation to the clinic still remains elusive due 
in part to the variability of these models and the fact they do not recapitulate all complex pathologies 
associated with human TBI. TBI is a multifaceted disorder refl ected in several potentially epileptogenic 
alterations in the brain, including mechanical neuronal and vascular damage, parenchymal and subarach-
noid hemorrhage, subsequent toxicity caused by iron-rich hemoglobin breakdown products, and energy 
disruption resulting in secondary injuries, including excitotoxicity, gliosis, and neuroinfl ammation, often 
coexisting to a different degree. Several in vivo models have been developed to reproduce the acute TBI 
cascade of events, to refl ect its anatomical pathologies, and to replicate neurological defi cits. Although 
acute and chronic recurrent posttraumatic seizures are well-recognized phenomena in these models, there 
is only a limited number of studies focused on PTE. The most used mechanical TBI models with docu-
mented electroencephalographic and behavioral seizures with remote epileptogenesis include fl uid percus-
sion, controlled cortical impact, and weight-drop. This chapter describes the most popular models of 
PTE-induced TBI models, focusing on the controlled cortical impact and the fl uid percussion injury 
models, the methods of behavioral and electroencephalogram seizure assessments, and other approaches 
to detect epileptogenic properties, and discusses their potential application for translational research.  

  Key words     Posttraumatic epilepsy  ,   Posttraumatic seizures  ,   Epileptogenesis  ,   Animal model  ,   Rodents  , 
  CCI  ,   TBI  ,   Fluid percussion injury  ,   Behavioral seizures  ,   Electroencephalography (EEG)  

1      Introduction 

   Traumatic  brain injury   (TBI) affl icts over ten million people 
worldwide and around 1.7 million in the United States alone 
annually, and is also a hallmark injury of the wars in Iraq and 
Afghanistan [ 1 ]. TBI often results in the development of devastat-
ing chronic consequences that signifi cantly affect the quality of 
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life of  survivors. PTE is one such common consequence of brain 
injury [ 2 – 5 ] and TBI is among the major causes of acquired epi-
lepsy [ 6 ], accounting for about 5 % of the over three million all of 
epilepsy cases in the US. One remarkable feature of PTE is the 
variable, often very prolonged, latency from injury to epilepsy, 
which can range from weeks to years [ 2 ,  3 ,  7 ]. In general, accord-
ing to the International League Against Epilepsy (ILAE), epilepsy 
is defi ned as a brain disorder that is characterized by either of the 
following conditions: (a) Operational (practical) clinical defi nition 
of epilepsy at least two unprovoked (or refl ex) seizures occurring 
>24 h apart; (b) One unprovoked (or refl ex) seizure and a prob-
ability of further seizures similar to the general recurrence risk (at 
least 60 %) after two unprovoked seizures occurring within the 
next 10 years, or (c) Diagnosis of an epilepsy syndrome [ 8 ]. The 
development of acute posttraumatic seizure (PTS) occurring 
within weeks after TBI is a common complication of TBI and is 
often thought to be associated with the progression of PTE fur-
ther along in life. The reoccurrence of epileptic seizures within the 
next 2 years in TBI patients with a single acute PTS might be as 
high as 86 % and the remission rates with longer terms are 25–40 
% [ 9 ]. The PTS resulting from  brain injury   or surgery often are 
categorized as “early” or “late” PTS, occurring within a week or 
after a week following injury, respectively. “Late” PTS may even 
occur months or years after initial injury; PTE is a disorder that is 
characterized by reoccurring “late” seizures. 

 The etiology of PTE, as well as other types of epilepsy in gen-
eral, is currently poorly understood and there is little known about 
the pathophysiological processes involved in the generation of 
individual seizures or the progression of PTE. The need for better 
understanding of the detailed molecular mechanisms underlying 
these processes is among the major translational challenges for 
those who are developing treatment and prophylactic strategies [ 1 , 
 10 ]. Treatment with antiepileptic drugs (AEDs) aimed at control-
ling seizures remains the principal option for most epilepsy patients, 
although almost 30 % of those who suffer from epilepsy are resis-
tant to such medications [ 11 – 13 ]. 

   Understanding of the risk factors for the development of PTE after 
TBI is important so that preclinical research can allow for reliable 
 modeling   of the clinical features as well as better control of the 
conditions to assure the reproducibility of the results and decrease 
the variability of the outcome measures in animal models. Intensive 
studies performed over the past century documented that pene-
trating TBI is a well-established risk factor for PTE with signifi -
cantly higher incidence compared to closed head injuries, including 
contusions and concussions, although these studies were focused 
mostly on severe brain injuries from wounds garnered in war, with 
up to 53 % of patients having penetrating wounds [ 3 ,  7 ], reviewed 
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in [ 9 ]. Historically, anatomical brain injuries from a blast have not 
been commonly detected. However, in recent confl icts, blast expo-
sure has been the most common mechanism of injury, accounting 
for over 80 % of TBI cases in veterans of the Iraq and Afghanistan 
wars. The risk factors and prevalence of PTE in blast-induced TBI 
is currently poorly understood, in part because the occurrence of 
PTE is normally observed over several years after initial injury and 
the latency may be even more prolonged with mild injuries. Blast- 
induced TBI is often associated with persistent post-concussive 
syndrome, posttraumatic stress disorder (PTSD), and chronic pain, 
and may pose a signifi cant risk of PTE [ 14 ]. Limited clinical data 
suggest that the prevalence of psychogenic nonepileptic seizures is 
more characteristic in blast-induced TBI [ 15 ]. A small study 
including veterans who were assigned an outpatient diagnosis of 
both epilepsy and TBI has shown that the diagnosis of PTE was 
clinically confi rmed in 18 % of the sample, whereas a diagnosis of 
nonepileptic, or psychogenic, seizures was suspected in 44 % of the 
patients [ 15 ]. Similar tendencies are observed in TBI patients from 
the civilian population [ 16 ]. In  children  , PTS following TBI affects 
12–35 % of children after TBI and the occurrence of PTS is associ-
ated with worse cognitive and functional  outcome   after adjustment 
for injury severity [ 17 ]. 

 Signifi cant risk factors for the development of both “early” 
(within 1 week following TBI) and “late” (after 1 week following 
TBI) PTS include acute intracerebral and subdural hematomas, 
surgery for an intracerebral hematoma, increased injury severity 
(Glasgow Coma Scale in the severe range of 3–8), depressed skull 
fractures, and dural penetration [ 9 ,  16 ]. Younger age is a risk fac-
tor for the development of “early” PTS, whereas older age at the 
time of injury (over 65 years) is a risk factor for “late” PTS [ 9 ]. In 
addition, the risk factors include preexisting conditions such as 
chronic alcoholism. The age-related occurrence of the seizures 
and acquired epilepsies are also observed in other brain injuries. 
For example, post-stroke seizures and post-stroke epilepsy are 
widely recognized neurological consequences of stroke, especially 
in the elderly population [ 18 ].  

   Despite extensive research and limited success with preclinical trials 
with numerous neuroprotective strategies, the translational viabil-
ity of such approaches is still elusive [ 19 ]. To date, the reduction in 
elevated intracranial pressure using decompressive craniectomy 
remains one of the common symptomatic treatments with proven 
effi cacy for reducing mortality following TBI. However, such life- 
saving treatment is associated with acute post-craniectomy seizures 
with a high risk (76.2 %) of development of epilepsy [ 20 ]. Due to 
the increased risk of seizures after TBI and the possible association 
of acute seizures with the development of PTE, several common 
antiepileptic drugs (AEDs) are routinely used in clinical practice, 

1.1.2  Clinical 
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although their effi cacy in the prophylaxis of PTE is disputed [ 21 –
 28 ]. Phenytoin and, most recently, levetiracetam are commonly 
used in the clinic to control PTS and as prophylaxis for PTE [ 21 –
 23 ]. These AEDs have different mechanisms of action and, accord-
ingly, differentially affect seizure  outcomes   in preclinical models. 
For example, a recent study showed that none of the drugs studied 
(phenytoin, phenobarbital, carbamazepine, valproate, or some 
combination therein) gave reliable evidence that it prevented, or 
even suppressed, epileptic seizures after TBI [ 25 ]. 

 Phenytoin is considered a classic anticonvulsant, exhibiting 
an immediate effect on electrically or chemically induced seizures, 
whereas levetiracetam is not effective in such acute models but 
demonstrates antiepileptic properties in chronic seizure models. 
In addition, limited preclinical data suggest that chronic treat-
ment with levetiracetam may also have neuroprotective proper-
ties [ 29 ], whereas chronic treatment with phenytoin is deleterious 
[ 30 ], although these studies neither assessed seizures nor other 
PTE  outcomes  . Interestingly, certain AEDs are commonly used 
in the clinic for treatment and prophylaxis of chronic headaches 
and migraine, suggesting the presence of common mechanisms 
involved in the progression of these disorders. In general, a rela-
tionship between epilepsy and migraine has long been recog-
nized, but the nature of this interaction is still debated [ 31 ]. 
Chronic posttraumatic headaches or migraine occurs in up to 90 
% of TBI patients [ 32 ], whereas PTE occurs in approximately 10 
% of TBI patients with closed head trauma and in over 50 % in 
patients with penetrating TBI [ 2 – 5 ]. 

 In addition, a signifi cant proportion of TBI patients suffer 
“silent” non-convulsive seizures, including many without evident 
behavioral manifestations that can only be conclusively diagnosed 
by electroencephalogram (EEG) [ 33 ,  34 ]. The incidence of non- 
convulsive seizures has been reported to be from 18 to 38 % in 
neurointensive care patients [ 35 – 40 ], with the incidence in patients 
with brain lesions even higher (up to 55 %) [ 41 ].   

   TBI causes potentially epileptogenic brain damage through several 
coexisting mechanisms, including mechanical damage, and pri-
mary and secondary excitotoxicity associated with ischemia, intra-
cerebral and subdural hemorrhage, and neuroinfl ammation [ 12 ]. 
In addition, it is widely recognized that different acute brain inju-
ries involving many common injury mechanisms such as ischemic 
and hemorrhage strokes are associated with increased prevalence of 
acute seizures and acquired epilepsy [ 18 ]. The anatomical brain 
pathologies resulting from these brain injuries often resemble brain 
pathologies observed in epilepsy patients, suggesting the existence 
of common mechanisms in these neurological disorders. 

 The clinical and pathophysiological features of PTE closely 
resemble many features of temporal lobe epilepsy. Well-recognized 
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hallmarks of PTE that could be reproduced in animal TBI/PTE 
models include: (a) chronic seizure susceptibility; (b) persistent 
hyperexcitability in the dentate gyrus; (c) hippocampal sclerosis 
selective cell loss in the hilus of the dentate gyrus and CA3 area of 
the hippocampus, and (d) synaptic reorganization of mossy fi ber. 

   It is believed that one of the most important factors associated with 
acute seizures and the development of PTE is the level of mechani-
cal brain damage and brain lesions resulting from secondary neu-
rodegenerative processes. It is well recognized that seizure 
susceptibility is associated with the severity of TBI and that total 
brain volume loss predicts seizure frequency [ 2 ]. In addition, 
experimental and clinical data suggest that hippocampal damage 
resulting from TBI is also associated with recurrent seizure activity 
and might be involved in the etiology of PTE [ 42 ,  43 ]. In human 
TBI patients, reduction of hippocampal volume and alterations in 
cortico-subcortical connectivity are well-recognized phenomena 
following TBI and the levels of anatomical pathology associated 
with cognitive and neurological  outcomes   [ 44 – 47 ]. Importantly, 
hippocampal atrophy after TBI reported in humans resembles the 
hippocampal sclerosis often associated with temporal lobe epilepsy 
[ 44 ], and the presence of such hippocampal sclerosis is associated 
with poor prognosis and a signifi cantly higher rate of AED resis-
tance [ 48 ]. Selective hippocampal cell death has been reported in 
several common preclinical TBI models, including fl uid percussion 
injury (FPI) controlled cortical impact (CCI; mouse) [ 49 ], and 
weight-drop impact  acceleration   injury [ 43 ]. Further, the data 
suggest that an early and selective cell loss in the hilus of the den-
tate gyrus and CA3 areas of the hippocampus is associated with 
enhanced susceptibility to pentylenetetrazole (PTZ)-induced sei-
zures up to 15 weeks following experimental TBI [ 43 ].  

   Brain ischemia and hypoxia associated with primary vascular dam-
age and secondary injuries are common features of TBI, affecting 
overall neurological  outcomes   and mortality [ 50 ]. It is well recog-
nized that brain ischemia is associated with glutamate-induced 
excitotoxicity, and thus, the lowering of the seizure threshold 
resulting from depolarization is believed to be one of the major 
contributory factors to seizure. Although ischemia following TBI 
is commonly associated with severe head injury, there is also evi-
dence of its association with moderate or mild head injuries [ 51 ]. 
Clinical and preclinical studies suggest that the persistent micro-
vascular damage that occurs at chronic stages following TBI 
 resembles microvascular pathologies associated with Alzheimer 
disease and might be involved in chronic neurodegenerative pro-
cesses associated with these disorders [ 52 ]. On the other hand, the 
evidence indicates that different ischemic brain injuries are associ-
ated with the increased risk of the  development   of acute seizures 
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and epilepsies. Acute seizures and the increased prevalence of epi-
lepsy are widely recognized neurological consequences of cerebral 
ischemia. The stroke is also the primary cause of symptomatic epi-
lepsy in the elderly population [ 18 ]. In hospital settings, up to 40 
% of stroke patients experience seizures manifested as clinical motor 
convulsions [ 53 ,  54 ]. However, similar to TBI patients, a signifi -
cant proportion of stroke patients suffer seizures that may or may 
not have evident behavioral manifestations and that could be con-
clusively diagnosed only by EEG [ 33 ,  34 ,  53 ,  54 ]. Convulsive and 
non-convulsive seizures are associated with poor  outcome   and 
increased mortality [ 33 ,  55 ]. In addition, non-convulsive seizures 
are also connected with a decline in patient outcome after ischemic 
 brain injury  , and are signifi cantly more refractory to AED therapy 
as compared to convulsive seizures [ 28 ,  37 ,  56 ].  

   In the hospital setting, the proportion of stroke patients experienc-
ing seizures varies from 1 to 40 %, which may be due to differences 
in study design and diagnostic criteria [ 53 ,  54 ]. ICH and sub-
arachnoid hemorrhage (SAH) are associated with increased risk for 
early offset seizures, as defi ned as 1–15 days after the hemorrhagic 
stroke [ 53 ,  55 ,  57 ]. Most seizures associated with ICH occur at 
onset or within the fi rst 24 h [ 57 ,  58 ]. In about 18 % of patients 
with SAH, seizures occur before admission and in 4–10 % of 
patients after admission to hospital; in aneurysmal SAH, the per-
centage is higher (10–26 %) [ 59 ,  60 ]. The hemorrhagic compo-
nent associated with acute stroke is associated with increased risk of 
 development   of epilepsy and poor quality of life [ 53 ,  54 ,  61 ,  62 ]. 

 Although the detailed mechanisms involving in seizure initiation 
and epileptogenesis associated with ICH are not currently established, 
the data obtained in animal models suggest that hemolysis, the forma-
tion of reactive hemoglobin breakdown products, and accumulation 
of free iron and iron-rich compounds such as hemosiderin may play 
signifi cant role [ 63 – 65 ]. Interestingly, recent preclinical data demon-
strate chronic progressive punctate deposition of hemosiderin in the 
traumatic brain [ 66 ]. The experimental data suggest that in an iron-
induced epilepsy model, which is often referred to as a PTE model, 
the main mechanisms underlying seizure activity involve  N -methyl- d -
aspartate (NMDA)-receptor- mediated glutamate excitotoxicity, for-
mation of reactive oxygen species, and subsequent membrane lipid 
peroxidation, and neuronal cell death [ 64 ,  65 ,  67 ,  68 ].  

   The role of BBB dysfunction has long been suggested as a factor 
of epileptogenesis [ 69 ,  70 ]. A concern for the possible role of the 
BBB in the various epilepsies has been based on ultrastructural 
studies that demonstrated increased micropinocytosis in cerebral 
capillaries during seizures. Preclinical results indicate that evolving 
 white matter   degeneration following experimental TBI is 
 associated with signifi cantly delayed microvascular damage and 
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focal microbleeds that are temporally and regionally associated 
with the  development   of punctate BBB breakdown and progres-
sive infl ammatory responses [ 66 ]. Experimental and clinical evi-
dence suggest that BBB pathologies are associated with several 
potentially epileptogenic abnormalities connected to brain inju-
ries such as infi ltration of erythrocytes and other blood cells and 
blood components resulting in hemoglobin-related products 
which collectively are associated with infl ammatory mechanisms 
with augmented neuronal activity [ 70 ,  71 ]. Interestingly, acute 
and chronic BBB pathologies and neurodegeneration in TBI 
models are associated with biomarker responses similar to those 
observed in one of a most common seizure model induced by 
kainic acid neurotoxicity [ 66 ,  72 ,  73 ].  

   Neuroinfl ammation is characterized by the activation of several 
neuronal and glial pathways in response to insult or injury, primar-
ily involving microglia that are considered to be the resident innate 
immune cells in the brain, resulting in the release of proinfl amma-
tory cytokines and other mediators. Infi ltrating macrophages could 
also trigger a parallel infl ammatory cascade. A growing body of 
experimental and clinical evidence suggests that neuroinfl amma-
tion involving the increased production of various proinfammatory 
molecules. Among them, the so-called proinfl ammatory prosta-
glandins results from the upregulation of cyclooxygenase (COX) 
and prostaglandin E synthase (PGES) enzymes in the head and the 
spinal cord after  trauma   [ 30 ,  32 ,  74 – 76 ] and these prostaglandins 
consequently affect related neurological disorders such as stroke, 
seizure disorders, and epilepsy [ 77 ,  78 ]. Several preclinical studies 
using different animal models demonstrated COX-2 upregulation 
during the seizures, mainly in hippocampal neurons and glia [ 79 , 
 80 ], and this upregulation was associated with increased neuronal 
activity. There are two major isotypes of COX enzymes expressed 
in the brain: COX-1 and COX-2, often called constitutive and 
inducible, respectively, that are encoded by different genes and dif-
ferently respond to traumatic insults or toxic stimuli. Although 
both COX-1 and COX-2 are constitutively expressed in the brain, 
the levels of their expression may change during pathological con-
ditions [ 81 ]. Data suggest that the COX-2 expression is primarily 
increased in the brain in response to a variety of brain injuries and 
diseases involving excitotoxic brain damage, ischemic and hypoxic 
insults, and ICH, and increased COX-2 immunoreactivity has been 
demonstrated in both microglia and neurons [ 82 – 84 ]. A number 
of studies in rats and  mice   subjected to TBI demonstrated that 
COX-2 expression is increased mainly in ipsilateral cortex and hip-
pocampus [ 74 – 76 ,  85 ,  86 ]. However, the level of COX-2 expres-
sion is more profound in the hippocampus, with signifi cant 
increases starting within hours after injury and persisting up to 
2 weeks [ 30 ,  32 ,  87 ]. The increased COX-2 mRNA immunoreactivity 

1.2.5  Neuroinfl ammation

Animal Models of PTE



488

was localized through neuronal and astrocytic markers: MAP2 and 
GFAP, respectively [ 87 ]. Additionally, some preclinical data sug-
gest that both the selective and non-selective COX-2 inhibitors 
currently in use clinically might also be used for the treatment of 
neurological disorders, notably ischemic stroke [ 88 – 92 ] and TBI 
[ 30 ,  32 ,  74 ,  75 ], though studies have also shown that COX-2 
induction following TBI may play a protective role [ 75 ,  76 ]. 

 However, one has to be consistently careful of well- documented 
adverse side effects of COX-2 inhibitors [ 93 ]. Similarly, targeting 
downstream COX-2 pathways such as selective prostaglandin recep-
tors PGE 2  EP1 and PGF 2α  FP receptors have been suggested as an 
alternative to COX-2 inhibitors affecting total prostaglandin pro-
duction. Pharmacological blockade or genetic deletion of FP recep-
tor improves some outcomes in mouse TBI model [ 94 ]. However, 
the role of the EP1 receptor is complex and its blockade differen-
tially affects outcomes in different neurological conditions such as 
ischemia [ 88 – 92 ], hemorrhagic stroke [ 85 ,  95 ], excitotoxicity [ 88 , 
 89 ,  91 ], epilepsy [ 96 ,  97 ], surgical  brain injury   [ 98 ], and TBI [ 49 , 
 99 ]. Interestingly, blockade of the EP1 receptor was tested as a 
strategy in the treatment of epilepsy [ 96 ,  97 ], but to reach a desired 
effect, it required up to a 1000-fold higher dose of one of the com-
monly used antagonists (i.e., SC-51089) [ 97 ] than that used in 
models of stroke and NMDA-induced excitotoxicity [ 100 ]. 

 Increased prostaglandin levels has been described in a wide 
range of animal models of epilepsy, including with both chemically 
(e.g., kainic acid [ 80 ,  101 – 103 ], NMDA [ 104 ], PTZ [ 105 – 110 ], 
picrotoxin [ 106 ], and pilocarpine [ 111 ]) or electrically induced 
seizures, as well as during seizures in epileptic and convulsion- 
susceptible strains [ 112 ,  113 ]. One difference between these mod-
els is PGF 2α , one of the major prostanoids increased during seizures, 
and the data indicate that this increase is due to augmented neuro-
nal activity [ 106 ,  108 ,  113 ]. On the other hand, there is experi-
mental evidence that in rodent PTZ and kainic acid mouse models, 
the increased levels of PGF 2α  preceded epileptic activity [ 114 ], 
which might be considered a factor modulating seizure susceptibil-
ity. Although PGF 2α  is elevated during seizures, its role has long 
been disputed. Interestingly, recent data suggested the differential 
roles of the PGF 2α  cognate FP receptor in TBI and seizure models. 
The pharmacological blockade of the FP receptor after TBI with a 
selective antagonist (i.e., AL-8010) improves neurological out-
comes and hippocampal swelling [ 94 ]. In contrast, the data 
obtained in immature and adult models of kainic acid-induced sei-
zures demonstrated that the decrease in PGF 2α  levels or blockade 
of FP receptors worsened seizure outcomes [ 115 ,  116 ].   

   Several animal models have been developed to reproduce the 
mechanics of TBI, refl ect its anatomical pathologies, and replicate 
its neurological defi cits. Historically, the  development   of preclinical 
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models was focused on using larger animals, which were further 
adapted to rodent species. Although larger animals with gyrence-
phalic brains are likely more closely refl ect neurophysiological and 
biomechanical aspects of human TBI, recent rodent models have 
become standard in TBI and epilepsy research because of their 
modest cost, small size, and accelerated development compared to 
larger animals, in addition to some of their well-characterized out-
come measures. Currently, the most widely used preclinical models 
in TBI research include FPI [ 117 ], CCI injury [ 118 ,  119 ], weight- 
drop impact  acceleration   injury [ 120 ], and  blast injury   [ 121 ]. 

 Acute and chronic recurrent PTS is a well-recognized and 
commonly observed phenomena observed in most of these models 
using different species except with blast injuries. However, there is 
only a limited number of studies using these models that are spe-
cifi cally focused on PTE, probably because of its chronic nature 
and complicated outcome assessment. The most commonly used 
mechanical TBI models with documented electroencephalographic 
and behavioral seizures and remote epileptogenesis include FPI, 
CCI, and weight-drop. 

 Recent clinical data suggest the utility of modern neuroimag-
ing techniques for the prognosis of long-term TBI outcomes; 
that would likely also be useful for revealing the mechanisms 
underlying PTE. Nonetheless, prospective clinical studies employ-
ing advanced brain imaging and EEG  monitoring  , as well as pre-
clinical research and  development   of improved animal models 
closely refl ecting all features and aspects of human disease, are 
still warranted to better understand the phenotypes and etiopa-
thology of PTE [ 122 ]. 

 Preclinical models of brain contusion and concussion are 
among the most widely used models of PTE, as they represent the 
 biomechanics  , brain pathology, and neurological defi cits character-
istic of human TBI. In contrast, even some clinical and experimen-
tal data suggest epileptogenic alterations following  blast injury   
preclinical studies focusing on PTS or PTE are still warranted. 

   In blast animal models, the occurrence of PTS or EEG epilepti-
form is not generally assessed for reported outcomes [ 123 ]. There 
are several models of blast exposure-induced TBI often referred to 
as overpressure injury (OBI) that produce different severities of 
TBI. A lack of seizure data in blast models might be due to fewer 
blast studies compared to other models; it is also possible that the 
impact magnitudes used in most of these studies was insuffi cient to 
produce injury with obvious seizure outcomes. 

 Only a few studies employed EEG in the blast models and the 
data suggest that blast affects electrophysiological properties asso-
ciated with  brain injury   at acute time points similar to those 
observed in contusive or concussive models of TBI, but provided 
no evidence of epileptiform activity observed in other models of 

1.3.1  PTS in Animal 
Models of Blast Injury

Animal Models of PTE



490

TBI and stroke. For example, the exposure of goats to a biphasic 
blast waveform comprising incident and refl ection peaks caused 
alterations in EEG waveforms including an increase in amplitude 
and a decrease in frequency refl ecting brain depression that was 
associated with substantial changes in gross brain pathology 
assessed microscopically, including SAH and parenchymal hemor-
rhage, enlarged perivascular space, vascular dilatation, and con-
gestion accompanied by elevated serum concentrations of S-100β 
and specifi c enolase at acute time points [ 124 ]. In rabbits, blast 
exposure caused characteristic systemic responses (e.g., mean arte-
rial pressure, bradycardia, fast and shallow respiration) and signifi -
cant increases in both frequency and amplitude of EEG activity, 
but there were no anatomical changes such as hemorrhage or 
brain lesions [ 125 ]. Acute PTSs were reported following severe 
blast and, based on our best knowledge, there are no published 
studies to date reporting the occurrence of chronic seizures or 
epileptogenic changes.  

   The FPI model is one of the most commonly used models of TBI 
and is one of the most commonly used models of PTS and 
PTE. The main advantages of this model are a relatively simple 
setup and a possibility for inducing pathophysiological features of 
human brain trauma (with the intrinsic caveats of the given species 
brain anatomy), including intracranial hemorrhage, brain swelling 
(edema), changes in intracranial pressure, and progressive grey 
matter lesions [ 126 ,  127 ]. It is also often considered as model of 
diffuse TBI. However, one of the disadvantages of this model is a 
requirement for precise surgical procedures and control of the 
injury parameters in the commonly used devices where even minor 
deviations may result in signifi cant variability of the outcomes and 
relatively high mortality compared to other models. However, 
recently a pneumatic instrument with microprocessor-controlled 
pressure and dwell time has been developed to address operational 
concerns and reproducibility issues presented in standard FPI 
devices [ 128 ]. Initially, the FPI model was developed for use in 
cats and rabbits [ 129 – 131 ] and was soon adapted for use in rats 
[ 132 ,  133 ] and  mice   [ 134 ]. The FPI model produces a rapid con-
trolled fl uid pressure pulse applied directly to the dura mater 
through a craniotomy window, causing a brief deformation of 
 brain tissue  . The change in pressure is produced by moving a pen-
dulum striking the plunger of a cylinder fi lled with a fl uid (e.g., 
physiological solution, PBS, ACSF). 

 There are three major variations of this model based on the posi-
tion of craniotomy: midline, parasagittal, and lateral. Of these three 
variations, the lateral FPI in rodents is currently the most commonly 
used for small animals [ 133 ,  134 ]. FPI model has been used in many 
different species, including cats [ 135 ], rabbits [ 130 ], dogs and sheep 
[ 136 ], rats [ 137 ],  mice   [ 134 ,  138 ], and pigs [ 137 ,  139 ]. 
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 The pressure is a variable that allows for control of injury sever-
ity in the FPI model, affecting overall neurological and anatomical 
outcomes. In  rats  , lateral FPI produces a combination of focal cor-
tical contusion and diffuse subcortical neuronal injury extended to 
the hippocampus and thalamus, but the progression of delayed 
neuronal cell death following FPI brain injury is slower than in the 
CCI model and the tissue loss and the glial scarring progress within 
a year after initial impact [ 140 ,  141 ]. Similarly, cognitive dysfunc-
tion and neurological impairment persist for more than a year fol-
lowing severe FPI [ 132 ]. 

 In midline FPI models, at acute tine points, hemorrhage is 
present in the corpus callosum, fi mbria hippocampi, and thalamus, 
and to a lesser extent, in the brain stem [ 117 ]. The mossy fi ber 
sprouting in the dentate gyrus revealed by Timm’s sulfi de silver 
staining can be observed at both acute and chronic time points 
[ 142 ]. The anatomical pathology in the FPI model is associated 
with neurological locomotor defi cits persistent within the fi rst 
week of injury, even at moderate magnitudes [ 117 ]. 

 An investigation of acute EEG changes after FPI with different 
pressure magnitudes refl ecting injury severity has shown signifi cant 
decreases in EEG amplitude immediately after initial impact injury, 
and decreases in delta frequency band (1–4 Hz) activity with more 
profound changes at higher injury severity [ 137 ]. In addition, the 
changes in waveform dynamics are important for acute outcomes. 
A study of the effects of peak pressure on neurological outcomes 
performed in juvenile  rats   using a programmable FPI device has 
shown that FPI with the parameter of fast-rising pressure, which 
could be translated as a primary concussive injury, caused less pro-
found acute neurological outcomes (including fewer incidences of 
seizure) and decreased acute neurodegeneration of hilar neurons 
within hours after injury compared to a standard rise in injury pres-
sure parameters [ 143 ]. However, one week after injury, the 
 differences in hilar cell loss and dentate hyperexcitability between 
fast and standard peak pressure rates were no longer signifi cant. 

   Excitotoxic neurodegeneration in the hippocampus is evident 
within the fi rst hours following FPI neuronal hilar cell loss and 
neuronal cell death has progressed within the fi rst week or weeks 
after FPI; the pattern of cell death resembles, to a certain extent, 
the pattern of neuronal death observed in some patients with tem-
poral lobe epilepsy [ 143 ,  144 ]. Lateral FPI injury leads to enhanced 
expression of the selected immediate early gene markers associated 
with neuronal hyperactivation within 24 h after injury, including 
brain-derived neurotrophic factor (BDNF) and c-fos in the ipsilat-
eral hippocampus and Bax in both ipsilateral and contralateral hip-
pocampi, and these changes in the immediate early gene responses 
are associated with overactivation of NMDA receptors [ 145 ]. The 
overactivation of the glutamate receptors seems to play a major 
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role in the hyperexcitability characteristic of FPI, resulting in exci-
totoxic cell death. One week after FPI injury, there is neuronal 
hilar cell loss assessed by silver staining and increased dentate fi eld 
excitability in response to stimulation of the perforant path [ 142 , 
 143 ]. The electrophysiological changes recorded in vitro demon-
strate a long-lasting increase in the frequency of spontaneous 
inhibitory postsynaptic currents (IPSCs) that were associated with 
the augmented activity of inotropic glutamate receptors [ 142 ]. 

 Electrophysiological recordings from slices obtained from 
FPI-injured  rats   has demonstrated that the injury caused a persis-
tent decrease in the threshold to induction of seizure-like electrical 
activity in response to high-frequency tetanic stimulation in the 
ipsilateral hippocampus [ 142 ]. In vitro studies have shown electro-
physiological changes resulting in neuronal hyperexcitability and 
associated with reactive gliosis such as abnormalities in potassium 
conductance and local fi eld potential recordings, suppressed 
paired-pulse facilitation, enhanced evoked and miniature glutama-
tergic excitatory postsynaptic potential, and decreased in the fre-
quency of miniature inhibitory postsynaptic currents (IPSCs) 
[ 146 – 149 ]. When in vitro electrophysiological recordings from rat 
slices that underwent FPI were compared to the data obtained 
from the animals with chronic pilocarpine-induced epilepsy, the 
results revealed that the changes within the limbic system resulting 
from TBI are qualitatively similar but quantitatively less severe 
than changes in rats with chronic temporal lobe epilepsy [ 150 ].  

   In a midline FPI model, tonic–clonic seizure-like convulsions 
were noted in early studies, although the convulsions were evident 
only in animals injured at higher levels of pressure, and the occur-
rence of PTS was associated with increased mortality [ 117 ]. The 
seizures were observed in only in 11–15 % of surviving rats who 
underwent FPI, whereas the incidence of seizures was much 
greater in nonsurviving rats (33–80 %); the occurrence of convul-
sions was not related to the magnitude of injury [ 117 ]. Another 
study has shown that PTSs were observed in about 50 % of rats 
within 15 min after FPI [ 151 ]. 

 In rats, single severe lateral FPI in rats is suffi cient to induce 
spontaneous chronic seizures evident on intracortical EEG record-
ings associated with behavioral manifestations [ 146 ,  152 ]. 
Interestingly, experimental PTE outcomes in lateral FPI strongly 
depend on the location of injury [ 153 ]. Epileptiform activity with-
out behavioral seizure manifestation occurs 5 weeks after lateral 
FPI and this activity progresses with time; by 33 weeks after impact, 
nearly all rats who underwent FPI exhibited spontaneous convul-
sive and non-convulsive seizures. In addition, the latter study 
reported the occurrence of non-convulsive seizures of lesser sever-
ity and duration in some control animals and in over 50 % of rats 
who underwent sham procedures [ 154 ].  
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   The occurrence of acute and chronic spontaneous behavioral sei-
zures is strongly associated with injury severity. The seizure could 
be only observed following FPI with the pressure magnitudes cor-
responding to severe TBI, whereas in the models with moderate 
injuries, behavioral seizures are not evident [ 43 ,  142 ,  155 ]. In 
addition, chronic spontaneous seizures generally develop within 
several weeks after induction of FPI. 

 Thus, to study epileptogenic changes in mild or moderate FPI 
models or at subacute time points, surrogate tests of epileptogenesis 
employing induction of seizures with ether bolus injection of infu-
sion of PTZ to assess seizure severity using the Racine’s scale or 
measure seizure threshold. The data using a bolus injection of PTZ 
at a dose below the seizure threshold in non-injured animals have 
shown that FPI causes an increase in seizure susceptibility [ 156 ]. 
Persistently enhanced susceptibility to PTZ-induced seizures was 
observed for at least 6 months after FPI, even in animals that had no 
spontaneous seizures [ 43 ]. However, seizure susceptibility in injured 
rats was comparable to that in control animals with the lowest num-
ber of neurons immunoreactive for parvalbumin, a calcium-binding 
albumin protein, in the reticular nucleus of the thalamus [ 157 ]. 

 The dependence of seizure susceptibility on the magnitude of 
injury suggests that epileptogenesis is associated with anatomical 
damage and neuroprotective strategy following TBI and will be 
also benefi cial against the development of PTE. Neuroprotective 
treatment with hypothermia for 4 h immediately after FPI signifi -
cantly decreased PTZ-induced seizure susceptibility and attenu-
ated mossy fi ber sprouting, a hallmark of the epileptic brain 
compared with normothermic controls 12 weeks after recovery 
following experimental TBI [ 158 ]. In addition, increased seizure 
susceptibility in FPI-injured rats determined using the PTZ chal-
lenge was associated with enhanced neuronal activity detected on 
BOLD-fMRI, but not EEG abnormalities assessed 1 week before 
the PTZ test [ 159 ]. On the other hand, induction of seizures with 
PTZ in rats who underwent FPI resulted in worsened anatomical 
outcomes such as lesion size and neuronal cell death in the CA3 
region of the hippocampus and mossy fi ber sprouting [ 156 ].  

   A limited number of studies have shown that some pharmacologi-
cal interventions may ameliorate PTS and attempts were made to 
test whether AEDs used clinically could protect from experimental 
TBI. Interestingly, rats administered tacrolimus, a calcineurin 
inhibitor, acutely after TBI showed signifi cantly fewer non- 
convulsive seizures than untreated rats months after FPI, but a 
similar degree of cortical atrophy [ 154 ]. In addition, attempts 
were made to use common AEDs for neuroprotection following 
FPI. A study performed with the slices from rats receiving treat-
ment with felbamate after FPI exhibited long-term potentiation in 
the CA1 region of the hippocampus, which is suppressed in 
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untreated animals, suggesting that the neuroprotective property of 
felbamate is neuroprotective against traumatic neuronal injury 
[ 160 ]. Another study has shown no signifi cant effects of lacos-
amide on anatomical damage or functional recovery [ 161 ].   

   CCI is one of the most commonly used TBI models, primarily due 
to the tight control of injury parameters and the resemblance of 
several anatomical and neurological outcomes with those observed 
in man following head trauma [ 119 ,  162 – 165 ]. Applying different 
CCI parameters allows for the production of experimental TBI 
with different magnitudes affecting a pattern of excitotoxic, isch-
emic, and hemorrhagic injury components that can differently 
affect epileptogenic cascades in the brain following TBI. 

 Thus, the CCI model allows for the reproduction, in an exper-
imental animal, of several of the characteristics of human TBI, and 
anatomical and neurological defi cits, to a certain degree in a con-
trolled fashion [ 119 ,  162 – 165 ]. The CCI model study was initially 
developed as a TBI model in ferrets to refl ect features of closed 
head  trauma   commonly observed in human TBI with distinctive 
characteristics of  axonal injury   caused by deformation of  brain tis-
sue   that results in delayed axonal degeneration due to secondary 
injury that spreads over time via the white matter tract [ 162 ,  166 ]. 
Further CCI models were extended to rodent species and cur-
rently there is one of the most characterized and commonly used 
preclinical models for studying various secondary consequences of 
TBI such as gliosis and activation of neuroinfl ammatory cascades 
[ 119 ,  163 – 165 ]. To date, the CCI model has been adopted for 
many different species, including ferrets [ 118 ], rats [ 119 ,  167 ], 
mice [ 164 ], pigs [ 168 ,  169 ], and monkeys [ 170 ]. 

 In the CCI model, the injury to the brain is induced by com-
pression of brain tissues with a rigid impactor directly positioned to 
the cortical surface with intact dura through the craniectomy win-
dow using a specifi c pneumatically or electromagnetically driven 
impact device, allowing for the tight control of the velocity of 
impact, the dwelling distance, and the time of compression [ 119 , 
 171 ]. However, there are studies suggesting some advantages of 
the electromagnetic versus pneumatic devices [ 171 ]. 

 Furthermore, using impactor tips with different diameters allows 
researchers to add another variable to change the injury severity as 
well as to scale the magnitudes to animal size. Both types of device 
are widely used in TBI research and are commercially available. The 
shape of the impactor (fl at of rounded) may also affect biomechani-
cal features as well as outcomes of experimental TBI. The craniot-
omy (or craniectomy) procedure is crucial for the reproducibility of 
the injury as even minor damage to the dura mater or bleeding dur-
ing the surgery may dramatically affect anatomical behavioral out-
comes and increase the variability of quantitative measures. Two 
types of craniotomy surgeries are commonly performed in the CCI 
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model: without closing the craniotomy window or covering the 
opening with the bone fl ap secured with bone wax. However, replac-
ing the bone fl ap after craniotomy surgery even without induction of 
CCI can produce considerable brain lesions [ 172 ]. In contrast, the 
craniotomy in sham animals without bone fl ap replacement causes 
no detectable brain lesions [ 69 ,  168 ]. Furthermore, based on our 
unpublished observations in both rats and mice, a craniotomy site 
without bone fl ap replacement in sham animals starts to heel within 
48 h after surgery and is completely healed with longer time points; 
the bone looks normal with no macroscopic changes within 1–3 
months, whereas in animals who underwent CCI, the craniotomy 
site could be easily detected by lesser bone thickness. 

 The levels of anatomical alterations in the brain after CCI 
depends on the injury magnitude from no obvious or signifi cant 
macroscopic or microscopic changes at low levels to signifi cant 
cortical contusion and subdural and intraparenchymal hemor-
rhages that progress with time and complete loss of  brain tissue   
within the injury site, often referred as to cavitation, due to delayed 
necrosis at higher injury levels [ 119 ,  164 ]. 

 Distinctive anatomical hallmarks that mimic human TBI 
observed in  rodents   include concussion [ 119 ], diffuse  axonal 
injury  , acute subdural and intraparenchymal hematomas [ 119 ], 
loss of cortical tissue [ 164 ], delayed hippocampal atrophy, neuro-
nal degeneration in the cortex, hippocampus, and thalamus [ 164 , 
 173 ], vascular damage [ 174 ], disruption of the BBB and 
 extravasation of blood content [ 164 ], and gliosis [ 66 ,  164 ]. 
However,  diffuse axonal injury   in rodent CCI is less distinctive 
than that described in ferrets [ 162 ]. The severity of histopatho-
logical alterations show correlation with incising in velocity and 
depth of cortical deformation [ 171 ,  172 ,  175 ]. 

 The functional changes observed in CCI injury in rodents include 
both cognitive and motor defi cits [ 171 ,  176 – 179 ]. The motor defi -
cits are transient and most resolve within months after CCI induc-
tion, whereas cognitive defi cits are persistent and could be observed 
even at 1 year after injury [ 176 – 179 ]. Cognitive defi cits are com-
monly observed at chronic to subchronic time points and are com-
monly associated with anatomical changes in the brain such as cortical 
and hippocampal atrophy, progressive decrease in cerebral circulation 
[ 180 ], Aβ and Tau pathologies, and the level of impairment strictly 
dependents on the magnitude of the adjustable CCI parameters. In 
addition, recent behavioral studies suggest changes associated with 
emotional defi cits [ 178 ,  180 ], which are also characteristic for human 
TBI; although changes in emotional  behavior   are less dependent on 
the CCI magnitude compared with cognitive outcomes [ 178 ]. 

   Strain-dependent differences in the rodent species have been 
extensively reported in many animal models of brain injuries, 
including models of TBI and seizures/epilepsy [ 176 ]. The mouse 
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strain should be considered especially carefully as the mice from 
different strains have different sensitivities to excitotoxic injuries, 
refl ecting the differences in seizure susceptibility in both chemi-
cally induced and refl ex seizures models. However, in a mouse CCI 
model, the animals from different strains subjected to either to 
sham or experimental injury show signifi cant differences in func-
tional rather than anatomical outcomes. The differences are most 
evident in behavioral responses for performing cognitive tasks 
(e.g.,  learning   in the Morris water maze and Barnes circular maze) 
[ 175 ,  181 ], whereas the differences in the performance of motor 
tasks are generally not signifi cant among strains [ 175 ]. 

 A study performed in three mouse strains commonly used as 
background in genetically altered mice (i.e., C57BL/6, FVB/N, 
and 129/SvEMS) showed that there was no signifi cant difference 
in body weight between mice subjected to sham surgery or CCI 
injury or lesion volume induced by CCI within any of the three 
different strains [ 175 ], and these data are consistent with the 
results of several other studies. Importantly, the posttraumatic 
mossy fi ber sprouting, an outcome implicated in epileptogenic 
alterations in the brain, was qualitatively similar among CD-1, 
C57BL/6, and FVB/N mouse strains [ 181 ]. 

 Several studies performed using the CCI model suggest that 
gender does not critically affect several important CCI outcomes 
such as lesion severity, which is quantifi ed using cresyl violet stain-
ing [ 168 ] and silver staining volume [ 168 ,  171 ,  177 ]. However, 
some gender differences were observed in temporal changes with 
silver staining following CCI, while the rate of resolution of stain-
ing between 48 h and 4 weeks was similar [ 177 ]. Interestingly, 
some outcomes following CCI showing no gender difference are 
in contrast to that seen in the weight-drop injury paradigm [ 177 ]. 
In addition, some gender-specifi c differences were observed in 
PTS activity after CCI where 33 % of male and 25 % of female wild 
type mice exhibited seizure activity within 2 h after CCI; also, 
some difference in seizure incidence was observed in A1 adenosine 
receptor knockout male and female mice [ 182 ].  

   The studies performed in rodent CCI models revealed the manifesta-
tion of acute and chronic behavioral seizures and EEG abnormalities 
associated with epileptiform activity and hyperexcitability in the brain 
[ 173 ]. The occurrence of acute and chronic PTS after CCI is an 
important outcome that represents clinical features of human TBI. In 
addition to behavioral seizures and EEG epileptiform discharges, 
CCI-induced injury results in several chronic alterations in the brain 
such as mossy fi ber sprouting and delayed hippocampal lesions that 
are often considered hallmarks of temporal lobe epilepsy. 

 In wild type control mice following CCI injury, seizures are 
generally observed within the fi rst hours, and these seizures are 
characterized by mild-to-moderate severity and short duration 
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(generally within a few seconds), whereas in genetically modifi ed 
mice lacking the A1 adenosine receptor, the severity of seizures was 
signifi cantly higher, including the occurrence of tonic–clonic sei-
zures and the development of lethal status epilepsy [ 182 ]. 
Interestingly, the study also showed that A1 adenosine receptor 
knockout mice exhibited enhanced microglial responses compared 
to wild type mice, especially in the ipsilateral and contralateral cor-
tices and thalami, and in the ipsilateral CA3 and contralateral CA1 
regions of the hippocampus, whereas lesion and cortical volumes 
were not different between knockout and wild-type mice and 
Fluoro-Jade staining revealed no neuronal death in CA1 or CA3 
regions, suggesting a critical role for microglia in epileptogenic 
changes after TBI [ 183 ]. A study performed in rats has shown that 
following CCI, 67 % exhibit transient epileptiform discharges that 
were signifi cantly altered by treatment with lisuride, an agonist of 
dopamine and a partial agonist of serotonin receptors, including 
total duration of epileptiform discharges, spectral characteristics 
such as reduction in delta power; it also resulted in an increase in 
the mean EEG frequency representing anticonvulsive effects [ 184 ]. 
Although lisuride has signifi cant anticonvulsive effects, it did not 
have signifi cant effects on secondary brain damage [ 184 ]. 

 In the mouse CCI model, spontaneous behavioral seizures 
occur after several weeks following induction of the injury and the 
seizure incidence depends on the severity of CCI parameters such 
as dwell distance [ 185 ]. When using 0.5 and 1 mm injury depths, 
seizures were observed in 20 and 36 % of mice, respectively, and 
both parameters induced mossy fi ber sprouting [ 185 ]. A later 
chronic study performed in mice employing video-EEG monitor-
ing for 16 weeks following CCI has shown that most PTS occur 
after 10 weeks following TBI [ 186 ]. This study was focused on the 
mammalian target of rapamycin complex 1 (mTORC1) pathway in 
posttraumatic epileptogenesis and the results showed that inhibi-
tion of this pathway with the specifi c inhibitor (i.e., rapamycin) for 
30 days after CCI decreased neuronal degeneration and mossy 
fi ber sprouting, and decreased the frequency of seizures and the 
rate of PTE [ 186 ]. Another study demonstrated that although rats 
did not develop spontaneous behavioral seizures for up to 8 weeks 
after CCI, they have increased susceptibility to bicuculline-induced 
seizures 1 week after injury, suggesting an increased hyperexcit-
ability [ 187 ]. A chronic 9-month study performed in C57BL/6S 
adult male mice that included three 2-week continuous video-EEG 
monitoring showed that after CCI, 9 % of mice exhibited electro-
graphic seizures and 82 % of mice exhibited epileptiform spiking 
on EEG and increased susceptibility to the PTZ-induced seizure 
threshold test [ 188 ]. These changes developed within 6 months 
after CCI and did not further progress for up to 9 months [ 188 ]. 

 Of interest is a PTE model induced by CCI in the immature rat, 
which is often called a  pediatric   PTE model. In this model, CCI is 
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applied to 2- to 3-week-old-rats and epileptogenic changes occurred 
during maturation [ 17 ,  189 ]. CCI performed in 16- to 18-week-old 
rats resulted in a sustained reduction of the minimal clonic seizure 
threshold at 2 months of age [ 17 ]. A study using chronic video-
EEG monitoring within 4–11 months after CCI showed the occur-
rence of EEG spiking in 87.5 % of rats who underwent CC and in 
rare cases even spontaneous recurrent seizures [ 189 ].  

   These investigations usually employ patch-clamp, intracellular, or 
extracellular recording techniques, allowing registration of evoked 
and spontaneous events at different time points following experi-
mental TBI. The progressive development of neocortical hyperex-
citability underlying spontaneous epileptiform fi ring could be 
detected 2 weeks following CCI [ 173 ]. The mechanisms underly-
ing this hyperexcitability are complex and poorly understood. For 
example, CCI produces a transient decrease in the expression of the 
Kv4.2 subunit of the  I  K(A)  channel and a reduction in  I  K(A)  currents 
in the ipsilateral CA1 pyramidal neurons 1 week after CCI but these 
changes were no longer signifi cant 8 weeks after injury [ 187 ]. 

 Intracellular and extracellular recordings obtained from layer V 
in neocortical slices from rats who underwent CCI revealed that 
characteristically evoked epileptiform discharges are evident even 
in the fi rst week after injury, whereas spontaneous epileptiform dis-
charges are evident after 2 weeks [ 173 ]. The data suggest that the 
hyperexcitability observed following CCI is associated with aug-
mentation of excitatory reduction of inhibitory synaptic activities. 
Whole-cell patch-clamp recordings in granule cells revealed a 
reduction in spontaneous and miniature IPSC frequency in 
GABAergic hilar interneurons after 8–13 weeks of CCI injury, 
whereas the action potential and EPSC frequencies were increased 
[ 190 ]. The abnormalities in GABAergic transmission in hippocam-
pal dentate granule cells resulted from CCI injury includes differ-
ential alterations in the function of synaptic and extrasynaptic 
GABA A  receptors [ 126 ]. In addition, CCI results in the altered 
expression of both GABA A  and glutamate receptor subunits, and, 
remarkably, an increase in NR2B protein and decrease in GluR1 
protein expression [ 191 ].     

2    Materials 

       1.    Stereotaxic apparatus (e.g., David Kopf Instruments, Tujunga, 
CA, USA) equipped with anesthesia nose cone (if gas anesthe-
sia is used).   

   2.    Anesthesia machine for gas anesthesia (e.g., tabletop non- 
rebreathing anesthesia machine, Harvard Apparatus, Holliston, 
MA, USA or similar).   

 Electrophysiological In Vitro 
Assessment 
of Epileptogenic Changes 
Induced by CCI

2.1  Equipment 
and Instruments 
for General Surgical 
Procedures in Rodents
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   3.    High speed dental drill or surgical micro drill (e.g., Complete 
Bone Micro Drill System, Harvard Apparatus; OmniDrill25, 
World Precision Instruments, Sarasota, FL USA) and 0.5 mm 
diameter bit for craniotomy procedure (World Precision 
Instruments).   

   4.    Closed loop temperature control system for small rodents 
Homeothermic Monitoring System, Harvard Apparatus). 
Alternatively, animal’s body temperature could be monitored 
during surgery using a low-cost electronic thermometer 
(MicroTherma 2T Hand Held Thermometer, Braintree 
Scientifi c Inc., Braintree, MA, USA) equipped with a rodent 
rectal probe (Braintree Scientifi c Inc.) and temperature-con-
trolled heating pad (e.g., Fine Science Tools, Vancouver, BC, 
Canada).   

   5.    Recovery temperature/humidity-controlled chamber (e.g., 
Small Animal Recovery Chamber/Warming Cabinet, Harvard 
Apparatus).   

   6.    Surgical instruments: forceps, scissors, scalpel.   
   7.    Surgical retractor (optional) (e.g., small animal retractor sys-

tem Harvard Apparatus).   
   8.    Refl ex 7 or Refl ex 9 wound closure system (CellPoint Scientifi c, 

Inc., Gaithersburg, MD, USA) for mice or rats, respectively. 
Alternatively, surgical sutures can be used.   

   9.    Isofl urane (or other desired anesthesia gas).   
   10.    Supplies for aseptic surgical preparation. Although the aseptic 

technique is critical for the animal surgical studies, specifi c 
aseptic techniques might be selected based on the internal 
guidelines or recommendation of institutional committee 
(e.g., Betadine, 2 % chlorhexidine, 70 % isopropyl alcohol).   

   11.    Sterile gauze sponges, cotton tips, sterile surgical spears (e.g., 
BIO CEL™ and BIO SPEARS™, Biotech Visioncare, India).   

   12.    Eye ointment.   
   13.    Triple antibiotic ointment (optional).   
   14.    Dental cement and/or veterinary acrylic adhesive (e.g., 

LiquiVet).      

       1.    Cortical impactor device [e.g., electromagnetically driven 
impactor devices: PCI3000 PinPoint Precision Cortical 
Impactor (Hatteras Instruments, Cary, NC, USA) or Leica 
Impact One™ Stereotaxic Impactor (Leica), pneumatically 
driven impactor devices: Pneumatic (Cortical) Impact Device 
AMS 201 (AmScien Instruments LLC,, Richmond, VA, USA), 
TBI- 0310 Impactor (Precision Systems and Instrumentation, 
LLC, Fairfax Station, VA].   

2.2  Equipment 
for Induction 
of Experimental TBI 
(Depending 
on the Experimental 
Model Used 
in the Study)
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   2.    Fluid Percussion Injury device (Custom Design & Fabrication, 
Virginia Commonwealth University Medical Center, 
Richmond, Virginia, USA). FPI assembly includes the base, 
pendulum mast, graduated protractor, ball bearing-enhanced 
impact hammer assembly, acrylic fl uid cylinder and bracketry, 
transducer housing, transfer tube, and a digital transducer. The 
device is completed with a self-calibrating Trauma Inducer 
Pressure Inducer Amplifi er.      

         1.    Biopotential amplifi er (type and number of channels depend 
on needs) (e.g., Bio Potential Amplifi er or Electroencephalogram 
Amplifi er Modules, Harvard Apparatus).   

   2.    Analog-to-digital converter for digitizing of EEG (e.g., 
Model#: PCI-6221, 16-Bit, 250 kS/s, 16 Analog Inputs or 
Model#: USB-6008, 12-Bit, 10 kS/s Low-Cost Multifunction 
DAQ with required accessories, National Instruments Corp., 
Austin, TX, USA).   

   3.    Tether and commutator to connect the biopotential amplifi er 
to the digitizer (e.g., Cat#: 8204 3-channel mouse commuta-
tor/swivel, Pinnacle Technology Inc.).   

   4.    Preamplifi er Mouse Preamplifi er for 3-Channel System 
(optional, depending on the equipment used, e.g., 8202, 
Pinnacle Technology Inc.).   

   5.    8-Pin Surface Mount Connector for Mice (8415-SM, Pinnacle 
Technology Inc.).   

   6.    EEG headmounts (#8201-EEG headmounts, Pinnacle 
Technology Inc., Lawrence, KS).   

   7.    Two-component epoxy for ensuring solid connections at the 
electrodes (e.g., 8226 Silver Epoxy for use with mouse #8201 
or #8201-EEG headmounts).   

   8.    Mouse or rat stainless EEG screws (e.g., 8209: 0.10″ or 8212: 
0.12″, Pinnacle Technology Inc.).   

   9.    EEG signal acquisition software (e.g., AcqKnowledge BioPac 
Systems Inc., Santa Barbara, California). Alternatively, a cus-
tom specifi c for the study acquisition/analysis program can be 
written using Matlab software (Mathworks Co., Natick, MA).   

   10.    Digital video surveillance system with infrared camera to 
enable night recording (e.g., Automated Video Systems).      

       1.    Pentylenetetrazole (CAS Number 54-95-5) (e.g., Cat#: 
P6500, Sigma-Aldrich, St. Louis, MO, USA).   

   2.    ~10″ diameter circular mouse cage for performing PTZ chal-
lenge test (e.g., Pinnacle Technology Inc., Lawrence, KA, 
USA) ( see   Note    1  ).   

2.3  Materials for EEG 
Monitoring 
and Seizure/Epilepsy 
Assessment

2.3.1  Setup for EEG/
Video Seizure Monitoring 
and Analysis

2.3.2  Materials 
and Equipment: PTZ 
Challenge Seizure Tests
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   3.    Syringe infusion pump for PTZ-induced seizure threshold test 
(e.g., Standard Infusion Only PHD Ultra Syringe Pump, 
Harvard Apparatus) ( see   Note    2  ).   

   4.    Syringe (depend on the syringe pump used).   
   5.    30 G Needles.   
   6.    Polyethylene tubing (e.g., Cat#: PE10, Braintree Scientifi c 

Inc.; Cat#: 51150, Stoelting Co., Wood Dale, IL 60191 USA).   
   7.    Medical tape to fi x a needle to animal’s tail (optional) (e.g., 

3M Transpore Transparent Tape).        

3    Methods 

 This section describes common protocols for induction and detec-
tion of acute PTS and/or chronic PTE based on the common TBI 
models: CCI and FPI. The main differences between these experi-
mental models are refl ected in the method of TBI induction, 
whereas most of the general surgical procedures such as craniot-
omy and electrode implantation, and EEG and behavioral seizure/
epilepsy assessments are the same for both these models. 

   Prior experiments, animals should be examined for their general 
appearance and health condition. The animals showing any unex-
pected diseases or pathology such as skin lesions, wound from 
fi ghting, ophthalmic pathologies should not be used. In addition, 
the animals should be excluded from the experiments if any pheno-
typic alternations from group characteristic are present including 
size and weight, fur condition and/or color, skull and body shape, 
and behavioral baseline tests ( see   Note    3  ). Each animal should be 
assigned a unique identifi cation and the animals should be ran-
domized into the study groups. It is the best approach to use lit-
termates if available.  

         1.    Prior to all procedures, anesthesia has been induced with 4 % 
isofl urane in a 25 % oxygen-in-air mixture in the anesthesia 
induction chamber. Exposure to isofl urane for about 1 min is 
normally enough induce deep anesthesia that allows for remov-
ing animal’s hair within surgery site and transferring to the 
stereotactic apparatus equipped with nose cone for maintain-
ing anesthesia and heating pad.   

   2.    Animal’s hair is removed using any of the three methods that are 
currently commonly used: clipping with an electrical rodent hair 
clipper, using a chemical depilatory agent, or shaving with a razor.   

   3.    Animal is transferred to the stereotaxic apparatus and con-
nected to nose cone. During all surgical procedures, mice are 
maintained on 2 % isofl urane anesthesia via nose cone.   

3.1  Animal Selection

3.2  Surgical 
Procedures

3.2.1  Surgery 
Preparation
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   4.    Eye ointment is applied on animal’s eyes to prevent drying of 
cornea.   

   5.    A lubricated rectal probe is placed in the rectum to monitor 
animal’s body temperature. The body temperature is main-
tained with a controlled heating pad.   

   6.    Surgery site is prepared by appropriate aseptic techniques, e.g., 
washing with 2 % chlorhexidine and sterile saline for three 
times, starting from center and moving to edge.       

   For acute recording of acute PTS the electrodes are implanted 
before TBI induction, whereas for recording of spontaneous sei-
zures for characterization of the experimental PTE, the electrodes 
are implanted weeks or months after experimental TBI. 

   Human PTE is heterogeneous in terms of seizure durations and 
semiologies and may represent simple or complex partial seizures 
and secondarily generalized seizures. Generally, PTE may represent 
simple or complex partial seizures and secondarily generalized sei-
zures. Although initial seizures in PTE most commonly have a focal 
neocortical origin, both partial neocortical epilepsy and TLE might 
be developed [ 2 ]. For selection of the method for EEG monitoring 
it is important to take into consideration the characteristic brain 
pathologies characterized by signifi cant loss of  brain tissue   and hip-
pocampal degeneration especially at chronic stages (Fig.  1 ). Both 
single-channel and multiple-channel array EEG recording systems 
have been described for the assessment spontaneous seizures follow-
ing TBI. The methods of EEG acquisition include unipolar, bipolar 
and average reference, and, in general, the same basic information 
could be obtained by any of these methods [ 192 ]. The choice of a 
method of EEG acquisition depends to a large extent on the specifi c 
problem addressed in the study and on the personal preference of 
the investigator. The epidural electrodes (e.g., stainless steel, Ag/
AgCl) are used for both bipolar and unipolar recordings. 
Commercially available stainless steel screw electrodes (e.g., Plastics 
One, Pinnacle Technology) are an example of electrodes suitable for 
chronic EEG monitoring. However, using unipolar recording tech-
niques allows to determine only overall changes in EEG activity. The 
EEG waveform parameters strongly depend on the location of the 
electrodes. Reference electrodes could be pleased on the distal part 
of skull or other animal’s body part (e.g., tail, cheek). The placing of 
electrodes at the margins of TBI injury on the ipsilateral side and the 
corresponding electrodes in the contralateral side allow to measure 
changes in EEG activity measured as a difference between the two 
hemispheres versus one reference electrode [ 193 ].

      EEG electrode positions depend on the method of acquisition and 
available equipment:

3.3  Electrode 
Implantation for PTS 
Detection

3.3.1  General 
Consideration for Selection 
of Method of EEG 
Monitoring and Type 
of Electrodes

3.3.2  Selection 
of Position of EEG 
Electrode Placement
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    1.    Position of the single-channel epidural EEG electrode implan-
tation is at the caudal edge of the TBI lesion.   

   2.    For the bipolar recording, two stainless steel screws are positioned 
fronto-lateral and occipito-parasagittal to injury site, respectively.   

   3.    For multichannel recording, the electrodes are positioned ipsi-
lateral and contralateral to injury hemispheres [ 194 ]. In the 
ipsilateral hemisphere, one frontal and one parietal electrode 
are positioned rostral and caudal to craniotomy, respectively. 
In the ipsilateral hemisphere, one frontal and one parietal elec-
trode are inserted in the corresponding positions. An addi-
tional ground electrode is positioned into the occipital bone 
caudal to lambda. The schematic of default EEG multiple elec-
trode placements in rodents is shown in Fig.  2 .

  Fig. 1    Chronic brain pathology following  CCI  . Representative photograph of paraformaldehyde-perfused rat 
brain spacemen collected at 3 months after induction of CCI and corresponding hematoxylin–eosin (H&E)-
stained coronal 8-μm paraffi n section. The photographs demonstrate marked brain degradation at chronic 
stages resulted in loss of cortical tissue (cavitation) and signifi cant reduction in hippocampal size ipsilateral to 
the injury at chronic time points ( a ). Representative photographs of H&E-stained coronal 8-μm paraffi n mouse 
brain sections demonstrating progression of hippocampal pathology at subacute and chronic time points after 
CCI. At subacute time point (10 days after CCI) the ipsilateral hippocampus is enlarged due to focal edema that 
is still evident at this time point, whereas at chronic time point after CCI, the ipsilateral hippocampus is reduced 
in size due to neurodegenerative processes resulting in neuronal death and loss of brain tissue. Cortical cavita-
tions in CCI-injured mice are presented at both time points. In contrast, no obvious brain pathology is observed 
in animals at 3 months after sham injury ( b )       
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              1.    Epidural stainless still screw electrodes are inserted prior to 
CCI induction proximally from the craniotomy boundary and 
at the same position contralaterally. Alternatively, scalp elec-
trodes could be used [ 182 ].   

   2.    Metal parts are insulated with dental cement.   
   3.    Baseline EEG recordings are performed for at least 10–30 min 

under anesthesia downtitrated to about 1 % of isofl urane when 
animal still has negative pinch toe refl ex.   

   4.    The EEG recording to detect acute PTS will be resumed after 
induction of experimental TBI CCI (see below).      

       1.    Under 2 % isofl urane anesthesia, central skin incision is made 
and connecting tissues covering skull are removed with cotton 
tips. Normally, spreading skin to sides allows for performing all 
further surgical procedures and other manipulations when 
gently holding the skin with a cotton tip. Using a surgical 
restrainer might be helpful.   

   2.    Craniotomy site according to desired coordinates is marked 
using appropriate marking tool. Generally in PTE models, cir-

3.3.3  Procedures of EEG 
Electrode Implantation

3.3.4  Craniotomy 
Procedures

Frontal
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Frontal
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  Fig. 2    Schematic of the EEG electrode placement in rodents. Position of the EEG leads in rat and mouse TBI 
models for detection of the PTS and PTE.  Scattered line  represents positions of craniotomy and  red fi lled areas  
represent the sites of injury. Ground electrode if required could be positioned over cerebellum       
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cular craniotomy with appropriate diameter to allow freely 
access for rigid impactor for CCI model or attach connector to 
FPI is positioned in the center of temporal bone.   

   3.    After the skull is exposed with a central skin incision and soft 
tissue is removed with a cotton tip, circular craniotomy, ~4 mm 
in diameter, is made in the middle of the right parietal bone, 
about 0.5 mm from sagittal, coronal, and lambdoid sutures.   

   4.    Circular craniotomy is made using an electric high-speed drill 
with 0.5 mm diameter bit periodically applying sterile saline to 
prevent drying of skull bone and overheating. Visual control 
using a low-power microscope during the whole procedure is 
highly preferred. It is critical to continue drilling removing a 
small amount of bone tissue around the edge until the bone 
cracks. Generally, the craniotomy procedure using electric drill 
takes less than 5 min. Alternatively, trephine device (preferably 
manual) might be used. However, when using trephine, it is 
more diffi cult to control depth to prevent damage of dura mater.   

   5.    Bone fl ap is gently removed with forceps. If craniotomy is per-
formed properly, the bone fl ap moves freely. If bone fl ap is still 
attached to the skull bone at some points, there is a high risk 
for damaging dura mater ( see   Note    4  ).   

   6.    The exposed brain is washed with warm sterile saline to remove 
bone dust.  Brain tissue   should be moist all the time.      

       1.    Excess of saline should be gently removed with cotton tip 
before position of impactor.   

   2.    The impactor is positioned on the site of injury under visual 
control and or using a sound sensor if equipped ( see   Note    5  ). 
Visual control under magnifi cation allows establishing a start-
ing position more precisely.   

   3.    The impact with desired parameters is executed and the impac-
tor is retracted.   

   4.    Occasional minor bleeding is stopped with cotton tips from 
edge of craniotomy not touching brain surface and washed 
with warm saline.     
 The example CCI parameters for mice are as follows: impact tip 

diameter 3–4 mm, velocity 3 m/s, compression time 100–200 ms, 
and a compression distance of 1–1.5 mm; using these parameters 
nearly 100 % of WT C57BL/6 mice exhibit behavioral PTS within 1 
h after CCI. Characteristic subacute and chronic brain pathologies 
following CCI with aforementioned parameters are shown in Fig.  1b .  

   The general craniotomy procedures are the same as those described 
above.

    1.    After performing craniotomy, Luer lock hub fi tting is attached 
to animal’s scull with acrylic adhesive to provide tight seal and 

3.3.5  CCI Procedures

3.3.6  Lateral FPI 
Procedures
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fi lled with sterile saline. Brain tissue should be kept moist with 
sterile saline.   

   2.    Animal is removed from the stereotaxic apparatus and allowed to 
recover for ~1 h in a temperature controlled recovery chamber.   

   3.    Before induction of injury, the high-pressure tubing of FPI 
device is connected and fi lled with sterile water and ensure that 
it is free of air bubbles and FPI device is settled up to deliver 
injury pulse free of noise as monitored using oscilloscope.   

   4.    Prior to TBI procedures, deep anesthesia is induced with 4 % 
isofl urane in a 25 % oxygen-in-air mixture in the anesthesia 
induction chamber.   

   5.    Animal is placed on the platform on its side close to FPI device 
and connected to the high-pressure tubing of the FPI device.   

   6.    Experimental TBI is delivered by releasing pendulum to pro-
duce a single inquiry pulse. The exact pressure is measured and 
recorded (the transducer amplifi er is calibrated at 10 mV per 1 
PSI pressure).   

   7.    After completion of the experimental TBI, animal is returned 
to surgery setup and maintained under isofl urane anesthesia to 
complete surgery.   

   8.    Luer lock fi tting used for connection of the animal to the FPI 
device is removed from the skull and the incision is closed.      

       1.    For animals intended for chronic PTS/PTE assessments after 
surgical procedures, the incision is closed using wound clips 
(or sutures).   

   2.    Each animal receives an intraperitoneal injection of warm saline 
to prevent dehydration and transferred to a temperature- 
controlled recovery chamber for at least 1 h.      

   The animals assigned into the sham groups undergo craniotomy pro-
cedures only. In animal TBI models, craniotomies with replacing bone 
fl ap result in considerable morphological, infl ammatory, and behav-
ioral alternations [ 172 ], and may cause an increase in allodynia [ 195 ]. 
In the latter case, an increase in allodynia following above-described 
sham procedures was observed in mice but not in rats [ 195 ].   

     

The EEG recording to detect acute PTS will be resumed immedi-
ately after induction of CCI when animal still under anesthesia of 
or after waking up after anesthesia using an EEG/video recording 
setup for recordings in freely moving animals. 

3.3.7  Completion 
of Surgery

3.3.8  Procedures 
in Sham Animals

3.4  Acute 
and Chronic 
Spontaneous PTS 
Assessment

3.4.1  General 
Consideration for EEG/
Video Monitoring
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 For chronic EEG/behavioral seizure activity the EEG and 
video recordings are continuously performed to assess remote 
spontaneous seizure activity, which is expected to occur within 2 
months after CCI. The approaches for EEG and video monitoring 
of PTE development require continuous recordings in epoch with 
duration from weeks-to-months and computerized analysis for 
EEG episode detection [ 196 – 198 ]. Alternatively, the animals 
could be monitored for the spontaneous PTS using random 1–2 h 
intervals within the same time frame [ 185 ]. The EEG episodes are 
confi rmed with synchronized video recording for behavioral sei-
zure manifestation which are scored using the Racine’s scale.  

   Computer-assisted EEG spectral analysis is performed on selected 
epochs of fi xed duration (e.g., 60 s) of cortical to evaluate changes 
in EEG power [ 199 ]. Compressed spectral arrays, spectral trend 
graphs, and spectrographic analyses are also used to evaluate EEG 
changes. The respective power scores across each frequency band 
are valuated at fi xed time points following and compared with 
baseline and the corresponding controls (e.g., sham-operated ani-
mals or vehicle injection). Changes in power are assessed across 
four following frequency bands:

    1.    Delta (0–4 Hz).   
   2.    Theta (4–8 Hz).   
   3.    Alpha (8–12 Hz).   
   4.    Beta (12–30 Hz).    

  An EEG seizure episode is defi ned as repetitive spikes or spike- 
and- wave discharges recurring at frequencies of >1 Hz with ampli-
tude greater than spontaneous activity and duration greater than 
2–10 s. The requiring EEG seizures with a short interval between 
two episodes (e.g., less than 10 s) could be considered as a single 
event. 

 Chronic epilepsy is defi ned as appearance of recurring paroxys-
mal events detected by EEG and/or behavioral manifestations. 
Based on these criteria, the following behavioral/EEG seizure 
parameters are included in the statistical analyses:

    1.    Incidence of the chronic PTS is determined as a percentage of 
animals that have at least one unprovoked seizure.   

   2.    Incidence of the PTE is determined as a percentage of animals 
that have at least two unprovoked seizure.   

   3.    Onset latency of the PTS/PTE is determined as the time 
between the induction of experimental TBI and the fi rst epi-
sode or recurrent EEG seizures.   

   4.    PTS frequency is determined as the number of EEG episodes 
observed in individual animals for a fi xed period time.   

3.4.2  EEG Data Analysis
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   5.    PTS episode duration is determined as an average duration 
between the onset and offset of each EEG seizure episode.   

   6.    Total PTS duration is determined as the sum of episode 
durations.   

   7.    Time course of PTS frequency, defi ned as the hourly EEG 
seizure frequency up to 2 months.      

   Behavioral acute or chronic seizures are confi rmed and scored 
based on the revised Racine's seizures severity scale. This scaling 
system has been adapted to different seizure models including, 
electrically and chemically induced seizure models [ 200 – 203 ]. The 
same scaling system is also used for seizure severity assessment for 
PTZ challenge test. The system is based on the behavioral manifes-
tation with the following hallmarks refl ecting the discrete seizure 
scores: 0, normal response; 1, ear and facial twitching; 2, myo-
clonic twitches or waves of the whole body; 3, myoclonic jerks 
and/or rearing; 4, clonic–tonic seizures; 5, generalized clonic–
tonic seizures, loss of postural control; 6, death ( see   Note    6  ). 

 In addition, the behavioral seizure parameters such as inci-
dence frequency, seizure episode duration, total duration, onset 
latency, and time course will be defi ned and assessed similarly to 
corresponding parameters of EEG seizures.  

   There are two types of PTZ seizures induced by bolus injection or 
determination of seizure threshold using slow PTZ infusion. 

       1.    Animal is allowed to acclimatize in 10″ d circular mouse cage 
(Pinnacle Technology Inc., Lawrence, KA) and 10–30 min 
baseline EEG is recorded.   

   2.    Animal are removed from the chamber injected intraperitone-
ally with PTZ (50 mg/kg for rat or 80 mg/kg for mouse).   

   3.    The seizures are graded using Racine’s scale during 30–60 min 
with a constant bin intervals selected from 30 s for up to 5 min.      

   A PTZ-induced clonic seizure threshold test is widely used as sur-
rogate test for seizure susceptibility [ 204 ]. The PTZ-threshold test 
is performed in all animal groups before terminal time point as a 
quantitative test of epileptogenesis in PTE [ 43 ,  188 ]. The value is 
expressed as an amount of PTZ infused via tail vein required to 
induce clonic seizure in a freely moving animal. However, because 
of the possible day-to-day variability in the PTZ threshold, appro-
priate control groups should be included for each testing. 

 PTZ solution (0.5 % in saline) will be infused into the lateral 
tail vein at a constant rate of 0.5 mL/min using a and an infusion 
pump, which is connected by polyethylene tubing to the 30-G 
dental needle secured to the tail with a narrow piece of adhesive 
tape (optional). 

3.4.3  Assessment 
of Behavioral Seizure 
Severity

3.4.4  PTZ Challenge 
Seizure Tests

 PTZ Challenge with Bolus 
Injection

 PTZ-Induced Seizure 
Threshold Test
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 Infusion is halted when forelimb clonus followed by full clonus 
of the body is observed. The minimum dose of PTZ (mg/kg) 
needed to induce a clonic seizure will be measured as an index of 
clonic seizure threshold. 

 In addition, the PTZ test allows analysis of different convulsive 
end points including the following observed seizure phases: gen-
eral excitation with myoclonic twitches of the whole body, general-
ized clonic seizures with loss of righting refl ex and tonic hind limb 
extension.   

   The experimental results could be infl uences by several factors that 
are not related to the experimental model or treatment such as 
those results from accidents, human error (e.g., incorrect proce-
dures or treatment) or animal’s health condition resulted from 
sickness (e.g., infection diseases or wound resulted from fi ghting). 
Importantly, because the number of animal experimental groups 
based on power analysis for each particular study, the presence 
even a single animal with erroneous outcome measure may lead to 
marked increase of the standard deviation and loss of statistical 
signifi cance resulting in wrong experiment interpretation and con-
clusions. Thus, recognizing and exclusion of the animals with defi -
ciencies or alterations that are not related to the study is critical to 
ensure quality of the experimental results and reproducibility ( see  
also Subheading 3.1 and  Note    7  ). 

       1.    Damaged dura mater, meninges, and/or brain tissue during 
craniotomy.   

   2.    Subdural hemorrhage after craniotomy   
   3.    Excessive bleeding during or after craniotomy   
   4.    Accidental incorrect position of impactor causing brain defor-

mation (e.g., exceeding ~50 μm).   
   5.    Prolonged surgery or anesthetic exposure (e.g., more than 

30 min due to any reasons).   
   6.    The following applies for wild type animals, whereas for genet-

ically modifi ed animals they should not be considered as out-
comes unless the study confi rms that any of these refl ects 
outlier characteristics:
   (a)    Excessive bleeding after CCI impact.   
  (b)    Any alteration in anesthesia response refl ected in animal 

behavior (e.g., waking-up, abnormal breathing pattern) or 
response to test (e.g., toe pinch refl ex) when animal main-
tained at 2 % isofl urane. In this case, anesthesia should be 
adjusted to the proper level and the same anesthesia set-
tings should be maintained in all experimental groups.    

3.4.5  Exclusion Criteria 
in TBI/PTE Animal Models

 Exclusion Criteria Related 
to Surgical Procedures
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             1.    Humane end point criteria defi ned by the animal use protocol 
or institutional committee.   

   2.    Removing clips (extremely rare event with proper wound clo-
sure technique).   

   3.    Removing EEG electrode headset.   
   4.    Any unexpected diseases or pathology in WT mice w/o 

treatment.   
   5.    Fighting, cage fl ooding, mishandling (e.g., accidental falling), etc.      

       1.    Broken skull or bone pieces (or foreign articles) in brain 
tissue.   

   2.    Incorrect implantation of EEG electrodes.   
   3.    Brain pathology that is not associated with experimental TBI, 

excessive hematoma and/or cavitation statistically distinct 
from the same group and injury parameters, excessive brain 
pathology in sham animals.         

4           Notes 

     1.    Circular chamber is used for grading of the seizures induced 
with bolus PTZ injection to prevent potential injuries of ani-
mal during progression of violent seizures. In contrast, PTZ 
threshold test is normally performed on the table top.   

   2.    Low-cost infusion pumps are generally not suitable for the 
PTZ threshold test because of low precision of the delivery of 
small volumes of solution.   

   3.    In genetically modifi ed animals, phenotypic or baseline behav-
ioral characteristics might be different from those observed in 
their wild type controls.   

   4.    Damaged dura mater, excessive bleeding, or subdural hemor-
rhage after craniotomy procedure should be considered as 
exclusion criteria.   

   5.    If using sound sensor it is critical to verify if impactor tip is 
positioned properly and touches the brain surface. Excessive 
amount of saline may result in a false sound signal.   

   6.    Generally, seizures with a Racine score of 2 or lower are con-
sidered as “non-convulsive” and those with a Racine score of 3 
and above are identifi ed as “convulsive.”   

   7.    The number of animals that are excluded from analyses and 
condition needs to be reported to determine success rate and 
reproducibility of the technique used in the study.         

 Exclusion Criteria 
Post-surgery

 Exclusion Criteria Based 
on Anatomical Assessment 
of Brain Pathology
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    Chapter 28   

 Closed-Head TBI Model of Multiple Morbidity                     

     Floyd     J.     Thompson      ,     Jiamei     Hou    , and     Prodip     K.     Bose     

  Abstract 

   Successful therapy for TBI disabilities awaits refi nement in the understanding of TBI neurobiology, quan-
titative measurement of treatment-induced incremental changes in recovery trajectories, and effective 
translation to human TBI using quantitative methods and protocols that were effective to monitor recov-
ery in preclinical models. Details of the specifi c neurobiology that underlies these injuries and effective 
quantitation of treatment-induced changes are beginning to emerge utilizing a variety of preclinical and 
clinical models (for reviews see (Morales et al., Neuroscience 136:971–989, 2005; Fujimoto et al., 
Neurosci Biobehav Rev 28:365–378, 2004; Cernak, NeuroRx 2:410–422, 2005; Smith et al., J 
Neurotrauma 22:1485–1502, 2005; Bose et al., J Neurotrauma 30:1177–1191, 2013; Xiong et al., Nat 
Rev Neurosci 14:128–142, 2013; Xiong et al., Expert Opin Emerg Drugs 14:67–84, 2009; Johnson et al., 
Handb Clin Neurol 127:115–128, 2015; Bose et al., Brain neurotrauma: molecular, neuropsychological, 
and rehabilitation aspects, CRC Press/Taylor & Francis, Boca Raton, 2015)). Preclinical models of TBI, 
essential for the effi cient study of TBI neurobiology, benefi t from the setting of controlled injury and 
optimal opportunities for biometric quantitation of injury and treatment-induced changes in the trajecto-
ries of disability. Several preclinical models are currently used, and each offer opportunities for study of 
different aspects of TBI primary and secondary injuries (for review see (Morales et al., Neuroscience 
136:971–989, 2005; Xiong et al., Nat Rev Neurosci 14:128–142, 2013; Xiong et al., Expert Opin Emerg 
Drugs 14:67–84, 2009; Johnson et al., Handb Clin Neurol 127:115–128, 2015; Dixon et al., J 
Neurotrauma 5:91–104, 1988)). The closed-head, impact-acceleration model of TBI designed by 
Marmarou et al., 1994 (J Neurosurg 80:291–300, 1994), when used to produce mild to moderate TBI, 
produces diffuse axonal injuries without signifi cant additional focal injuries of the brain (Morales et al., 
Neuroscience 136:971–989, 2005; Foda and Marmarou, J Neurosurg 80:301–313, 1994; Kallakuri et al., 
Exp Brain Res 148:419–424, 2003). Accordingly, use of this preclinical model offers an opportunity for 
(a) gaining a greater understanding of the relationships of TBI induced diffuse axonal injuries and associ-
ated long term disabilities, and (b) to provide a platform for quantitative assessment of treatment interac-
tions upon the trajectories of TBI-induced disabilities. Using the impact acceleration closed head TBI 
model to induce mild/moderate injuries in the rat, we have observed and quantitated multiple morbidities 
commonly observed following TBI in humans (Bose et al., J Neurotrauma 30:1177–1191, 2013). This 
chapter describes methods and protocols used for TBI-induced multiple morbidity involving cognitive 
dysfunction, balance instability, spasticity and gait, and anxiety-like disorder.  

  Key words     Diffuse axonal injury  ,   Cognitive impairment  ,   Balance instability  ,   Anxiety spasticity  
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1      Introduction 

 The most common type of  brain injury   is produced by impact 
acceleration TBI due to motor vehicle accident, falls [ 1 ,  2 ], or 
sports-related impacts [ 3 ]. Even moderate injuries produce endur-
ing cognitive,  anxiety  ,  vestibulomotor   (balance), and motor impair-
ments including locomotor disorder and  spasticity   [ 4 ,  5 ]. Although 
these injuries include concussion, contusion, and hemorrhage, it is 
the diffuse axonal injuries of the brain and brainstem that produce 
the greatest potential for disconnection and disability [ 3 ,  6 – 9 ]. 
Successful therapy for TBI disabilities awaits refi nement in the 
understanding of TBI neurobiology, quantitative measurement of 
treatment-induced incremental changes in recovery trajectories, 
and effective translation to human TBI using quantitative methods 
and protocols that were effective to monitor recovery in preclinical 
models. Details of the specifi c neurobiology that underlies these 
injuries and effective quantitation of treatment-induced changes 
are beginning to emerge utilizing a variety of preclinical and clini-
cal models (for reviews see: [ 1 ,  4 ,  10 – 16 ]). Preclinical models of 
TBI, essential for the effi cient study of TBI neurobiology, benefi t 
from the setting of controlled injury and optimal opportunities for 
biometric quantitation of injury and treatment-induced changes in 
the trajectories of disability. 

 Several preclinical models are currently used, and each offers 
opportunities for study of different aspects of TBI primary and 
secondary injuries (for review see: [ 1 ,  10 ,  14 ,  15 ,  17 ]). The closed- 
head, impact-acceleration model of TBI designed by Marmarou 
et al., 1994 [ 18 ], when used to produce mild to moderate TBI, 
produces diffuse axonal injuries without signifi cant additional focal 
injuries of the brain [ 10 ,  19 ,  20 ]. Accordingly, use of this  preclini-
cal model   offers an opportunity for a) gaining a greater under-
standing of the relationships of TBI induced diffuse axonal injuries 
and associated long term disabilities, and b) to provide a platform 
for quantitative assessment of treatment interactions upon the tra-
jectories of TBI-induced disabilities. Using the impact acceleration 
closed-head TBI model to induce mild/moderate injuries in the 
rat, we have observed and quantitated multiple morbidities com-
monly observed following TBI in humans [ 4 ]. This chapter 
describes methods and protocols used for TBI-induced multiple 
morbidity involving cognitive dysfunction,  balance instability  , 
spasticity and gait, and anxiety-like disorder. Although a criticism 
of the impact-acceleration model has been the lack of demonstration 
of persisting behavioral disabilities [ 10 ], we observed stable defi cits 
and enduring immunohistochemical changes beyond 2 months 
post-injury. 

 The appearance of multiple disabilities following TBI may 
 suggest that injury occurred in multiple regions of the brain. 
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On the other hand, our recent studies highlight the potential for 
multiple morbidity derived from injury of particular systems (such 
as the central noradrenergic system) that, in turn, infl uence the 
functions of multiple regions; injury at the brainstem level may have 
signifi cant upstream (e.g., decrease DβH expression in the hippo-
campus) and downstream (signifi cant decrease in DβH expression 
in lumbar spinal cord) impact [ 4 ]. A comprehensive list of behav-
ioral and physiological analyses was used to demonstrate persisting 
behavioral disabilities in this model. Serial  learning   defi cits were 
tested using a  Morris water maze  . Changes in balance were tested 
by assessing walking performance on a rotorod. Motor disabilities 
were quantitated using longitudinal measures of lower limb joint 
torques to quantitate longitudinal patterns of spastic hypertonia (see 
also, [ 21 ,  22 ]). Gait disabilities were quantitated using footprint 
analysis of locomotor patterns. Changes in long tract conduction 
patterns were assessed using TMS elicited motor evoked potentials. 
Anxiety-like  behaviors   were assessed using patterns of activity within 
an elevated plus maze. Recently, we utilized these methods to evalu-
ate the nature and magnitude of TBI-induced  spasticity   and other 
TBI disabilities and how recovery trajectories were infl uenced by 
acute treatment using intrathecal baclofen [ 4 ]. In addition, TBI and 
treatment-induced changes in the immunohistochemical expression 
of selected signaling agents and receptors known to infl uence the 
excitability of neurons in selected neural regions critical to the tested 
functions were evaluated and compared. Details of the methods and 
protocols that were used in our studies of TBI-induced multiple 
morbidity will be described to enhance the opportunity for these 
approaches to be of value to future preclinical and clinical assess-
ments of TBI disability and treatment.  

2    Materials 

     1.    Closed-head impact-acceleration TBI.   
   2.    Animal: Young adult Sprague-Dawley rats (Charles River 

Laboratory).   
   3.    Anesthesia: A combination of ketamine (80 mg/kg) and xyla-

zine (5 mg/kg) and incision site infi ltrated with 0.25 % bupi-
vacaine (3 mg/kg).   

   4.    Analgesics: Buprenex (0.05 mg/kg) and ketoprofen 
(5 mg/kg).   

   5.    Surgical area preparation: Betadine scrub (7.5 %) and 70 % 
alcohol wipe.   

   6.    Custom-made  weight drop   system: Modifi ed Marmarou 
weight drop system with a laser pointer; plexiglass box with 
foam pad, and a stainless disk.   

Closed-Head TBI Model of Multiple Morbidity
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   7.    Material for behavioral/physiological experiment.
    (a)     Morris water maze (MWM)  , a black plexiglas platform, 

submersible water heating coil, and a computerized video 
tracking system (Noldus EthoVision version XT 8.0).   

   (b)    A Rotarod (Economex; Columbus Instrument, Columbus, 
Ohio).       

   8.    Instruments for velocity-dependent ankle torques.
    (a)    An electromechanical shaker; Model 405, Ling Dynamic 

systems, Royston Herts, UK).   
   (b)    A force transducer (LVDT) (Model FT-03, Grass 

Instruments, Quincy, MA, USA).   
   (c)    EMGs recording electrodes; LabView signal acquisition 

hardware and software system (National Instrument, USA).       
   9.    Custom-designed animal trunk-restraint system.   
   10.    Local anesthesia, a xylocaine 2 % jelly (Lidocaine HCl, Astra 

USA Inc.), and a topical antibiotic ointment (Fougera Altana 
Inc., USA).   

   11.    Footprint analysis of locomotor patterns: Catwalk apparatus 
(Noldus Information Technology, Leesburg, VA) and 
EthoVision Catwalk software.   

   12.    Motor-evoked potentials: Transcranial magnetic stimulator 
(Magstim, UK); LabView hardware and software (National 
Instruments).   

   13.    Anxiety-like  behaviors: An   elevated plus maze, a Noldus 
EthoVision hardware and software (Noldus Information 
Technology, The Netherlands).   

   14.    Histology and immunohistochemistry (IHC) experiments. 
Reagents for Luxol fast Blue and H&E.
    (a)     Antibodies for IHC 

 ●    GAD67, 1:4000; Chemicon International  
 ●   GABAb, 1:4500; Chemicon International  
 ●   DΒH, 1:6500 Chemicon International  
 ●   BDNF, 1:2500; Chemicon International             

3    Methods 

   The impact acceleration procedure uses a  weight drop   method to 
produce controlled levels of TBI as originally described by 
Marmarou and colleagues [ 18 ,  19 ]. For the TBI procedure, young 
adult Sprague-Dawley rats are anesthetized using a combination of 
ketamine (80 mg/kg) and xylazine (5 mg/kg). Buprenex 
(0.05 mg/kg) and ketoprofen (5 mg/kg) are used as analgesics 

3.1  Closed-Head 
Impact- Acceleration 
TBI
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during surgery and 1 day post-surgery. Using aseptic surgical tech-
niques, the dorsal surface of the head is shaved, the incision site 
infi ltrated with 0.25 % bupivacaine (3 mg/kg), and the surgical area 
cleaned by repeating cycles of Betadine scrub (7.5 %) followed by 
70 % alcohol wipe, and a fi nal application of Betadine solution 
(5.0 %). The animal’s body temperature is monitored and main-
tained at 37–39 °C using a clean and sanitized temperature- 
controlled blanket. The animal and the surrounding surgery fi eld 
are covered with a sterile drape. A skin incision is made to expose 
the dorsal midline of the cranium. Fascia and soft tissue are retracted 
to expose the landmarks of lambda and bregma on the cranium. 
A stainless disk (10 mm diameter × 2 mm height) is attached to the 
exposed skull with dental acrylic. The animal is then placed on a 
12 × 12 × 43 cm foam pad (specifi cally 2500 N/m spring rate, 
acquired from Foam to Size Inc., Ashland, VA) contained in plexi-
glass box. Use of foam with these dimensions and spring rate is 
critical to standardize the acceleration-deceleration parameters of 
this model. The cortical impact trauma device is maneuvered over 
the animal and aligned with the stainless disk as shown in Fig.  1 .

   A laser pointer placed in the center of the top of the tube is 
used to enhance the precision of the alignment of the tube and the 
helmet. A 450 g impactor, with a 6 mm diameter tip, is dropped 
through thermoplastic (Delrin) tube from 1.0, 1.25, or 1.5 m 
heights, depending on the desired intensity (mild, mild/moderate, 
moderate, respectively) of the injury. The 450 g impactor strike 

  Fig. 1    Closed-head injury setup. The apparatus and protocol (after Marmarou 
et al. 1994) produce repeatable, graded, impact acceleration TBIs. The 2500 N/M 
foam is a critical element in the standardization of the injury       
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from 1.5 m height on the stainless disk affi xed to the cranium of 
the animal will produce an impact acceleration TBI with a force 
profi le of 0.2 ms, and <0.25 mm compression of the skull [ 18 ]. 
The stainless disk serves to diffuse the force of the impactor, and 
decreases the probability of skull fracture. Further, the elastic prop-
erties of the foam pad (Foam to Size, 2500 N/m) on which the 
head is resting, produces a controlled, low impedance path for 
acceleration/ deceleration of the head which minimizes skull com-
pression and focal  brain injury   for this type of closed-head TBI 
[ 18 – 20 ]. High speed video of the procedure in our laboratory 
revealed that immediately following a single impact, the head 
accelerates deeply into the foam which envelopes the head while 
defl ecting the impactor away from the strike site to prevent unin-
tended additional “2nd hits.” Following injury, the stainless disk is 
removed from the cranium and the skin closed with sterile stainless 
wound clips. The animals are monitored closely for post-impact 
apnea, which is rarely observed using drop heights <1.5 m.  

     The MWM is used to investigate  cognitive defi cits   based upon 
measures of  spatial learning  .  The   MWM tests the rodent’s ability 
to spatially orient using reference cues to locate a hidden escape 
platform. The MWM is a 182 cm diameter and 60 cm high black 
plastic pool fi lled  with   water to depth of 27 cm. Water tempera-
tures is maintained at 23–26 °C by a submersible heating coil. A 
black Plexiglas platform 10 cm in diameter and 25-cm high, is 
located 2 cm below the water surface, to serve as hidden goal plat-
form. The maze is located in a 3.0 × 3.0 m room with numerous 
extra maze cues (posters, pictures, and ceiling mounted video cam-
era) that remain constant throughout the several days of testing as 
depicted in Fig.  2 .

   The standard  MWM   test for serial  learning   consists of four tri-
als per day for 4 consecutive days, beginning POday 11 following 
injury [ 23 – 25 ]. In each trial, rats are placed manually in the pool 
at one of four start locations. These locations are randomly selected. 
The starting position is the outside center of each quadrant, the 
animal is gently placed in the water with the nose toward the wall. 
Each quadrant is identifi ed as south, west, north, and east. The rat 
performs a trial from each of the four possible start locations on 
each day, where the order is randomized for each animal on each 
day. The goal platform is positioned 45 cm from the outside wall 
in the center of the southeast quadrant of the maze. Rats are given 
up to 120 s to fi nd the hidden platform. If the rat fails to fi nd the 
platform within 120 s, it is placed on the platform by the experi-
menter. The rat remains on the platform for 30 s before being 
placed in a heated incubator (28 °C) between trials. There is a 
minimum of 4-min inter-trial interval. All animals are allowed to 
dry completely before being returned to their home vivarium. 
Swim speeds for each animal for each trial are calculated to insure 

3.2  Behavioral/
Physiological 
Experimental 
Methodology

3.2.1   Cognitive   Disability 
(Cog) Testing: Morris Water 
Maze (MWM)
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that latency differences are not due to impaired motor function. 
The animals are video taped during the  Morris water maze   test. 
A computerized video tracking system (Noldus EthoVision version 
XT 8.0) is used to record each animal’s latency to reach the goal 
platform, swim pattern, total distance swam, and cumulative swim 
distance. In addition to search latency, several other parameters are 
recorded including, total path length. Therefore, the average swim 
speed is determined from the path length and the search latency 
data. After the 4-day training session, a probe trial is performed 
which consists of placing the animal in the tank with no escape 
platform. The animal is placed in the quadrant that is opposite the 
previous goal quadrant for 60 s to record the subsequent fi ctive 
platform crossings, the time and path-length that the animal spends 
in each quadrant. The probe trial is conducted immediate after the 
end of 4 days trial to test acquisition of learned  behavior   (acquisi-
tion memory) and 24 h thereafter to test retention of memory. 
A discrimination index (DI) is calculated using time spent in the 
goal and in the opposite quadrants.  

   The rotarod is designed for testing coordination and impairment of 
locomotor ability of the rat using the well-established principle of a 
rotating beam on which an animal is challenged to maintain its bal-
ance. The animal’s task is to walk on the beam as it rotates (Fig.  3 ). 

3.2.2  Vestibulomotor 
Testing: Rotarod

  Fig. 2     Morris water maze (MWM). The MWM   and serial testing protocols (e.g., Hamm et al. 1992) provide a 
standardized means to evaluate serial  learning   following TBI in the rat       
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The  length   of time the animal is able to maintain itself on the rotat-
ing beam and the speed of the beam  at      which the animal falls are 
parameters quantitating an animal’s balance ability. The rotarod we 
use features a variable speed rod rotation in the range of 0–99 RPM, 
four individual electronic timers with a fall sensor for each animal 
(“Economex” Columbus Instrument, Columbus, Ohio).

   The timers are activated by the operator at the moment the 
animal is placed on the rod and automatically stopped when the 
animal drops from the rotating beam. Stainless steel compartments 
below the rod restrain the animal from escape once it drops from 
the beam. The standard protocol is one adopted from Hamm [ 26 ]. 
The animal is allowed to remain stationary for 10 s at 0 rpm. The 
rotational speed is then slowly increased to 3 rpm for 10 s and is 
steadily increased (automatic preset) by 3 rpm in 10 s intervals until 
the maximum rpm of 30 is reached. The animals remain on the 
device at this speed for another 20 s until the 2-min test period has 
elapsed. Animals are tested using three trials per day with a 10 min 
inter-trial interval pre-injury and typically at multiple weekly time 
points following injury. Typically rotorod assessments are performed 
pre-injury and at post-injury intervals to permit a repeated measures 
statistical paradigm and changes expressed as percentage of pre-
injury values. Alternatively, time-matched normal controls are 
assessed in tandem with the pre- and post-injury animals to permit 
between group statistical paradigm and TBI changes expressed as 
percentage of rotorod performance in normal animals.  

  Fig. 3    Rotorod device. This device and protocols (e.g., Ham 2001) can provide 
standardized testing of balance disability following TBI in the rat       
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   The velocity-dependent lengthening resistance of the triceps surae 
muscles is tested by measuring ankle torque during rotations of the 
foot across a broad range of rotation velocities. [ 4 ,  21 ,  22 ,  27 ]. 
Since the triceps surae muscles insert as  an   aponeurosis upon the 
calcaneous, controlled rotation of the foot produces a controlled 
lengthening of the triceps surae muscles. The resistive force (torque) 
opposing foot rotation is produced by the passive stretch and (at 
threshold and higher velocities for the triceps surae stretch refl ex) 
the active contraction of the triceps muscles. Rats are immobilized 
in a custom designed trunk restraint, without trauma or apparent 
agitation. All recordings are performed in awake animals. The 
proximal portion of the hind limbs to the mid-shank are individu-
ally secured in a form fi tted cast that immobilizes the limb while 
permitting normal range of ankle rotation (60–160°). The length-
ening resistance of the triceps surae muscles is measured indirectly 
by quantitating ankle torque during 12.24-degree dorsifl exion 
rotations of the ankle from 95° through 83° (Fig.  4a ). Contact 
with the foot is achieved using a form-fi tted cradle aligned with the 
dorsal edge of the central footpad 2.6 cm distal to the ankle joint. 
Ankle torque ( T ) is assessed as the product of gram force ( F , 
980.7 dynes = 1 gf), the length of moment (torque) arm ( l ) (2.6 cm 
distance from ankle joint to stirrup contact point), and sin function 
of displacement force vector, e.g.,  T  =  F  ×  l  × sin  θ  ( see  [ 21 ,  22 ,  27 ], 
for details of this measure). The angle of contact between the dis-
placement shaft and the moment arm is 95°. The neural activity of 
the triceps surae muscle is measured using transcutaneous EMG 
electrodes. The electrode is inserted in a skin fold over the distal 
soleus muscle  just   proximal to the aponeurotic convergence of the 
medial and lateral gastrocnemii into the tendonocalcaneousus. The 
reference electrode is placed in a skin fold over the greater trochan-
ter. A xylocaine 2 % jelly (Lidocaine HCl, Astra USA Inc.) is applied 

3.2.3  Spasticity (Motor 
Disability) Testing: 
Velocity-Dependent Ankle 
Torques and EMGs 
Recording

  Fig. 4    ( a ) Measurement of velocity-dependent ankle torque and triceps surae EMG. This apparatus utilizes a 
Ling shaker, an LVDT, a Grass force transducer, and EMG recordings to quantitate velocity dependent lengthen-
ing of the triceps surae muscles. ( b ) Assessment across a wide range of velocities can provide quantitation of 
changes in threshold and velocity-dependent spasticity in muscles that extend the foot       
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over the electrode insertion points to  minimize pain during record-
ing. A topical antibiotic ointment (a combination of Bacitracin, 
Neomycin and Polymyxin B, Fougera Altana Inc., USA) is also 
applied on these areas after removing the electrodes at the end of 
each trial to reduce the chance of infection. Before each trial, the 
urinary bladder is voided to minimize visceral- somatic infl uence. 
Controlled dorsifl exion is achieved through the use of an electro-
mechanical shaker (Model 405, Ling Dynamic systems, Royston 
Herts, UK). A force transducer (LVDT) (Model FT-03, Grass 
Instruments, Quincy, MA, USA) is mounted on an axel and confi g-
ured for recording using red/black spring tension to provide a 
recording range of 10 mg to 200 g. The output shaft of the ling 
shaker is joined in series through the transducer to reach the foot 
cradle that contacts the central footpad. Therefore since the FT-03 
transducer shaft is free to move, its 1.1 mm of beam travel is only 
produced by a 200 g resistance, which is typically more than two 
times greater than any peak force measured. Raw EMG and root 
mean square (RMS, i.e., a 0.96 DC equivalent of the full wave rec-
tifi ed AC signals to a digital RMS) of EMG bursts are recorded on 
additional channels of the signal acquisition system. EMG magni-
tude is reported as mean RMS magnitude of the EMG bursts time-
locked to ankle dorsifl exion. Collectively, this arrangement allows 
simultaneous  monitoring   of triceps surae EMG, resistive force 
(ankle torque), and velocity of shaft displacement, Fig.  4b . Recorded 
data are processed using LabView signal acquisition hardware and 
software system (National Instrument, USA). Dorsifl exions of 
12.24° are performed with a 3-s intervals at 49°, 136°, 204°, 272°, 
350°, 408°, 490°, and 612° per second. In normal animals, the 
triceps surae EMS reveals that the threshold for the triceps surae 
stretch refl ex is around 272°/s. Ankle torques observed at 
49–272°/s foot rotations are, accordingly, attributed to passive 
elastic properties of the lengthening tissues. With the appearance of 
the EMG, the ankle torques reveal an additional magnitude that we 
attribute to an active resistance to muscle lengthening due to mus-
cle contraction. Blockade of the nerve by local or systemic anesthe-
sia abolishes the active component.

   Recordings are performed at pre-injury and at particular post- 
injury intervals such as 7, 28, and 60 days to obtain progressive 
longitudinal  outcome   measures of velocity-dependent lengthening 
resistance.  

   Animals are trained to walk on a 10 cm wide by 120 cm long 
Catwalk apparatus [ 28 ,  29 ] (Noldus Information Technology, 
Leesburg, VA) in a darkroom. The animals traverse the enclosed 
walkway that has a glass plate fl oor. Green light enters at the long 
edge of the glass plate striking the surface below the critical angle 
for transmission and is internally refl ected. Accordingly, light 
escapes and is scattered by the contact of the rat’s paws with the 

3.2.4  Footprint Analysis 
of Locomotor Patterns
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glass plate [ 30 ,  31 ]. The paw prints illuminated during contact 
(Fig.  5 ) are captured by a high-speed video camera positioned 
below the walkway. The digital images are then transferred to the 
computer for data analysis using a program (Catwalk) that cap-
tures, indexes, stores, and analyzes multiple parameters of gait 
dynamics according to temporal/spatial patterns of footfalls [ 28 ]. 
During the fi rst walking pass, the bright areas (bright spots which 
provide high-resolution image of each footprints) are labeled and 
indexed. In subsequent passes, these footprints are interactively 
categorized (right forepaw, left forepaw, right hindpaw, left hind-
paw). The temporal/spatial positions of footprint spots including 
quantitative measures of size and intensity along with a tag (indi-
cating which category relative to each paw) are stored in separate 
fi les. The Catwalk program utilizes algorithms to assign tags to 
each paw and assesses the temporal/spatial pattern of footfalls. 
Three non-stop runs are acquired for each animal pre-injury, and 
typically at weekly intervals post injury. Analysis of normal step 
sequence and interlimb sequence regularity are calculated and 
graphical representations of paw placement are generated using 
EthoVision Catwalk software.

      Transcranial magnetic motor-evoked potentials (tcMMEPs) are 
used (Magstim, UK) as an index of activation status of the cortico- 
motor and spinal motor system outcome following TBI. tcMMEPs 
have become an important tool for in situ evaluation of the integ-
rity of locomotor pathways and provides a non-invasive neurophys-
iologically quantitative measure of the functional status of motor 
system integrity following injury, disease, and therapy. Our studies 
use magnetic pulse stimulation applied transcranially to the ani-
mal’s cortex to activate intracranial structures using an electromag-
netic coil (25 mm) placed to provide maximal fi eld strength over 
the center of the cranium at bregma. The lowest threshold regions 
for evoking hindlimb muscle activity using intracortical microstim-
ulation are found 0–1.5 mm coronal, −2.0 to 2.5 mm sagittal [ 32 ]. 
This stimulation is supplied by TMS (Magstim Rapid) using a sin-
gle magnetic pulse with stimuli intensities from 30 to 70 % (in 10 % 
increments) Max stimuli intensities to produce a recruitment curve 
of motoneuron excitability. These percentages correspond to fi eld 

3.2.5  Motor-Evoked 
Potentials

  Fig. 5    The photo illustrates cat walk capture of foot falls during walking. The catwalk apparatus and Ethvision 
XT software provide comprehensive assessment of changes in gait following TBI in the rat       
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intensities of 1, 1.4, 1.8, 2.2, and 2.4 T, respectively. The magnetic 
pulses are delivered by computer Lab View programming (National 
Instrument hardware and software) to elicit tcMMEP responses 
that assess motoneuron excitability thresholds pre- and post-injury 
and in response to various treatments. The onset latency time and 
amplitude are recorded from left and right soleus muscles, tibialis 
anterior muscles, and muscles from forelimb fl exors using intra- 
cutaneous electrodes. Rats are immobilized in a custom designed 
trunk restraint, without  trauma   or apparent agitation during this 
stimulation and recording. All recordings are performed on awake 
animals at pre- and at various post-injury intervals.  

   Anxiety-like  behavior   is assessed using an elevated plus maze that 
provides an opportunity for tested animals to explore open or 
closed portions of the maze. The activity path and time distribu-
tion between open and closed areas provide quantitative measures 
of these activities. Normal animals spend approximately equal time 
in the open and closed portions of the maze. Whereas,  anxiety   like 
behavior is expressed in proportion to time spent >50 % in the 
closed portions of the maze. A Noldus EthoVision experimenter 
program is used to video and record the amount of time the ani-
mal spends in the open or closed portions of the maze (EPM) 
(Fig.  6 ). Each animal is initially placed in the center piece and 

3.2.6  Anxiety-Like 
Behaviors

  Fig. 6    Elevated plus maze (EPM). The EPM capitalizes upon the rats curiosity to 
explore versus its intrinsic instinct for staying hidden. Noldus EthoVision software 
utilizes video recording of the test session to quantitate activity, path length, time 
distribution, and entries on each portion of the maze       
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allowed 5 min to explore the maze. Each animal is tested three 
times during the course of the recording session. Between trials, 
the animal is removed, and the EPM is wiped down with 70 % 
alcohol and allowed to dry before the testing is continued. A mini-
mum interval of 3 weeks is used before a repeat test for each ani-
mal. Typically, testing is conducted before injury, and at 4 and 8 
weeks  post- injury. Relevant data include the time distribution in 
open vs. closed portions of the maze and the distribution of activ-
ity (path lengths) of movement. Data in TBI animals is compared 
with that recorded in time-matched normal control animals 
sequenced between the recording trials in the TBI animals during 
the same testing session.

       Standard histology (Luxol fast Blue and H&E) and fl uorescent 
IHC is performed using selected cortical, brainstem, and lumbar 
spinal segments (L 3 –L 5 ) in TBI and time-matched normal control 
animals that are euthanized at selected post-injury time points. 
The animals are deeply anesthetized using ketamine (110 mg/kg) 
anesthesia [ 33 ,  34 ], and perfused through the left ventricle with 
phosphate buffer saline (0.1 M PBS, 35 °C, pH 7.4) followed by 
4 %  para -formaldehyde in phosphate buffer (0.1 M, pH 7.4, 4 °C). 
After postfi xation (overnight in same fresh fi xative) and cryopro-
tection (30 % sucrose in PBS), the tissue (brain, brainstem, and 
lumbar spinal cord) specimens are sectioned by Cryostat (40 μm 
thickness) and processed for IHC. Fluorescent IHC is conducted 
for GAD 67 , GABA b,  DΒH, and BDNF using different sets of sec-
tions from same animal. The sections are washed in 0.01 M PBS, 
and incubated overnight (at 4 °C) with monoclonal or polyclonal 
appropriate primary antibodies (Chemicon International). This 
procedure is followed by incubation with secondary antibodies 
conjugated to Alexa Fluorchrome (highly cross-absorbed antibod-
ies) (Molecular Probes). In control experiments, the primary anti-
body is either preabsorbed with an excess amount of the 
immunogenic peptide (1 μm/ml) or replaced by preimmune serum 
at the same dilution. The sections are washed thoroughly with PBS 
(0.01 M, pH 7.4) after the antibody incubation. After washing 
with phosphate buffer (PB), the sections are coverslipped with 
anti-fading mounting media Vectashield (Vector Laboratory). All 
slides are stored at 4 °C and fl uorescent images were captured 
within 1 week after completion of IHC for light morphometric 
studies. Since  spasticity   measurements are typically performed for 
hindlimb muscles, lumbar spinal cord segments are also used for 
IHC. An example is shown using DΒH staining to evaluate norad-
renergic cell loss in nucleus locus coeruleus, Fig.  7 . Histological 
studies of impact injuries in impact-constrained [ 35 ] vs. impact 
acceleration [ 4 ,  19 ] reveal marked differences in the spatial extent 
of neuronal changes.

3.3  Histology and 
Immunohisto-
chemistry (IHC) 
Experiments
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4        Summary Comments 

 The disappointing lack of success in human clinical trials testing 
experimental agents to enhance recovery following TBI has, in 
part, been attributed to the lack of use of sensitive quantitative 
measures to assess outcome of TBI disability and recovery [ 2 ,  14 , 
 36 ,  37 ]. Accordingly, there is an urgent need for translatable meth-
ods and protocols to facilitate the expansion of quantitative 
 measures in the experimental clinical setting [ 15 ]. The methods 
and protocols that we used in these preclinical studies provided 
quantitative measures of disability and incremental changes in 
recovery that are highly translatable to evaluate the impact of TBI 
and treatment on the trajectory of disability and recovery in human 
TBI. Accordingly, it is anticipated that the evidence-based incorpo-
ration of quantitative methods to assess long-term outcome in 
human TBI clinical trials will steadily progress to enhance the 
detection of potentially essential data regarding incremental 
changes in neurobiology that underlies therapeutic enhancement 
of cognitive, behavioral, and motor/sensory recovery.     

   References 

  Fig. 7    Nucleus locus coeruleus, dopamine beta hydroxylase (DβH) staining. Comparison of labeled cells in 
normal and TBI animals provides a means to evaluate post-injury cell specifi c to norepinephrine synthesis       

 

Floyd J. Thompson et al.



535

     3.    Ling H, Hardy J, Zetterberg H (2015) 
Neurological consequences of traumatic brain 
injuries in sports. Mol Cell Neurosci 66:
114–122  

          4.    Bose P, Hou J, Nelson R, Nissim N, Parmer R, 
Keener J, Wacnik PW, Thompson FJ (2013) 
Effects of acute intrathecal baclofen in an ani-
mal model of TBI-induced spasticity, cogni-
tive, and balance disabilities. J Neurotrauma 
30:1177–1191  

    5.    Johnson VE, Stewart W, Smith DH (2013) 
Axonal pathology in traumatic brain injury. 
Exp Neurol 246:35–43  

    6.    Adams JH, Graham DI, Gennarelli TA, 
Maxwell WL (1991) Diffuse axonal injury in 
non-missile head injury. J Neurol Neurosurg 
Psychiatry 54:481–483  

   7.    Povlishock JT, Pettus EH (1996) Traumatically 
induced axonal damage: evidence for enduring 
changes in axolemmal permeability with asso-
ciated cytoskeletal change. Acta Neurochir 
Suppl 66:81–86  

   8.    Smith DH, Meaney DF, Shull WH (2003) 
Diffuse axonal injury in head trauma. J Head 
Trauma Rehabil 18:307–316  

    9.    Buki A, Povlishock JT (2006) All roads lead to 
disconnection?—Traumatic axonal injury 
revisited. Acta Neurochir (Wien) 148:181–
193, discussion 193-184  

       10.    Morales DM, Marklund N, Lebold D, 
Thompson HJ, Pitkanen A, Maxwell WL, 
Longhi L, Laurer H, Maegele M, Neugebauer 
E, Graham DI, Stocchetti N, McIntosh TK 
(2005) Experimental models of traumatic 
brain injury: do we really need to build a better 
mousetrap? Neuroscience 136:971–989  

   11.    Fujimoto ST, Longhi L, Saatman KE, Conte 
V, Stocchetti N, McIntosh TK (2004) Motor 
and cognitive function evaluation following 
experimental traumatic brain injury. Neurosci 
Biobehav Rev 28:365–378  

   12.    Cernak I (2005) Animal models of head 
trauma. NeuroRx 2:410–422  

   13.    Smith DC, Modglin AA, Roosevelt RW, Neese 
SL, Jensen RA, Browning RA, Clough RW 
(2005) Electrical stimulation of the vagus 
nerve enhances cognitive and motor recovery 
following moderate fl uid percussion injury in 
the rat. J Neurotrauma 22:1485–1502  

     14.    Xiong Y, Mahmood A, Chopp M (2009) 
Emerging treatments for traumatic brain 
injury. Expert Opin Emerg Drugs 14:67–84  

     15.    Johnson VE, Meaney DF, Cullen DK, Smith 
DH (2015) Animal models of traumatic brain 
injury. Handb Clin Neurol 127:115–128  

    16.    Bose P, Hou J, Thompson FJ (2015) 
Traumatic brain injury (TBI)-induced spastic-
ity: neurobiology, treatment, and rehabilita-
tion. In: Kobeissy FH (ed) Brain neurotrauma: 
molecular, neuropsychological, and rehabilita-
tion aspects. CRC Press/Taylor & Francis, 
Boca Raton  

    17.    Dixon CE, Lighthall JW, Anderson TE (1988) 
Physiologic, histopathologic, and cineradio-
graphic characterization of a new fl uid- 
percussion model of experimental brain injury 
in the rat. J Neurotrauma 5:91–104  

       18.    Marmarou A, Foda MA, van den Brink W, 
Campbell J, Kita H, Demetriadou K (1994) A 
new model of diffuse brain injury in rats. Part 
I: pathophysiology and biomechanics. 
J Neurosurg 80:291–300  

      19.    Foda MA, Marmarou A (1994) A new model 
of diffuse brain injury in rats. Part II: morpho-
logical characterization. J Neurosurg 80: 
301–313  

     20.    Kallakuri S, Cavanaugh JM, Ozaktay AC, 
Takebayashi T (2003) The effect of varying 
impact energy on diffuse axonal injury in the 
rat brain: a preliminary study. Exp Brain Res 
148:419–424  

      21.    Bose P, Parmer R, Thompson FJ (2002) 
Velocity-dependent ankle torque in rats after 
contusion injury of the midthoracic spinal 
cord: time course. J Neurotrauma 19: 
1231–1249  

      22.    Thompson FJ, Browd CR, Carvalho PM, 
Hsiao J (1996) Velocity-dependent ankle 
torque in the normal rat. Neuroreport 7: 
2273–2276  

    23.    Hamm RJ, Dixon CE, Gbadebo DM, Singha 
AK, Jenkins LW, Lyeth BG, Hayes RL (1992) 
Cognitive defi cits following traumatic brain 
injury produced by controlled cortical impact. 
J Neurotrauma 9:11–20  

   24.    Hamm RJ, Lyeth BG, Jenkins LW, O’Dell 
DM, Pike BR (1993) Selective cognitive 
impairment following traumatic brain injury in 
rats. Behav Brain Res 59:169–173  

    25.    Hamm RJ, Temple MD, Pike BR, Ellis EF 
(1996) The effect of postinjury administration 
of polyethylene glycol-conjugated superoxide 
dismutase (pegorgotein, Dismutec) or lido-
caine on behavioral function following fl uid- 
percussion brain injury in rats. J Neurotrauma 
13:325–332  

    26.    Hamm RJ (2001) Neurobehavioral assessment 
of outcome following traumatic brain injury in 
rats: an evaluation of selected measures. 
J Neurotrauma 18:1207–1216  

Closed-Head TBI Model of Multiple Morbidity



536

     27.    Wang DC, Bose P, Parmer R, Thompson FJ 
(2002) Chronic intrathecal baclofen treatment 
and withdrawal: I. Changes in ankle torque 
and hind limb posture in normal rats. 
J Neurotrauma 19:875–886  

     28.    Hamers FP, Lankhorst AJ, van Laar TJ, 
Veldhuis WB, Gispen WH (2001) Automated 
quantitative gait analysis during overground 
locomotion in the rat: its application to spinal 
cord contusion and transection injuries. 
J Neurotrauma 18:187–201  

    29.    Hamers FP, Koopmans GC, Joosten EA 
(2006) CatWalk-assisted gait analysis in the 
assessment of spinal cord injury. J Neurotrauma 
23:537–548  

    30.    Betts RP, Paschalis C, Jarratt JA, Jenner FA 
(1978) Nerve fi bre refractory period in 
patients treated with rubidium and lithium. 
J Neurol Neurosurg Psychiatry 41:791–793  

    31.    Clarke KA (1992) A technique for the study of 
spatiotemporal aspects of paw contact pat-
terns, applied to rats treated with a Trh analog. 
Behav Res Method Instrum 24:407–411  

    32.    Gu X, Staines WA, Fortier PA (1999) 
Quantitative analyses of neurons projecting to 
primary motor cortex zones controlling limb 
movements in the rat. Brain Res 835:175–187  

    33.    Thompson FJ, Reier PJ, Lucas CC, Parmer R 
(1992) Altered patterns of refl ex excitability 
subsequent to contusion injury of the rat spi-
nal cord. J Neurophysiol 68:1473–1486  

    34.    Thompson FJ, Reier PJ, Parmer R, Lucas CC 
(1993) Inhibitory control of refl ex excitability 
following contusion injury and neural tissue 
transplantation. Adv Neurol 59:175–184  

    35.    Maruichi K, Kuroda S, Chiba Y, Hokari M, 
Shichinohe H, Hida K, Iwasaki Y (2009) 
Graded model of diffuse axonal injury for 
studying head injury-induced cognitive dys-
function in rats. Neuropathology 29:132–139  

    36.    Tolias CM, Bullock MR (2004) Critical appraisal 
of neuroprotection trials in head injury: what 
have we learned? NeuroRx 1:71–79  

    37.    Stein DG (2015) Embracing failure: what the 
phase III progesterone studies can teach about 
TBI clinical trials. Brain Inj 29:1259–1272    

Floyd J. Thompson et al.



   Part V 

   Outcome Measures in Brain Injury Models        



539

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_29, © Springer Science+Business Media New York 2016

    Chapter 29   

 Cognitive Evaluation Using Morris Water Maze 
in Neurotrauma                     

     Ying     Deng-Bryant      ,     Lai     Yee     Leung    ,     Krista     Caudle    ,     Frank     Tortella    , 
and     Deborah     Shear     

  Abstract 

   The Morris water maze (MWM) task is one of the most widely used and versatile tools in behavioral 
neuroscience for evaluating spatial learning and memory. With regard to detecting cognitive defi cits fol-
lowing central nervous system (CNS) injuries, MWM has been commonly utilized in various animal mod-
els of neurotrauma, such as fl uid percussion injury (FPI), cortical controlled impact (CCI) injury, 
weight-drop impact injury, and penetrating ballistic-like brain injury (PBBI). More importantly, it serves 
as a therapeutic index for assessing the effi cacy of treatment interventions on cognitive performance fol-
lowing neurotrauma. Thus, it is critical to design an MWM testing paradigm that is sensitive yet discrimi-
nating for the purpose of evaluating potential therapeutic interventions. In this chapter, we discuss how 
multiple test manipulations, including the size of platform, numbers of trials per day, the frequency of 
retesting intervals, and the texture of platform surface, impact MWM’s ability to detect cognitive defi cits 
using a rat model of PBBI.  

  Key words     Neurotrauma  ,   Traumatic brain injury  ,   Morris water maze  ,   Cognitive function  ,   Spatial 
learning  ,   Memory  ,   Cognitive defi cit  

1      Introduction 

  The MWM task utilizes the animals’ inclination to escape the water 
to locate the standing platform as a means of motivation for  learn-
ing   and memorization [ 1 ]. Based on this concept, the  MWM   is 
primarily designed for measuring  spatial learning   and memory, and 
has been extensively used and well accepted as a method for evalu-
ating the outcomes of experimental models of neurological disor-
ders, such as aging and neurotrauma, and testing therapeutic 
effects of potential treatment interventions [ 2 ]. The standard 
MWM spatial learning test encompasses four trials per day for 5 
consecutive days [ 1 ]. It is routinely used to evaluate the animal’s 
 ability   to acquire spatial elements/cues relevant to the platform 
that are subsequently processed and consolidated, and later 
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 referenced to for the purpose of locating the platform [ 3 ]. Because 
the “visuospatial navigation” process in rodent performance also 
 contributes to human everyday cognitive process, the MWM task 
renders great importance in the study of neurodegenerative dis-
eases where cognition is impaired [ 4 ]. More importantly, it can be 
utilized to assess effi cacy of therapeutic treatments on  cognitive 
defi cits   in experimental models that would provide critical infor-
mation for clinical studies [ 5 ,  6 ]. 

 The  spatial   learning and  navigation   aspect of the MWM task is 
considered largely hippocampus dependent and therefore lesions 
specifi cally to the hippocampus have been shown to impair the per-
formance in the MWM  spatial learning   test [ 7 ,  8 ]. However, there 
are increasing numbers of studies have indicated the signifi cant 
involvement of cortical and subcortical regions in spatial learning 
and search strategies in the MWM. For example, focal injuries to 
the medial thalamus have been shown to impair search strategy and 
swimming  behavior  ; however, they do not affect spatial mapping 
and navigation [ 9 ]. Furthermore, striatum has been indicated in 
habit learning and plays an important role in stimulus response; 
therefore infl uencing  thigmotaxic   behavior (i.e., wall-hugging 
behavior) in the  MWM   following injury [ 10 ,  11 ]. In addition, pre-
frontal cortical injured rats were shown to exhibit thigmotaxic 
swim pattern partly due to their inability to initiate search strategy 
[ 12 ,  13 ]. It is also suggested that parietal cortex is critical in spatial 
information processing and lesions to this region impairs the ability 
to incorporate spatial cues in the  MWM   [ 14 ]. 

 Of particular relevance to this chapter,  MWM   has been used in 
multiple animal models of traumatic brain injury (TBI) to determine 
 cognitive defi cits   as a result of the direct  trauma   to the brain [ 12 ,  15 –
 17 ]. Typically, animals (e.g., rodent) that sustained a TBI show 
increased latencies to locate the hidden platform in the  spatial learning   
test compared to non-injured animals (e.g., sham controls). It is con-
sidered that the injured animals have diffi culties acquiring the spatial 
elements/cues of the MWM task, therefore exhibiting a reduced capa-
bility to master the strategy for locating the platform [ 15 ]. Consequently, 
the missing platform test (i.e., probe trial), performed immediately 
after the spatial learning test, often reveals the inability of the animal 
searching for the platform in the target zone where the platform was 
located [ 12 ]. Additionally, the TBI-injured animal has been shown to 
swim in loops in the outer annulus of the pool (i.e., thigmotaxis) that 
may indicate  anxiety   as well as impairment in navigation strategies 
[ 11 ]. With regard to working memory, a uniquely designed hidden 
platform test (i.e., one-trial  learning  ) can be used to evaluate the short-
term storage of trial-specifi c memory, and was shown to be valuable in 
detecting working memory defi cits in rodents following TBI [ 18 ,  19 ]. 

 In this chapter, we primarily focus on the application of  MWM   
task in evaluating cognitive dysfunction in a rat model of 
 military- relevant PBBI. This model simulates the large temporary 
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cavity caused by energy dissipation from a penetrating bullet round 
(Fig.  1 ) [ 20 ]. As demonstrated in our previous reports on the 
model characterization, PBBI causes damage to multiple brain 
regions, including prefrontal cortex, striatum (caudate nucleus), 
and extend to pallidum, thalamic nucleus, and lateral amygdala [ 21 , 
 22 ]. It should be noted that majority of the cavity formation was 
developed over the fi rst week post-injury, and the size of the cavity 
remained relative constant out to 10 weeks post-injury as examined 
by hematoxylin and eosin (H&E)-stained brain sections [ 12 ,  23 ].

   In order to identify the optimal  MWM   testing parameters for 
assessing cognitive abnormalities in the PBBI model, we designed 
a series of experiments assessing the effects of manipulating (1) 
platform size (10 cm vs. 15 cm diameter), (2) number of trials per 
day (TPD), (3) exposure to repeated MWM testing (i.e., weekly 
vs. biweekly), and (4) platform texture (scored vs. deeply grooved 
surface). Unless otherwise noted, MWM testing was initiated 2 
weeks post-injury. In  experiment 1  (platform size), the results 
showed that average latencies to fi nd the hidden platform were 
signifi cantly increased by 136 ± 9 % in PBBI rats exposed to the 
smaller (10 cm) platform and by 52 ± 16 % in PBBI rats exposed to 
the larger (15 cm) platform vs. respective sham control groups. 
PBBI rats showed signifi cantly higher latencies when exposed to 
the smaller platform than the larger platform (PBBI_10cm = 69 ± 3 s 
vs. PBBI_15cm = 40 ± 4 s;  p  < 0.05). However, platform size did 
not affect sham performance (sham_10cm = 29 ± 1 s vs. 
sham_15cm = 26 ± 2 s;  p  > 0.05) (Fig.  2 ). In  experiment 2  compar-
ing  learning   curves in animals exposed to 4 TPD (×5 days) or 20 
TPD, the results revealed the average latency (across 20 trials) 
increased by 136 ± 9 % (PBBI_4TPD) and 148 ± 17 % 
(PBBI_20TPD) vs. respective sham control groups ( p  < 0.05). 
TPD had no signifi cant effect on sham performance or between 
respective injured groups (Fig.  3 ). In  experiment 3  assessing the 

  Fig. 1    The PBBI probe was constructed from a 20G stainless steel tube, with fi xed perforations along one end 
that are sealed by airtight elastic tubing ( a ). The probe was secured on the probe holder with the un-perforated 
end attached to the pulse generator; angled 50° from the vertical axis and 25° counterclockwise from the 
midline, and stereotactically advanced through a cranial window (1 cm diameter) drilled on the dorsal surface 
of the skull (+4.5 mm AP; +2.0 mm ML from bregma) to a depth of 1.2 cm (from dura) ( b )       

 

Morris Water Maze and Neurotrauma



542

effects of repeated  MWM   testing using either a 1-week or a 2-week 
delay between retesting periods, the results showed that PBBI 
caused signifi cant  cognitive defi cits   during initial exposure to the 
MWM at either 1 (66 ± 8 s) or 2 weeks (68 ± 8 s) post-injury. When 
retested for retention 1 week later, PBBI rats displayed signifi cant 
(49 %) improvement in the MWM task, albeit not to sham levels. 
In contrast, when re-testing was delayed by 2 weeks the PBBI ani-
mals failed to show any signifi cant improvement (Fig.  4 ). In  experi-
ment 4  (platform texture), the results demonstrated that PBBI 
caused signifi cant cognitive defi cits during exposure to  MWM   
using platform using standard (scored) surface (67 ± 4 s) or tex-
tured (deeply grooved) surface (48 ± 3 s) post-injury vs. repetitive 
sham controls groups ( p  < 0.05). PBBI rats showed signifi cantly 
lower latencies (28 %) when exposed to the textured platform than 
the standard platform ( p  < 0.05). However, platform texture did 
not affect sham performance ( p  > 0.05) (Fig.  5 ). In summary, these 
results indicate cognitive performance following PBBI is most 
strongly infl uenced by platform size, the frequency of retesting 
(weekly vs. biweekly) intervals, and the texture of platform surface, 
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  Fig. 2    Results of platform size (10 cm vs. 15 cm diameter) showed that average latencies to fi nd the hidden 
platform and swim distances were signifi cantly increased in PBBI rats exposed to the smaller (10 cm) platform 
and the larger (15 cm) platform vs. respective sham control groups. PBBI rats showed signifi cantly higher 
latencies and swim distances when exposed to the smaller platform than the larger platform ( p  < 0.05). 
However, platform size did not affect sham performance ( p  > 0.05)       

 

Ying Deng-Bryant et al.



543

but not the numbers of trials per day. Critically, these results also 
provide valuable information for designing a discriminative testing 
paradigm for the purpose of screening preclinical therapeutics 
using the PBBI model.

2          Materials 

       1.    Male adult Sprague-Dawley rats (280–320 g; Charles River 
Labs, Raleigh, VA, USA) were used in these experiments. 
Animals were housed individually under a 12-h light/dark 
cycle in a facility accredited by the Association for Assessment 
and Accreditation of Laboratory Animal Care International.      

       1.    A chemical-resistant polyethylene circular water maze basin in 
black or dark blue color for rats (diameter: 175 cm, depth: 75 cm).   

   2.    A clear, height-adjustable, circular Plexiglas platform (MED 
Associate Inc. ENV-596M-X).   

   3.    Noldus EthoVision detection system, including EthonVision 
XT, computer, and video camera (Leesburg, VA, USA).   

2.1  Animals

2.2  Equipment
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  Fig. 3    Results of number of trials per day (TPD) revealed the average latencies and swim distances (across 20 
trials) signifi cantly increased in PBBI rats exposed to 4TPD for 5 consecutive days and PBBI rats exposed to 
20TPD in 1 day vs. respective sham control groups ( p  < 0.05). TPD had no signifi cant effect on sham perfor-
mance or between respective injured groups       
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  Fig. 4    Results of repeated MWM testing (i.e., weekly vs. biweekly) showed that PBBI caused signifi cant cogni-
tive defi cits during initial exposure to the MWM at either 1 (65 ± 8 s) or 2 weeks (64 ± 8 s) post-injury. When 
retested for retention 1 week later, PBBI rats displayed signifi cant (49 %) improvement in the MWM task, albeit 
not to sham levels ( p  < 0.05). In contrast, when retesting interval was extended to 2 weeks, the PBBI animals 
failed to show any signifi cant improvement ( p  > 0.05)       
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  Fig. 5    Results of platform texture showed that PBBI caused signifi cant cognitive defi cits during exposure to the 
MWM using platform with standard (scored) surface (67 ± 4 s) or textured (deeply grooved) surface (48 ± 3 s) 
post-injury vs. respective sham controls groups ( p  < 0.05). PBBI rats showed signifi cantly lower latencies 
(28 %) when exposed to the textured platform than the standard platform ( p  < 0.05). However, platform texture 
did not affect sham performance ( p  > 0.05)       
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   4.    A stopwatch (Fisher Scientifi c, Catalog no. 14-648-1).   
   5.    A chemical-resistant science lab table for electronic device, 

such as computer and monitor.   
   6.    Visual cues strategically placed on the wall of the testing room, 

e.g., highly visible geometric squares with black and white color.   
   7.    A fl oor lamp (VWR, Catalog no. 500041-082) with red safe-

light bulb (Fisher Scientifi c, Catalog no. NC0253883).   
   8.    Flat vinyl heating blankets with warm circulating water pow-

ered by special electrical pumps (Fisher Scientifi c, Catalog no. 
NC9318897, NC9831543).   

   9.    Cart for transporting animals (Leonard Paper Co. Catalog no. 
RM-4520-88).   

   10.    Autoclavable shelf rack for holding rodent cages.   
   11.    Portable, battery-powered swimming pool vacuum (Amazon.

com Inc. B0015UCRXM).   
   12.    Portable, submersible sump pump (Amazon.com Inc. 

B000X05G1A).   
   13.    70 % Isopropyl for cleaning the apparatus (Fisher Scientifi c, 

Catalog no. 04-355-63).       

3    Methods 

       1.    Designate a large, quiet room for testing that will prevent 
interference and minimize distraction ( see   Note    1  ).   

   2.    Place the fl oor lamp with red safelight bulb in a corner of the 
room for easy visualization.   

   3.    Hang geometric square visual cues with black and white color 
on one side of the wall as a means of spatial reference for the 
animal in the maze.   

   4.    Place the shelf rack along one side of the wall with multiple 
heating blankets on each shelf to cover the surface space.   

   5.    Place the water maze basin in the center of the room.   
   6.    Set up the computer-supported Noldus EthoVision system on 

a science lab table in a corner of the room.   
   7.    Mount the camera on the ceiling centered above the water 

maze basin for videotaping object movement.      

         1.    To avoid stress introduced by human handling and transport, 
handle the animals prior to any water maze procedure. 
Handling should be daily for consecutive 3 days for at least 
5 min per day before the start of testing.   

   2.    Place the animals in the testing room for 30 min prior to water 
maze procedure to allow for habituation to the testing 
environment.      

3.1  Procedure 
Room Setup

3.2  Morris Water 
Maze Procedure

3.2.1  Pre-training
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       1.    Fill the water maze basin with clear water at ambient tempera-
ture (approximately 22 °C) to a depth of 60 cm to cover a clear 
circular platform.   

   2.    Designate four equally spaced points on the circular rim of the 
water maze basin and defi ne as North, South, East, and West. 
The equally spaced four quadrants of the water maze basin will 
then be defi ned as Northeast (NE), Northwest (NW), 
Southeast (SE), and Southwest (SW) quadrants (Fig.  6a ).

       3.    Place the clear Plexiglas platform in the center of the NW quad-
rant, which is approximately 35 cm from the wall the basin.   

   4.    Adjust the height of the platform to be submerged to a depth 
of 2.5 cm from the water surface.   

   5.    Turn on the red safelight and turn off the regular light before 
testing.      

3.2.2  Water Maze 
Basin Setup
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  Fig. 6    Schematic illustration of spatial learning test design ( a ) and procedure ( b )       
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       1.    Rats will be given four trials  per   day with 30 min inter- trial 
  interval (ITI) for 5 consecutive days (Fig.  6b ).   

   2.    The platform position remains constant throughout each set of 
trials in order to test spatial learning and acquisition.   

   3.    Based on the platform’s location in the NW quadrant, the 
North and West starting positions will be designated as short 
arms of the maze, whereas the South and East starting posi-
tions will be designated as long arms of the maze.   

   4.    At the start of each trial, place the rat in the pool with the 
snout facing the basin wall at one of four starting positions: 
North, South, East, and West ( see   Note    3  ).   

   5.    Pseudo-randomly determine the starting positions for each 
trial within a day, alternating between short and long arms.   

   6.    Change the order of the starting position on each subsequent 
day of testing.   

   7.    Allow each rat to freely swim in the pool until it fi nds the sub-
merged platform or until a maximum of 90 s has elapsed.   

   8.    When the rat successfully mounts onto the platform, it will be 
allowed to rest on the platform for 10 s (time it using a stop-
watch) before being removed from the pool and placed back in 
its home cage.   

   9.    If the rat does not fi nd the platform in 90 s, it will be manually 
guided to the platform and allowed to rest on the platform for 
10 s (time it using a stopwatch) before being removed from 
the pool and placed back in its home cage ( see   Notes    4  –  6  ).   

   10.    Between trials, rats will be allowed to rest and warm up in its 
home cage with water-circulating heating blankets placed 
underneath each cage for 30 min.   

   11.    Latency to fi nd the hidden platform (sec), distance to the hidden 
platform (cm), and swim speeds (cm/s) will be recorded as pri-
mary  outcome   metrics for further statistical analysis ( see   Note    2  ).      

       1.    Rats will be given the probe trial on day 5 following the last 
trial of the hidden platform test (Fig.  6b ).   

   2.    In the probe trial, the platform will be removed (i.e., missing 
platform test) to assess rat’s memory retention for the previous 
platform location.   

   3.    Place the rat in the pool with the snout facing the basin wall at 
one of the long-arm starting positions.   

   4.    Allow each rat to freely swim in the pool until a maximum of 
60 s elapsed.   

   5.    Remove the rat from the pool at the end of 60 s, and place it 
back to its home cage to rest ( see   Notes    4  –  6  ).   

3.2.3  Spatial Learning 
and Acquisition (Hidden 
Platform Test)

3.2.4  Spatial Memory 
Retention (Probe Trial)
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   6.    An annulus ring circumscribed around the previous target 
location is defi ned as the target zone in the EthoVision com-
puter software tracking system for assessing the memory reten-
tion of the previous platform location.   

   7.    An annulus ring circumscribed the outer rim of the maze is 
defi ned as the thigmotaxic annulus in the EthoVision com-
puter software tracking system for assessing stress-related wall- 
hugging  behavior  .   

   8.    The percent time spent swimming in thigmotaxic annulus, and 
percent time spent searching in the target zone for the missing 
platform during the probe trial will be recorded as primary 
outcome metrics for further statistical analysis.      

       1.    Rats will be given two sets of trials for 1 day. Additional testing 
days can be added depending on the design of the test for dif-
ferent animal models. Each set of trials consists of two trials 
with 4-min ITI (Fig.  7b ).

       2.    The platform position will be rotated among four different 
designs: (1) the center of a quadrant, (2) the outer corner of a 
quadrant (i.e., near the basin wall), (3) the inner corner of a 
quadrant (i.e., near the basin center), and (4) the midpoint 
between the center point of the basin and one of the starting 
positions (North, South, East, or West) (Fig.  7a ).   

   3.    The platform position and the starting position remains con-
stant within the same set of trials, but will be changed between 
trial sets in order to test working memory ( see   Note    3  ).   

   4.    For each additional day of testing, the platform position and 
the starting position will be redesigned to avoid replication.   

   5.    Based on the platform’s location in the maze, place the rat in 
the pool with the snout facing the basin wall at one of the 
long-arm starting positions.   

3.2.5  Working Memory 
(One-Trial Learning Test)
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   6.    Pseudo-randomly determine the platform location and start-
ing positions for each trial set.   

   7.    Allow each rat to freely swim in the pool until it fi nds the sub-
merged platform or until a maximum of 60 s has elapsed.   

   8.    When the rat successfully mounts onto the platform, it will be 
allowed to rest on the platform for 10 s (time it using a stop-
watch) before being removed from the pool and placed back in 
its home cage.   

   9.    If the rat does not fi nd the platform in 60 s, it will be manually 
guided to the platform and allowed to rest on the platform for 
10 s (time it using a stopwatch) before being removed from 
the pool and placed back in its home cage ( see   Notes    4  –  6  ).   

   10.    The latency to fi nd the hidden platform over the two trials 
within a trial set on a given day will be recorded as primary 
outcome metrics for further statistical analysis.   

   11.    The delta difference between the two trials within a trial set as 
an indicator for one-trial  learning   ability will be calculated for 
further statistical analysis.       

       1.     Spatial    learning and   acquisition test: average the latency (s), dis-
tance (cm), and swim speeds (cm/s) for each experimental group 
on each testing day. A two-way repeated measures analysis of 
variance (ANOVA) followed by Fisher’s LSD post hoc tests is 
used. Further, calculate the overall means of each experimental 
group across the 5 days of testing. A one-way analysis of variance 
(ANOVA) followed by Fisher’s LSD post hoc tests is used.   

   2.    Probe trial: Calculate the percent time in thigmotaxic annulus, 
and target zone for each rat (%). Average the percentage for 
each experimental group. A one-way analysis of variance 
(ANOVA) followed by Fisher’s LSD post hoc tests is used.   

   3.    Working memory test: Average the latency (s) over the two 
trials within a trial set on a given day for each experimental 
group. A two-way repeated measures analysis of variance 
(ANOVA) followed by Fisher’s LSD post hoc tests is used. 
Calculate the delta difference between the two trials within a 
trial set. A One- way analysis of variance (ANOVA) followed by 
Fisher’s LSD post hoc tests is used.       

4              Notes 

     1.    Diffuse lighting is utilized in the darkroom for rats to visualize 
the visual cues, such as dim light generated from the computer 
monitor and the peep window of the entry door.   

   2.    In the hidden platform experiments using Sprague-Dawley 
rats, the platform is rendered invisible using a clear Plexiglas 

3.3  Statistical 
Analysis
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 platform in clear water in a darkroom. White coloring agents 
are not used due to the white fur of the Sprague-Dawley rats.   

   3.    Do not place the rat in adjacent quadrants in consecutive trials 
in  any   task design to avoid the rat adopting a search strategy 
(e.g., right turns or left turns) to locate the platform.   

   4.    Dry each rat thoroughly with paper towel or clean cloth after 
each trial before placing back into the home cage. This will 
allow the rats regain normal body temperature quickly and be 
ready for the next trial. Rats that experience cold temperatures 
may behave differently in swimming in the pool.   

   5.    Use swimming pool vacuum to clean up animal feces sub-
merged in the pool between trials.   

   6.    Use cleaning agents to wipe the basin wall after experiments to 
eliminate residue contaminants .         

  Disclaimers  

 The views of the authors do not purport or refl ect the position of 
the Department of the Army or the Department of Defense (para 
4-3, AR 360-5). The authors declare that there are no confl icts of 
interest in this protocol. This research is funded by Combat 
Casualty Care Research Program.  
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Chapter 30

Assessment of Cognitive Function in the Water Maze Task: 
Maximizing Data Collection and Analysis in Animal Models 
of Brain Injury

Mark D. Whiting and Olga N. Kokiko-Cochran

Abstract

Animal models play a critical role in understanding the biomechanical, pathophysiological, and behavioral 
consequences of traumatic brain injury (TBI). In preclinical studies, cognitive impairment induced by TBI 
is often assessed using the Morris water maze (MWM). Frequently described as a hippocampally dependent 
spatial navigation task, the MWM is a highly integrative behavioral task that requires intact functioning in 
numerous brain regions and involves an interdependent set of mnemonic and non-mnemonic processes. In 
this chapter, we review the special considerations involved in using the MWM in animal models of TBI, 
with an emphasis on maximizing the degree of information extracted from performance data. We include 
a theoretical framework for examining deficits in discrete stages of cognitive function and offer suggestions 
for how to make inferences regarding the specific nature of TBI-induced cognitive impairment. The ulti-
mate goal is more precise modeling of the animal equivalents of the cognitive deficits seen in human TBI.

Key words Traumatic brain injury, Morris water maze, Cognitive impairment, Memory, Animal 
models

1 Introduction

Traumatic brain injury (TBI) produces a range of impairments 
across the motor, cognitive, and emotional domains. Deficits in 
anterograde and retrograde memory are common following TBI, 
as are deficits in speed of information processing and executive 
function [1–3]. Animal models have been used extensively for pre-
clinical evaluation of therapeutic interventions following brain 
injury, as well as to understand the pathophysiological, biome-
chanical, and behavioral consequences of traumatic injury. The 
Morris water maze (MWM) is frequently used to assess the degree 
of functional impairment produced by injury as well as the poten-
tial therapeutic effects of post-injury interventions. Known primar-
ily as a spatial memory task, inferences are often drawn between 
TBI and disruption of hippocampally dependent memory  processes. 

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_30, © Springer Science+Business Media New York 2016



554

However, performance in the MWM is mediated by a complex 
interplay of cognitive and non-cognitive processes and is depen-
dent on intact functioning in numerous brain regions. Careful 
characterization of how animal models of TBI-induced deficits in 
the MWM is of critical importance if findings from preclinical stud-
ies are to have maximum translational impact to human TBI.

In this chapter, we review some of the fundamental consider-
ations involved in utilizing the MWM as a tool in preclinical TBI 
research, with an emphasis on carefully planned analysis of perfor-
mance data that is reflective of underlying cognitive processes of 
interest. We examine common dependent measures used when 
analyzing water maze data and discuss the pros and cons of various 
outcomes. We also present a theoretical framework for examining 
deficits in specific aspects of cognitive function following experi-
mental TBI, with the ultimate objective being reliable and valid 
modeling of the animal equivalents of those deficits observed in 
human TBI.

2 Materials

 1. Round polypropylene tank (pool) with smooth interior and 
non-cloggable drain; 140 centimeter (cm) diameter for mice 
or 180 cm diameter for rats (Harvard Apparatus, MA).

 2. Circular or square Plexiglas goal platform; 10 cm diameter will 
accommodate mice and rats; base and height recommended to 
be 30 cm (Harvard Apparatus, MA).

 3. Small “flag” for visible platform spatial cue (remove plunger 
from plastic syringe [without needle]; invert the syringe and 
place a piece of tape around the end where the needle attaches 
to create a “flag”).

 4. 2-4 Rubber bands.
 5. Water warmed to 24–27 °C.
 6. Submersible and programmable water heater (Aquacave, Inc., 

IL).
 7. Small fish net.
 8. Nontoxic white paint.
 9. Yard stick or broom stick for stirring the paint in the pool.
 10. Opaque, ceiling-mounted curtains.
 11. Four highly visible spatial cues.
 12. Computer connected to a video tracking system (Ethovision 

XT, Noldus, VA).
 13. Stopwatch.
 14. Heat lamp or incubator.
 15. Holding cage for animals during testing.
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3 Methods

 1. The day before testing begins, place the goal platform inside 
of the pool.

 2. Fill the pool with water to a depth that is 2–4 cm above the 
goal platform for memory testing.
 (a) During visible platform training, fill the pool with water to 

a depth that is level with the top of the goal platform.
 3. Add 1–2 cups of nontoxic white paint to the water to make it 

cloudy.
 4. Place the water heater in the pool to warm the water to 

24–27 °C.
 5. Imagine that the pool is divided into four quadrants. A spatial 

cue should be positioned on the wall/curtain near the center 
of each quadrant.
 (a) Spatial cues should remain constant through an entire 

project.
 6. On the day of testing, transport animals from housing room to 

testing room 15–30 min before testing is scheduled to begin.
 7. Move animals to holding cages to be used during testing. Use 

of holding cages will prevent water buildup in home cages.
 8. Remove the water heater from the pool.
 9. Use a yard stick or broom stick to stir the pool and redistribute 

any paint that has gathered on the bottom of the pool.
 10. The goal platform should be placed in the center of a 

quadrant.
 (a) The goal platform will remain in the same location 

throughout memory testing
 (b) The goal platform will move to a new position for each 

trial during visible platform testing.
 11. Set up visible tracking system to acquire data during testing 

trials.
 12. Animals complete four trials per day for 5 days during memory 

testing; maximum trial length is 60 s for mice and 120 s for 
rats.
 (a) Animals complete four trials per day for 3 days during vis-

ible platform testing; maximum trial length is 60 s for 
mice and 120 s for rats.

 13. Ensure that the visible tracking software is prompted to begin 
data collection.

 14. Gently place the animal in the pool facing the wall.
 15. A stopwatch should be used in addition to video tracking soft-

ware to document latency to goal platform.
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 16. If the animal reaches the goal platform, record the latency and 
let the animal remain on the platform for an additional 15–20 s.

 17. In the animal does not reach the goal platform at the end of a 
trial, gently guide the animal to the platform without remov-
ing it from the water. Let the animal remain on the platform 
for 15–20 s.
 (a) The investigator should step behind the curtain or wall 

while the animal sits on the platform at the end of a trial. 
The investigator will likely have to spend additional time 
with some animals that display anxiety sitting on the plat-
form alone. In the case of anxious animals, patience is 
essential. In the event that an animal will not sit on the 
platform alone, an investigator may hold the animal on 
the platform for 10–15 s; however, this is not recom-
mended more than a few times. Extremely anxious ani-
mals that do not learn to sit on the platform should be 
discarded from the study.

 18. Place the animal under a heat lamp or in a heated incubator 
between trials.

 19. Use the small fish net to scoop out any feces floating in the 
pool.
 (a) A yard stick or broom stick can be used to stir the pool; 

however, do not start another trial until all water move-
ment has subsided.

 20. Repeat remaining trials with subsequent subjects.
 (a) Animals should be placed into the pool from one of four 

different start locations at the beginning of each trial. 
Start locations are often referred to by direction (e.g., 
north, south, east, west). Thus, an animal will begin a trial 
from the north position, the south position, the east posi-
tion, and the west position within each testing day. The 
order of drop-in locations should change from day to day.

 21. When all subjects have finished testing for the day, place the 
heater back into the pool, and save data files.

 22. Allow animals to warm under the heat lamp or in the incuba-
tor for 10–15 min before placing in home cages.

 23. Transport animals back to housing room.

4 Experimental Considerations

Data obtained from behavioral tasks such as the MWM represent 
an animal’s performance, yet interpretations of performance are 
frequently centered on cognitive or neurobiological constructs 
such as memory. However, poor performance in the MWM may 
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result from impairment to processes that are essentially non- 
mnemonic in nature, such as impairment in sensory processing, 
motor deficits, or motivation. In this way, the MWM is integrative 
in nature: a number of mnemonic and non-mnemonic processes 
working simultaneously and interdependently result in the ani-
mal’s performance. Furthermore, a number of brain regions appear 
to participate in various stages of MWM task performance. While 
generally thought of as a hippocampally dependent task, deficits in 
various versions of the water maze task have been demonstrated 
following lesions to the orbitofrontal cortex [4], perirhinal cortex 
[5], striatum [6], and cingulate cortex [7], among many others. In 
experimental models of TBI, where selective damage to the hip-
pocampus has been observed [8, 9], there has frequently been a 
focus on correlating spatial memory impairments with TBI- 
induced hippocampal damage. However, it is unclear what role 
damage to other brain regions plays in TBI-induced spatial mem-
ory impairments. While a complete understanding of how TBI 
impairs water maze performance remains to be determined, inves-
tigators employing the MWM as an outcome will benefit from 
keeping in mind that the integrative nature of the task requires the 
functional integrity in numerous brain systems [10], many of 
which may be damaged or rendered temporarily dysfunctional fol-
lowing experimental TBI.

A typical MWM protocol involves repeated daily trials over several 
days (see [10] for descriptions of standard and alternative MWM 
protocols). Our practice has been to use 20 trials across 5 days 
(four trials per day from four different start locations), although 
other investigators have used more or less training. Several reports 
suggest that the total number of trials, rather than the spacing of 
trials, is the prime determinant in overall performance in healthy 
animals. However, investigators should consider the possibility 
that animals subjected to experimental TBI may undergo behav-
ioral fatigue more rapidly than healthy animals; thus, the use of 
massed trials in a single day should only be used when necessary to 
answer specific questions that cannot be answered with a multiple-
day protocol. Every effort should be made to keep the inter-trial 
interval consistent among all animals (see Note 1).

The pre- and post-injury timing of MWM testing in preclinical 
TBI studies is an additional important consideration. To examine 
retrograde memory impairment, animals must be pre-trained in the 
MWM prior to injury; yet the optimal time to perform this pre- 
training must be carefully considered. Recent memories, which 
have not been fully consolidated, are more susceptible to disruption 
or injury than remote memories. Thus, investigators wishing to 
examine retrograde memory impairment in experimental TBI 
should consider which retrograde memory processes (i.e., consoli-
dation, storage, or retrieval) are of greatest interest and design their 

4.1 General Protocol 
and Experimental 
Timing
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pre-training accordingly. Injury administered soon after pre- training 
(e.g., within a few days) would presumably disrupt the consolida-
tion of a recently formed spatial memory. To assess storage or 
retrieval processes, it may be necessary to wait several weeks between 
pre-training and injury, when the spatial memory is considered 
remote and consolidated [11]. The post-injury timing of MWM 
training is equally important. During the acute post-injury period, 
animals receiving moderate to severe TBI may display motor, sen-
sory, and motivational deficits that prohibit successful water maze 
performance. At mild levels of injury, transient deficits in the MWM 
[12, 13] may be more reflective of acute posttraumatic amnesia and 
may not reflect a persistent learning and memory impairment such 
as that seen in more severe levels of injury. Furthermore, many 
post-injury interventions of interest will require multiple days of 
administration for effectiveness; thus, testing may need to be 
delayed until the intervention has been given sufficient time to pro-
duce the desired effect. Depending on the severity of injury, the 
water maze may not be sensitive enough to detect group differ-
ences far into the post-injury period (see Note 2). Although subtle 
performance deficits in the MWM have been observed as late as 1 
year post injury [9], many labs report only transient deficits that 
persist for up to a few weeks following injury. These obstacles can 
be overcome, to some extent, through careful planning and analysis 
and the use of appropriate dependent variables (see Subheading 3).

The apparatus and stimuli utilized during MWM testing can sig-
nificantly influence animal behavior and should be carefully consid-
ered. MWM testing should take place in a secluded room with 
limited noise and no windows. This space should be in close prox-
imity to animal housing to reduce transportation time and associ-
ated stress (see Note 3). Within the testing room, one should have 
access to a small desk with a computer to control a mounted video 
tracking system above the pool. Importantly, a barrier (e.g., ceiling- 
mounted opaque curtains) should surround the pool to prevent a 
test subject from seeing the investigator, computer, and other 
 subjects during test trials (see Note 4). A pool can be commercially 
purchased from several vendors and is typically made out of dura-
ble plastic or aluminum. Preference should be given to a plastic 
white pool with a consistent diameter (140 cm for mice and 180 cm 
for rats) along the outer wall (75 cm). Pools with angled walls 
reduce floor space and limit locations for a goal platform that has a 
large base. The white color will complement the opaque water and 
exclude the need to paint the inside of the pool (see Note 5); how-
ever, one must wipe the pool walls daily. Intra-maze cues that arise 
from repeated use, such as splash or scratch marks, can potentially 
influence search strategy. A goal platform made of clear Plexiglas is 
ideal for MWM testing. A square or round base of 30 cm and a 

4.2 Testing Room 
and Pool

Mark D. Whiting and Olga N. Kokiko-Cochran



559

10 cm platform provides adequate support and stability for both 
mice and rats. Most vendors offer platforms at a fixed height; how-
ever, some sell adjustable platforms that are controlled manually or 
by a hydraulic system. Hydraulic platforms are particularly useful 
during probe trials where the investigator can reward an animal 
that recalls the position of the platform (see Subheading 6). A sub-
mergible water heater should be used to keep the water tempera-
ture constant (24–27 °C) across testing days (see Note 6).

Four highly visual extra-maze spatial cues should be hung around 
the pool. The position of these cues often correlates with the drop-
 in locations utilized during memory testing and should be hung 
at a height that is clearly visible from the water level. Spatial 
cues should be similar in size and are often made from laminated 
white and black poster board depicting clear geometric shapes (see 
Note 7). Animals learn very quickly where an investigator enters 
and exits the testing area, which can result in certain animals show-
ing a preference for the pool quadrant closest to this area. Ideally, 
the investigator will enter and exit the testing area from multiple 
locations to avoid reinforcing a spatial preference. Investigators 
should be cautious to avoid sudden or frequent behaviors that 
result in movement of barriers, such as curtains, around the pool. 
Curtain waving can alert the animal to the investigators location 
and influence behavior.

A quality video tracking system is needed for detailed data acquisi-
tion and analysis. Complete systems include a mounted video cam-
era over the swimming pool that is connected to a computer 
running a tracking software program. Software programs for track-
ing animal behavior are available through multiple vendors. 
Preference should be given to programs that allow an investigator 
to identify specific regions of interest including quadrants, platform 
location, and thigmotaxic zone. Variables measured such as loca-
tion, distance, and swim speed should be linked to these regions. 
Automated experiments establish consistency between subjects and 
increase efficiency in starting and stopping trials (see Note 8). 
Finally, video files of each trial facilitate swim path analysis as well as 
identification of spatial preferences within the pool via heatmaps.

The stimulus of the investigator should not be underestimated as 
there is great responsibility in consistently handling all subjects 
during MWM testing (see Note 9). Inexperienced investigators 
that are hesitant or anxious should be supervised by a trained col-
league, and pilot groups of animals should be run before actual 
data collection begins. Ideally, one to two designated investigators 
will run the animals at the same time each day and remain blinded 
to experimental groups to decrease variability and bias.

4.3 Spatial Cues

4.4 Video 
Tracking System

4.5 Investigator
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5 Dependent Measures Used in the Morris Water Maze

Of the commonly used dependent measures in the water maze, 
latency to find the platform may actually provide the least amount 
of information regarding true spatial learning. This is because non- 
spatial search strategies and random platform encounters influence 
goal latency. Although random platform encounters are few and 
the effects on goal latency are likely washed out across many sub-
jects, they still contribute to the overall amount of statistical noise 
and make goal latency a less than ideal outcome. Further, it has 
been noted that rats with hippocampal damage, as well as aged rats, 
may use a circling strategy at a fixed distance from the wall of the 
pool to solve the water maze task [14]. While a circling strategy 
will reduce latency and total path length, it is not as effective over 
the long run as a true spatial strategy. Using goal latency only, with 
no analysis of the animals track through the maze, it is impossible 
to determine the type of search strategy the animal has adopted or 
make inferences regarding an animal’s knowledge of the spatial 
location of the goal platform.

Ideally, shorter latencies to locate the goal platform will correlate 
with more efficient, spatially localized search strategies. As dis-
cussed above, a number of factors can lead to lower latencies in the 
absence of effective spatial search strategies. The solution is to use 
an outcome that is independent of the length of the trial or the 
total distance traveled. Goal proximity, or average distance to the 
goal platform across the entire trial, provides a more direct mea-
sure of spatial learning [14]. Unlike latency, proximity is not influ-
enced by random encounters with the goal platform or other 
non-spatial searching strategies. To the extent that the water maze 
is often used to assess deficits in hippocampally dependent spatial 
learning and memory, proximity is superior to latency as a measure 
of the spatial nature of an animal’s search pattern. Averaged across 
all trials during a given training session, goal proximity more accu-
rately reflects an animal’s search strategy during both acquisition 
and probe trials. Also known as Gallagher’s measure, certain track-
ing programs may refer to proximity as mean proximity, cumula-
tive proximity, or simply P.

One issue that remains unclear regarding TBI-induced impair-
ments in learning and memory is why injured animals display such 
drastic impairments in the MWM during the initial acquisition tri-
als. Arguably, impaired performance during the first few trials of 
the water maze is not a truly spatial learning deficit. More likely, 
this represents an animal’s inability to integrate the procedural 
requirements of the task with the spatial requirements, a type of 
learning that may be dependent on the striatum [15], another 
structure known to be vulnerable to TBI [16, 17]. After learning 

5.1 Goal Latency

5.2 Goal Proximity

5.3 Thigmotaxia
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the procedural requirements of the task, animals must then shift to 
a spatial strategy using extra-maze cues in order to solve the task 
efficiently. Thus, measures that provide information about the 
adoption of strategies may contribute to the overall picture of how 
TBI disrupts behavioral processes. We have found that measures of 
thigmotaxia, or perimeter searching, provide valuable information 
regarding the shift to a spatial searching strategy and that this effect 
is especially powerful during the first days of training. While all 
animals tend to exhibit thigmotaxia during the first few trials, 
healthy animals quickly learn that this strategy is ineffective and 
begin searching throughout the pool. On the other hand, animals 
with TBI display thigmotaxic behavior for several days of training, 
indicating a failure to shift from non-spatial to spatial search strate-
gies similar to sham animals (see Fig. 1; see Note 10). As with prox-
imity, this measure provides important information not reflected in 
latency to find the platform.

Figure 2 illustrates vividly the need to incorporate multiple depen-
dent measures in order to make inferences about cognitive perfor-
mance in the water maze task. Panels a and b are track plots from a 
TBI-injured animal and a sham control, respectively, on day 2, trial 
4 of water maze training. Clearly, the animals have adopted different 

5.4 Comparison 
of Dependent 
Variables Used 
in the Water Maze

Fig. 1 Illustration of thigmotaxic behavior (perimeter swimming) in Long-Evans rats 
following moderate TBI or sham injury. The time spent in the outer perimeter of the 
water maze is shown for each of 5 days of water maze acquisition. Data points are 
mean ± SEM (n = 10/group). The rapid decline in thigmotaxic behavior observed 
in sham controls is thought to be indicative of the adoption of spatial searching 
strategies; animals with TBI are slow to adopt a truly spatial search strategy
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strategies at this point. The injured animal is combining thigmo-
taxia with a “bouncing” strategy, wherein it sporadically pushes off 
of the pool wall and swims across the central portion of the maze, 
while the sham animal is using a spatial strategy that most likely 
incorporates the extramaze cues. However, the latencies to find the 
goal platform between the two animals are nearly identical. Unlike 
latency, goal proximity captures this difference quantitatively, and 
the measure of thigmotaxia further supports the notion that only 
the sham animal has adopted a truly spatial search strategy.

The dependent measures described above not only provide 
distinct information about the behavioral processes involved in 
learning but also provide varying levels of statistical sensitivity. This 
can be seen in power calculations for each of the dependent mea-
sures. Using an existing data set from our lab (MW), we found that 
the observed power values for latency and proximity were 0.85 and 
0.96, respectively (see Table 1). Thus, not only does proximity pro-
vide a better measure of true spatial learning and memory, but it 
also offers greater statistical power and thus allows more room for 
detecting treatment effects. Proximity values tend to have less 
inherent variability compared to latency, with standard errors 
nearly half that of latency. Thigmotaxia has a power of 0.80 that, 
while the lowest of the three measures, still provides an acceptable 
level of statistical power. These power values must also be inter-
preted in light of what information is being provided. While latency 
and proximity are generally interpreted in terms of ability to solve 
the spatial navigation task, thigmotaxia is more reflective of strat-
egy adoption during the early days of testing and thus this measure 
provides qualitatively different information.

Fig. 2 Illustration of different search strategies adopted by TBI injured (panel a) 
and sham control animals (panel b) by trial 4, day 2 of water maze acquisition 
training. Despite the dramatically different search paths through the maze, the 
latency to the platform for these two animals was nearly identical (TBI panel 
a = 85 s, sham control panel b = 88 s), illustrating the importance of using addi-
tional dependent variables such as proximity and thigmotaxia
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6 Probe Trials

Removing the goal platform from the MWM for a probe trial has 
been used frequently to make inferences regarding an animal’s 
knowledge of the exact spatial location of the goal platform. 
Performance in the probe trial is often assessed with the amount of 
time spent in the goal quadrant, the number of platform crossings, 
or with goal proximity. The use of probe trials to make between- 
group inferences in TBI research is not a decision that should be 
taken lightly, as several considerations could confound interpreta-
tions of an animal’s performance during a probe trial. First, it 
should be recognized that the non-reinforcement of a previously- 
reinforced behavior is an extinction trial; thus, probe trials should 
only be conducted at the end of acquisition training unless strongly 
justified by the question of interest. After a period of non- 
reinforcement, the most efficient strategy to adopt is to search 
adjacent areas of the pool for the platform. Indeed, we have found 
that in a single, 60-s probe trial following 5 days of MWM training, 
sham animals will display goal proximity scores lower (i.e., closer 
to the platform) than animals with TBI only during the first 30 s of 
the probe trial. If the probe trial is allowed to continue for a full 
minute, sham animals will resume a spatial searching strategy in 
other areas of the pool. In contrast, animals with TBI demonstrate 
perseverative behavior by remaining closer to the goal location 
across the entire probe trial. Therefore, it is worthwhile to examine 
probe trial data in blocks of 15 or 30 s, as differential performance 
may be observed as the probe trial progresses. Another potential 
means of overcoming the extinction problem is to provide a 
rewarded probe trial or a reminding procedure introduced at the 
end of the probe trial (see 11). In water mazes equipped with an 
Atlantis-style telescoping platform, the platform is remotely 
raised at the end of the probe trial or when the animal hovers 
over the previous platform location for a given amount of time. 

Table 1 
Observed power, effect size (Eta-squared), and standard error values 
for three dependent variables commonly used in the Morris water maze

Observed power Effect size Standard error

Latency 0.85 0.37 24.7

Proximity 0.96 0.48 13.2

Thigmotaxia 0.80 0.34 20.4

Data is from a 2 (sham vs. TBI) × 5 (day) mixed ANOVA. Proximity is the most sensitive 
measure, and yet each provides different information about an animal’s performance in 
the maze

Assessment of Cognitive Function in the Water Maze Task…



564

Even without an Atlantis-style goal platform, the experimenter can 
place the platform back in the pool manually and place the animal 
on the platform for a rest period. This procedure has been used 
previously in TBI models with some success [18]. Similar to our 
findings that goal proximity is the most sensitive measure for 
assessing water maze performance across multiple days of acquisi-
tion training, Maei et al. [19] used Monte Carlo simulations to 
demonstrate that goal proximity consistently outperforms other 
dependent measures in its ability to detect group differences dur-
ing a probe trial in the water maze.

7 Controlling for Non-cognitive Processes

Successful completion of a test trial in the water maze requires 
animals to utilize many senses and behaviors, thus investigators 
should appreciate and adequately control for the potential influ-
ence of non-cognitive processes. Sensorimotor and visual impair-
ments are common non-cognitive processes that can influence 
water maze performance, and fortunately investigators can 
 characterize these behaviors with minimal effort. An internal con-
trol that is easily acquired from even basic video tracking systems is 
swim speed, which is commonly used to identify global motor and 
motivational deficits. Swim speed should be similar across all 
experimental groups during memory testing regardless of differ-
ences in latency to reach the hidden platform. Animals that display 
significantly faster or slower swim speeds might have a true swim-
ming motor deficit or an anxiety induced motor deficit. In antici-
pation of this potential confound, investigators are advised to run 
the water maze in conjunction with additional motor and sensory 
assessments such as a non-spatial swimming task, open-field, or 
elevated plus maze test.

Cued learning is another way to identify potential visual, 
motor, or motivational deficits and was incorporated in the original 
water maze study. It has since been used extensively to control for 
non-mnemonic processes and has recently been described as a 
potentially useful tool in cognitive rehabilitation following TBI 
[20]. Procedurally, cued learning is the same as the hidden plat-
form version of water maze testing. A subject must visualize a spa-
tial cue that is associated with the location of a goal platform in 
order to escape swimming in the water. However, during cued 
learning the water level is adjusted so that it is slightly below the 
surface of the goal platform and a spatial cue, most commonly a 
small flag, is attached to one side of the platform. The position of 
the goal platform is moved between trials so that the extramaze 
spatial cues are irrelevant to its location, and the only reliable 
marker of the goal location is the flag attached to the platform. 
Cued learning can be completed before or after memory testing. 
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We have found that administering it before in mice is particularly 
useful in reducing the number of platform swim-overs and jump- 
offs during the first few trials of memory testing. Rats tend to pro-
cedurally acquire the memory task better than mice and display 
fewer swim-overs and jump-offs, so cued learning can be com-
pleted after memory testing.

8 Evaluation of Specific Aspects of Memory Impairment Following TBI

Memory formation may be subdivided into several distinct pro-
cesses, and each stage may be mediated by distinct cognitive and 
neurobiological substrates. A number of studies using electrolytic 
lesion and reversible pharmacological inactivation of specific recep-
tors have provided important insight into the dissociable nature of 
these memory processes. For instance, N-methyl-d-aspartate 
(NMDA) receptor antagonists administered during learning of a 
hippocampally dependent task interfere with the formation of spa-
tial memory; yet NMDA blockade does not appear to affect the 
retrieval of a previously formed memory [21, 22]. On the other 
hand, administration of alpha-amino-3-hydroxy-5-methyl-4- 
isoxazolepropionic acid (AMPA) receptor antagonists has been 
shown to disrupt both consolidation [23] and retrieval [24] pro-
cesses. Although some uncertainties exist as to the specific role 
various brain structures and receptor types play in each of these 
processes, it is clear that dividing memory into distinct processes 
such as encoding, consolidation, storage, and retrieval offers a 
greater level of explanatory power compared to a view in which 
memory is seen as a single construct. This dynamic view of 
memory may hold especially strong explanatory power in 
conditions where the various stages of the memory process may be 
differentially affected by disease or injury, such as TBI.

Figure 3 presents one possible view of memory formation as a 
series of processes. The stages of processing within the shaded cen-
ter area are cognitive processes that are thought to be mediated by 
distinct neurobiological substrates. The non-associative processes 
outside of the shaded region are processes that may interfere with 
performance in a learning and memory task, and yet are not strictly 
cognitive processes. There are two important points to be taken 
from Fig. 3. First, to make inferences about the cognitive processes 
in the shaded region, the non-associative processes outside of this 
region must be controlled for. Second, the memory processes in 
the shaded area are not directly observable. Because we cannot 
directly observe processes such as encoding and consolidation, 
deficits in these processes may appear superficially similar when we 
analyze MWM data. A standard water maze analysis provides infor-
mation regarding the overall degree of learning and memory 
impairment, but provides little or no information regarding which 
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memory processes are responsible for the observed deficit, or 
whether the deficit is even mnemonic in nature.

Studies in both the human and experimental TBI literature 
have attempted to determine how TBI disrupts specific stages of 
learning and memory formation. We have previously reported that 
anterograde memory impairment in the MWM appears to be 
mediated primarily by encoding deficits, while retrograde memory 
processes appeared to be mediated by deficits in both consolida-
tion and retrieval [18]. Others have suggested that consolidation 
deficits may play explain the impairment of a conditioned fear 
response following experimental TBI [25]. Findings from studies 
in human TBI likewise provide conflicting information regarding 
the role of each memory process in mediating memory impair-
ment, with some studies suggesting encoding deficits are the pri-
mary mediator [26] and others suggesting consolidation deficits 
predominate [27, 28]. It seems likely that each of these memory 
processes would be disrupted to some extent, and factors such as 
the locus and severity of injury, the elapsed time between injury 
and memory testing, and a host of other variables may determine 
which memory processes are most dysfunctional in a given task. 
Given that such factors are relatively difficult to control in human 
TBI studies, experimental animal models should be used to shed 
light on the exact nature of TBI-induced memory deficits under a 
range of experimental parameters.

In studies of TBI-induced memory deficits, memory impairment 
in injured animals becomes obscured after extensive training. 
In studies of moderate TBI, the most pronounced deficits occur 
during the initial trials, as sham and injured animals adopt different 

8.1 Learning Indices

Fig. 3 Schematic representation of processes involved in performance of a learn-
ing and memory task

Mark D. Whiting and Olga N. Kokiko-Cochran



567

strategies. After several days of testing, these differences may be 
minimized, leaving little room to determine the efficacy of thera-
peutic interventions. However, a learning index may reveal infor-
mation not seen in a standard group-by-day analysis and can 
provide information regarding the specific stages of learning and 
memory that contribute to the performance deficit. Here we pres-
ent two indices of learning, an acquisition index and a savings 
index, that represent different aspects of MWM learning across 
repeated days of training in the water maze. Each may be used with 
any of the dependent variables commonly used in the MWM. The 
acquisition index is simply a measure of within-day learning, aver-
aged across all days of training, so that in a multiple day water maze 
protocol the acquisition index would be

 t d t d t d t dk k kF L F L1 1- + + - /  
where tF and tL are the first and last trials of the day (d), respec-
tively, and k is the number of days of training in the water maze. 
This index will often reveal differences in within-day learning 
between sham and injured animals, as sham animals tend to show 
much greater within-day improvements relative to injured 
animals.

Another important question when analyzing behavioral data 
from any multiple-day learning and memory task is whether ani-
mals can transfer what is learned in 1 day of training to subsequent 
training sessions. A savings index is thus an indirect measure of 
memory consolidation, storage, and retrieval processes, although it 
alone cannot distinguish among the three. In a multiple-day water 
maze task, the savings index would be

 t d t d t d t dk k kL F L F1 2 1- + + -- /  
where the difference is computed between the last trial of a given 
day and the first trial of the subsequent day, averaged across all 
days. Recent studies examining the effects of brain injury induced 
neuroinflammation in a mouse model [29, 30] of Alzheimer’s dis-
ease (AD) demonstrate the utility of these learning indices. 
Although latency to reach the submerged goal platform was similar 
between brain injured non-transgenic and R1.40 mice at 4 months 
post-injury, the acquisition index revealed that R1.40 mice exhib-
ited tremendous improvement within any given testing day com-
pared to non-transgenic mice. In contrast, the savings index showed 
that R1.40 mice performed significantly worse than non- transgenic 
mice between testing days. These results highlight a potential defi-
cit in transferring learned information from one testing day to the 
next, which would not have been identified otherwise [31].

In addition to the acquisition and savings indices described 
above, another method of gaining insight into specific mem-
ory processes disrupted by TBI is rate of forgetting. We have 

8.2 Rate 
of Forgetting
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previously used rate of forgetting in both short-term [32] and 
long-term [18] memory tasks to examine memory deficits fol-
lowing experimental TBI. Given that the amount of information 
recalled after a delay is dependent on the amount of information 
originally encoded into memory, rate of forgetting analyses 
require that experimental groups be matched on initial levels of 
acquisition. At mild-to- moderate levels of injury, this may require 
additional acquisition trials to bring injured animals to the per-
formance level of controls; at more severe levels of TBI, it may be 
impossible to match injured and control groups. More rapid for-
getting following similar levels of acquisition is generally thought 
to be indicative of a  consolidation deficit [27], yet retrieval defi-
cits cannot be ruled out when rapid forgetting is observed. Used 
in conjunction with the previously discussed reminding proce-
dure, it may be possible to distinguish between impaired consoli-
dation and impaired retrieval: if the reminding procedure 
produces no benefit, one can infer impaired consolidation pro-
cesses as the primary deficit.

9 Summary and Conclusions

The MWM has proven to be particularly useful for assessing the 
effects of TBI in experimental animal models as well as assessing 
the benefits of post-injury therapeutic interventions. The task is 
quite flexible in that it can be altered to examine specific types of 
memory (e.g., working memory, place recall, discrimination), and 
it is sensitive enough to examine impairments in specific stages of 
learning and memory formation (e.g., encoding, consolidation, 
retrieval) when appropriate methodology and analyses are 
employed. Investigators using the MWM to examine deficits 
induced by TBI should consider the various mnemonic and non- 
mnemonic processes which may contribute to impaired perfor-
mance and carefully design their experiments so that they most 
closely reflect the underlying processes of interest.

There are several arguments for utilizing animal models to 
more precisely define the nature of TBI-induced memory impair-
ment. First, armed with a better understanding of the specific 
nature of the cognitive deficits induced by TBI, therapeutic and 
rehabilitative strategies can be specifically tailored to those deficits. 
Second, by assessing specific aspects of cognitive functioning, we 
develop a better correlation between the behavioral processes 
being studied and the anatomical locus of injury. Third, isolating 
specific cognitive processes often reduces the statistical noise inher-
ent in behavioral data, thus providing increased statistical sensitiv-
ity. Lastly, it is possible that subgroups of TBI patients suffer from 
deficits in discrete stages of the memory process. Identification of 
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the nature of this memory impairment in animal models can poten-
tially pave the way for translational studies in humans and the 
development of targeted rehabilitative strategies.

10 Notes

 1. The recommended inter-trial interval for MWM testing is 
15 min.

 2. It is recommended that both sham and injured subjects are 
included in experimental testing groups. Thus one maintains a 
constant control to document brain vs. sham injury induced 
behavioral deficits over time.

 3. A habituation period of 15–30 min is recommended for ani-
mals transported from a housing room to the behavioral test-
ing room.

 4. The surrounded curtain should remain 3–4 ft away from the 
perimeter of the pool, which should provide ample space for 
the investigator to walk around the pool.

 5. In an attempt to “hide” the goal platform, many investigators 
add white nontoxic paint to the water. This is a much safer 
option than household paint or powdered milk, which have 
both been used in the past.

 6. The water temperature is very important and can significantly 
influence animal behavior. Cold water can induce hypother-
mia and motor deficits, while the comfort of warm water elic-
its less motivation to locate the goal platform.

 7. Spatial cues should remain constant during the entire length 
of an experiment, particularly if multiple groups of animals are 
being run over time with plans of combining data for statistical 
analysis.

 8. A stopwatch should be used in addition to any software pro-
gram. This provides the investigator with multiple tools to 
accurately document the beginning and end of a trial. 
Maintaining a paper copy of latency data is also common prac-
tice in many laboratories.

 9. Auditory stimulation from investigators should also be consid-
ered. During testing, investigators should refrain from talking 
or whisper. Music or videos should not be played during testing. 
Likewise, environmental noises should be kept at a minimum.

 10. Animals that display thigmotaxia throughout the entire test-
ing protocol are often excluded from the study, particularly in 
cases where a majority of subjects are learning the procedures 
of the task.
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    Chapter 31   

 Detecting Behavioral Defi cits Post Traumatic Brain Injury 
in Rats                     

     Hibah     O.     Awwad       

  Abstract 

   Traumatic brain injury (TBI), ranging from mild to severe, almost always elicits an array of behavioral defi -
cits in injured subjects. Some of these TBI-induced behavioral defi cits include cognitive and vestibulomo-
tor defi cits as well as anxiety and other consequences. Rodent models of TBI have been (and still are) 
fundamental in establishing many of the pathophysiological mechanisms of TBI. Animal models are also 
utilized in screening and testing pharmacological effects of potential therapeutic agents for brain injury 
treatment. This chapter details validated protocols for each of these behavioral defi cits post traumatic brain 
injury in Sprague-Dawley male rats. The elevated plus maze (EPM) protocol is described for assessing 
anxiety-like behavior; the Morris water maze protocol for assessing cognitive defi cits in learning memory 
and spatial working memory and the rotarod test for assessing vestibulomotor defi cits.  

  Key words     Traumatic brain injury  ,   Morris water maze  ,   Rotarod  ,   Elevated plus maze  ,   Anxiety  , 
  Memory  ,   Learning  ,   Vestibulomotor  

1      Introduction 

 Behavioral defi cits following mild-to-moderate traumatic brain 
injury (TBI) are often presented with symptoms such as head-
ache, dizziness (vestibular pathology), nausea/vomiting, forget-
fulness, irritability and lack of concentration (cognition defi cits), 
depression, and  anxiety   [ 1 – 5 ]. As the severity of TBI increases, 
patients may experience additional symptoms such as sensorimo-
tor dysfunction (slowed speech and blurred vision), insomnia, 
convulsions or seizures, and consequences of prolonged loss of 
consciousness (>30 min) [ 1 – 5 ]. More than half of TBI patients 
are diagnosed with coexisting major depressive disorder, post-
traumatic stress disorder (PTSD) or generalized anxiety disorder 
(GAD) [ 6 – 10 ]. Anxiety is often the result of a mood imbalance 
due to changes in the neuronal circuitry that include the amyg-
dala and hippocampus [ 11 ]. 
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 The  elevated plus maze (EPM)   is a widely accepted method for 
measuring anxiety-like  behavior   in rats and is explained in this 
chapter [ 12 ,  13 ]. Memory defi cits and diffi culty in concentrating 
are persistent symptoms in many patients and can be detected up 
to 10 years after a TBI incident [ 10 ,  14 ].  Learning   and memory 
assessment in rodents using a water maze was initially described by 
 Richard   Morris using the now called “Morris Water Maze” [ 15 , 
 16 ]. The  MWM   has been utilized for more than two decades to 
assess a variety of types of  learning   and memory retention mea-
sures. There is a plethora of literature and multiple protocols for 
measuring various types of  cognitive function  , therefore it is impor-
tant to know beforehand which type of  cognitive function   the user 
wants to assess. A discussion of the multiple protocols available is 
beyond the scope of this chapter, but has been very adequately 
addressed by Morris, as well as Vorhees and Williams [ 15 – 17 ]. 
Two protocols,  learning   memory (spatial memory acquisition) and 
matching-to-sample working memory protocols using the MWM, 
are described in this chapter. Vestibular pathology is a comorbid 
condition when coexisting with TBI, especially blast-related TBI 
[ 18 ,  19 ]. Vestibular pathology affects the daily function of TBI 
patients and often prevents them from operating machinery, driv-
ing vehicles or working in elevated areas. This chapter addresses 
the most sensitive method for testing vestibulomotor function: the 
 rotarod   apparatus [ 20 – 22 ]. 

 As explained above, this chapter will focus on methods that 
will allow the measurement of behavioral defi cits such as anxiety, 
cognitive and vestibulomotor defi cits in rodent models of TBI. This 
chapter is written with details that will prepare the “novel” user to 
perform the experiment. The EPM, MWM and Rotarod protocols 
in this chapter are described for male Sprague-Dawley rats. These 
protocols are applicable to mice and other rodents as well. However, 
investigators need to be aware that variables such as the age [ 23 ], 
strain (Fisher 344 vs. Sprague-Dawley; albino vs. non-albino) [ 24 ], 
gender (female or hormone-treated) and species (rats vs. mice) 
[ 22 ] of the rodent being used may affect behavioral outcomes and 
additional considerations or adjustments to the protocol might be 
necessary. It is also important to note that these widely used pro-
tocols are not the only method but are one of many methods to 
assess the respective behavioral defi cits associated with TBI. 

 Rodent models of TBI vary widely in their  mechanism   of injury 
such that some TBI models are open-head and others are closed- 
head TBI [ 25 – 29 ]. Open-head TBI models involve either surgical 
or penetrating procedures where the skull is exposed and/or the 
dura mater is disrupted and almost always involve a sutured wound 
on the rat’s head. On the other hand, some TBI models are closed 
head injuries that involve either a mechanical impact, blast wave or 
drug exposure to induce the brain injury. In most TBI models, 
behavioral defi cits are detectable post-injury; however, it is very 
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important to pay close attention to the method of injury and the 
method of choice for assessing behavioral defi cits related to 
TBI. Anesthesia, surgical procedures, recovery, and postopera-
tional complications may complicate the interpretation of the 
results and it is very important to ensure that the outcomes mea-
sured are related solely to TBI. Accordingly, the investigator 
designing and performing the experiment is responsible for deter-
mining the necessary changes that need to be adapted for their 
specifi c TBI model.  

2    Materials 

       1.    Sprague-Dawley male rats (225–250 g) (housed 2/cage).   
   2.    Rat elevated plus maze.
    (a)    SPECIFICATIONS.       

       EPM is a plus “+” shaped maze that is elevated around 
2–3 ft above the ground. The open and closed arms are 
each about 50 cm long and 10 cm wide with a center zone 
of 10 cm × 10 cm connecting them. The  closed   arms have 
walls that are 40 cm high surrounding the three sides of 
the arms, except for the entrance to each arm from the 
center zone. The color of the EPM must be a color that 
will allow enough contrast with the rat’s white color for 
the video-tracking software to detect motion and be able 
to track the rat without diffi culties ( see   Notes    1   and   2  ).   

   3.    Computer with required specifi cations to run the video- 
tracking software of your choice.   

   4.    Video camera or webcam installed on the ceiling such that it is 
centered directly above the apparatus with the viewing eye-
piece facing the center of the EPM (specifi cations compliant 
with video-tracking requirements) ( see   Note    3  ).   

   5.    Video-tracking software (many are available from vendors, 
ANY-Maze, Stoelting Inc. is a user-friendly software that the 
author has used).

    (a)     Details for setting criteria in the software setup: 
 ●    Assign three areas on the software: closed arms, open 

arms, and center zone as shown in Fig.  1 .
 ●      Verify these areas using the camera view-overlay view 

in the software window. Due to the 3D aspects of the 
plus maze, it is encouraged to place a pen/ruler on the 
border of each zone on the plus maze and then view it 
on the camera to confi rm that the assigned zones in 
the software setup match the actual zones on the 
apparatus.  

2.1  Elevated 
Plus Maze
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 ●   The center of the body of the rat is assigned as the 
tracking point for software calculations regarding 
the time spent in the arms or number of entries into 
the arms ( see   Note    4  ).          

   6.    Extra animal cage.   
   7.    10 % ethanol solution.   
   8.    Sponge.   
   9.    A clicker, or computer mouse, that has a long wire, to be able 

to start the video-tracking at the same time the rat is placed on 
the EPM (Optional) ( see   Note    5  ). Newer versions of video-
tracking softwares now have a feature that allows the user to 
set up the video-tracking to start recording as soon as the ani-
mal is placed in the camera view and/or the experimenter 
leaves the room.      

       1.    Sprague-Dawley male rats (225–250 g) (housed 2/cage).   
   2.    Water faucet nearby.   
   3.    Water hose connected  to   the water faucet to fi ll the water tank 

as needed.   
   4.    Water tank: a large circular water tank (6–7 ft (180–210 cm) in 

diameter and walls that are 2 ft high). The top half of the water 
tank should be painted black. Water is fi lled half-way to a water 
level of 30 cm and mixed with nontoxic Tempera black paint. A 
graded measuring stick is useful to keep track of water levels and 
island location over the span of the experiment ( see   Note    6  ).   

2.2  Morris 
Water Maze

  Fig. 1    A diagram representative of the dimensions of a rat elevated plus maze 
apparatus. The area of both open arms ( striped area ) and both closed arms ( dot-
ted area ) are 50 cm × 10 cm each. The closed arms walls are 40 cm high (not 
shown). The center zone is 10 cm × 10 cm. The borders of the center zone are 
the entry and exit points used by the software in tracking the rat’s movement on 
the EPM       
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   5.    Nontoxic Tempera paint (black) ( see   Note    7  ).   
   6.    Platform: consists of a base connected to a pole that holds the 

circular island of 10 cm diameter fl at at the water surface.
    (a)     Platforms are available from vendors and may be custom 

made in-house if desired.   
   (b)     The platform should have a heavy base to prevent it from 

fl oating, tipping over or shifting its location between trials 
as the rat swims around or tries to climb onto it.   

   (c)     A platform with adjustable height is recommended; this 
will allow the platform/island to appear above the water 
level for the cued navigation protocol (31 cm high) or to 
be hidden under the water level for  learning   and memory 
protocols (28 cm high). Alternatively, if the platform is of 
a fi xed height, the water level could be adjusted to have 
the platform under (2 cm) or above (1 cm) water level.       

   7.    Four distal cues: The cues are white poster sheets (2′ × 2′ or 
3′ × 3′) with various fi lled and hollow black and white shapes 
having a distinguishable pattern of your choice (for example 
one with stripes, one with circles, one with squares, and one 
with triangles). These cues are hung on the wall or curtain 
around the water maze at the designated North, South, East, 
and West entry points of the water maze as shown in Fig.  2 . An 
acceptable distance to place the cues is about 1 ft away from 
the side of the water tank and a height of 2 ft above the edge 
of the water tank. This will allow the rats to see the visual cues 
as they are swimming and when sitting on the platform during 
inter-trial periods.

       8.    Computer with required specifi cations to run the video- 
tracking software of your choice.   

   9.    Video camera or webcam installed on the ceiling such that it is 
centered directly above the apparatus with the viewing eye-
piece facing the center of the  MWM   (specifi cations compliant 
with video-tracking requirements) ( see   Note    3  ).   

   10.    Video-tracking software (many are available from vendors, 
ANY-Maze, Stoelting Inc. is a user-friendly software that the 
author has used).   

   11.    Details for setting criteria in the software setup:
   (a)    The user should arbitrarily assign four points as N, E, S, 

and W, as shown in Fig.  2 . Accordingly, the four quad-
rants (NE, NW, SE, SW) relative to these 4 points are also 
assigned as shown in Fig.  2 . All areas on the water tank, 
island area (blue) and circle surrounding the island (grey) 
should be assigned by the user, via the software, and veri-
fi ed using the camera viewing window to confi rm that the 
assigned zones in the software setup do match the actual 
zones on the apparatus ( see   Notes    8   and   9  ).       
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   12.    Water pump (optional): an effi cient way to pump the water out 
of the tank after the last day of experiments if the tank does not 
have a drain opening at the bottom of the tank.   

   13.    Short fl oor/standing lamp with dark shade (i.e., light bulb fac-
ing downward and not directly seen by the rat while the test is 
being done).   

   14.    Extra cages.   
   15.    Skimmer pool net.   
   16.    Empty bucket with towels.   
   17.    Heat lamp to allow the rats to dry faster and avoid hypothermia.   
   18.    Flat block of any hard material (6″ × 10″—acrylic with holes in 

it or wooden fl at board) to help mix the water and the tempera 
paint on a regular basis.   

   19.    Handheld timer to time the inter-trial intervals.   
   20.    A clicker or long-wired computer mouse that has a long wire, 

to be able to start the video-tracking at the same time the rat is 
placed in the MWM (Optional) ( see   Note    5  ).   

   21.    Temperature-control (optional)—The main concern regarding 
water temperature is to ensure that the rats do not experience 

  Fig. 2    Schematic diagram of the Morris Water Maze tank. The water tank is 6 ft 
in diameter and the height of the walls are 2 ft. The user assigns the four relative 
points, N, E, W, S and the four quadrants (NE, NW, SE, SW) accordingly. Visual 
cues are placed on the four sides around the water maze. A fl oor lamp light is 
used to keep enough contrast lighting in the room for both the user and camera 
to detect and follow the rat's motion. The island ( blue circle ) is assigned as the 
target zone and is placed in the designated quadrant per the protocol being used. 
The island is shown in the NW quadrant in the picture. The  grey circle  is assigned 
as the circle area surrounding the target zone for data analysis with regards to 
the proximity of the rat to the island       
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 hypothermia (usually a concern with mice more than rats); 
which may affect their swimming ability and visual motor 
coordination. The water temperature should be between 22 
and 25 °C. If the investigator feels that the water temperature 
is a concern, then water temperature can be increased to 
25 ± 1 °C. Some commercially available water tanks are sold 
with a temperature control function.      

       1.    Rotarod apparatus. The apparatus is commercially available 
and consists of a motorized cylindrical rod that rotates with 
controlled speed.

    (a)     The rod is about 6–10 cm in diameter and is elevated 
about 1 ft above the surface.   

   (b)     Most rotarod devices have dividers that provide multiple 
lanes (about 8–10 cm wide). These lanes allow the  user   to 
test more than one rat at the same time. In some devices, 
the lane width is adjustable and caution must be taken to 
keep the lane width narrow enough to avoid the rats from 
turning around on the rotarod and start walking back-
wards instead of moving forward.   

   (c)     Even with an apparatus that has multiple lanes, handling 
more than two rats at a time can be very  challenging   and may 
cause a distraction to other rats on the rotarod. This could 
cause rats being tested to fall off the rotarod for reasons that 
are obviously not related to  vestibulomotor   function.   

   (d)     The time it takes for the rat to fall off the rotarod is usually 
noted by a timer that is built into the device. In some devices, 
separate timers are connected to the fl oor panel below that 
lane, such that the user starts the timer when placing the rat 
on the device and when the rat falls on to the fl oor panel, the 
timer stops. In other devices, infrared beams detect the pres-
ence of the rat on the rotarod and when the rat falls to the 
fl oor panel, the timer stops as the beams detect that the rat is 
not there.       

   2.    Handheld timer to time inter-trial periods.   
   3.    10 % ethanol.   
   4.    Sponge.   
   5.    Video-camera (optional).       

3    Methods 

   For all behavioral protocols detailed below, it is important to note 
the following:

2.3  Rotarod

3.1  Animal 
Adaptation/
Preparation
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    1.    After the arrival of the rats at the animal facility, the rats should 
acclimate to the new environment for 1 week. During this 
week, it is important for the experiment performer (denoted as 
user in this chapter) to become familiar with the rats and 
remove the stress factor associated with handling. Consistent 
animal handling is of great importance in behavioral experi-
ments [ 30 ,  31 ]. Recommended handling for the animals is a 
daily interaction about 2–3 min/rat that will include picking 
up the rats from under their shoulders with one hand and gen-
tly keeping the other hand under their four paws. Petting them 
lightly and allowing them to walk on the user’s arm before 
returning them to their cage. should be repeated a couple of 
times a day during the 1 week period.   

   2.    Noise must be kept to a minimum during the entire time the 
behavioral experiment is taking place, from the start of the fi rst 
animal until the last animal. Loud noises and changing cages 
can result in short term stress that might affect the behavioral 
outcomes being assessed [ 32 ,  33 ].   

   3.    Rats must be handled according to the approved protocol pro-
cedures at the research institution as well as the funding agency, 
if applicable.   

   4.    For additional information on rat handling, the reader is 
referred to the Guide for the care and use of laboratory animals 
[ 33 ] and the animal care and use courses at the American 
Association for Laboratory and Animal Science Library (  www.
aalaslearninglibrary.org    ).      

   The elevated plus maze (EPM) is a very convenient method to assess 
anxiety and is preferred by many investigators due to its dependence 
on natural behavioral preferences of the rat. It does not involve a 
trigger (acoustic or temperature change) nor a fearful stimulus 
(predator odor or foot shock) or any form of motivated or condi-
tioned responses (levers and food rewards)  for   it to occur. The main 
natural  behavior   assessed is the rat’s preference to stay in the dark 
areas (especially when anxious) and  its   curiosity to explore novel 
areas when not experiencing anxiety. As explained in materials, the 
EPM consists of four arms in the shape of a plus sign, the closed 
arms provide the dark areas where rats prefer to spend more time in 
the enclosed darker space when anxious. The cross section where the 
arms meet is the center zone and the video-tracking software uses 
the user-assigned area borders to calculate the number of entries 
into and out of each arm/zone, the time spent in each arm as well as 
their mobility while on the EPM among many other measures. 

       1.    All the rats to be tested should be moved from their housing 
area into the vicinity of the testing area. Allow the rats to adapt 
to the new environment for 20–30 min in their cages before 
starting the experiment.   

3.2  Detecting 
Anxiety Using 
the Elevated 
Plus Maze (EPM)

3.2.1  Procedure
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   2.    The user should become familiar with the video-tracking soft-
ware and set up the protocols ahead of time (2–3 days before 
the experiment starts), to avoid mistakes during the testing 
session.   

   3.    All surfaces of the EPM must be cleaned with 10 % ethanol 
solution before placing each rat. A sponge dipped in 10 % etha-
nol, with excess solution squeezed out, i.e., not drenched, is 
very convenient, cleans well, easily dries up and does not have 
a strong distinguishable smell.   

   4.    In addition to the software tracking and calculations of the 
 behavior   being measured, the user can also record live videos 
of the tests for each rat ( see   Note    10  ).   

   5.    If being used, the clicker/mouse should be placed in a handy 
position; take the rat out of the cage, hold it in one hand and 
the clicker/mouse in the other hand. As the rat is placed on 
the center zone facing the open arm, the clicker should be 
pressed to start the program simultaneously. Alternatively, the 
newer versions of the software allow users to use the autostart 
feature once the experimenter leaves the view of the camera.   

   6.    The experimenter needs to quickly leave the room (or stand 
behind the divider) and watch the rat through the computer 
screen.   

   7.    Another set of rat behavioral measures that the experimenter 
can track through the software is rearing, grooming and head- 
dipping over the edge of the open arms. The user can set up 
the software in a manner that will allow the user to press a but-
ton and hold it down for the period of that behavior every time 
the rat does it. In other words, whenever the rat rears (stands 
on two hind paws), press R. Whenever the rat stops to groom 
(rubs paws on nose or hind paws on their body), press 
G. Whenever the rat dips his head over the edge of the arm to 
look at the fl oor, press H. The button is released whenever the 
rat ends that  behavior  . The software will then calculate the 
number of times and duration the rat displayed rearing, groom-
ing and head-dipping behavior respectively.   

   8.    The rat is allowed to explore the EPM for 5 min and the soft-
ware automatically stops tracking the rat.   

   9.    Once the session is done, the user will take the rat from the 
EPM, place it in the extra cage and then stop the video record-
ing manually, if applicable ( see   Note    11  ).   

   10.    Clean the EPM from urine and feces then wipe all surfaces 
with 10 % ethanol and allow the alcohol to dry ( see   Note    12  ).   

   11.    Repeat  steps 3 – 11  for the next rat, and then return both rats 
to their housing cage ( see   Note    13  ).   

   12.    Once all rats are done, they are returned to their housing facil-
ity and the software is used to analyze the results further.      

Behavioral Defi cits in TBI
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       1.    Some EPM equipment have an additional rail at the edge of 
the open arms to prevent rats from falling; however that may 
also be a distraction and cause the rats to spend more time in 
the open arms than they usually would without the rail being 
there. If the rat does fall, it should be excluded from the analy-
sis and cannot be rerun. The EPM allows us to measure  anxiety   
due to it being a new environment to the rat, however, once 
the rat has been exposed to the EPM it is not a new environ-
ment any longer. The rat may display less anxious  behavior   and 
that will complicate the interpretation of the results.   

   2.    All surfaces of the EPM should be smooth and clean; that 
includes the walking areas and the walls/sides of the EPM. Any 
residual smell of previous rats or minor protrusions from nails 
in the EPM could be a potential distraction for the rat and will 
cause it to spend more time in that arm for reasons not related 
to  anxiety  , thereby skewing the results.   

   3.    There have been some reports of rats’ freezing on the EPM 
and resulting in immobility measures that can be quantifi ed. 
The user should continue with the full duration of the experi-
ment without any interference.   

   4.    Things that can distract the rat should be blocked, whether it 
is the tile on the fl oor, objects, or closets on the wall. White 
shower curtains are useful to conceal anything that might be a 
distraction for the rat or might make it spend more time in one 
of the arms versus the other.      

   Overall, if the rat is displaying normal  behavior  , he will spend time 
in both the open and closed arms during the 5 min trial period. 
Time spent in the closed arms is usually more than the time spent 
in the open arms. A subset of rats will show anxiety-like behavior 
post TBI and will spend much less time in the open arms compared 
to non-anxious rats and this often represents with a signifi cant 
increase in the time spent in the closed arms compared to sham 
rats. Figure  3  demonstrates the anxiety-like behavior using track- 
plots derived from the video-tracking software (ANY-maze, 
Stoelting Inc.) for each rat, such that TBI rats spent most of their 
time in the closed arms and the center zone, with very little explo-
ration of the open arms compared to the sham rats that explored 
both open and closed arms.

   The most common measures for comparison between the 
sham rats and TBI rats are the following:

    1.    Time spent in closed arms.   
   2.    Time spent in open arms.   
   3.    Number of entries into the closed arms.   
   4.    Number of entries into the open arms.   

3.2.2  Precautions

3.2.3  Data Analysis
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   5.    Mean duration of time spent in closed arms.   
   6.    Mean duration of time spent in open arms.   
   7.    Distance traveled in closed arms.   
   8.    Distance traveled in open arms.   
   9.    Number of times and duration of rearing, grooming, and head 

dipping (each behavior presented separately).     
 Different rats may have different baseline activity, and there-

fore it is important to compare rats of the same group/treatment 
to ensure consistency of the  behavior   measured within that group. 
If baseline activity is different, the user has the option of presenting 
their data as a fraction or percentage instead of the raw values. The 
time spent in the central zone will differ for each rat, and in many 
cases the data is presented as a fraction value = [Total time in closed 
arms/(Time spent in open arm + Time spent in closed arms)]. Data 
can be presented by multiple measures and it is at the user’s 
 discretion to show the best representation of the rats’ behavioral 
data. Data has also been presented as an anxiety index randing 
from 0 to 1 using this equation = 1 − [{(Time spent in Open arms/
Total time on maze) +, (Number of entries into Open arms/Total 
number of entries into any arm)}/2]. Higher numbers indicated 
increased anxiety-like behavior [ 39 ]. Data is often presented as 
mean ± standard error value for each group of animals for the mea-
surements explained above. In some cases, minute by minute anal-
ysis can also be useful. Statistics used for EPM data analysis vary 
with the design of the experiment. Our data analysis was done 
using a one-way ANOVA with post-hoc analysis. Please refer to 
Carobrez and Bertoglio’s review [ 13 ] and Walf and Frye’s proto-
cols [ 12 ] for more details. It is noteworthy to mention that newer 
methods of analysis have been developed to study exploratory 
 behavior   of rats on the EPM [ 34 ].   

  Fig. 3    Track-plots representing anxiety-like behavior post TBI on the EPM. These representative track plots 
were determined using the ANY-MAZE software for both sham and blast-induced TBI male Sprague-Dawley 
rats tested 9 days post injury. Panel ( a ) Representative track-plot of a sham rat displaying normal behavior 
exploring both open (O) and closed (C) arms. Panels ( b  and  c ) Representative track-plot of blast induced TBI 
rats displaying anxiety-like behavior by exploring the closed (C) arms more than the open (O) arms.  Orange 
lines  represent the perimeter of the apparatus. The  white area  represents the walking surface of the EPM. The 
 violet lines  represent the tracking path of the center of the animal’s body over the 5 min trial period       
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       1.    The Morris Water Maze was initially established for assessing 
memory and learning by Richard Morris [ 15 ,  16 ] and since then 
multiple protocols for studying different forms of cognition 
using the MWM have been developed [ 22 ]. Vorhees and 
Williams have an excellent article in Nature Protocols that 
addresses a number of these protocols regarding acquisition 
learning, reversal  learning   and how they relate to spatial map-
ping and learning  versus   reference memory [ 17 ]. In this section, 
protocols for the most relevant TBI-induced cognitive defi cits 
are explained: learning memory acquisition and working mem-
ory matching-to-sample protocols.  The   concept behind the 
water maze experiment is to determine the learning memory for 
rats to locate a hidden platform in a water tank using distal cues 
that are placed around the water maze after repeated trials over 
a certain period of time. The integration of spatial memory is 
dependent on spatial cues and it is of utmost importance to keep 
in mind that rats can use other methods to locate the platform, 
such as the dependency on proximal cues or simply a strategy of 
taking consecutive turns to fi nd the platform. Therefore, it is 
very important to study the paths of the randomized entry 
points to the island and to make sure that a specifi c  learning   
strategy or pattern that the rats may develop is avoided.     

         1.    All the rats to be tested should be moved from their housing 
area into the vicinity of the testing area. Allow the rats to adapt 
to the new environment for 20–30 min while they are in their 
cages before starting the experiment.   

   2.    Place the distal cues in the room and keep them posted on the 
wall or curtain until the last day of the experiment period. 
Cued Navigation paradigm is an exception where the distal 
cues are removed.   

   3.    Remix the water to ensure that the Tempera paint is mixed well 
and is opaque. Water must be clean and at temperatures 
between 22 and 25 °C ( see   Note    14  ).   

   4.    Set up the video-tracking software protocols ( see   Note    10  ).   
   5.    The clicker should be placed in a handy position, take the rat 

out of the cage, hold it in one hand and the clicker in the other 
hand. Once the rat is placed gently into the water maze and 
released facing the wall of the water tank at the designated 
entry point for that trial, the program should be started simul-
taneously. Alternatively, the newer versions of the software 
allow users to use the autostart feature once the experimenter 
leaves the view of the camera.   

   6.    The user should quickly leave the room (or stand behind a 
divider) and watch the rat on the computer screen. Whenever 
the rat fi nds the platform/island, the software will automati-
cally stop tracking the data for that rat, however the video cam-
era will keep recording until the user stops it manually.   

3.3  Detecting 
Cognitive Defi cits 
Using the Morris Water 
Maze (MWM)

3.3.1  Procedures

 General Swimming Trial 
Procedure
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   7.    Each trial is 120 s long, with some exceptions noted, and the trial 
ends once the rat reaches the platform or the trial duration ends.   

   8.    The handheld timer is started for 15 s with the rat sitting on 
the platform. This step allows the rat to remember the spatial 
settings for the island location ( see   Note    15  ).   

   9.    If the trial time ends and the rat does not fi nd the platform, 
then the user should guide the rat to the platform and allow it 
to sit on the island for the inter-trial interval of 15 s.   

   10.    The rat is now ready for the next step/trial. This step varies 
depending on the MWM paradigm being used as explained 
below.      

   Acquisition learning is a measure of how  quickly   the rats remember 
the location of the hidden platform placed in a  fi xed  location over 
a period of 5–6 days until their performance reaches asymptote. In 
the example below, the location of the island is in the SE location.

    1.    Distal cues are present in this protocol.   
   2.    The island location is stationary through the fi rst 6 days of the 

experiment and is hidden 2 cm under the water level.   
   3.    Each rat will have four different “general swimming trials” 

each day as explained in the previous section “General 
Swimming Trial Procedure.” Each trial starts from a different 
entry point relative to the platform as indicated in Table  1 .

       4.    Inter-trial intervals are 15 s on the island.   

 Acquisition Learning MWM 
Paradigm

   Table 1  
  Entry points and island location details for performing the acquisition learning paradigm in the MWM   

 Days post-TBI  Island location 

 Entry points 

 Trial 1  Trial 2  Trial 3  Trial 4 

 Day 1  SE  W  N  NE  SW 

 Day 2  SE  NE  W  SW  N 

 Day 3  SE  SW  NE  N  W 

 Day 4  SE  N  SW  W  NE 

 Day 5  SE  W  NE  N  SW 

 Day 6  SE  N  SW  W  NE 

 Day 7  No island  NW  Not applicable 

  Every rat undergoes a total of 24 trials over a period of 6 days, 4 trials per day. Each trial is 120 s as explained above and 
inter-trial intervals are 15 s. The probe test is performed on day 7 in the absence of the island. N, E, W, S, SE, NE, SW, 
and NW are the arbitrary entry points assigned to the water tank ( see  Fig.  2 ), and the island location in this example is 
in the SE quadrant of the MWM  

Behavioral Defi cits in TBI



586

   5.    After the inter-trial interval is over, pick up the rat from the 
island with one hand and keep the clicker in the other hand. 
Place the rat gently into the water tank facing the tank’s wall at 
the correct entry point and press the clicker/mouse to start the 
tracking program simultaneously.   

   6.    After the fourth trial is over, it is recommended to use a towel 
under the rat when picking it up to avoid getting the user’s 
clothes wet ( see   Note    16  ).   

   7.    Place the rat in a cage dedicated for drying the rats after they 
fi nish their trials for the day. This rat cage will have a heat- 
warming lamp on top and towels inside it. This will allow the 
rat to dry up faster (10 min) and avoid the possibility of devel-
oping hypothermia.   

   8.    Before starting the trial for the next rat, any feces that are fl oat-
ing should be removed since they may act as a proximal cue for 
the rats. This can easily be done using a skimmer pool net.   

   9.    On day 7, the probe test is a single 60 s trial in which the island 
is removed from the pool. Alternatively, the island height can 
be reduced to almost fl oor level if using a retractable platform. 
This probe test will determine whether the rats remembered 
the location of the island.    

     Cued navigation is a paradigm that is used as a control measure to 
ensure that each rat tested has the necessary visual and motor skills 
to perform the MWM task without distal spatial cues. In this para-
digm, the platform is made visible such that it extends 1 cm above 
the surface of the water. In many cases, the platform is made more 
visible using white hard foam board to cover the island and a fl ag 
or colored ball could be attached to the platform such that it is 
7 cm above the island using a copper wire. Distal cues are absent in 
this paradigm. Each rat receives four trials to reach the visible plat-
form in the MWM from four different entry points. Trials end after 
120 s or upon fi nding the platform. Cued navigation is monitored 
and recorded as latency to reach the island using the video-tracking 
software ANY-maze (Stoelting Inc.). Each animal is allowed to 
remain on the island for 15–30 s after reaching the island then 
tested for the next trial after a 15–30 s interval. For more details, 
please refer to Vorhees and Williams reference [ 17 ]. 

  Precautions :

    1.    Rats may develop motor defi cits following a brain injury, how-
ever, it is important to note that motor function required for 
movement on land is different from that required for swim-
ming. Nonetheless, the cued navigation is one method to 
establish inclusion criteria for  learning   and memory paradigms 
in which rats have demonstrated intact visual and motor skills 
to perform the task.   

 Cued Navigation  MWM   
Paradigm
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   2.    When using a white foam board to cover the island, the video- 
tracking program will fi nd it diffi cult to detect the entry of the 
rat to the target zone because both the target zone and the rat 
are white. In this case, the user can manually stop the program 
when the rat locates the island.    

     The spatial working memory matching-to-sample  MWM   test con-
sists of two trials. The rats undergo the fi rst trial (trial 1) to fi nd the 
location of the hidden platform followed by a second trial (trial 2) 
to repeat the exact same task, with a 30 s inter-trial interval where 
the rat sits on the island. This method determines how well the rats 
remember the previous task and can use their spatial working 
memory to recall that information from the fi rst task. This experi-
ment consists of 3 phases; acquisition phase (21 days), random 
phase (6 days) and test phase (12 days). In the random phase, the 
island location and entry point are different between trial 1 and 
trial 2. The purpose of this phase is to erase any non-spatial strategy 
or swimming pattern that the rats may have developed. The test 
phase, also called the reinstatement phase, follows the random 
phase and confi rms that differences seen in working memory of 
TBI rats are solely due to spatial working memory impairment.

    1.    The island is hidden 2 cm below the surface of the water (this 
can be confi rmed by placing a stick with a 2 cm mark on the 
island).   

   2.    The platform location and entry point are fi xed within the 
day’s trials, but are changed from 1 day to the other.   

   3.    Each rat will have two identical “general swimming trials” each 
day with an intertrial interval of 30 s such that the second trial 
is the matching-to-sample working memory trial as indicated 
in Table  2 .

       4.    The trial ends after 120 s or upon the rat fi nding the platform. 
If the rat does not locate the platform, they should be manually 
guided to the platform.   

   5.    The distal visual cues are present.    

      In general, the rats are initially  learning   the task of fi nding the 
island during their fi rst trial and may take a few laps around the 
water maze before locating the hidden platform. Within a few tri-
als, the rats that have intact spatial memory will locate the platform 
more rapidly (<10 s) as shown in the track-plot diagram in Fig.  4a . 
On the other hand, rats with impaired cognitive function post-TBI 
will often take longer to fi nd the platform (Fig.  4b ), and in some 
cases the trial duration (120 s) ends without them fi nding the loca-
tion (Fig.  4c ). The latency to reach the island is a common mea-
sure that is used to establish whether the rat has learned to locate 
the hidden island. In addition to latency, the distance traveled from 

 Spatial Working Memory: 
Matching-to-Sample MWM 
Paradigm

3.3.2  Data Analysis
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   Table 2  
  Entry points and island location details for performing the matching-to-
sample spatial working memory paradigm in the MWM   

 Day 

 Trial 1  Trial 2 

 Island location  Entry point  Island location  Entry point 

  Acquisition phase  

 1  NE  W  NE  W 

 2  NW  N  NW  N 

 3  SE  E  SE  E 

 4  NE  S  NE  S 

 5  NW  E  NW  E 

 6  SW  W  SW  W 

 7  NW  S  NW  S 

 8  NE  N  NE  N 

 9  SW  S  SW  S 

 10  NE  E  NE  E 

 11  SE  N  SE  N 

 12  SE  W  SE  W 

 13  SW  N  SW  N 

 14  NW  S  NW  S 

 15  NE  W  NE  W 

 16  SE  E  SE  E 

 17  NW  W  NW  W 

 18  SW  E  SW  E 

 19  SW  N  SW  N 

 20  SE  S  SE  S 

 21  NE  W  NE  W 

  Random phase  

 1  SW  E  NE  E 

 2  SW  N  NE  N 

 3  NE  S  SE  S 

 4  NW  W  SE  W 

 5  SE  N  NW  N 

 6  SE  E  SW  E 

(continued)
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Table 2
(continued)

 Day 

 Trial 1  Trial 2 

 Island location  Entry point  Island location  Entry point 

  Test phase  

 1  NE  W  NE  W 

 2  NW  N  NW  N 

 3  SE  E  SE  E 

 4  NE  S  NE  S 

 5  NW  S  NW  S 

 6  NE  N  NE  N 

 7  SW  S  SW  S 

 8  NE  E  NE  E 

 9  SE  N  SE  N 

 10  SE  W  SE  W 

 11  SW  N  SW  N 

 12  NW  S  NW  S 

  Each trial is 120 s as explained above and inter-trial intervals are 15 s. Trial 2 is identical 
to trial 1. The island is hidden and its location changes every day. N, E, W, S, SE, NE, 
SW, and NW are the arbitrary entry points assigned to the water tank ( see  Fig.  2 )  

  Fig. 4    Track-plots representing impaired cognitive function post TBI using the MWM. These representative 
track plots were determined using the ANY-MAZE software for both sham and blast-induced TBI male Sprague- 
Dawley rats tested on their fourth trial 1 day post injury. The hidden island was located in the SW quadrant. 
Panel ( a ) Representative track-plot of a sham rat displaying intact spatial memory acquisition by locating the 
island rapidly. Panels ( b  and  c ) Representative track-plots of blast-induced TBI rats displaying impaired spatial 
memory acquisition by taking longer to locate the island ( b ) or failing to locate the island ( c ). The rat in panel 
 c  displays a thigmotaxic swimming pattern nearby the walls of the MWM as demonstrated by the  circular 
tracks . The  blue square  represents the entry point for that trial and the  red square  represents the end point 
upon locating the island or at the end of the 120 s trial duration       
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the point of entry to the location of the platform is also indicative 
of how well the rat remembers the location of the hidden island. 
The video-tracking software also calculates the average speed, the 
number of entries into quadrants, island target zone or the circle 
surrounding the island target zone as well as the average amount 
of time spent in each quadrant among many other measures.

   The latency and the distance traveled to reach the island are 
dependable measures for cognitive function post TBI. TBI rats with 
impaired cognitive function will show increased latency and dis-
tance traveled to reach the island compared to the sham rats. Mild 
TBI rats rarely have a complete loss of spatial memory and therefore 
the data often shows a delay in memory and reaching performance 
asymptote. For the acquisition learning MWM paradigm, data 
should be presented as mean ± standard error value of the average of 
all four trials in one day for each group of animals. The data is plot-
ted for each day tested. Furthermore, data from the probe test on 
day 7 of the MWM acquisition paradigm is presented as the number 
of entries into the target zone and the amount of time spent in the 
target quadrant where the island was located. The 60 s probe trial is 
often divided into two 30 s intervals for analysis. Memory retention 
from the probe test shows that the rats with intact  cognitive func-
tion   will spend more time in the correct quadrant looking for the 
hidden island and will cross over the island location more times 
than the rats with impaired cognitive function post-TBI. 
Interestingly, blast-injured rats using our blast TBI model showed 
memory retention by spending more time in the target quadrant in 
the second 30 s; with the fi rst 30 s being similar to the sham rats. 
However, the sham rats started looking elsewhere in the second 30 s 
of the probe test while the blast-injured rats showed perseverance 
and kept searching for the platform in the target quadrant [ 35 ]. 

 Data collected for the Matching-to-Sample working memory 
 MWM   paradigm is very similar in analysis, however, data is pre-
sented for both trial 1 and trial 2. It is presented as mean ± standard 
error values for latency, path length and distance traveled to reach 
the island for the average of all rats per group in blocks of 3 days 
for each of its phases. Calculations for the difference between trial 
1 and trial 2 are also useful. Statistics used for MWM data analysis 
are repeated measures one-way ANOVA with post-hoc analysis 
between groups and that may vary with the design of the experi-
ment. More details on the presentation of this working memory 
paradigm data and its analysis in our blast injured rat model have 
been published [ 36 ]. Additionally, readers could refer to Vorhees 
and Williams protocol for more details [ 17 ].   

   Vestibular pathology is a behavioral defi cit that is detected in 30–40 % 
of TBI patients and is more common in blast TBI than blunt TBI 
[ 37 ]. Vestibular pathology affects the daily life routine of TBI 
patients and can prevent them from operating machinery, driving 
vehicles and working at elevated areas to mention a few [ 18 ,  19 ]. 

3.4  Detecting 
Vestibulomotor 
Defi cits Using 
the Rotarod Apparatus
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The rotarod apparatus (initially  introduced   by Dunham and Miya 
[38]) has been shown by Robert Hamm to be the most sensitive 
method for determining vestibulomotor function in rats following 
TBI. His group has shown that the  rotarod could   detect defi cits in 
vestibulomotor function even when other tests such as the beam bal-
ance and beam walking procedures, appear to show normal  vestibu-
lomotor   function [ 20 ,  21 ]. The rotarod differs from other motor 
functional tests in that it also tests grip strength, coordination and 
balance of the animal. All of which contributes to its sensitivity, such 
that it can detect ‘low-level’ injuries with mild TBI [ 21 ]. 

 There are many versions of the rotarod protocol in the litera-
ture that differ from the initial experiments described by Hamm. 
These variations can be in the speed  setting   of the rotarod, number 
of trials per day and total time allowed on the rotarod during the 
test period. Below is a description of a modifi ed rotarod protocol 
that we have found to have a reliability score of 0.97 ± 0.07, when 
measuring test-pre-test values on the last 2 days of performance; 
days 7 and 8 post-TBI. 

   Rats are pretrained on the rotarod for 4 days prior to TBI, and the 
test results on the fourth day of training are chosen as the pre-TBI 
rotarod performance value ( see   Note    17  ). The rats are tested on 
the rotarod for a total of 6 days in an 8 day period post-TBI. 

       1.     Day 1  is mainly to familiarize the rats with the apparatus and 
the task of balancing on the rotarod. Each rat is placed on the 
rotarod for 30 s without any rotational movement, i.e., it is 
switched off ( see   Note    18  ).   

   2.    The rotarod is then switched on at 3 rpm (very slow rotation) 
while the rat is on the rotarod. The goal from this session is to 
allow the rat to maintain balance on the rotarod for 3 min con-
tinuously. If the rat spends 3 min on the rotarod without fall-
ing, the rat is taken back to its cage. If the rat falls, he is picked 
up and placed on the rotarod again for another 3 min trial. A 
total of 10 min combined is given for these failed attempts.   

   3.    The time spent on the rotarod is documented in seconds.   
   4.    All the rotarod surfaces must be cleaned from urine or feces, 

wiped with 10 % alcohol solution using a sponge and allowed 
to dry between each rat trial ( see   Note    12  ).   

   5.     Day 2 : The rats receive an initial trial at 3 rpm, three attempt 
trials at 10 rpm with 5 min inter-trial intervals and one fi nal 
trial at 20 rpm. The main goal is to allow the rats to balance on 
the rotarod without falling for 3 continuous minutes. 
Therefore, if the rat spends 3 min on the rotarod during any of 
the three attempts at 10 rpm, the rat is given a 5 min rest and 
then given a fi nal attempt at 20 rpm. Time spent on the rotarod 
for each trial is documented.   

3.4.1  Procedure

 Pre-TBI Training
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   6.     Days 3 and 4 : At this point, the rats are familiar with the appa-
ratus and the task of increasing rotation on the rotarod. Each 
rat will undergo 3 test trials with increasing speeds (from 3 to 
30 rpm) and 15 min inter-trial intervals as explained in the 
Table  3  ( see   Note    19  ).

              1.     Rotarod   performance values from the pretraining day 4 are 
used to determine grouping selection and exclusion criteria for 
the next step of post-TBI testing. Rats that fall off the rotarod 
within the fi rst 45 s on any two trials on day 4 are considered 
non-performers and are excluded from the study.   

   2.    Next, the mean value from the three trials is taken as the rep-
resentative value for time spent on the rotarod for each rat.   

   3.    Rats are then group-matched based on their weight and pre- 
TBI rotarod performance.   

   4.    Post-TBI, the rats are tested on days 1, 2, 3, 4, 7, and 8. The 
tests are the exact same 3 test trials with increasing speed hav-
ing a 15 min inter-trial interval as explained above.       

   It is very important to make sure that pre-TBI rotarod perfor-
mance is comparable between the groups being studied. A good 
number of rats will not perform well with the accelerated speeds on 
the rotarod [ 21 ]. The median value ± S.E.M. of the average time 
each rat spent on the rotarod for all three trials on the fi nal test day 

 Selection Criteria

3.4.2  Data Analysis

   Table 3  
  Test trial duration and speed on the accelerating rotarod apparatus   

 Length of time and rotarod speed  Time on timer 

 Start with rat standing still on rod: 

 5 s at 3 rpm  0–5 s 

 Increase to 10 rpm within 5 s  5–10 s 

 Keep at 10 rpm for 15 s  10–25 s 

 Increase to 15 rpm within 5 s  25–30 s 

 15 rpm for 15 s  30–45 s 

 Increase to 20 rpm within 5 s  45–50 s 

 20 rpm for 15 s  50 s to 1 m 5 s 

 Increase to 25 rpm within 5 s  1 m 5 s to 1 m 10 s 

 25 rpm for 15 s  1 m 10 s to 1 m 25 s 

 Increase to 30 rpm within 5 s  1 m 25 s to 1 m 30 s 

 30 rpm until 3 min total time  1 m 30 s to 3 m 
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pre-TBI and on days 1–4, 7, and 8 post-TBI is calculated per 
group. Variability is very high between individual rats and there-
fore depends on the data distribution. Nonparametric statistics are 
recommended for non-Gaussian distribution and repeated mea-
sures one-way ANOVA for more normal distribution data when 
comparing rotarod performance on individual days.  Rotarod   per-
formance post-TBI has been presented as the mean ± S.E.M. for all 
trials over the entire 5–6 days.    

4                           Notes 

     1.    The lighting in the room is very important and the recom-
mended amount of light for the open arms is 300 lx and for the 
closed arms is 20 lx [ 12 ].   

   2.    For all the behavioral apparatuses: the dimensions described in 
this chapter for rats are different from those used for mice.   

   3.    The video camera’s autofocus or auto-tracking function must 
be deactivated or turned off.   

   4.    Some protocols assign the entry of all four paws of the rat into 
an arm as their criteria for entry or exit into a zone. This may 
be applicable for manual data collection but is very diffi cult for 
the video-tracking software to accurately detect the paws with 
the camera placed directly above the rat.   

   5.    Alternatively, one person could place the animal onto the EPM 
and another person starts the program on the computer 
simultaneously.   

   6.    The tank should be uniform in appearance and color all around 
and free of any dents/angles/decorations or seams or marks 
that could become proximal visual cues for the rats. This will 
allow them to develop a non-spatial  learning   strategy to locate 
the island without depending on spatial visual cues.   

   7.    For non-albino species, the water tank will have to be painted 
white and the water will have to be mixed with nontoxic 
Tempera white paint.   

   8.    The hidden island will not be visible via the camera, and there-
fore, the user should fi nd a way to confi rm the island’s location 
at the beginning of every experiment. A round heavy object 
can be used for this purpose (e.g., a fl ask weight: round lead 
ring with vinyl coating, 10 mm in diameter).   

   9.    A piece of white foam board attached to a string could be used 
as a dummy rat to test the contrast, lighting and effi ciency of 
the tracking software in detecting the center of the white body 
as it moves around.   
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   10.    Video-recording each rat is recommended; this will allow the 
experimenter to observe a specifi c rat’s performance if needed 
or if a computer glitch occurs. If video-recording will happen, 
press the record button right before taking the rat out of its 
cage.   

   11.    The rat should not be returned to its housing cage so that it 
will not startle the cage mate and cause increased  anxiety   right 
before testing the cage mate. Some protocols recommend that 
rats be placed in individual cages during the entire testing 
period. Keep in mind that rat isolation might have an acute 
short-lived stress effect on the rats that could add to their 
anxiety- like behavior.   

   12.    Rats will urinate and defecate, especially the anxious rats, as a 
natural refl ex to the new environment. Therefore, it is impor-
tant to keep the apparatus clean. Some protocols recommend 
cleaning the surfaces with quatricide. Quatricide has a strong 
smell that can irritate the experimenter and might infl uence 
the rat’s  behavior  . Therefore, it is recommended to use 10 % 
ethanol to clean surfaces between each rat test and use quatri-
cide as a fi nal cleaning up step after the experiment is over to 
properly disinfect the apparatus.   

   13.    It is very important to maintain the cage mates together and 
not mix up the housing conditions of the rats. Mixing the rats 
will very likely cause the rats to experience intruder social 
stress.   

   14.    The water temperature must be checked and noted daily at the 
beginning of the experiment, half way through the experiment 
and at the end of the experiment. If the temperature is not 
within the acceptable range, then the user must add hot or 
cold water until the desired temperature is achieved and the 
water level readjusted to ensure the island height is correct 
relative to the water level.   

   15.    The inter-trial interval varies between protocols, some use 15 s 
and others use 30 s. Fifteen seconds is usually a suffi cient time 
for normal rats to remember the location and reach asymptote 
performance within the last 2 days of the paradigm. However, 
if the normal rat is not reaching asymptote performance, the 
inter-trial time may be increased to 30 s in an effort to help the 
rats learn better.   

   16.    Water will stain clothes with a black color from the tempera 
paint added to the water. Users should consider dedicating 
specifi c clothes for this experiment.   

   17.    Some protocols recommend 3 days, however, we have found 
better consistency and reliability in  rotarod   performance with 
4 days of pretraining.   

   18.    If the rat jumps off, carry it and place it back on the rotarod.   
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   19.    If a rat falls due to obvious reasons not related to motor bal-
ance and coordination (e.g., a sneeze or sudden loud noise in 
the environment, or the rat holds on to the side of the divider/
separator and falls, or if the rat turns around and starts walking 
backwards), then redo the trial and consider the new value as 
the correct one.         
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  Abstract 

   Mitochondrial dysfunction is one of the key posttraumatic neuropathological events observed in various 
experimental models of traumatic brain injury (TBI). The extent of mitochondrial dysfunction has been 
associated with the severity and time course of secondary injury following brain trauma. Critically, several 
mitochondrial targeting preclinical drugs used in experimental TBI models have shown improved mitochon-
drial bioenergetics, together with cortical tissue sparing and cognitive behavioral outcome. Mitochondria, 
being a central regulator of cellular metabolic pathways and energy producer of cells, are of a great interest 
for researchers aiming to adopt cutting-edge methodology for mitochondrial bioenergetics assessment. The 
traditional way of mitochondrial bioenergetics analysis utilizing a Clark-type oxygen electrode (aka. oxy-
therm) is time-consuming and labor-intensive. In the present chapter, we describe an advanced and high-
throughput method for mitochondrial bioenergetics assessments utilizing the Seahorse Biosciences XF e 24 
Flux Analyzer. This allows for simultaneous measurement of multiple samples with higher effi ciency than the 
oxytherm procedure. This chapter provides helpful guidelines for conducting mitochondrial isolation and 
studying mitochondrial bioenergetics in brain tissue homogenates following experimental TBI.  

  Key words     Neurotrauma  ,   Traumatic brain injury  ,   Mitochondria  ,   Mitochondrial bioenergetics  ,   Brain 
metabolism  ,   Oxidative phosphorylation  ,   Therapeutic drugs preclinical screening  

1      Introduction 

 Mitochondria are present in all eukaryotic cells and play a central 
role in the production of cellular energy in the form of adenosine 
triphosphate (ATP) through the metabolism of carbohydrates, 
fats, and/or proteins. In the adult brain, glucose remains the pref-
erential energy substrate, which is converted to pyruvate via gly-
colysis in the cytosol. Subsequently, pyruvate is transported across 
mitochondrial membranes and enters into Krebs cycle for further 
metabolism. After the  completion   of the Krebs cycle, the resulting 
high-energy pools of reducing equivalents (i.e., NADH and 
FADH 2 ) transfer their electrons to the mitochondrial electron 
transport chain (ETC). As the mitochondrial ETC (i.e., complex I 
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through IV) transfers electrons to the fi nal acceptor oxygen, the 
protons are transferred from mitochondrial matrix to the inter- 
membrane space (IMS), generating a mitochondrial membrane 
potential (ΔΨm). This process of the breakdown of substrates in 
the presence of oxygen is known as mitochondrial respiration. 
When the respiration process is linked to the synthesis of ATP by 
complex V of the ETC, it is known as  oxidative phosphorylation 
(OXPHOS)  . Additionally, mitochondria maintain redox homeo-
stasis with antioxidant activities to scavenge reactive oxygen/nitro-
gen species (ROS/RNS) that are generated as byproducts of 
OXPHOS [ 1 ,  2 ]. 

 Under physiological conditions during ATP production, mito-
chondria also maintain calcium (Ca 2+ ) homeostasis, and regulate 
mitochondrial permeability transition pore (mPTP) formation. At 
the expense of ΔΨm, mitochondria maintain cellular Ca 2+  levels by 
the uptake of cytosolic Ca 2+  up to a certain threshold, while limit-
ing mPTP opening. However, excessive cytosolic Ca 2+  infl ux due 
to excitotoxicity after neurotrauma can lead to mitochondrial Ca 2+  
overload and mPTP opening. The activation of mPTP releases 
many pro-infl ammatory, apoptotic, and necrotic signaling factors 
that are responsible for cell death. Therefore, mitochondria are 
also considered as the “biological on/off switch” that determines 
the fate of cells in response to noxious stimuli [ 3 – 6 ]. 

 Given its critical role in maintaining normal cellular function in 
the mammalian brain, mitochondrial dysfunction following TBI 
has been shown to be devastating for neuronal cell survival [ 7 – 10 ]. 
Following the primary mechanical insult of a TBI, the secondary 
injury cascades exacerbate over time, where mitochondrial bioen-
ergetics failure occurs. Time course studies of mitochondrial bio-
energetics in preclinical TBI models suggest that mitochondrial 
energy failure (i.e., ATP synthesis) is the key pathological event 
that is initiated immediately (e.g., within 30 min), and remains 
evident for a prolonged period of time (e.g., ≥48 h) after injury [ 9 , 
 11 ,  12 ]. During this period, mitochondrial bioenergetic impair-
ments can also lead to mitochondrial Ca 2+  overload, loss of ΔΨm, 
excessive productions of free radicals, decreased levels of antioxi-
dants, and increased oxidative stress [ 8 ,  13 – 19 ]. Notably, several 
drugs that target mitochondrial bioenergetics and related mito-
chondrial functions have shown  therapeutic   potential when they 
were administered during the post-injury excitotoxicity period. 
The mitochondrial function targeted therapeutics, such as mito-
chondrial uncouplers (e.g., FCCP, DNP) [ 8 ,  12 ,  20 ,  21 ], alterna-
tive food supplements (e.g., creatine, ketone bodies) [ 22 ,  23 ], 
mPTP inhibitors (e.g., cyclosporine A and its structural analog 
NIM811) [ 24 – 30 ], redox scavengers (e.g., Tempol, Phenelzine) 
[ 31 – 33 ], antioxidant (e.g.,  N -acetyl cysteine amide) [ 34 ], have 
shown signifi cant effi cacy in the recovery of  mitochondrial   func-
tions, together with improvements in cortical tissue sparing and 
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behavioral outcomes following experimental TBI. Therefore, 
mitochondrial bioenergetic parameters can serve as useful tools to 
evaluate early impairments in  brain metabolism  , and provide thera-
peutic targets for testing and screening preclinical novel drug ther-
apies following brain trauma. 

 The traditional method  of   mitochondrial bioenergetic analysis 
employing a Clark-type oxygen electrode (aka. oxytherm) has been 
reported previously [ 35 – 39 ]. Oxytherm procedures require up to 
~50–100 μg of mitochondrial protein and at least 15 min analysis 
time per sample. Additionally, samples can only be analyzed in a 
sequential manner, limiting the total sample size examined per day. 
Therefore, the oxytherm method offers limited throughput for the 
routine assessments of mitochondrial bioenergetics. In contrast, 
the currently available Seahorse Bioscience XF e 24 Flux Analyzer 
has overcome the oxytherm-related analytical limitations and pro-
vides increased effi ciency for mitochondrial bioenergetic analysis. 
In this chapter, we describe an advanced and high-throughput 
method for mitochondrial bioenergetics assessment using the 
Seahorse analyzer [ 34 ,  40 – 42 ]. This method allows simultaneous 
measurement of multiple mitochondrial samples (i.e., up to 10 in 
duplicates) with higher sensitivity (~5 μg each) and higher effi -
ciency (i.e., within 30 min). Therefore, the focus of this chapter is 
to provide detailed methods for the isolation and assessment of 
mitochondrial bioenergetics utilizing the Seahorse analyzer, which 
will be useful for investigating brain metabolism and assessing tar-
geted drug therapies following neurotrauma.  

2    Materials 

   This research has been conducted at the Walter Reed Army Institute 
of Research (WRAIR) and at the University of Kentucky (UK). All 
surgical procedures for experimental TBI and protocols involving 
animals have  been   approved by individual Institutional Animal Use 
and Care Committees (IACUC). Male adult Sprague Dawley rats 
(250–300 g; Charles River Labs, Raleigh, VA, USA) were used for 
the experiment. Animals were housed individually under a 12 h of 
light–dark cycle and have access of ad libitum food and water.  

       1.    Seahorse Bioscience Flux XF e 24 Analyzer (Seahorse Bioscience, 
North Billerica, MA).   

   2.    Ultracentrifuge (Beckman Coulter Optima L-100 XP 
Ultracentrifuge) with SW-55Ti rotor and ultracentrifuge tubes 
(Beckman Coulter, IN, USA).   

   3.    Nitrogen gas based cell disruptor Instrument (model 4639; 
Parr Instrument Co, Moline, IL, USA).   

   4.    BioTek Synergy HT Mx 96-well microplate reader (BioTek, 
Winooski, VT, USA).      

2.1  Animals 
and Surgical 
Procedures

2.2  Instruments 
Required

Mitochondrial Bioenergetics in Brain Trauma
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       1.    Seahorse Extracellular XF e 24 Flux Cartridges (Seahorse 
Bioscience, North Billerica, MA).   

   2.    Eppendorf tubes and microplates centrifuges (Eppendorf, 
Hauppauge, NY).   

   3.    Potter-Elvehjem tissue homogenizer (Wheaton, Millville, NJ).   
   4.    37 °C water bath (Fisher Scientifi c, Hanover Park, IL).   
   5.    Shaker (Fisher Scientifi c, Hanover Park, IL).   
   6.    Tissue dissection tools (Fine Surgical Instruments Inc, 

Hempstead, NY).   
   7.    Other tools and laboratory supplies, i.e., Eppendorf tubes, 

tips, conical tubes, reagents, chemicals (Fisher Scientifi c, 
Hanover Park, IL).      

   Chemicals for mitochondrial isolation and bioenergetics assess-
ments were ordered from Sigma-Aldrich (St. Louis, MO). Prepare 
following  stock   solutions in advance and keep them at 4 °C for up 
to 6 months for routine use.

    1.    3 M KCl.   
   2.    0.5 M EGTA, pH 7.2.   
   3.    1 M HEPES.   
   4.    1 M KH 2 PO 4 .   
   5.    1 M MgCl 2 .   
   6.    20 % Ficoll solution.   
   7.    1 M sucrose.   
   8.    1 M tris–HCl buffer at pH 7.2 ( see   Note    1  ).    

         1.    Mitochondrial Isolation Buffer (MIB + ): MIB +  is composed of 
215 mM mannitol, 75 mM sucrose, 0.1 % BSA, 20 mM 
HEPES, 1 mM EGTA at pH 7.2.   

   2.    Prepare MIB without EGTA (MIB − ): MIB −  is composed of 
215 mM mannitol, 75 mM sucrose, 0.1 % BSA, 20 mM HEPES 
at pH 7.2.  This   buffer is used to wash away EGTA from mito-
chondrial samples after MIB +  buffer was used during mito-
chondrial isolation procedure.   

   3.    Respiration Buffer (RB): RB is composed of 125 mM KCl, 
2 mM MgCl 2 , 2.5 mM KH 2 PO 4 , 0.1 % BSA, 20 mM HEPES 
at pH 7.2.   

   4.    Ficoll solution: Ficoll working solutions should be prepared 
fresh daily. On the day of an experiment, prepare 13 % Ficoll 
solution by mixing proportional amount of previously made 
stocks (22.5 ml of 20 % Ficoll, 12 ml of 1 M sucrose, 37.5 μl of 
0.1 M tris–HCl and 15 μl of 0.5 M EGTA).   

2.3  Laboratory 
Supplies

2.4  Reagents/
Buffers Stocks

2.5  Reagents/
Buffers
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   5.    Ficoll gradient: Use 13 % Ficoll solution and MIB +  buffer to 
prepare 10 % and 7.5 % Ficoll solutions. Layer 2 ml of 7.5 % 
Ficoll over 2 ml of 10 % Ficoll into ultracentrifuge tubes (total 
capacity = 6 ml) to generate Ficoll density gradient.       

3    Methods 

       1.    Mitochondrial isolation procedure should be performed at 
4 °C on ice and all required reagents should be kept at 4 °C 
during isolation and bioenergetics assessment period.   

   2.    Quickly remove  brain tissues   and submerge them into homog-
enizer containing 10× volume of MIB +  buffer (to prepare 
~10 % of homogenate).   

   3.    Carefully avoid generating bubbles while homogenizing tis-
sues (about 10 gentle strokes up and down per sample).   

   4.    Centrifuge each homogenized tissue sample twice at 1300 ×  g  
for 3 min to obtain nuclei-free supernatant.   

   5.    Discard pellets (which consist of cell membrane and nuclear 
debris) and collect supernatants in new 2 ml Eppendorf tubes.   

   6.    Centrifuge supernatants at 13,000 ×  g  for 10 min to obtain 
crude mitochondrial pellets.   

   7.    Discard supernatants which consist of cytosolic fraction and 
myelin.   

   8.    The crude mitochondrial pellets (consist of mitochondria plus 
synaptosomes and myelin) can be purifi ed further by Ficoll 
density gradient based ultracentrifugation procedure.   

   9.    Resuspend crude mitochondrial pellets in 500 μl of MIB +  and 
place them into a nitrogen gas based cell disruption chamber 
at 1200 psi for 10 min.   

   10.    Quickly release nitrogen gas pressure of the chamber to release 
trapped mitochondria in the samples from the synaptosomes.   

   11.    Prepare Ficoll gradient in the ultracentrifuge tubes (place 2 ml 
of 7.5 % Ficoll solution on top of 2 ml of 10 % Ficoll solution).   

   12.    Place the collected 0.5 ml mitochondrial fraction on top of 
preloaded discontinuous Ficoll gradient in the ultracentrifuge 
tube and ultracentrifuge at 100,000 ×  g  for 30 min.   

   13.    Carefully remove ultrapure mitochondrial pellets at the bot-
tom of the tube, devoid of synaptosomal membrane and myelin 
debris that are separated at the interface of 10 % and 7.5 % 
Ficoll gradient.   

   14.    Resuspend and wash the mitochondrial pellets in MIB −  buffer 
and centrifuge at 10,000 ×  g  for 10 min to remove Ficoll and 
EGTA from the samples.   

3.1  Mitochondrial 
Isolation

Mitochondrial Bioenergetics in Brain Trauma
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   15.    Carefully collect the washed mitochondrial protein pellets and 
resuspend them in MIB −  to get a fi nal concentration no less 
than 10 mg/ml for each sample.   

   16.    Determine absolute protein concentration using the bicincho-
ninic acid (BCA) protein assay kit (Fisher Scientifi c, Hanover 
Park, IL).      

       1.    Mitochondrial bioenergetics assessment chemicals were 
ordered from Sigma-Aldrich (St. Louis, MO). Prepare all 
mitochondrial substrates and inhibitors stocks concentrations 
before the actual day of an experiment and store them at 
−20 °C.   

   2.    Pyruvate plus malate: Prepare 500 mM pyruvate plus 250 mM 
malate mixture stock in de-ionized water (diH 2 O) containing 
20 mM HEPES at pH 7.2.   

   3.    Adenosine 5′-diphosphate (ADP): 30 mM ADP in diH 2 O 
containing 20 mM HEPES, pH 7.2.   

   4.    Oligomycin A: 1 mg/ml oligomycin in methanol.   
   5.    FCCP: 1 mM FCCP in 100 % ethanol.   
   6.    Rotenone: 1 mM rotenone in 100 % ethanol.   
   7.    Succinate: 1 M succinate in diH 2 O containing 20 mM HEPES 

at pH 7.2.      

       1.    The day before the planned experiment, add 1 ml of Seahorse 
XF Calibrant solution (provided by Seahorse Bioscience) in 
each well of a 24-well dual-analyte sensor cartridge (XF e 24 
Extracellular fl ux assay kit).   

   2.    Place the sensor cartridge plate (with lid) overnight in a 37 °C 
non-CO 2  incubator.   

   3.    Allow complete hydration and saturation of the oxygen and 
pH sensors that are present on the sensor cartridge overnight 
at 37 °C under non-CO 2  incubation.   

   4.    On the day of the experiment, prepare working stocks of sub-
strates/inhibitors in RB.   

   5.    Prepare and load working stocks of pyruvate + malate + ADP 
(e.g., load 8× concentration in port A), oligomycin (e.g., load 
9× concentration in port B), FCCP (e.g., load 10× concentra-
tion in port C), and succinate + rotenone (e.g., load 11× con-
centration in port D).   

   6.    All working stocks concentrations in each port should be pre-
calculated based on the fi nal concentrations of substrates/
inhibitors required for the experiment.   

   7.    Fill all four injection ports (A–D) of the sensor cartridge with 
75 μl of freshly prepared working stocks.   

3.2  Respiratory 
Substrates/Inhibitors 
Stocks

3.3  Calibration 
Cartridges Preparation
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   8.    Once the sensor cartridge is loaded with experimental reagents, 
remove any top and sandwich plastic covers of the calibration 
cartridge before placing it in the Seahorse analyzer for an 
experiment. The fi nal cartridge should contain the green top 
tray with all ports fi lled, situating on the lower tray fi lled with 
the calibrant solution.   

   9.    Place calibration cartridge into the Seahorse XF e 24 Flux 
Analyzer for an automated calibration.   

   10.    After the automated calibration is over, insert the sample plate 
immediately for mitochondrial respiration measurements.   

   11.    After the automated calibration is over, insert the sample plate 
immediately for mitochondrial respiration measurements.      

       1.    Use XF e 24 cell culture microplate for mitochondrial bioener-
getics assessments.   

   2.    Out of 24 wells, assign 4 wells for blanks (50 μl of RB without 
mitochondria) to serve as internal control wells for tempera-
ture and oxygen level calibration.   

   3.    Use the remaining 20 wells for mitochondrial bioenergetics 
assessments.   

   4.    Dilute mitochondrial proteins in RB prior to the experiment to 
achieve a fi nal concentration of 5 μg/50 μl.   

   5.    Centrifuge the XF e 24 cell culture plate at 2,100 ×  g  for 4 min 
at room temperature.   

   6.    Pre-warm RB at 37 °C for 10 min and very gently add 475 μl 
of RB in all wells. The total volume of assay system will remain 
525 μl before adding any reagents through ports A–D.   

   7.    Immediately after calibration, place the sample plate into 
Seahorse XF  e 24 Flux Analyzer.      

       1.    Create experimental protocol for each experiment (Table  1 ). 
After calibration command in the protocol, the automated 
Seahorse machine follows sequential command steps as listed 
in Table  1 , and measure mitochondrial oxygen consumption 
rates (OCR) in multiple samples while in the presence of vari-
ous mitochondrial substrates/inhibitors ( see   Notes    2  –  4  ).

       2.    In the protocol, the OCR rates before any substrate addition 
are considered as basal OCR.   

   3.    The basal OCR values should remain near 0–50. They will be 
higher if the isolated mitochondrial samples are not pure 
enough and show non-mitochondrial respiration.   

   4.    Port A: pyruvate + malate + ADP addition measures State III 
OCR. The State III OCR measures complex I (NADH dehy-
drogenase) driven ATP synthesis rates due to coupled electron 
transport through ETC with OXPHOS.   

3.4  Sample 
Cartridges Preparation

3.5  Respiration 
Parameters

Mitochondrial Bioenergetics in Brain Trauma
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   5.    Port B: oligomycin addition measures State IV OCR. The 
State IV OCR measures complex I (NADH dehydrogenase) 
driven mitochondrial oxygen consumption rates (in presence 
of mitochondrial complex V inhibitor oligomycin). The higher 
State IV OCR values indicate proton leak from ETC.   

   6.    The OCR value of State III/State IV is considered as Respiratory 
Control Ratio (RCR). The control brain mitochondrial sample 

     Table 1  
  Seahorse instrument protocol for standard mitochondrial analysis   

 • Start command on automated Seahorse machine 

 • Place calibrant plate for probe calibration (~17 min) 

 •  Place assay plate for assay (~ 20 min) and follow sequential commands 
given below 

 • Mix for 1 min 

 • Wait time 30 s 

 • Measure for 2 min ( Base line OCR ) 

 • Mix for 30 s 

 • Inject port A (pyruvate + malate + ADP) 

 • Mix for 30 s 

 • Measure for 2 min ( State III ,  OCR ) 

 • Mix for 1 min 

 • Inject port B (oligomycin) 

 • Mix for 30 s 

 • Measure for 2 min ( State IV ,  OCR ) 

 • Mix for 1 min 

 • Inject port C (FCCP) 

 • Mix for 30 s 

 • Measure for 2 min ( State V   1  ,  OCR ) 

 • Mix for 1 min 

 • Inject port D (rotenone/succinate) 

 • Mix for 30 s 

 • Measure for 2 min ( State V   2  ,  OCR ) 

 • End command to remove both sample plate and calibration plate and 
save data 
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shows RCR greater than 5 due to well coupled and healthy sta-
tus of mitochondria during preparation and an assessment 
period.   

   7.    Port C: FCCP addition measures State V FCCP  OCR. The State 
V FCCP  OCR measures complex I (NADH dehydrogenase) 
driven maximum respiratory capacity of mitochondria (in the 
presence of ETC uncoupler FCCP and Complex I substrates 
pyruvate + malate in assay).   

   8.    Port D: rotenone + succinate addition measures State V Succ  
OCR. The State V Succ  OCR measures complex II (Succinate 
dehydrogenase) driven maximum respiratory capacity of mito-
chondria (in presence of ETC uncoupler FCCP, Complex II 
substrates succinate, and complex I inhibitor rotenone).   

   9.    The current protocol steps listed here in Table  1  measures 
complex I driven ATP synthesis rates (State III OCR) together 
with other mitochondrial respiratory parameters. Similarly, 
ATP synthesis rates in the presence of other mitochondrial 
substrates can also be measured.      

       1.    Use the XF e 24 (Seahorse Bioscience) wave software for data 
analysis.   

   2.    Data can be viewed as oxygen consumption rates (OCR, 
pmol/min) for baseline, State III, State IV and State V FCCP  and 
State V Succ  rates.   

   3.    Display OCR rates as group means ± standard error (SEM)/
standard deviation (SD).   

   4.    Together, Seahorse Analyzer records oxygen tension (O 2  
mmHg) data which determines oxygen level during the time 
of protocol operation.   

   5.    The Seahorse XF  e 24 analyzer creates a transient, 7 μl micro- 
chamber in specialized assay plates that allows for the determi-
nation of oxygen and proton concentrations (dual probe 
sensor) together in real time.   

   6.    The results represented here in Fig.  1  shows mitochondrial 
respiration measured under optimized assay conditions. We 
have tested 2.5 μg up to 10 μg of isolated mitochondrial sam-
ples/well. The 5 μg mitochondria/well works optimally for 
brain mitochondrial bioenergetics assessments.

       7.    The experimental results in Fig.  2  shows that mitochondrial 
bioenergetics parameters were signifi cantly impaired following 
mild traumatic brain injury (TBI). In this study, adult male 
Sprague Dawley rats were subjected to either a sham-operation 
or a mild (1.5 mm TBI) unilateral controlled cortical impact 
(CCI) injury. After 24 h post-TBI, mitochondria were isolated 
using Ficoll purifi cation procedure. Both TBI and sham group 

3.6  Data Analysis
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mitochondria (5 μg/well) were loaded on the Seahorse XF e 24 
assay plate and the mitochondrial bioenergetics assay was per-
formed in the presence of mitochondrial substrates. Data from 
the respiration parameter measurements indicated that the 
complex I (pyruvate + malate) driven State III OCR rates (ATP 
synthesis) and State V FCCP  (Maximum complex I driven respi-
ratory capacity) respiration rates were signifi cantly impaired 
( p * < 0.05) following TBI as compared to the sham group, 
whereas no signifi cant changes were observed in State IV OCR 
and State V Succ  OCR rates.

4               Notes 

     1.    Adjust mitochondrial stocks and buffers to pH 7.2 with 1 M 
HCl or 1 M KOH. Do not use NaOH. Use paraformaldehyde 
free glassware during buffer preparation, mitochondrial isola-
tion and assessment. Both NaOH and paraformaldehyde inter-
fere with mitochondrial bioenergetics.   

   2.    It is recommended to optimize mitochondrial protein concen-
tration and substrate concentrations before performing an 
experiment. In general, the fi nal concentration of mitochon-
drial substrates such as pyruvate, malate, succinate, and ADP, 
should be kept in such a way that they remain in excess quan-
tity and should not be rate limiting during the experimental 
assay period.   

   3.    For assessing optimal mitochondrial concentration, run mito-
chondrial concentration curve and pick the optimal concentra-
tion that gives linear OCR rates. It should remain below the 
dynamic detection limit of the instrument (OCR rates, 
~2000 pmol/min). Typically, mitochondrial concentration 
range (0–10 μg) should be evaluated for an assay optimization. 
As shown in Fig.  1a , the identifi ed optimal concentration was 
5 μg for mitochondria isolated from rat  brain tissues   using 
Ficoll purifi cation procedure.   

   4.    Additionally, check oxygen tension (mmHg O 2 ) graph simul-
taneously during mitochondrial concentration curve optimiza-
tion. This level should be maintained and remain near 
150 mmHg O 2  during the entire  assay   condition as shown in 
Fig.  1b . During measurement cycle in the protocol, the oxy-
gen tension falls transiently within the normal range, and 
returns to normal levels before the addition of substrates. The 
oxygen tension should not reach values near zero during the 
experimental period since it can potentially lead to mitochon-
drial damage due to anoxia. Reduce mitochondrial protein 
load per well when this occurs during assay optimization.         

Jignesh D. Pandya et al.
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  Fig. 1    Mitochondrial concentration curve optimization. Ficoll purifi ed mitochondria were isolated from the cortex 
of adult male Sprague Dawley rats. Different concentration of mitochondria (2.5–10 μg) per well loaded on XF e 24 
well and mitochondrial substrates were added through ports ( A – C ) as indicated in method and protocol. The 
optimal concentration range of cortical mitochondrial respiration was determined after real time measurements 
of Oxygen Consumption Rates (OCR) and absolute O 2  tension parameters in mitochondria incubated in micro-
chambers ( A ,  B ). The OCR rates of State III (OCR rates in presence of PM-ADP substrates) and State V FCCP  (OCR 
rates in presence of FCCP) follow linear increase with increasing mitochondrial concentration (2.5–7.5 μg) and 
reached plateau at 10 μg. The Respiratory Control Ratio (RCR) remained higher (RCR > 5) for 5–7.5 μg of mito-
chondria in wells. The background wells (no mitochondria in wells) show OCR values near zero ( A ). The oxygen 
tension (O 2  mmHg) in the micro-chamber drops down immediately after substrates addition through ports and it 
reaches normal level in mitochondria containing wells. No changes were observed in background wells. The O 2  
tension drops transiently after substrates addition through ports and reached back to up to background O 2  level 
in mitochondria (2.5–7.5 μg); however, it remains lower at 10 μg concentration ( B ). From these observations, the 
optimal concentration (5 μg mitochondria/well) was determined for bioenergetics assessments. Data are repre-
sented as  horizontal colored lines  with  dotted point  (group means) and error bars (SEM) in triplicates ( N  = 2 ani-
mals). The  vertical lines  indicate substrates addition time through ports       
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    Chapter 33   

 Determination of Vascular Reactivity of Middle Cerebral 
Arteries from Stroke and Spinal Cord Injury Animal Models 
Using Pressure Myography                     

     Mohammad     A.     Anwar     and     Ali     H.     Eid      

  Abstract 

   Stroke and other neurovascular derangements are main causes of global death. They, along with spinal 
cord injuries, are responsible for being the principal cause of disability due to neurological and cognitive 
problems. These problems then lead to a burden on scarce fi nancial resources and societal care facilities as 
well as have a profound effect on patients’ families. The mechanism of action in these debilitating diseases 
is complex and unclear. An important component of these problems arises from derangement of blood 
vessels, such as blockage due to clotting/embolism, endothelial dysfunction, and overreactivity to contrac-
tile agents, as well as alteration in endothelial permeability. Moreover, the cerebro-vasculature (large ves-
sels and arterioles) is involved in regulating blood fl ow by facilitating auto-regulatory processes. Moreover, 
the anterior (middle cerebral artery and the surrounding region) and posterior (basilar artery and its 
immediate locality) regions of the brain play a signifi cant role in triggering the pathological progression of 
ischemic stroke particularly due to infl ammatory activity and oxidative stress. Interestingly, modifi able and 
non-modifi able cardiovascular risk factors are responsible for driving ischemic and hemorrhagic stroke and 
spinal cord injury. There are different stroke animal models to examine the pathophysiology of middle 
cerebral and basilar arteries. In this context, arterial myography offers an opportunity to determine the 
etiology of vascular dysfunction in these diseases. Herein, we describe the technique of pressure myogra-
phy to examine the reactivity of cerebral vessels to contractile and vasodilator agents and a prelude to 
stroke and spinal cord injury.  

  Key words     Brain injury  ,   Spinal cord injury  ,   Stroke  ,   Pressure myography  ,   Middle cerebral artery  , 
  Basilar artery  ,   Spinal cord injury  ,   Middle cerebral artery  ,   Peripheral arterial disease  

1      Introduction 

   Brain injuries and related neuropsychological and  cognitive defi cits   
remain the focus of interest for academic and pharma research 
departments, health care professionals, as well as national and 
international policy makers. Stroke is ranked second as the most 
prominent cause of global mortality, following ischemic heart dis-
ease [ 1 – 3 ]. Stroke is subdivided into two broad categories, isch-
emic and hemorrhagic, the latter being inclusive of ischemic and 
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subarachnoid hemorrhages. Ischemic stroke is more common and 
accounts for 80 % of the total cases of stroke patients. Clinically, the 
middle cerebral artery (MCA) is found to be most often occluded 
in stroke patients. This is largely due to the fact that it arises from 
the internal carotid artery as well as due to its anatomical branch-
ing further downstream. Inherently, the bifurcation geometry of 
the cerebral arteries predicts a risk for disturbed fl ow and hence a 
future potential for pathological milieu [ 4 ]. 

 The incidence of spinal cord injuries due to complications from 
surgery for aortic aneurysms gives rise to spinal cord ischemia caused 
by a prolonged aortic cross-clamping time, or ligation of intercostal 
or lumber arteries [ 5 ]. This has an effect on thoracic, lumbar, or 
sacral regions and may lead to paraplegia (hind limb paralysis). 
Victims of vehicle and sporting accidents, in addition to victims of 
gunshot wounds, may also suffer from paraplegia as a consequence 
of spinal cord injuries (SCIs). Altogether, this has a signifi cant impact 
on the peripheral circulation and the cerebrovascular system. Indeed, 
subjects with SCI are at an increased risk prediction of cardiovascular 
disturbances which appear to be the cause of 40 % of deaths in these 
SCI individuals [ 6 ]. Contextually, the normalized intima-media 
thickness for the structural inward remodeling of lower extremity 
arteries (superfi cial femoral and popliteal arteries) is greater in SCI 
individuals than the control group. This is indicative of subclinical 
prevalence of lower limb peripheral arterial disease (PAD) [ 7 ]. 
Interestingly, a greater incidence of lower limb PAD associated with 
higher burden of stroke has also been reported [ 8 ]. The aforemen-
tioned literature offers an explanation for the observation that 
patients with SCI are at an increased risk of future ischemic stroke 
[ 9 ]. Among survivors, stroke-driven brain damage is the foremost 
cause of disability and almost half of them remain permanently dis-
abled [ 10 ]. Brain (stroke and vascular dementia) and spinal cord 
injuries are a cause of signifi cant neurological or psychological defi -
cits, and are signifi cant contributors to the burden of illness, includ-
ing health care costs, loss of productive years, and reduced life-span 
(Germany—2006–2025: Euros109 billion, U.S.A.—2005–2050: 
$2.2 trillion) [ 11 ,  12 ]. 

   Blood is transported to the cerebral circulation via the internal 
carotid artery and vertebral arteries. This latter network coalesces 
into the  basilar artery  , which anastomoses with other communicat-
ing connections of the internal carotid arteries to constitute the 
circle of Willis [ 13 ,  14 ]. As part of the anterior cerebral circulation, 
the middle cerebral artery (MCA) is integral to the regulation of 
blood fl ow. Any form of MCA dysfunction may lead to loss of 
auto-regulatory control [ 4 ,  15 ]. 

 The cerebral circulation has distinctive features, particularly as 
related to the distribution of resistance within its vessels. Indeed, 
large cerebral arteries and pial arterioles (short in length) contribute 

1.1  Cerebral 
Circulation
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to approximately 55 % of total vascular resistance. Another 35 % of 
vascular resistance is distributed over the neurovascular unit, which 
comprises arterioles (short in length), capillaries, and post- capillary 
venules located in the brain parenchyma. The remaining portion of 
the resistance resides in the venular network [ 15 ]. However, an 
exquisitely coordinated cellular cross talk between the components 
of the vasculature (endothelial and vascular smooth muscle cells), 
circulating blood cells (erythrocytes and leukocytes), neurons, astro-
cytes, and glial cells regulate pressure and cerebral blood fl ow (auto-
regulation), which is maintained relatively constant over a moderate 
range of arterial blood pressures [ 4 ,  15 ]. This is critical for mainte-
nance of brain homeostatic processes. 

 Hindbrain or posterior circulation occlusion is the most devas-
tating form of ischemic strokes. Abnormalities associated with 
cerebral and spinal cord circulation have been implicated in stroke: 
ischemic [ 4 ,  15 ], hemorrhagic [ 16 ], SCI [ 17 ,  18 ], and other 
cerebral- vascular diseases such as vascular dementia [ 19 ]. Our 
knowledge on this vertebrobasilar vasculature region certainly lags 
behind our understanding of the pathophysiological  mechanisms   
of MCA stroke [ 20 ,  21 ]. Yet, 25 % of all strokes are located in this 
domain. The neurovascular compartment of this region is unique 
compared to the forebrain, in terms of histology, anatomy, and 
neuronal makeup [ 21 ]. Therefore, further studies are warranted to 
address this void and tailor any personalized therapeutic approaches 
targeted at specifi ed regions within the brain in prevention and 
recovery from stroke.  

   Over the years, an accumulating list of risk factors that impair cerebro-
vascular function have been reported to cause stroke (Fig.  1 ), includ-
ing infl ammatory markers, biomarkers [raised levels of C-reactive 
protein (CRP), tumor necrosis factor-α (TNF-α), interleukin 6 (IL-
6)], elevated total plasma homocysteine, leukocytes, and abnormal 
blood coagulation [ 1 ,  22 ]. Approximately 70 % of stroke-related 
affl ictions are apportioned to these modifi able risk factors [ 23 ]. 
Directly targeting the major traditional risk factors (Fig.  1 ) for stroke 
such as smoking, poor diet, hypertension, and hyperlipidemia has led 
to the prevention and management of this debilitating disease [ 24 , 
 25 ]. However, human stroke is an etiologically heterogeneous disor-
der, and its multi-factor mechanistic nature calls for advanced 
approaches such as monotherapy for multiple targets, the use of poly-
therapies, or combinatorial therapy [ 10 ]. Further, comorbid studies, 
particularly in relation to regional differences in brain (anterior versus 
posterior), are required for complete comprehension of the heteroge-
neity that exists within stroke patients.

      The underlying  mechanism   for stroke and  spinal cord injury   is far 
from clear and not properly characterized [ 4 ,  15 ,  26 ]. In stroke- 
related patients, the only therapeutic modality with a moderately 

1.2  Risk Factors

1.3  Cerebrovascular 
Signalopathy
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successful record has been recombinant tissue-type plasminogen 
activator (rt-PA, Alteplase) and even this has a success rate only 
when applied within a limited time frame of 4.5 h following the 
onset of stroke [ 27 ,  28 ]. Evidently, there is an urgent need to 
translate any novel, successful potential therapy from the bench to 
the bedside for stroke patients [ 4 ,  15 ]. Again, in animal models, 
application of these new therapeutic agents can be assessed for nor-
malization/restoration of vascular function by use of  pressure 
myography  . This tool would defi nitely help our understanding of 
the effective  mechanism   of action, and hence therapeutic approach. 

 Cardiovascular risk factors studied in combination synergisti-
cally interact to accelerate vascular dysfunction as the cerebrovas-
culature is markedly predisposed to any homeostatic malfunctions. 
It must be stressed that our knowledge in this area of brain and 
SCI research is limited by the paucity of data [ 15 ]. 

 The endothelial cell layer is at the interface between the circu-
lating blood and the surrounding tissues (smooth muscle cells, 
adventitial layer, astrocytes, and neurons) ( see  Fig.  2 ). Therefore, it 
should not come as a surprise that endothelial impairment pro-
motes stroke [ 15 ,  29 ] and spinal cord injuries [ 17 ,  30 ]. Indeed, 
activation of endothelial nitric oxide synthase (eNOS) releases nitric 
oxide, which regulates vascular tone [ 31 ]. However, cardiovascular 
derangement ensues if the activity/expression of eNOS pathway is 
impaired. This appears to be the most common transduction route 
for cardiovascular dysregulation throughout the vascular network, 
including stroke [ 15 ].

  Fig. 1    Modifi able and non-modifi able risk factors for stroke and spinal cord injury, leading to vascular 
dysfunction       
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   Other mechanistic pathways that may be affected during prog-
ress of stroke include renin-angiotensin system, oxidative stress 
(NADPH oxidase, mitochondria, and cyclooxygenases), infl amma-
tory pathways (nuclear factor-κB, cytokines, toll-like receptors, and 
matrix metalloproteinases), and cell death pathways (necrosis, apop-
tosis, and autophagy), rho-kinase/ROCK and ion channels (e.g. cal-
cium and potassium channels) [ 4 ,  15 ,  26 ]. Evidently, similar 
mechanistic pathways are implicated in SCI [ 30 ,  32 ,  33 ]. On the 
other hand, antioxidants, interleukin-10 (IL-10),  dimethylarginine 
dimethylaminohydrolase (DDAH), and peroxisome proliferator- 
activated receptor-γ (PPARγ) appear to be neurovascular protective 
[ 15 ]. In addition, stroke-mediated vascular insult develops into 
cerebral infl ammation as a result of recruitment and stimulation of 
white blood cells [ 22 ], which secrete proinfl ammatory molecules 
(TNF-α, IL-6). Hypertension is a predominant risk factor for stroke 
and it has been reported that macrophage depletion of stroke-prone 
spontaneously hypertensive rats (SPSHR) normalizes endothelial 
function and mitigates MCA remodeling [ 34 ]. 

 A clear understanding of all the known triggers, modulators, 
mediators, and others, as yet to be discovered, may help ameliorate 

  Fig. 2    A cartoon displaying components of an artery: endothelial cell, vascular smooth muscle cell (VSMC), and 
part of the adventitial layer, including innervation. Also, showing constituents of the neurovascular unit ( right - 
 hand side ): arteriole, neuron, and astrocyte.  GJ : gap junction,  tPA  tissue plasminogen activator,  PAI - 1  plasmino-
gen activator inhibitor,  AII  angiotensin II,  Vasp  vasopressin,  K  +  potassium ions,  TNF - α  tumor necrosis factor – α, 
 IL - 6  interleukin 6,  IL - 1  interleukin 1,  ICAM - 1  intercellular adhesion molecule 1, VCAM-1:; PECAM-1:; E-selectin       
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the risk of stroke and SCI. Arising from these pharmacological 
studies, appropriate targets will be identifi ed and therapeutic strat-
egies can be applied at an early stage to prevent the pathological 
state and restore the healthy one.  

   Different animal species have been used to simulate stroke, but the 
rat offers several advantages over other animals, including the rea-
sonable cost, the cerebro-arterial anatomy, and physiology which is 
similar to humans, and the size of the vessels which is manageable 
for studies quantitating vascular function. Figure  3  provides an 
overview of the available animal models [ 10 ,  35 – 37 ].

   Cerebral ischemia ensues if there is any circulatory impairment 
of basilar or middle cerebral arteries [ 4 ,  15 ]. Luckily, there are a 
number of experimental animal models available to assess the 
induced severity of stroke-mediated injuries [ 10 ,  35 ,  36 ,  38 ] and 
SCI [ 37 ,  39 ] as well as to evaluate the  mechanism   of the patho-
physiological pathways. From previous sections, it would be advan-
tageous to use comorbid models to dissect the unique mechanistic 
pathway that may arise as a consequence of the experimental 
insults, such as middle cerebral artery occlusion or  embolism   of 
 basilar artery  . Certainly, the choice of the rat model will depend on 
the paradigm to be addressed, particularly with regard to the 
 mechanism   or signaling pathway of interest and ongoing research 

1.4  Rat Models 
for Stroke, SAH, 
and SCI

  Fig. 3    An overview of the rat models used for induction of stroke (ischemic and hemorrhagic) and spinal cord injury       
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projects at the time of experimentation. Also, the extent of isch-
emic injury can be determined by noninvasive techniques such as 
magnetic resonance imaging (MRI) and positron-emission tomog-
raphy (PET) [ 36 ,  40 ].  

   There are several commercially available setups for evaluating 
physio-pharmacological functions of isolated vessels, including 
organ bath systems for large vessels (rings and strips of arteries and 
veins),  wire myographs   (small- to medium-size vessels, ≥ 60 μm 
internal diameter), and pressure myograph arrangements (micro- 
to small-size vessels ≤200 μm) [ 41 ,  42 ]. Changes in intravascular 
pressure are more physiological since it refl ects the transmural 
pressure, which in turn is intimately related to the myogenic 
response and longitudinal extension. Therefore, the pressure myo-
graph system is more suitable for characterizing the properties of 
arteries and veins, and closely simulates the  in vivo    behavior   of the 
specifi ed vessels. Various modalities, such as the lifestyle factors 
illustrated in Fig.  1 , can be examined as the basic protocol, fol-
lowed by the use of different stroke models as given in Fig.  2 . 
Below, we describe the use of a pressure myograph system (Danish 
Myo Technology (DMT)’s Model 110P; Aarhus, Denmark) to 
characterize pharmacological responses (vascular reactivity) of rat 
isolated middle cerebral artery from healthy control animals.   

2    Materials 

       1.    Physiological saline solution (PSS) (in mM): 119 NaCl, 4.7 
KCl, 2.5 CaCl 2  · 2H 2 O, 1.17 MgSO 4  · 7H 2 O, 25 NaHCO 3 , 1.18 
KH 2 PO 4 , 0.027 Na 2 EDTA, and 5.5 glucose, maintained at 
37 °C; bubbled with 5 % CO 2  in 95 % O 2  to achieve a pH of 7.4.   

   2.    Potassium PSS (KPSS): Exchange the sodium chloride in PSS 
with an equimolar concentration of potassium chloride.      

       1.    Dissecting stereomicroscope (Zeiss Stemi 2000).   
   2.    Cold Light Source/Fiber Optic Illumination (NCL 150, Volpi).   
   3.    Micro-surgical scissors (Sigma-Aldrich).   
   4.    Micro-forceps with sharp ends (Sigma-Aldrich).   
   5.    Sylgard-coated glass petri dishes (Danish Myo Technology; 

Denmark).   
   6.    Dissection pins (0.1, 0.2, and 0.5 mm).   
   7.    Spring scissors (12.5 cm long, 9 mm, straight).   
   8.    Multi-purpose Iris scissors (11 cm long, straight).      

1.5  Different 
Systems Are Available 
for Assaying Vascular 
Function of Isolated 
Vessels

2.1  Preparation 
of Solution

2.2  Instruments 
for Vessel Isolation
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     This pressure myograph system is an excellent apparatus that can 
be used to determine structural and functional features/changes of 
small blood vessels under conditions that are near-physiological. 
Among other parameters, diameter of these isolated vessel sections 
can be determined in response to various physiological or pharma-
cological stimuli. Importantly, this system encompasses a built-in 
heating unit that maintains the chamber temperature. For an easier 
cleaning of the setup ( see   Note    14  ), DMT makes the chamber of 
acid-resistant stainless steel material. Continuous recording of 
measurements is performed by a computer-assisted dimension 
analysis software called MyoView™.  

   MyoView™ is a software-based interface that can be used for analy-
sis of studies involving vascular reactivities of small blood vessels 
mounted on the DMT 110P model above. Using MyoView™, the 
researcher can perform analysis as well as utilize data logging enti-
ties for recording dynamic events. Importantly, one can also design, 
implement, and save experimental protocols, which can be accessed 
and used at any time in the future.   

       1.    Male Wistar or Sprague-Dawley rats (250–350 g body weight) 
maintained in standard cages in a thermo-regulated (22 ± 1 °C) 
colony room with fi xed photoperiod of 12-h light and 12-h 
darkness, humidity of 60 %, and access to water and rodent 
chow ad libitum ( see   Note s   1   and   2  ).       

3    Methods 

       1.    Rats are anesthetized with halothane and killed by cervical dis-
location with an iron bar ( see   Note    3  ).   

   2.    Brains are rapidly removed and placed in ice-cold, oxygenated PSS.   
   3.    Segments of right and left MCAs (~200 μm internal diameter) 

are gently dissected from the surface of the brain ( see   Note    4  ); 
both segments are placed in ice-cold, oxygenated PSS contained 
in a 10 cm glass Petri dish layered at the bottom with SYLGARD 
184 elastomer. Arterial segments of each branch are to be held 
at proximal and distal ends with dissecting pins ( see   Note    5  ). 
The segments are cleaned of any adherent connective tissue and 
cut into rings of 2–3 mm in length ( see   Note    6  ).   

   4.    The three-way valves, metal pipes, silicone tubing, and glass 
cannulas are fi lled with cold PSS (5 % CO 2 /95 % O 2 ) using a 
10 ml syringe at a stable, low fl ow rate so as to avoid damaging 
the sensitive pressure transducers and ensure that all air bub-
bles are removed ( see   Note    7  ). Subsequently, three-way inlet 
and outlet valves are closed.   

2.3  Instruments 
for Studying Vessel 
Reactivities

2.3.1  Pressure Myograph 
System: DMT 110P Model

2.3.2  MyoView Software

2.4  Animals

3.1  Determination 
of Vascular Reactivity 
in Rat Isolated Middle 
Cerebral Artery
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   5.    Loosely tie single strands of nylon suture on each of the can-
nulas. Place MCA ring in myograph unit, mount the proximal 
end of the artery ( see   Note    5  ), with the help of fi ne forceps, on 
the right-hand cannula, and securely ligate with a single strand 
of the nylon suture already on the cannula. Again using the 
inlet valve, carefully and gently wash/fl ush the inside of the 
artery with ice-cold PSS to ensure the removal of any blood or 
residual material, and then close the inlet valve.   

   6.    With the help of micro-adjustment positioners (horizontal, 
vertical, and longitudinal), carefully align and bring the right 
cannula close to the left cannula. Again, with the assistance of 
fi ne micro-forceps gently glide the vessel over the left cannula, 
taking into consideration as not to stretch the artery, and ligate 
with the loosely secured suture already on the cannula. At 
either end of the artery, cut off any extraneous thread beyond 
the suture knots (Fig.  4 ).

       7.    Fill the myograph chamber with 10 ml of PSS. To ensure that 
the vessel is intact and does not leak, carefully inject cold PSS 
through the artery using a 10 ml syringe attached to the three- 
way inlet valve. If any leak is found ( see   Note    8  ), tie off any side 
branches or repeat the above steps (from step 3 onwards).   

   8.    Install the myograph unit on the inverted microscope stage 
(Zeiss AX10, Vert.A1). Turn on the gas cylinder (95 % O 2 /5 % 
CO 2 ) to equilibrate the PSS (400 ml) in the myo-interface and 
the chamber in the myograph unit. Ensure that the inlet on the 
three-way valve is closed; connect the valve with tube P1 from 
the PSS reservoir, allow the solution and any bubbles to pass 

  Fig. 4    Pictorial representation of perfusion myograph setup       
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through the tube, and ensure that no bubbles remain or solu-
tion is free of any bubbles ( see   Note    7  ). Open the valve.   

   9.    At the distal end of the vessel, insert tube P2 from the pressure 
regulator onto the left valve of the myograph unit, ensuring 
that there are no bubbles or leakage anywhere along the sys-
tem ( see   Notes    7   and   8  ).   

   10.    Turn on the pump (ensuring that the fl ow is at off) either at 
the myo-interface or via MyoView II (software), ( see   Note    9  ).   

   11.    Using MyoView, press collect, and artery appears on the moni-
tor. Adjust the focus for optimum resolution to record, moni-
tor, and assay the vessel geometry (lumen, diameter, and wall 
thickness).   

   12.    Increase the intra-luminal pressure by incremental steps of 
10 mmHg till 100 mmHg by selecting P1 pressure (inlet valve) 
either at the myo-interface or Myoview, ensuring at each stage 
that the artery remains straight and parallel along the horizon-
tal axis of cannulas (avoiding any contortions/buckling) by 
means of micropositioners (vertical or longitudinal—for any 
strain or tension in the vessel) ( see   Note    10  ).   

   13.    Equilibrate the artery at 70 mmHg for 1 h (37 °C) and wash 
vessel every 15 min with pre-warmed PSS during equilibration.   

   14.    To “awaken” the artery in the myograph chamber, empty the 
vessel bath by pressing the vacuum pump on and add 10 ml of 
pre-warmed 3 μM of phenylephrine to the chamber, followed by 
thorough washes till baseline pressure is reached. This is followed 
by two exposures to 125 mM KPSS, again with  comprehensive 
washing with PSS in between and subsequent to the fi nal applica-
tion of KPSS till baseline pressure is attained ( see   Note    11  ).   

   15.    A relaxation response to acetylcholine (10 μM) stimulation of 
pre-constricted arteries (3 μM phenylephrine) is  recognized   as 
evidence of intact endothelium (~90 %) ( see   Note    12  ). Wash every 
10 min with PSS (3×, 30 ml) till baseline pressure is stable.   

   16.    Perform cumulative concentration response curves (CCRC) to 
increasing concentrations of phenylephrine (10 −10 –10 −4  M), 
ensuring that the response to each concentration is stable prior 
to the addition of subsequent concentration. Wash with PSS 
(10 ml, 3×) until the pressure is restored to baseline.   

   17.    Vasomotor responses are analyzed from the arterial lumen diam-
eter changes from the pre-recorded tracings and as a percentage 
from the baseline pressure. These are used to determine EC 50  
(logarithm of the concentration producing 50 % of the maxi-
mum response and  E  Max ) (the maximum constriction).   

   18.    To examine the functional response of the endothelium ( see   Note  
  13  ), pre-constrict the MCA with phenylephrine (10 μM) and 
carry out a CCRC to increasing concentrations of acetylcholine 
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(10 −10 –10 −4  M), again taking into consideration that a plateau is 
reached before the application of higher concentration.   

   19.    Clean the myobath system via the myograph unit ( see   Note    14  ).   
   20.    From pre-recorded tracings, calculate the lumen diameter for 

each concentration of acetylcholine added, which is expressed as 
percentage change from the phenylephrine derived constriction.   

   21.    Draw cumulative concentration response curves using Prism 
(GraphPad Software, La Jolla, California, USA), using iterative 
nonlinear regression analysis fi tted to a sigmoid equation. 
Using the data analysis automatically generated by the soft-
ware, the EC 50  and  E  Max  values are calculated.       

4                       Notes 

     1.    Rodents (rats and mice) are increasingly being used for experi-
ments on brain- and spinal cord-related injuries. The mouse offers 
unique opportunities for using a broad array of transgenic and 
gene-defi cient models  to   address various paradigms [ 43 – 45 ].   

   2.    The gender, age, and weight of the animals, including the species 
and the strain, in addition to the vendor and their location must 
be clearly stated in the methods section of all manuscripts.   

   3.    The various models used to induce stroke, subarachnoid hem-
orrhage, and  spinal cord injury   use different anesthetics (halo-
thane, isofl urane, ketamine, propofol, and xenon). These are 
considered to be not only neurovascular protective [ 46 – 49 ], 
but may also have a profound infl uence on the blood pressure, 
blood gasses, body temperature, and ultimately the  outcome   
and severity of the induced stroke [ 10 ,  47 ]. Therefore, the 
duration of the applied anesthesia is of considerable impor-
tance and must be time limited and closely monitored.   

   4.    Internal arterioles of very small diameter are diffi cult to handle and 
may cause problems for unexperienced vascular practitioners.   

   5.    The endothelium is highly sensitive to the direction of fl ow. 
Therefore, the proximal end (in situ,  in vivo) of the   artery 
must face the infl ow (inlet end) of PSS; otherwise the endothe-
lium may get damaged.   

   6.    This in vitro setup of the isolated artery avoids any confounding 
factors such as circulating blood cells, neurons, and astrocytes.   

   7.    Air bubbles are considered the bane of this technique and 
therefore it is imperative to ensure that all air bubbles have 
been removed from the  perfusion   circuit (pathway of PSS), 
particularly at tubing connections and prior to actual start of 
experiment. This cannot be overemphasized; it is to make sure 
that the endothelium is not damaged and hence endothelium- 
dependent functional responses can be tested.   
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   8.    It is essential to express that there should be no leakage in the 
perfusion circuit.   

   9.    Vessel dimensions can be examined at a wide range of intravascu-
lar pressures (or if using the fl ow circuit, at broad range of shear 
stresses) to comprehend the pathophysiological  mechanisms  .   

   10.    For the duration of the experiment, the intrinsic topology of 
the vessel is maintained (three-dimensional shape and length).   

   11.    Agonists and antagonists applied on the abluminal (adventi-
tial) surface.   

   12.    Endothelium-independent (denuded vessels) or endothelium- 
mediated (intact vessels) actions/activities can be determined.   

   13.    Arterial segments can be denuded of endothelium through a 
number of ways to assess endothelium-independent responses, 
namely by the passage of air bubbles through the vessel lumen, 
use of human or horse hair, a hypotonic solution (water), and 
a stainless steel wire covered in cotton wool (less than the 
internal diameter) which is repeatedly passed (using to-and- fro 
motion) through the vessel lumen [ 50 ,  51 ]. In all cases, the 
removal of endothelium is confi rmed by the loss of relaxation 
response (70 %) to acetylcholine (10 μM).   

   14.    Clean the myograph instrument following the vendor’s 
(Danish Myo Technology, DMT) instructions  .         
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    Chapter 34   

 Assessment of Basilar Artery Reactivity in Stroke 
and Subarachnoid Hemorrhage Using Wire Myograph                     

     Crystal     M.     Ghantous    ,     Zeina     Azrak    ,     Farah     Abdel     Rahman    ,     Hana     A.     Itani    , 
and     Asad     Zeidan       

  Abstract 

   Blood fl ow regulation of normal cerebral arteries is a critical and important factor to supply the brain tissue with 
nutrients and oxygen. Stroke insult results in a disruption or reduction in cerebral arteries’ blood fl ow with 
subsequent brain tissue damage. Hemorrhagic stroke is one type of stroke and accounts for about 13 % of all of 
stroke insults. In this type of stroke, the cerebral artery breaks open and causes bleeding in or surrounding the 
brain. Subsequently, this bleeding causes blood vessels to constrict in a process called vasospasm, in which the 
vessels narrow and impede the blood fl ow to brain tissue. Hemorrhagic stroke is the major cause of prolonged 
constriction of cerebral arteries. This leads to partial brain damage and sometimes death in patients with aneu-
rysmal subarachnoid hemorrhage. Among the key delicate techniques to assess small blood vessel functionality 
is the wire myograph, which can be utilized in several cerebral injury models including stroke. The wire myo-
graph is a device that provides information about the reactivity, stiffness, and elasticity of small blood vessels 
under isometric conditions. In this book chapter, we describe the techniques involved in wire myography assess-
ment and the different measures and parameters recorded; we describe the utility of this technique in evaluating 
the effects of subarachnoid hemorrhage on basilar artery sensitivity to different agonists.  
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1      Introduction 

   The wall of most blood vessels consists of three layers: the inner 
layer (intima) made of endothelial cells; the muscle layer (media), 
which is the thickest part and composed of vascular smooth muscle 
cells (VSMC); and the outer layer (adventia) containing fi broblasts 
and connective tissue. The main function of VSMC is to control 
blood fl ow, primarily by regulating the diameter of small resistance 
vessels. The VSMC can sense and react to changes in serum com-
position, extracellular fl uid composition (due to bleeding), and 
intraluminal blood pressure [ 1 ].  

1.1  Structure 
of Blood Vessels
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   It is well known that the main drop in hydrostatic pressure occurs 
at the level of resistance arteries (small blood vessels); these ves-
sels have a crucial role in the regulation of blood pressure and 
blood fl ow. Resistance arteries comprise the small resistance arter-
ies (<300 μm of lumen diameter), arterioles (<100 μm of lumen 
diameter), and capillaries (about 7 μm of lumen diameter) [ 2 ,  3 ]. 
Thus, any structural alteration that takes place at the level of these 
microvessels will have an impact on the regulation of blood pres-
sure and blood fl ow. An increase in blood contraction or the 
thickness of the arterial wall with a reduced lumen causes an 
increase in vascular resistance [ 4 ,  5 ]; this alteration may defi ne 
the remodeling process involved in blood remodeling. Poiseuille’s 
law states that resistance is inversely proportional to the radius to 
the fourth power, which makes vascular resistance highly sensitive 
to small alterations in the lumen of arteries [ 6 ].  

   Being a highly metabolically active organ, the brain relies heavily 
on a constant delivery of nutrients and oxygen, whether in a state 
of wakefulness or sleep. Blood fl ow to the brain is maintained by 
the tone of cerebral arteries [ 7 ]. Tone is regulated by vasoconstric-
tion or vasodilation; when the VSMCs of cerebral arteries contract, 
the arteries constrict and reduce blood fl ow to the region of the 
brain they supply. This could result in an immediate neural damage 
[ 8 ] which may be preceding the pathophysiology of certain neuro-
logical diseases, such as Alzheimer’s disease or stroke [ 8 ].  

   Cerebral arteries supply blood to the brain (Fig.  1 ). The main 
arteries that originally irrigate the brain are the anterior, middle, 
and posterior cerebral arteries. The anterior cerebral artery 
(ACA) brings blood to the medial surface of the frontal and 
parietal lobes, the anterior section of the basal ganglia and inter-
nal capsule, the olfactory bulb and tract, and the anterior part of 
the corpus callosum [ 9 ]. The middle cerebral artery (MCA), the 
largest of the cerebral arteries, irrigates almost all of the basal 
ganglia, the posterior and anterior internal capsules, and the 
lateral sides of the temporal, frontal, and parietal lobes [ 10 ]. 
The posterior cerebral artery (PCA) supplies most of the hypo-
thalamus, thalamus, midbrain, splenium of the corpus callosum, 
medial part of the temporal lobe (including the hippocampal 
formation), posterior medial parietal lobe, and the medial and 
inferior parts of the occipital lobe [ 11 ].

   The large cerebral arteries contribute signifi cantly to the total 
cerebral vascular resistance, and their tone considerably determines 
the overall blood fl ow and the microvascular pressure [ 12 ]. Thus, 
abnormal changes in the tone of these arteries could contribute to 
the development of pathological conditions observed in several 
neurological conditions [ 12 ].  

1.2  Micro-
vasculature Structure 
and Function

1.3  Tone of Cerebral 
Arteries

1.4  Cerebral Artery 
Function
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   Maintaining a normal cerebrovascular tone is crucial for sustaining a 
suffi cient perfusion to the brain. When blood fl ow to the brain is 
reduced, the lack of oxygen and nutrients may cause neurons to die. 
Thus, disruptions in tone contribute to the pathophysiology of several 
neurological conditions, like Alzheimer’s disease and hemorrhagic 
and ischemic stroke. In this section, these conditions are discussed. 

   Intracerebral hemorrhage occurs when a weak blood vessel rup-
tures inside the brain. When blood starts to leak, the pressure 
inside the brain increases causing damage to the surrounding 
milieu. An adaptive mechanism, although an unsafe complication, 
is constriction of the involved cerebral artery and vasospasm [ 13 ]. 
These changes in the vascular tone reduce the blood fl ow to the 
part of the brain supplied by the injured artery, increasing the risk 
of ischemic stroke occurrence [ 14 ]. 

 In the case of subarachnoid hemorrhage (Fig.  2 ), a blood ves-
sel bursts outside the brain, causing a buildup of blood between 
the pia mater and the arachnoid membrane [ 13 ]. Vasospasm also 
occurs in this case and may also cause neuronal damage and isch-
emic stroke [ 14 ,  15 ].

   Shortly after a hemorrhagic stroke, cerebral autoregulation is 
impaired, making cerebral vessels incapable of responding adequately 

1.5  Cerebrovascular 
Diseases Caused 
by Changes 
in Cerebral Artery 
Tone

1.5.1  Hemorrhagic
Stroke

  Fig. 1    Schematic diagram of the ventral rat brain surface showing the location of 
the basilar artery.  MCA  middle cerebral artery,  PC  posterior communicating 
artery,  ICA  internal carotid artery,  PCA  posterior cerebral artery,  BA  basilar artery       
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628

to changes in transmural pressure [ 16 ]. Moreover, vasoconstrictor 
receptors, like those for serotonin and endothelin, are upregulated 
[ 17 ]. These events, in turn, could contribute to subsequent cerebro-
vascular conditions like ischemia or hemorrhage.  

   Ischemic stroke takes place when a cerebral artery is obstructed, 
either by atherosclerosis or blood clots forming thrombosis or embo-
lism [ 13 ]. When the blood fl ow to the particular part of the brain 
supplied by the blocked artery becomes drastically reduced, the lack 
of adequate oxygen supply causes neuronal damage and death. 

 In the acute phase after ischemic stroke, the VSMC and endo-
thelial cells become less responsive [ 18 ,  19 ]. In the chronic phase, 
atherosclerosis may occur due to an upregulation in angiogenic 
and apoptotic factors in the endothelium [ 20 ]. Both of these events 
decrease blood fl ow to the brain, inducing even further damage 
and possibly increasing the risk of a secondary stroke.  

   Although Alzheimer’s disease develops as a result of neuronal injury 
induced by the accumulation of β-amyloid peptide [ 21 ], vasculopathy 
and changes in cerebrovascular tone also contribute to an increased 
susceptibility to this disease [ 22 – 25 ]. For example, changes in vascular 
tone caused by hypertension or atherosclerosis increase the risk for 
Alzheimer’s disease [ 26 ]. Moreover, the β-amyloid peptide has been 
shown to be associated with vasculopathy by upregulating endothelial 
responses [ 27 ] and impairing cerebrovascular autoregulation [ 28 ].   

1.5.2  Ischemic Stroke

1.5.3  Alzheimer’s 
Disease

  Fig. 2    Subarachnoid hemorrhage leading to cerebral artery spasm. When blood 
vessel bursts outside the brain, the space surrounding the brain (the subarachnoid 
space) is fi lled with blood leading to cerebral blood vessel vasospasm (narrowing)       
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   Regulating the tone of cerebral arteries is essential in maintaining 
suffi cient cerebral blood fl ow. When the perfusion pressure 
increases in the brain, the cerebral vessels constrict in order to 
maintain a relatively stable blood fl ow [ 29 ]. This change in resis-
tance is largely caused by the myogenic tone, which signifi cantly 
affects autoregulation of the blood fl ow in the brain. Several mech-
anisms that govern regulation of the cerebrovascular tone include 
calcium-induced vasoconstriction, calcium sensitization, excitation- 
contraction coupling, endothelial responses, and potassium chan-
nels. Thus, understanding these mechanisms will pave the way to 
developing therapeutic strategies in preventing the pathological 
events that arise from a disruption in cerebrovascular tone. 

   VSMC contraction is dependent on calcium. When agonists that 
promote contraction, such as angiotensin II, endothelin I, or nor-
epinephrine bind to their G-protein-coupled receptors, phospholi-
pase C (PLC) is activated. This enzyme catalyzes the conversion of 
phosphatidylinositol 4,5-bisphosphate (PIP 2 ) into the secondary 
messengers inositol trisphosphate (IP 3 ) and diacylglycerol (DAG). 

 IP 3  binds to ligand-gated calcium channels on the sarcoplas-
mic reticulum, resulting in calcium release into the cytosol. 
Calcium then binds to calmodulin to form a complex that acti-
vates myosin light chain (MLC) kinase, which in turn phosphory-
lates myosin light chain. Phosphorylated light chain of myosin 
then binds to the actin fi lament in a crossbridge and causes con-
traction. Hence, the degree of VSMC contraction is dependent 
on the level of myosin phosphorylation. 

 To stop the contraction of VSMC, the enzyme MLC phospha-
tase is activated. In turn, the MLC phosphatase removes the phos-
phate group of the light chain of myosin and thus terminates the 
VSMC contraction [ 30 ]. Of note, calcium also enters VSMC from 
extracellular stores through ligand-gated calcium channels in the 
plasma membrane. 

 DAG also promotes VSMC contraction by activating protein 
kinase C (PKC), which in turn phosphorylates specifi c proteins like 
L-type calcium channels that further regulate the crossbridge cycle. 
The L-type calcium channels are voltage-gated channels that open 
in response to membrane depolarization, which is brought on by 
stretch of the VSMC.  

   When the blood pressure against VSMC increases, mechano- 
transduction results in the activation of the RhoA/ROCK path-
way, which in turn promotes remodeling of the actin cytoskeleton 
and calcium sensitization. RhoA is a guanine nucleotide (GTP)-
binding protein that is activated by guanine nucleotide exchange 
factors (GEF) that convert the inactive GDP-bound RhoA into the 
active GTP-bound form. RhoA activates Rho kinase (ROCK), 
which in turn activates LIM kinase-2 (LIMK2). This leads to the 

1.6  Regulation 
of Cerebral Artery 
Tone

1.6.1  Calcium-Mediated 
VSMC Contraction

1.6.2  Calcium 
Sensitization via the RhoA/
ROCK Pathway
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phosphorylation and subsequent inactivation of cofi lin, and thus a 
depletion of G-actin and accumulation of F-actin [ 31 – 34 ]. These 
changes in the actin cytoskeleton cause VSMC remodeling. 

 VSMC contraction is regulated by either the cytosolic calcium 
concentration or the calcium sensitivity. Calcium sensitivity is regu-
lated by inhibition of MLC phosphatase, thus promoting the phos-
phorylated form of the light chain of myosin. After getting activated 
by RhoA, ROCK phosphorylates MLC phosphatase and inacti-
vates it, thus increasing calcium sensitization and promoting vaso-
contraction. Specifi c inhibitors of ROCK, such as Y-27632 or 
fasudil, induce VSMC relaxation and reduce blood pressure and 
cerebral resistance [ 35 ,  36 ].  

   Unlike skeletal muscle cells, VSMC do not require neuronal input 
or an action potential to contract. VSMC contract to other kinds 
of stimuli like hormones (angiotensin II, endothelin I, epineph-
rine), metabolic substances (adenosine, hydrogen ions, potassium 
ions), or physical interactions (mechanical stretch, shear stress). In 
these cases, there is no excitation-contraction coupling. 

 Neuronal stimuli that stimulate VSMC contraction are auto-
nomic. VSMC are innervated mainly by the sympathetic nervous 
system. The main neurotransmitter used by the sympathetic nervous 
system is norepinephrine, which binds to its metabotropic adrener-
gic receptors to activate VSMC to contract by raising intracellular 
calcium concentrations. This pathway then involves binding to 
calmodulin and activating MLC kinase as described in the previous 
section. The parasympathetic input employs the neurotransmitter 
acetylcholine which binds to muscarinic receptors on the VSMC to 
promote contraction. However, both sympathetic and parasympa-
thetic inputs could promote vasodilation, depending on the recep-
tors activated on the VSMC.  

   The endothelial cells of the cerebral arteries release vasoactive fac-
tors that regulate the tone of the vessels. The most important ones 
are endothelium-derived hyperpolarizing factor (EDHF), prosta-
cyclin (PGI 2 ), and nitric oxide (NO). 

 EDHF is secreted by endothelial cells after endothelial intra-
cellular calcium increases [ 37 ] or through myoendothelial gap 
junctions [ 38 ,  39 ]. It causes VSMC to relax and thus causes vaso-
dilation. On the other hand, PGI 2  is a prostanoid produced by the 
enzyme cyclooxygenase (COX) from arachidonic acid. PGI 2  binds 
to its cell surface receptor on VSMC to induce an increase in 
3′–5′-cyclic adenosine monophosphate (cAMP), which activates 
protein kinase A (PKA) and causes vasodilation [ 40 ,  41 ]. 

 NO is a small molecule produced by endothelial (eNOS), 
inducible (iNOS), and neuronal (nNOS) nitric oxide synthase. 
This gaseous molecule activates guanylate cyclase to form cyclic 
guanosine monophosphate (cGMP), which in turn activates 

1.6.3  Excitation- 
Contraction Coupling 
in VSMC

1.6.4  Endothelium- 
Mediated Regulation 
of Cerebrovascular Tone
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protein kinase (PKG) [ 42 ]. PKG activates MLC phosphatase [ 43 , 
 44 ] and induces VSMC relaxation and vasodilation [ 30 ,  45 ,  46 ].  

   When potassium channels open and potassium ions start to effl ux 
out of the cell, the plasma membrane undergoes hyperpolarization, 
inducing the closure of voltage-gated calcium channels, like the 
L-type calcium channels, and vasorelaxation. Potassium channel 
activity majorly infl uences vascular tone and vasorelaxation [ 47 ,  48 ]. 

 Adenosine triphosphate (ATP)-dependent potassium channels 
(K ATP ) are linked to metabolic activity. When the intracellular ratio 
of ATP to adenosine diphosphate (ADP) decreases, the K ATP  chan-
nels open and induce vasorelaxation [ 29 ]. This adaptive mecha-
nism is needed in cases of insuffi cient oxygenation, and inhibition 
of K ATP  prevents hypoxic vasorelaxation in cerebral and peripheral 
blood vessels [ 49 ,  50 ]. 

 The inward-rectifi er potassium ion channels (K ir ) selectively allow 
potassium to pass more easily into the VSMC cell than out of the cell 
[ 51 ,  52 ] and promote vasorelaxation. In fact, K ir  has been shown to 
couple cerebral blood fl ow to neuronal activity in rats since active 
neurons release potassium ions into the extracellular space [ 53 ]. 

 Voltage-gated potassium channels (K V ) also help regulate cere-
bral artery tone. K V  channels are opened by depolarization of the 
VSMC and promote vasorelaxation. This negative feedback mech-
anism occurs in response to arterial constriction [ 48 ]. Inhibition of 
K V  induces vasoconstriction of cerebral arteries [ 54 ,  55 ].   

   Small blood vessels’ (less than 100 μm) isometric responsiveness to 
hormones and other agonists can be measured by using the wire 
myograph (Mulvany myograph). This device was developed by 
Mulvany and Halpern [ 56 ] to investigate the active and passive 
tension of blood vessels from a variety of arteries, including cere-
bral arteries [ 57 ,  58 ]. The wire myograph system is a highly sensi-
tive tool used to investigate the responsiveness of blood vessels to 
different stimuli and hormones. In this chapter, we explain the 
steps of myograph measurement which consist of blood vessel iso-
lation, mounting, normalization, assessment of tissue viability, and 
construction of a cumulative concentration response curve [ 59 ].   

2    Materials 

       1.    Physiological salt solution (PSS): mmol/L: 115 NaCl, 4.7 
KCl, 1.4 MgSO 4 , 7.0 H 2 O, 5 NaHCO 3 , 1.2 K 2 HPO 4 , 1.1 
Na 2 HPO 4 , 1.0 CaCl 2 , 20 HEPES, and 5 glucose; pH 7.35.   

   2.    High-potassium solution (123 mmol/L K + ): KCl 
123.70 mmol/L, MgSO 4.  H 2 O 1.17 nmol/L, KH 2 PO 4  
1.18 mmol/L, CaCl 2  2H 2 O 2.5 mmol/L, NaHCO 3  
25 mmol/L, EDTA 0.03 mmol/L, glucose 5.5 mmol/L.   

1.6.5  Potassium 
Channels Involved 
in Regulation 
of Cerebrovascular Tone

1.7  Assessment 
of Blood Vessel 
Reactivity

2.1  Buffers 
and Solutions 
( See   Note    1  )
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   3.    Acetylcholine (C3389, Sigma) 10 mmol/L stock solution.   
   4.    Norepinephrine (A7257, Sigma) 1 mmol/L stock solution.      

            1.    Large dissection dish (93 mm diameter × 22 mm H; DD-90-S- 
BLK, Living Systems Instrumentation) ( see   Note    2  ).   

   2.    Deep dissection dish (100 mm diameter × 50 mm H; DD-100- 
D-BLK, Living Systems Instrumentation).   

   3.    Stereo microscope (C-FMBN, Nikon) ( see   Note    3  ).   
   4.    Cold Light Source/Fiber Optic Illumination (NCL 150, Volpi).   
   5.    Multi-purpose Iris scissors (11 cm long, straight).   
   6.    Vannas scissors (8 cm long, straight, 3 mm blades).   
   7.    Spring scissors (12.5 cm long, 9 mm, straight).   
   8.    Dressing tissue forceps.   
   9.    Dumont Tweezers #5 (11 cm long; 0.025 × 0.005 mm).   
   10.    Dissection pins (0.1, 0.2, and 0.5 mm).      

       1.    Multi-wire myograph system (620 M, DMT, Aarhus, Denmark) 
(Fig.  4 ).

       2.    Stainless steel wires (diameter = 40 μm) ( see   Note    4  ).   
   3.    Mounting jaws (one jaw is connected to the false transducer, the 

other one is mobile and is connected to a micrometric screw). 
The head is suspended in the myograph chamber (Fig.  5 ).

       4.    PowerLab 4/35 (AD Instruments).        

2.2  Tools 
and Instruments
2.2.1  Dissection Tools 
(Please Refer to Fig.  3 )

2.2.2  Multi-Wire 
Myograph System 
and Data Recording

  Fig. 3    Dissection tools and microscope. ( a ) Dissection pin; ( b ) coated plate; ( c ) scissors; ( d ) micro-scissors; 
( e ) forceps; ( f ): fi ber-optic illuminator; ( g ) stereo zoom microscope       

 

Crystal M. Ghantous et al.



633

  Fig. 4    Multi-wire myograph system (620 M, DMT, Aarhus, Denmark). The system is composed of ( a ) multi-wire 
myograph unit, ( b ) heat indication, ( c ) valve buttons myo-interface display, ( d ) gas tube, ( e ) suction tube       

  Fig. 5    Multi-wire myograph unit       
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3    Methods 

       1.    Male Sprague-Dawley rats (200–250 g) are used for the study 
( see   Note    5  ).   

   2.    Cerebral injury rat models are used or subarachnoid hemor-
rhage is induced in rats by injection of 250 μL autologous 
blood into the basal cisterns [ 60 ].   

   3.    After 3 days, the rats are euthanized by CO 2 .   
   4.    The brains are quickly removed and placed in deep dissection 

dish containing cold PSS ( see   Note    6  ).   
   5.    The basilar artery (Fig.  1 ) is isolated under the microscope and 

then transferred into 5 mL large dissection dish containing ice- 
cold PSS ( see   Notes    7  –  10  ).   

   6.    The artery is pinned up on a coated bottom Sylgard material 
( see   Note    11  ).   

   7.    The dissection and cleaning are done with the help of a pair 
of trabecular scissors and a pair of fi ne forceps ( see   Notes    12   
and   13  ).   

   8.    The basilar arteries are cut into 1.5–2 mm ring segments (three 
to four segments from each animal) ( see   Note    14  ).      

       1.    The chamber bath is washed three times with distilled H 2 O 
and twice with PSS.   

   2.    PSS is added to each chamber bath and maintained at 37 °C 
and perfused with 5 % CO 2 .   

   3.    Two 40 μm stainless steel segments (4 cm) of the wires are 
isolated ( see   Notes    15   and   16  ).   

   4.    The wires are fi xed with screws on two mounting hits. One is 
connected to a force transducer while the other is connected to 
a micrometer screw, so it can move (to stretch the blood vessels) 
(Figs.  4  and  5 ).   

   5.    The heads are suspended in a myograph chamber which is ini-
tially fi lled with cold PSS. Keep the wire as straight as possible.   

   6.    The basilar artery is transferred to the myograph chamber.   
   7.    The mounting jaws are widely spread apart. With fi ne forceps, 

insert one wire into the lumen of the basilar artery ( see   Note    17  ). 
Maintain the fi lled wire vertical in the gap ( see   Notes    18   and   19  ).   

   8.    In order to have enough space for the artery to pass, the heads 
are moved apart and wires bent out. The heads are now gently 
pulled further up the wire (Fig.  5 ).   

   9.    The vessel is adjusted to bring the distal part into the gap 
between the mounting heads. With the screwdriver pressed 
against the wire, the vessel is held back and positioned in the 

3.1  Dissection 
Procedure for Rat 
Basilar Artery

3.2  Mounting 
of the Vessel 
on the Wire Myograph
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gap. The artery should be able to move freely in the longitudinal 
direction and therefore should not be clamped between the 
lower parts of the support.   

   10.    The wire is tightened with a pole bent to the lower left screw 
and fi xed in place. It is important that the wire is tight and fol-
lows the support all the way ( see   Note    20  ).   

   11.    In order to get a second wire into the lumen from the top 
end, remove the part of the vessel that is not in the gap 
between the jaws.   

   12.    In order to close the jaws, use a pair of forceps to rub the tissue 
away.   

   13.    The wires are adjusted in order to have parallel wires and 
simultaneously horizontal levels ( see   Note    21  ).   

   14.    Turn on the heating and gas pump. The system is now ready 
for use.   

   15.    Rotate the micrometer counterclockwise until the pre- tension 
is achieved.      

   Contractile responses of basilar artery are examined in a wire myo-
graph (Danish Myo Technology, 620) by recording isometric ten-
sion ( see   Notes    22   and   23   )  (Fig.  6 ).

3.3  Measuring 
Isometric Response

  Fig. 6    Mounting of basilar artery: ( a ) Stainless steel wire is attached to the stainless steel jaw screw. ( b ) 
Stainless steel wire is inserted through basilar artery. ( c ) The wire is attached to the second screw. ( d ) Repeat 
same procedure with the second wire       
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         1.    The sensitivity of blood vessels to different agonists is 
dependent on the degree of muscle stretch, so it is important 
to normalize the blood vessel dimensions.   

   2.    It is useful to have optimal internal circumference (optimal 
stretch) that gives the maximum contraction. This can be calcu-
lated using active tension/internal circumference relationship.   

   3.    Blood vessel lumen circumference is considered L 100  when it is 
fully relaxed under a transmural pressure of 100 mmHg. L 100  is 
calculated using resting tension-internal circumference curve.   

   4.    Another advantage of resting tension-internal circumference 
curve is that the blood vessel’s wall thickness at L 100  (μm) can 
be calculated using microscopy. The wall thickness of the 
mounted basilar artery is measured using maximum magnifi ca-
tion of the dissection microscope.   

   5.    Resting tension-internal circumference curve is used also to 
normalize the vessel’s dimensions.   

   6.    The maximum active tension can be achieved at 0.9 × L 100 . Any 
segment giving more than 10 mN is used in the experiments.

  Procedure 

  1.    Fill the chamber with 1 mL PSS maintained at 37 °C and 
perfused with 5 % CO 2  ( see   Notes    24   and   25  ).   

  2.    Basilar artery is subjected to stretch using the microposi-
tioner (about 10 μm) after being held for 1 min.   

  3.    Repeat  step 2  until the wall tension gives 1 mN/mm.   

  4.    Basilar artery is subjected to relaxation (as done in  steps 2  
and  3  but the muscle is relaxed) until the tension becomes 
0 mN/mm.   

  5.    The points between tension and internal circumference are 
recorded and expressed as an exponential curve.    

          This is an important step and is necessary to test whether the vascular 
muscle is intact and contracts normally. Different vasoconstrictors 
can be used, such as high-potassium solution (123 mmol/L; NaCl 
replaced by KCl on a molar basis), norepinephrine (10 μmol/L), or 
high-potassium solution containing 10 μmol/L noradrenaline. In 
order to test the ability of vessel to contract normally, fi ve blood ves-
sel stimulations are applied (lasting 2 min each), each followed by a 
5-min washout period with PSS ( see   Notes    26  –  29  ).

  Procedure 

   1.    Fill the chamber with 1 mL PSS maintained at 37 °C and per-
fused with 5 % CO 2 .   

   2.    A pre-tension of 2 mN/mm is applied to each basilar artery 
( see   Note    30  ).   

3.3.1  Resting Tension 
Internal Circumference 
Relationship

3.3.2  Vessel Viability
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   3.    Basilar artery is subjected to a 45-min period of 
normalization.   

   4.    High-potassium solution (123 mm/L K + ) is added to the 
baths. Wait for 2 min ( see   Note    29  ).   

   5.    Wash the blood vessel with PSS two times and incubate it in 
PSS to allow the blood vessel to relax and reach the baseline.   

   6.    Repeat  steps 4  and  5 .   
   7.    Add norepinephrine (10 μmol/L) to the chamber bath for 

2 min.   
   8.    Repeat  step 5 .   
   9.    Add high-potassium solution containing 10 μmol/L nor-

adrenaline to the chamber and wait for 2 min.   
   10.    All contractions are recorded and measured using a PowerLab 

unit and LabChart software (ADInstruments).    

     It is very important to test the integrity of endothelium in the basi-
lar artery after blood vessel isolation, cleaning, or mounting ( see  
 Note    31  ). This procedure is used to test the success of endothe-
lium removal ( see   Note    32  ). In order to have vasodilator response 
curve, blood vessels should be pre-contracted using a suitable ago-
nist such as noradrenaline (0.1–3 μM) or ( see   Notes    33   and   34  ) to 
produce 60–80 % of the response.

  Procedure 

   1.    Fill the chamber with 1 mL PSS maintained at 37 °C and per-
fused with 5 % CO 2 .   

   2.    Slowly stretch the vessel to its normalized micrometer setting 
(pretension of 2 mN) and let the vessel equilibrate for 45 min.   

   3.    Pre-constriction with a sub-maximal concentration (3 μmol/L) 
of noradrenaline is induced ( see   Note    35  ).   

   4.    2 μL of acetylcholine (5 μmol/L) is added in order to have 
10 −8  mol/L acetylcholine.   

   5.    Once the vessel starts to relax (after 2–3 min), 0.18 μL of ace-
tylcholine (50 μmol/L) is added to give a fi nal concentration 
of 0.1 μmol/L acetylcholine in total volume within the 
chamber.   

   6.    Add 0.18 μL of acetylcholine (0.5 mmol/L) to give 1 μmol/L 
acetylcholine and wait for 3 min.   

   7.    Add 0.18 μL of acetylcholine (5 μmol/L) stock solution to 
give 10 μmol/L.   

   8.    After 3 min, add 0.9 μL of acetylcholine (10 mmol/L; stock solu-
tion in freezer) to give 0.1 mmol/L acetylcholine. Wait for 4 min.   

   9.    Wash the blood vessels four times with PSS to reach initial 
tension.   

3.3.3  Checking 
Endothelial Function 
(Vasodilator Response 
Curve)
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   10.    Relaxation responses of basilar artery are recorded using a 
PowerLab 4/35 unit and LabChart software (ADInstruments) 
and expressed as a percentage of the induced noradrenaline- 
induced contraction.    

     A standard cumulative concentration-response curve is defi ned by 
four parameters: the baseline tension, the maximum tension ( see  
 Note    36  ), the slope of the curve, and the agonist concentration that 
provokes a response halfway between baseline and maximum tension 
(EC 50 ). The EC 50  is the molar concentration of an agonist that pro-
duces 50 % of the maximum contraction for that agonist. Different 
agonists with different concentrations are used in order to create 
cumulative concentration-response curves ( see   Notes    37   and   38  ). 
The well-known vasoconstrictors are 5- hydroxytryptamine type 1B 
(5-HT 1B  receptor agonist), angiotensin II (AT 1  and AT 2  receptor 
agonist), and endothelin-1 type A and B (ET A  and ET B  receptor ago-
nist, 10 −14 –0.3 μmol/L).

  Procedure 

   1.    Fill the chamber with 1 mL PSS maintained at 37 °C and per-
fused with 5 % CO 2 .   

   2.    Allow the basilar artery to equilibrate in PSS for 45 min.   
   3.    Blood vessels are normalized. L 100  is calculated and the internal 

circumference of 0.9 L 100  is used in order to have maximum 
active tension.   

   4.    Cumulative concentration-response curves are obtained to the 
following agonists: 5-HT 1B  (10 −11 –30 μmol/L), AT 1  and AT 2  
(10 −12 –3 μmol/L), and ET A  and ET B  (10 −14 –0.3 μmol/L).   

   5.    Following each concentration-response curve, the basilar 
artery is washed with PSS and allowed to relax (around 30 min) 
before the next vasoconstrictor is applied.   

   6.    Contractile responses of basilar artery are recorded using a 
PowerLab unit and LabChart software (ADInstruments). This 
software will automatically generate the EC 50 .   

   7.    The contractile responses to different agonists are expressed as 
increase in isometric tension divided by the normalized lumen 
diameter of blood vessels (active wall tension (mN/mm)).   

   8.    The EC 50  for each cumulative concentration-response curve is 
calculated.   

   9.    The sensitivity of basilar artery to each vasoconstrictor is 
expressed as the - log EC 50 .   

   10.    It is very important to check the integrity of the endothelium 
at the end of the experiment with the silver nitrate stain (or 
repeat Subheading  3.3.2 ).    

3.3.4  Cumulative 
Concentration- Response 
Curves
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     In order to assess the endothelial dependence of the actions of 
different vasoconstrictors on the basilar artery, the endothelium is 
removed mechanically by passing a 50–75 μm human hair through 
the basilar artery lumen and rubbing the intimal surface. Endothelial 
denudation is considered successful if the precontracted basilar 
artery has no response to 10 μmol/L acetylcholine.    

4                                       Notes 

     1.    The solutions should be prepared freshly for each experiment. 
If left for several weeks (even at 4 °C), the buffers might pro-
duce fungi, which will affect the experiment and results.     

     2.    Dissection dishes are lined with black Sylgard material for tis-
sue fi xation during dissection procedures.   

   3.    It is preferable to use an inverted microscope instead of an 
upright microscope, since accessories like pH meter or oxygen 
electrode might be used in the bath. An inverted microscope 
has more space for these accessories.   

   4.    Stainless steel wires are better than tungsten wires due to 
oxidation.     

     5.    The rats are maintained at stable room temperature, humidity, 
and sleep cycle, with regular access to uncontaminated drink-
ing water and food in order to maintain stable physiologic 
cycles of metabolism.   

   6.    After euthanizing the animal, remove the brain and isolate the 
basilar arteries as quickly as possible. If cerebral arteries are left on 
the brain for too long, toxins released from the dying neurons 
will affect the blood vessels and reduce blood vessel reactivity.   

   7.    It is easy to differentiate between arteries and veins. The wall 
(tunica media) of arteries is thicker than that of veins. The 
lumen of an artery is narrower than that of a vein.   

   8.    This technique requires a careful grip of the scissors. Move the 
blades directly up and make the cuts parallel to the vessel wall, 
in order to avoid cutting the vessel itself.   

   9.    Work fast and carefully to avoid damaging endothelial cells in 
the vessels.   

   10.    Branched blood vessels are challenging to work with, so the 
middle cerebral arteries are not often used. The superior cere-
bellar arteries or posterior cerebral arteries (specifi cally the 
third branch) are easier to isolate because they have longer seg-
ments that are not branched. However, if a branched vessel is 
the one you need to isolate, it is possible, but tedious. Ligatures 
may be required to isolate a non-branchy segment and more 
effort will be made in the mounting process.   

3.3.5  Denuding 
the Endothelium

Contractile Responses of the Basilar Artery
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   11.    It is important and necessary to stretch the blood vessels during 
dissection to aid the microdissection.   

   12.    Most of the fat is removed fi rstly from one side of the vessel 
and then from the other side, and fi nally from the smaller 
branches.   

   13.    The vessel should be as clean as possible because excessive fat 
on the vessel affects the muscle contractility.   

   14.    Interestingly, the blood vessels can be left in the fridge for a 
couple of days and then actually be used in the wire myograph 
experiment. However, it is crucial to leave the vessels in the 
fridge at 4 °C, and not at −20 °C or −80 °C.     

     15.    In general, small arteries with internal diameters between 100 
and 500 μm can be mounted on 40 μm stainless steel wires. In 
case the arterioles have an internal diameter of less than 60 μm, 
the 25 μm tungsten wires are used.   

   16.    Two wires of approximately 2 cm length, with blunt ends and 
as straight as possible, are required.   

   17.    The lumen of the vessel often closes when it is cut. To open the 
blood vessels, grab it fi rmly with the forceps as close to the 
proximal end as possible. The wire tip can also be used to open 
the lumen.   

   18.    Once the wire is inside the lumen, the vessel is slowly and care-
fully drawn up the wire to avoid damaging the endothelial 
layer and vascular wall. Take special care when the wire tip is 
passing the branching points.   

   19.    Remember that the transducer is very sensitive to pressure at 
the transducer head level, so do not apply too much force 
when you tighten the screws. This also applies any time you 
have the heads together.   

   20.    Screws are turned in clockwise so as to tighten the wires. When 
tightening the screws, always place the wire clockwise around 
the screw head.   

   21.    If the wires are not parallel, move the wires with the use of 
forceps. Moving the heads back and forth makes it easier to see 
how the wires are positioned.   

   22.    For beginners that are new to this technique, take your time to 
practice the entire procedure before beginning the actual 
research experiments.   

   23.    In the process of practicing, it is advisable to use mesenteric 
arteries and to keep repeating the same experiment, such as 
KCl-induced constriction or phenylephrine concentration- 
response curve, until consistent results are obtained.     
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     24.    If you note any contraction in the vessel, do not force it; let it 
relax, and then change the PSS in the chamber bath.   

   25.    In case problems arise, fi rst check the pH, oxygenation, and 
temperature in the bath.   

   26.    Since force production and sensitivity of vessels to different 
agonists are dependent on the extent of stretch (according to 
active tension-length relationship), it is essential to conduct 
contraction studies under isometric conditions to prevent 
compliance of the mounting wires.   

   27.    You can use only segments that developed more than 2 mN 
force to high potassium with intact endothelium.   

   28.    In the case of endothelium-denuded segment, you can use seg-
ments that developed 1.5 mN force to high-potassium solution.   

   29.    It is very important to have a fi xed time interval between each 
dose.   

   30.    Basilar arteries may vary with length and size, and it is important 
to have maximum contraction for normalization. High- potassium 
solution (123 mmol/L) or norepinephrine (10 μmol/L) can be 
used to normalize experimental data as a percent of high potas-
sium or norepinephrine-induced contraction.   

   31.    If the endothelium is intact, acetylcholine will induce relax-
ation on the blood vessels (vasodilator curve).   

   32.    Before starting vasodilator response curve experiments, make 
sure that the blood vessel has cholinergic receptors (placental 
vessels lack cholinergic receptors).   

   33.    Phenylephrine or norepinephrine produces a sustained con-
striction (tonic) which is stabilized after 3 min.   

   34.    This tonic contraction is uniform along the length of the basi-
lar artery.   

   35.    This will produce a contraction of 80 % of the maximum 
response to high-potassium solution.   

   36.    Concentration-response curve can be obtained by using large 
ranges of concentrations (until receptor saturation) of an 
agonist.   

   37.    Concentration-response curve is usually logarithmic. The 
 X -axis plots the concentration of an agonist while the  Y -axis 
plots response (tension mN/mm).   

   38.    Some agonists bind irreversibly to their receptor and cannot be 
washed out with physiological salt solution. Irreversible ago-
nists should be used at the end of experiments.       
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Chapter 35

Magnetic Resonance Imaging in Experimental Traumatic 
Brain Injury

Qiang Shen, Lora Tally Watts, Wei Li, and Timothy Q. Duong

Abstract

Traumatic brain injury (TBI) is a leading cause of death and disability in the USA. Common causes of TBI 
include falls, violence, injuries from wars, and vehicular and sporting accidents. The initial direct mechani-
cal damage in TBI is followed by progressive secondary injuries such as brain swelling, perturbed cerebral 
blood flow (CBF), abnormal cerebrovascular reactivity (CR), metabolic dysfunction, blood–brain-barrier 
disruption, inflammation, oxidative stress, and excitotoxicity, among others. Magnetic resonance imaging 
(MRI) offers the means to noninvasively probe many of these secondary injuries. MRI has been used to 
image anatomical, physiological, and functional changes associated with TBI in a longitudinal manner. 
This chapter describes controlled cortical impact (CCI) TBI surgical procedures, a few common MRI 
protocols used in TBI imaging, and, finally, image analysis pertaining to experimental TBI imaging in rats.

Key words MRI, Traumatic brain injury, ADC, CBF, DWI, PWI, BBB, Experimental TBI model, 
Rodents, fMRI

1 Introduction

Traumatic brain injury (TBI) is a leading cause of death and dis-
ability, affecting 3.5 million American civilians, with an annual cost 
exceeding $60 billion [1]. In addition, more than 270,000 US 
service members have been diagnosed with TBI since the begin-
ning of the global war on terrorism (http://dvbic.dcoe.mil). 
Common causes of TBI include falls, violence, injuries from wars, 
and vehicular and sporting accidents. The initial direct mechanical 
damage in TBI is followed by progressive secondary damage such 
as brain swelling, perturbed cerebral blood flow (CBF), abnormal 
cerebrovascular reactivity (CR), metabolic dysfunction, blood–
brain-barrier disruption, inflammation, oxidative stress, and exci-
totoxicity, among others [2, 3]. Ischemic-like events (such as 
membrane depolarization, ion dysregulation, oxidative stress, exci-
totoxicity, and inflammation, among others) subsequently lead to 
apoptotic and necrotic cell death. The multidimensional cascades 

Firas Kobeissy et al. (eds.), Injury Models of the Central Nervous System: Methods and Protocols, Methods in Molecular Biology,
vol. 1462, DOI 10.1007/978-1-4939-3816-2_35, © Springer Science+Business Media New York 2016
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of secondary brain injury in TBI offer many potential targets for 
therapeutic intervention.

Magnetic resonance imaging (MRI) offers the means to non-
invasively probe many of these secondary injuries. MRI has been 
used to image anatomical, physiological, and functional changes 
associated with TBI in a longitudinal manner [4, 5]. T1 and T2 
anatomical MRI allows for visualization of gross structural dam-
age, possible hemorrhage, and vasogenic edema in TBI [6, 7]. 
Diffusion-weighted imaging, in which contrast is based on the 
apparent diffusion coefficient (ADC) of water, can detect ischemic 
brain injury within minutes. ADC reduction is often attributed to 
cytotoxic edema, a common feature of TBI [8–10]. Diffusion ten-
sor imaging (DTI) provides both magnitude and directional infor-
mation about water diffusion and thus has been used to detect 
changes in fiber tracts following TBI [11]. Fractional anisotropy 
(FA), an index of anisotropy of water motion from DTI measure-
ments, is sensitive to white-matter injury, microstructural changes 
[12, 13], and diffuse axonal injury [13–17] in TBI.

Disruptions in CBF and CR could be the result of either direct 
mechanical injury to vessels or indirect reduction of local perfusion 
pressure by elevated intracranial pressure. CBF can be measured 
using an exogenous intravascular contrast agent or by magnetically 
labeling the endogenous water in blood [18, 19]. The former is 
efficient, but it is incompatible with dynamic CBF fMRI as the 
long half-life of the contrast agent allows only one CBF measure-
ment per bolus injection. Arterial spin labeling (ASL) techniques, 
on the other hand, are totally noninvasive, and the labeled water 
has a short half-life (~blood T1), making it possible to perform 
multiple repeated measurements that can be used to augment spa-
tial resolution and/or signal-to-noise ratio.

Blood–brain-barrier (BBB) disruption is common following 
TBI [20, 21]. Traditional histological Evans Blue extravasation has 
been widely used to measure BBB leakage following TBI [20, 22, 
23]. However, this method requires the sacrifice of the animals and 
does not allow for longitudinal assessments. Dynamic contrast- 
enhanced (DCE) MRI can longitudinally measure the transport 
coefficient Ktrans which reflects BBB permeability [24].

Rodent models have been widely utilized to study TBI; they 
include the controlled cortical impact (CCI), fluid percussion, accel-
eration-impact or weight drop, Marmarou, Feeney, and blast injury 
models [25, 26]. The common areas of impact included somatosen-
sory/motor, auditory, parietal, and visual cortices. Outcomes and 
lesion sizes are highly variable due to the use of different experimen-
tal models and/or different injury parameters [25, 26].

In this chapter, we describe the controlled cortical impact 
(CCI) TBI surgery procedures, a few common MRI protocols 
used in TBI imaging, and, finally, image analysis pertaining to 
experimental TBI imaging in rats.
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2 Materials

 1. Rats (200–250 g) (Taconic Farms, Hudson, NY; Charles 
River, Wilmington, MA).

 2. Anesthetics (isoflurane or pentobarbital, etc.) (VetOne, MWI, 
Boise, ID).

 3. Common surgical tools and supplies (Fine Science Tools, 
Foster City, CA; Integra Miltex, Plainsboro, NJ; World 
Precision Instruments, Sarasota, FL; Ethicon, Somerville, NJ).

 4. Pneumatic controlled cortical impactor (Precision Systems 
and Instrumentation, Fairfax Station, VA).

 5. Stereotaxic frame equipped with tooth and ear bars (myNeu-
rolab.com, St. Louis, MO).

 6. Bone wax (Ethicon, Somerville, NJ).
 7. Antibiotic ointment (McKesson, Richmond, VA).
 8. Analgesic (Buprenex) (Henry Schein, Melville, NY).
 9. Warm pad, temperature feedback monitoring, and other mon-

itoring equipment to ensure normal animal physiology (Fisher 
Scientific, Pittsburgh, PA; Cole-Palmer, Vernon Hills, IL).

 10. Cresyl violet acetate for Nissl staining (Sigma, St. Louis, MO).

 1. Bruker 7 T scanner (Billerica, MA).
 2. 40-G/cm BGA12 gradient insert (ID = 12 cm, 120 μs rise time).
 3. Animal holder (custom-made).
 4. Custom-made RF transmitter and receiver coils for brain 

imaging.
 5. Custom-made RF transmitter coil for arterial spin labeling.
 6. Actively decoupled switch box to detune RF coils.
 7. Other magnet, gradient, and RF coil configurations should 

also work.

 1. Oximetry (heart rate, arterial oxygen saturation) (Mouse Ox, 
STARR Life Sciences, Oakmont, PA).

 2. Blood pressure (invasive with artery catheterization) (Biopac/
Acknowledge, Goleta, CA).

 3. Respiration rate via force transducer (Biopac/Acknowledge, 
Goleta, CA).

 4. Forepaw stimulation device—home-made device or Grass 
stimulators.

 5. Circulating warm water bath (Haake water bath, Rheology 
Solutions, Bacchus Marsh, Victoria, Australia; Cole Palmer, 
Vernon Hills, IL).

2.1 TBI Modeling

2.2 MRI

2.3 Peripheral 
MRI-Compatible 
Monitor Equipment 
and Animal Supports

MRI of traumatic brain Injury
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 6. Temperature feedback regulator (Digi-Sense, Cole-Palmer, 
Vernon Hills, IL).

 7. Anesthetic delivery, such as vaporizer (Universal Vaporizer 
Support, Foster City, CA).

3 Methods

 1. Male rats (250–350 g) are anesthetized with isoflurane (~2 %). 
Other anesthetics can also be used. Male rats are often used to 
avoid the effects of female hormones on outcome. Female rats 
are also widely studied; some female hormones have been 
found to have neuroprotective effects.

 2. Aseptic preparations (Betadine and ethanol washes) should be 
performed to prevent infection and immunological responses 
that could affect outcome.

 3. The animal is secured in a stereotaxic frame with ear and tooth 
bars; an incision is made at the level of the cerebellum as pos-
terior from the impact site as possible to prevent artifacts dur-
ing MRI acquisition. The periosteum is removed over the 
impact site. A Ø5mm craniotomy is created over the left S1FL 
(+0.25 mm anterior and 3.5 mm lateral to bregma), exposing 
the dura matter. The intact dura matter is impacted using a 
pneumatic-controlled cortical impactor (Precision Systems 
and Instrumentation, LLC, Fairfax Station, VA) fitted with a 
Ø3mm tip (5.0 m/s, 250 μs dwell time, 1 mm depth) to pro-
duce a mild focal TBI. Following the impact, the cranial open-
ing is sealed with bone wax, the scalp sutured closed, and 
antibiotic ointment applied. Saline is injected under the skin to 
facilitate the removal of air pockets between the scalp and 
the skull, thus minimizing artifacts during MRI acquisition 
(see Note 1). Buprenex (0.05 mg/kg) is given subcutaneously 
every 12 h for 3 days as needed for pain relief.

 4. The right femoral artery is catheterized for blood-gas sam-
pling, continuous blood pressure, and heart-rate monitoring. 
These physiological parameters are important, because devia-
tions could affect TBI outcome causing an increase in statisti-
cal scatters.

 5. Rats are secured in a supine position on an MR-compatible rat 
stereotaxic headset, and anesthesia is reduced to ~1.1 % isoflu-
rane. Rats breathe spontaneously. Mechanical ventilation can 
also be used. Rectal temperature should be maintained at 
37.0 ± 0.5 °C. It is strongly suggested that heart rate, respira-
tion rate, mean arterial blood pressure, and oxygen saturation 
(from oximetry) are monitored. Blood gas should be sampled 
once during a break between imaging scans. All recorded 
physiological parameters are within normal physiological 
ranges. MRI is acquired on the day of the TBI procedure 

3.1 TBI Surgery  
[24, 27–32]
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(1–3 h post- TBI), and again on days 1, 2, 7, and 14 after TBI 
onset.

 6. Rectal temperature is maintained at 36.5–37.5 °C and respira-
tions are recorded throughout the study. Body core tempera-
ture is critical, because it could affect the outcome.

 7. Nissl staining is used to measure morphological changes within 
and around the impact following TBI [27, 33]. Briefly, anesthe-
tized rats are perfused on day 14 post-TBI with ice-cold hepa-
rinized phosphate-buffered saline, followed by ice-cold 4 % 
buffered paraformaldehyde (PFA). Brains are removed and post-
fixed with 4 % PFA and subsequently cryopreserved (30 % 
sucrose) for 48 h at 4 °C. Coronal section measuring 25-μm are 
affixed to gelatin-coated slides and dried overnight at 
37 °C. Slides are hydrated through a series of graded alcohols to 
distilled water, followed by 0.1 % cresyl violet acetate for 7 min. 
Brain sections are then dehydrated, cleared in Histo-clear, 
xylene and cover-slipped with Permount mounting medium. 
Images are acquired on an Olympus BX60F microscope 
equipped with an Olympus DP70 camera. A 5× objective is uti-
lized to acquire images for mosaic full brain images assimilated 
MRI using Microsoft ICE software. Intact neurons are defined 
as nonbasophilic neurons with pale nuclei and discrete nucleoli 
and that had an intact neuronal body. Dark-stained neurons are 
defined as neurons with abnormal morphology, such as hyper-
basophilic neurons and neurons with shrunken morphology.

 1. Position of RF coil: Position the RF coil as central to the region 
of interest as possible. For a surface coil, avoid pressing the 
coil too hard on the animal’s head as it would increase “load-
ing,” which decreases SNR.

 2. Tune and match RF coil: Tune and match RF coil by adjusting 
the capacitors to 1 H resonance frequency and 50 Ω.

 3. Position scan: Position the scan on x, y, and z to ensure that the 
subject is centered. Open up the FOV if needed.

 4. Shimming: Run autoshim or manual shim as needed.
 5. Calibrate RF pulses: Calibrate RF pulses for given pulse shapes 

and durations. This can be set up to be done automatically.
 6. Pilot scan: Perform a pilot scan, using a 2D gradient echo 

FLASH or RARE sequence (10–30 s). Based on the pilot scan, 
plan 5–8 1.0 mm coronal slices to cover the region of interest.

 7. T2 map (9.5 min): T2-weighted images are acquired using a 
fast spin-echo sequence with four effective echo times (18, 54, 
90, and 126 ms), and four echo train lengths, where the center 
of the echo train is taken as the effective TE for T2 calculation. 
Typical parameters are spectral width 30–50 kHz, TR = 2–3 s 
(90° flip angle), pulse shape Gaussian or Sinc3, and pulse 
duration 1–2 ms.

3.2 MRI
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 8. Diffusion tensor-weighted MRI (3.5 min): DTIs are obtained 
with five b = 0 and 30 directions with a 1200 s/mm2 bmax-value. 
Echo planar imaging (EPI) scans with partial Fourier (3/4) 
are also acquired using the following settings: seven 1.0 mm 
coronal images, field of view (FOV) = 2.56 × 2.56 cm, matrix 
96 × 96 and reconstructed to 128 × 128, single shot, repetition 
time (TR) = 3 s, echo time (TE) = 32 msec, separate between 
diffusion gradient Δ = 14 ms, diffusion gradient duration 
δ = 5 ms, and 2 transients for signal averaging.

 9. CBF: There are two methods to measure CBF, namely con-
tinuous arterial spin labeling (cASL) or dynamic susceptibility 
contrast (DSC) MRI with Magnevist (Gd-DTPA) or Omiscan 
(another contrast agent). With the latter, measurement can 
only be made once every hour or so because intravascular half- 
life of MRI is on the order of 6 min. In TBI, the contrast agent 
is often trapped; a longer wait time may be necessary.

For the cASL technique, single-shot, gradient-echo, and 
echo-planar-imaging (EPI) acquisition is used. Paired images 
are acquired alternately—one with arterial spin labeling and 
the other without (control). MR parameters are as follows: 
data matrix = seven 1.0 mm coronal images, field of view 
(FOV) = 2.56 × 2.56 cm, matrix 96 × 96 and reconstructed to 
128 × 128, single shot, repetition time (TR) = 3 s, and echo 
time (TE) = 10.2 msec. Continuous arterial spin labeling 
employed a 2.7-s square radiofrequency pulse to the labeling 
coil in the presence of 1.0 G/cm gradient along the flow 
direction, such that the condition of adiabatic inversion is sat-
isfied. The sign of the frequency offset is switched for control 
(non-labeled) images. Number of averages is typically 60–100 
depending on the SNR needed.

Parameters for the DSC technique are single-shot, gradient- 
echo, echo-planar-imaging (EPI) acquisition with matrix = 
64 × 64, FOV = 2.56 cm × 2.56 cm, 3–5 slices of 1.0 mm, 
TE = 20 ms, and TR = 0.333 s (22° flip angle). Preload the IV 
line with 0.15–0.2 ml of Magnevist or Omiscan (typically 3 ft 
long of PE-50 tubing will hold such volume). About 20 s into 
the acquisition, deliver the contrast agent in a single bolus 
flush of saline. Continue DSC acquisition for another 40 s. 
Note that if DSC is used, Gd-DTPA has a non-negligible 
intravascular half-life. cASL and fMRI studies cannot be done 
immediately after Gd- DTPA injection (see Note 2).

 10. fMRI: Combined CBF and BOLD measurements are made 
using the continuous arterial spin-labeling technique with 
single- shot, gradient-echo, and echo-planar-imaging (EPI) 
acquisition. Paired images are acquired alternately—one with 
arterial spin labeling and the other without (control). MR 
parameters are as follows: seven 1.0 mm coronal images, field 
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of view (FOV) = 2.56 × 2.56 cm, matrix 96 × 96 and recon-
structed to 128 × 128, single shot, repetition time (TR) = 3 s, 
and echo time (TE) = 10.2 ms. Continuous arterial spin label-
ing employed a 2.7-s square radiofrequency pulse to the label-
ing coil in the presence of 1.0 G/cm gradient along the flow 
direction, such that the condition of adiabatic inversion is sat-
isfied. The sign of the frequency offset is switched for control 
(non-labeled) images. For each set of fMRI measurements, 
4 min of baseline data acquisition, 3 min of data acquisition 
during hypercapnic challenge, and 3 min of data acquisition 
during the post-stimulation surveillance period. Hypercapnic 
challenges use a premixed gas of 5 % CO2 with 21 % O2 and 
balance N2.

 11. Ktrans-MRI (19.4 min): Ktrans MRI data are acquired using a 
2D multi-slice FLASH sequence. A prescan module is used to 
determine the flip angle and M0 distribution, which includes 3 
FLASH scans with different TRs: 64 ms (scan 1), 200 ms 
(scan 2), and 3000 ms (scan 3). The rest of imaging parame-
ters are as follows: five 1.0 mm coronal slices, TE = 2 ms, 
FOV = 2.56 × 2.56 cm2, 128 × 128 data matrix, and 30° nomi-
nal flip angle. The prescan takes 7.4 min. Dynamic scans use a 
TR of 64 ms, and otherwise identical sequence parameters. 
After baseline data are acquired for 2 min, a bolus (0.2 ml/kg) 
of gadodiamide (GE Healthcare, USA) is injected intrave-
nously through the tail vein, during which the dynamic scan is 
continued. A total of 90 dynamic images are acquired with a 
temporal resolution of 8 s, lasting 12 min total. Because of 
using gadodiamide, cASL scan cannot be performed after 
Ktrans scan (see Note 2).

 12. Quantitative susceptibility mapping (QSM): QSM data are 
acquired using a 3D multi-gradient echo (MGE) sequence 
with the following parameters: FOV = 2.56 × 2.56 × 2.56 cm3, 
data matrix = 256 × 192 × 128, TE1 = 4.4 ms, echo spac-
ing = 6.1 ms, 4 echoes, and TR = 28 ms.

Image calculation and co-registration can be done using codes 
written in Matlab (MathWorks Inc, Natick, MA) [34, 35]. In addi-
tion to Matlab programs, we also use the STIMULATE (University 
of Minnesota) software for display and plotting. There are also 
many other free software programs available to calculate and dis-
play MRI images.

 1. ADC
ADC maps with intensity in unit of mm2/s are calculated 

pixel by pixel by using [36, 37],

 ADC = - ( ) -( )ln / /S S b b1 0 1 0  

3.3 Image Analysis

3.3.1 Map Calculations
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where bi = γ2Gi
2δ2(Δ − δ/3), ln is the natural logarithm, and S0 

and S1 are the signal intensities obtained with b0 and b1, respec-
tively. The b-value is proportional to the gradient strength (G), 
magnetogyric ratio (γ), duration of each gradient pulse (δ), and 
the time (Δ) between applications of the two gradient pulses. 
ADC maps are calculated at each time point.

 2. Fractional anisotropy (FA):
FA can be calculated using either Matlab code or other 

MRI analysis toolboxes (e.g., DTIStudio, BrainVoyager). 
Three eigenvalues (λ1, λ2, and λ3) are derived from DTI data 
and FA is calculated using
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 3. CBF
For ASL images, CBF images (SCBF) with intensity in units 

of ml/gram/min are calculated [38, 39] pixel by pixel using

 
S l T S S S a SCBF c L L c= -( ) + -( )( )/ / ,1 2 1

 
where SC and SL are signal intensities of the control and labeled 
images, respectively. λ—0.9 ml/g—is the partition coefficient 
[40]. α is the labeling efficiency which is measured to 0.75–
0.9 in animal models.

For DSC-CBF calculation, the transverse relaxation rate 
(ΔR2

*) is calculated using the equation ΔR2
*(t) = −ln(S(t)/S0)/

TE, where S(t) is the signal intensity at time t, S0 is the precon-
trast baseline signal intensity, and TE is the sequence echo 
time. A CBF map is then generated by deconvolving the 
change in tissue concentration over the first pass of contrast 
agent with an arterial input function using singular value 
decomposition [41, 42]. Mean transit time and cerebral blood 
volume can also be obtained with this analysis and they may be 
useful for stroke analysis. This software can be obtained from 
many sources.

 4. T2

T2 maps can be calculated from T2-weighted MRI with two 
or more echo times (TE). When using two echoes, T2 can be 
calculated directly using

 T S S2 2 1 2 1= - ( ) -( )ln / / ,TE TE TE TE  
where STE2 and STE1 are the signal intensities obtained with TE2 
and TE1, respectively. If using more than two echoes, a linear 
fit needs to be used to fit

 ln ln / ,S S TTE TE( ) = ( ) -0 2  
where S0 is the maximum signal from the sample.
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 5. Ktrans mapping [24]
The steady-state spoiled gradient echo (GRE, acquired using 

the 2D FLASH sequence) signal amplitude for a given TR 
(MTR) can be related to M0, R1, and α as follows:

 
M M r s

R

RTR coil

TR

TR
TE= ( ) × - - ×( )

- - ×( ) ×
× -0

1

1

1

1
, sin

exp

exp cos
expa

a
// *T2( )

 
(1)

where M0 is a function of both spatial location r and coil sen-
sitivity scoil. To minimize the R2

* signal decay, a single-echo 
GRE scan is used with minimum TE and a low dose of gado-
linium. As an approximation, exp / *-( ) »TE T2 1  is used in the 
subsequent calculation. A prescan module composed of three 
GRE scans is used to determine flip angle (α) and tissue mag-
netization (M0).

For flip-angle mapping, simulations using Eq. 1 show that 
the ratio of GRE magnitudes at TRs of 200 and 64 ms depends 
strongly on α, but very weakly on T1. Given the narrow T1 
distribution of brain tissue, a raw α (or B1

+) map can be 
obtained from the ratio map with a fixed T1 value. Assuming 
that α is a smooth function of location, the final α map can be 
obtained after smoothing.

For M0 determination, according to Eq. 1, the GRE signal 
becomes less dependent on T1 with increasing TR. With a 
long TR of 3000 ms, GRE magnitude depends primarily on 
sin(α) for small to medium flip angles (α < 45°), but very 
weakly on T1. Given the normal flip angle of 30°, the actual 
flip angle of the brain tissue is within the range of 15–45°; 
therefore, M0 can be determined from the long TR scan and 
the flip angle distribution as follows:

 M M0 3000= ms / sina  (2)

Given the smooth α distribution, high-SNR M0 map, and 
dynamic scans using sensitive surface coil at high field, dynamic 
R1 map can be obtained using Eq. 1 with sufficient SNR.

The AIF is determined using the data and the scaling 
approach by Ewing and colleagues [43, 44]. Briefly, the mean 
AIF (AIFmean) is measured in a group of male rats (approxi-
mately 300 g) using the custom-synthesized radiolabeled Gd- 
DTPA [43]. Assuming that the plasma volume is 1 % and there 
is no BBB leakage in the contralesional side of caudate-puta-
men (CPU), the AIF is determined using the following 
scaling:
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The R1 and the AIF are then used to fit the extended Kety model:

 
C t K C e d C tt

t
k t( ) = ( ) + ( )

=

- -( )òtrans
p p p

ep

t

tt t n
0  

(4)

where Ct(t) and Cp(t) are tissue and plasma gadolinium con-
centrations, and kep is the reversible mass transfer coefficient. 
In this study, the R1 and scaled AIF values are directly used for 
data fitting without further conversion to concentrations using 
the relativity of contrast agent. Since it is difficult to obtain 
acceptable Ktrans maps by simultaneously fitting all three param-
eters, we use the model selection approach by Ewing and col-
leagues [44] to select a simpler model that could sufficiently 
describe the dynamic contrast change. Data is fit to the 
extended Kety model with the two following assumptions as 
described by Ewing and colleagues [44]:

Irreversible leakage (two-parameter model, or Model 2):

 
K ktrans

ep> =0 0,
 

(5)

Reversible leakage (three-parameter model, or Model 3):
Ktrans > 0, kep > 0

For model selection, the irreversible model is selected, 
unless the reversible model yields a statistically significant bet-
ter fit. The cutoff criteria use the F-statistic, which can be cal-
culated using the summed squared residues (SSE) and the 
number of samples (N) as follows:

 
F N= -( )éë ùû -( )éë ùûSSE SSE SSE3 2 31 3/ / /

 
(6)

where the subscript represents the corresponding model. The 
final selection mask is determined as

 M F Fselect = > 0  (7)

The threshold for F-statistic (F0) is set as 10 (P < 0.05). The 
final Ktrans map is then determined as

 K K M K Mfinal
trans

Model
trans

select Model
trans

select= × - + ×1 21( )  (8)

All the calculations are performed using Matlab R2011b 
(Mathworks, Natick, MA).

 6. Quantitative susceptibility mapping:
QSM is performed using the STI Suite [45]. Briefly, the 

brain image is reconstructed with 3D fast Fourier transform. 
The complex data is separated into magnitude and phase. 
The magnitude image is used for the extraction of the brain 
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tissue. The phase images are unwrapped using Laplacian-
based unwrapping [46] and summed. The background phase 
is removed using the V-SHARP method [47]. The tissue 
susceptibility is determined using the LSQR method [48]. 
The resulting magnetic susceptibility values are directly used 
for comparison [49].

Abnormal tissue volume can be determined using either manually 
ROI drawing or threshold methods. Manually region of interest 
(ROI) drawing method usually needs more than two data analyzers 
to manually delineate the border of the abnormal tissue and then 
count the number of pixels inside the ROI. Commonly used thresh-
old method is using the mean value ± 2 standard deviations of the 
homologous contralesional region (see Note 3). Depending on the 
data, it could be two or three standard deviations (see Note 4). In 
TBI abnormal tissue volume analysis, ADC, CBF, FA, T2, and Ktrans 
can all be analyzed using these two methods.

Images obtained during the transition period between baseline 
and stimulus onset (30 s for CO2 challenge) are discarded. BOLD 
images are obtained from the control (non-labeled) images of the 
CBF measurements. BOLD and CBF magnitude and percent 
changes relative to baselines are calculated on a pixel-by-pixel 
basis.

Image maps of individual subjects are co-registered across time 
points via the application of a transformation matrix generated by 
QuickVol and MRIAnalysisPak software [35, 50].

Three regions of interest (ROIs) are defined along the ipsilesional 
cortex, along with three ROIs in homologous regions of the con-
tralesional hemisphere. The same ROIs are used to tabulate the 
MRI measures across all time points using Stimulate software 
(University of Minnesota). Values of the ipsilesional ROI are nor-
malized with respect to those of the contralesional ROI.

To evaluate MRI contrast along the white matter tracts and to 
eliminate the subjectivity of manual region of interest selection, we 
project the maximum values of magnetic susceptibility, and the 
minimum values of DTI FA along the corpus callosum. Such an 
approach is used to minimize the potential partial volume effect 
due to the small fraction of white matter in rodent brains. The 
projected values are compared across different time points.

3.3.2 Abnormal Tissue 
Volume Analysis

3.3.3 Hypercapnic 
Responses

3.4 Additional 
Advanced Analysis

3.4.1 Data 
Co-registration

3.4.2 Spatial-temparal 
Changes of MRI Measures 
(ADC, FA, CBF, T2, K trans, 
and Hypercapnic 
Responses)

3.4.3 Quantification 
of White Matter Damage
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4 Notes

 1. Following the TBI impact, the cranial opening needs to be 
sealed with bone wax and then the scalp sutured closed. The 
blood, if any, needs to be cleared. Saline should be injected 
under the skin to facilitate removal of air pockets between the 
scalp and the skull to minimize artifacts during MRI acquisi-
tion. These steps (using bone wax and saline) are very impor-
tant to avoid MRI artifacts.

 2. Gd-DTPA or gadodiamide will change the relaxation time (T1 
and T2) of blood and tissue. Therefore CBF will not be accu-
rately obtained using cASL after using Gd-DTPA or 
gadodiamide.

 3. In TBI, some parameters can change in the positive or nega-
tive direction at the same time due to heterogeneity within the 
tissue. For example, both decreased and increased ADC can be 
observed in acute TBI. When calculating abnormal ADC tis-
sue volume, both types of tissues need to be counted.

 4. The variances of different parameters are different. For small 
variance data, the threshold needs to use mean value plus 
higher times of standard deviations (SD). For example, for T2 
maps, two SDs would be good. For ADC, which has small 
variance, it may be needed to use mean plus three SDs as the 
threshold.
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    Chapter 36   

 A Simplifi ed Workfl ow for Protein Quantitation of Rat Brain 
Tissues Using Label-Free Proteomics and Spectral 
Counting                     

     Angela     M.     Boutté     ,     Shonnette     F.     Grant    , and     Jitendra     R.     Dave     

  Abstract 

   Mass spectrometry-based proteomics is an increasingly valuable tool for determining relative or quantitative 
protein abundance in brain tissues. A plethora of technical and analytical methods are available, but straight-
forward and practical approaches are often needed to facilitate reproducibility. This aspect is particularly 
important as an increasing number of studies focus on models of traumatic brain injury or brain trauma, for 
which brain tissue proteomes have not yet been fully described. This text provides suggested techniques for 
robust identifi cation and quantitation of brain proteins by using molecular weight fractionation prior to mass 
spectrometry-based proteomics. Detailed sample preparation and generalized protocols for chromatography, 
mass spectrometry, spectral counting, and normalization are described. The rat cerebral cortex isolated from 
a model of blast-overpressure was used as an exemplary source of brain tissue. However, these techniques 
may be adapted for lysates generated from several types of cells or tissues and adapted by the end user.  

  Key words     Brain tissue  ,   Electrophoresis  ,   Mass spectrometry  ,   Spectral counting  ,   Traumatic brain 
injury  ,   Biomarkers  

1      Introduction 

   Traumatic brain injury (TBI) remains a serious medical issue world-
wide. In the USA alone, more than 2.5 million patients suffered a 
TBI in 2010. Military personnel and athletes are among high-risk 
groups. More than 27,000 military personnel were diagnosed with 
a TBI in 2013 alone (  http://www.cdc.gov/traumaticbraininjury    ) 
and sports-related TBI (e.g., concussions) have become a major 
health concern between both  juvenile   and adult athletes [ 1 ]. 
Although TBI has become increasingly important to the medical 
research community at-large and has been gaining more public 
attention, little is known about how the brain is affected at the 
molecular level. Application of a discovery-based approach, such as 
 mass spectrometry  -based proteomics analysis of animal models 
(e.g., rats or mice), may fi ll this current knowledge gap. 

http://www.cdc.gov/traumaticbraininjury
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  Mass spectrometry-based   proteomics allows discreet analysis 
of brain tissues in an unbiased manner. Defi ning global protein 
abundance changes that occur in the injured brain is critical to 
understanding  mechanisms   of injury and may lead to identifying 
molecular based targets of therapy. Prior to determining the effect 
of a TBI, the uninjured brain proteome must fi rst be defi ned and 
used as a reference. The source of brain tissue used within this 
exemplary analysis was derived from the control, e.g., sham treated, 
group of a rodent blast overpressure model [ 2 ,  3 ]. The method 
described herein offers a fl exible strategy used to determine pro-
tein abundance in the rat cerebral cortex defi ned by label-free  mass 
spectrometry   and spectral counting. Intended for use as a control 
within a larger dataset, TBI-related proteins which were detectable 
in these sham samples are shown. The strategy defi ned herein may 
be easily adapted to study alterations in the rodent brain proteome 
as a consequence of TBI or neurological diseases using animal 
models as well as several types of mass spectrometry platforms.  

2    Materials 

       1.    20–200 μL Pipettes.   
   2.    5–200 μL Disposable, low-retention pipette tips ( Fisher 

Scientifi c ).   
   3.    Optima LC-MS-grade H 2 O ( Fisher Scientifi c ).   
   4.    DL-dithiothreitol 99 % (DTT) ( Sigma - Aldrich ).   
   5.    1.5 mL Low-retention Eppendorf tubes ( Fisher Scientifi c ).   
   6.    1–200 μL Low-retention gel loading tips ( Fisher Scientifi c ).   
   7.    Refrigerated, tabletop centrifuge.   
   8.    Microplate incubator shaker, 0–65 °C.   
   9.    Tabletop vortex.   
   10.    Variable-temperature heating block for Eppendorf tubes.   
   11.    Speedvac.   
   12.    Personal protective equipment: Nitrile gloves, lab coat, safety 

glasses.   
   13.    High-performance personal computer with high- resolution 

monitor.      

       1.    Probe sonicator.   
   2.    RIPA lysis buffer ( EMD Millipore ).   
   3.    Protease and phosphatase inhibitors ( Sigma - Aldrich ).   
   4.    Standard or micro BCA protein assay kit with bovine γ-globulin 

or serum albumin standards ( Thermo / Pierce ).      

2.1  General 
Reagents, Equipment, 
and Supplies

2.2  Isolation 
and Quantitation 
of Brain Tissue 
Proteins

Angela M. Boutté et al.
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       1.    Power supply (e.g.,  VWR or Fisher ).   
   2.     Gel electrophoresis   chamber, e.g., XCell SureLock ®  Mini-Cell 

(Thermo/Thermo/Life Technologies).   
   3.    Accurate, broad-range molecular weight marker, typically 

Novex ®  Sharp Prestained Protein Standards, (3.5–260 kDa) 
(Thermo/Life Technologies).   

   4.    4–12 % NuPage ®  Bis-Tris pre-cast gradient gels (Thermo/Life 
Technologies).   

   5.    Novex MES running buffer (Thermo/Life Technologies).   
   6.    NuPage ®  Lithium dodecyl sulfate (LDS) buffer (Thermo/Life 

Technologies).   
   7.    Glass or plastic basins for mini-gels.   
   8.    Optima-grade methanol (MeOH).   
   9.    Acetic acid (CH 3 COOH).   
   10.    Optima-grade acetonitrile (ACN).   
   11.    Novex ®  Colloidal Coomassie Kit (Thermo/Life Technologies).   
   12.    Razor blades.   
   13.    Backlight platform or light box.   
   14.    α-Iodoacetamide (IAA) ( Sigma - Aldrich ).   
   15.    Ammonium bicarbonate (Ambic, NH 4 HCO 3 ) 

( Sigma - Aldrich ).   
   16.    Demethylated porcine trypsin ( Sigma - Aldrich ).   
   17.    Formic acid (HCO 2 H, FA) ( Sigma - Aldrich ).      

       1.    Mass spectrometer capable of nano-electrospray ionization, fi t-
ted with an auto-sampler with  variable   temperature settings 
and an ion trap such as:

   (a)    Easy nLC-II system ( Thermo Fisher Scientifi c ) with the   

  (b)    LTQ Velos dual-pressure linear ion trap system ( Thermo 
Fisher Scientifi c ).    

      2.    Fused silica nanospray emitter tips ( New Objective ).   
   3.    C18 resin ( Sigma - Aldrich ).   
   4.    Mobile-phase buffers.

   (a)    Solvent A (0.1 % FA in Optima H 2 O).   
  (b)    Solvent B (99.9 % Optima ACN with 0.1 % FA).          

2.3  In-Gel Digest 
and Isolation of Tryptic 
Peptides

2.4  Reversed-Phase 
Liquid Chromatography 
and Tandem Mass 
Spectrometry 
(RP-/LC-MS/MS)

Rat Brain Label-Free Proteomics and Spectral Counting
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       1.    The most recent rat protein database in FASTA format (  http://
www.uniprot.org/    ).   

   2.    Software packages

   (a)    Bumberdash and IDPicker (  http://fenchurch.
mc.vanderbilt.edu/software.php    ).   

  (b)    Database Maker, e.g., from the COMPASS Suite (  http://
www.chem.wisc.edu/~coon/software.php    , [ 4 ]).   

  (c)    ReAdW ( Thermo ) for converting .RAW MS/MS fi les into to 
.mzML or .mzXML, if needed for database searching. Most 
mass spectrometer vendors provide fi le converting tools …   

  (d)    Prism ( Graphpad ) or other statistical software package 
capable of viewing, normalizing, and analyzing count data 
(e.g., R   http://cran.r-project.org/    , R Studio   http://
www.rstudio.com/    , or Matlab   http://www.mathworks.
com/products/matlab/    ,  The Mathworks ,  Inc .).   

  (e)    Excel ( Microsoft Corporation ) or Open Offi ce (  https://
www.openoffi ce.org/    ,  The Apache Software Foundation ) 
for normalization and viewing count data and for viewing 
direct exports of IDPicker generated data.           

3    Methods 

 The proteome of any tissue or cell population is inherently complex 
and contains thousands of proteins and their variants ( see   Notes    1   
and   2  ). Therefore, reliable semiquantitative data that contains appro-
priate proteome coverage must be established by using reliable meth-
odology. Further, it is important that these methods provide error 
rates (e.g., false-positive rates (FDR) or  p -values) and are accessible to 
other end users, such that studies may provide reproducible data with 
reasonable confi dence in peptide and protein identifi cations. 

 Protein and/or peptide fractionation prior to reverse-phase 
liquid chromatography and  mass spectrometry   (LC-MS/MS) 
improve proteome coverage [ 5 ,  6 ]. Molecular weight fractionation 
via one-dimensional poly-acrylamide gel  electrophoresis   
(1D-PAGE) followed by peptide generation and extraction using 
in-gel tryptic digests of biological replicates provides a straightfor-
ward approach. After LC-MS/MS, data may then be analyzed by 
spectral counting. Spectral counting is the frequency with which an 
MS/MS output containing a peptide’s amino acid sequence has 
been detected. This approach has been shown to be directly pro-
portional to protein abundance [ 7 – 9 ]. Using an exemplary data set 
and proposed schema (Fig.  1 ), the Myrimatch and IDPicker 
 platforms allow (1) parsimonious peptide-protein assembly and (2) 
determination of FDR calculation with the use of a decoy (e.g., 
false positives) appended database [ 10 ].

2.5  Database 
Searching, Peptide 
Assembly, 
and Generation 
of Spectral Count Data 
with Myrimatch 
and IDPicker

Angela M. Boutté et al.
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   For TBI and other neurobiological studies that utilize animal 
models, establishment of the proteome based upon a control data-
set, rather than relying upon the entire rat genome, is crucial to 
establishing a baseline of protein abundance. This control proteome 
may then be used as a reference to determine which peptides and 
proteins exhibit differential abundance as a consequence of TBI. 

       1.    Gently  lyse   tissue by sonication in cold 1× RIPA buffer supple-
mented with protease/phosphatase inhibitors (1/5000, each).   

   2.    Centrifuge 10–15k ×  g  at 4 °C for 20 min.   
   3.    Collect supernatant and determine protein concentration in 

triplicate by BCA method using 1/20–1/50 sample dilutions 
prepared in Optima H 2 O.   

   4.    Prepare stock solution of the supernatants at a fi nal concentration 
of 1 μg/μL in 1× LDS buffer supplemented with 125 mM DTT.   

   5.    Denature the samples by placing into a heating block at 95 °C; 
denature for 5 min.   

3.1  Extraction 
and Quantitation 
of Brain Tissue 
Proteins ( See   Notes  
  3  –  6  )

  Fig. 1    Label-free proteomics and spectral counting schema for analysis of rat 
cerebral cortex brain tissues. An overview of sample preparation, 1D-PAGE pro-
tein fractionation, peptide generation, and extraction with subsequent proteomics 
analysis is indicated. After mass spectrometry and database searching with 
Myrimatch, resulting peptide-protein assembly is conducted with IDPicker. 
Protein lists containing spectral count data is then exported into spreadsheet 
and/or statistical analysis packages, e.g., Excel and Prism, respectfully       

 

Rat Brain Label-Free Proteomics and Spectral Counting
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   6.    Allow the samples to cool to room temperature and briefl y 
centrifuge to prevent evaporation.   

   7.    Load 2 μL of the molecular weight marker between sample 
groups.   

   8.    Load 5–20 μg of sample per lane onto 4–12 % gradient 
NuPAGE ®  Bis-Tris gels using 1× NuPAGE ®  MES-SDS 
Running Buffer.   

   9.    Gently remove the gel and briefl y wash with Optima H 2 O.   
   10.    Stain the gel with Novex Colloidal Blue Staining kit.

   (a)    Fix—Incubate the gel for 10 min fi xing solution (40 mL 
H 2 O, 50 mL MeOH, and 10 mL acetic acid).   

  (b)    Pretreat—Incubate the gel for 10 min in Stainer A missed 
with MeOH (55 mL H 2 O, 20 mL methanol, and 20 mL 
Novex Reagent A).   

  (c)    Stain—To stain the gel, add Reagent B directly to the solu-
tion containing Stainer A (5 mL B per every 100 mL A) to 
stain for 4–16 h (overnight).       

   11.    Wash stained gel pieces with Optima H 2 O, two times for 
20 min each or until the background is clear.   

   12.    Scan the gel and store images for reference.      

         1.    Use a clean razor blade to excise the band of interest from the 
gel. Cut as close to the band as possible.

   (a)    Molecular weight ranges (kDa) used to establish 10 frac-
tions for each sample were <10, 10–20, 20–30, 30–40, 
50–60, 60–70, 70–80, 80–100, 100–200, >250 (top).   

  (b)    This step serves as the fi rst gradient used in this protocol 
based on observed molecular weight.       

   2.    Cut the gel band into four cubes that are approximately 1 mm 3 . 
Place the gel cubes in 1.5 mL low-retention Eppendorf tubes 
containing 100 μL Optima LC-MS H 2 O.   

   3.    Remove the liquid using a pipette with a gel loading tip and 
discard.   

   4.    Add 100 μL Optima LC-MS, vortex for 5 min, and discard H 2 O.   
   5.    Wash gel pieces with 100 μL 50 % 100 mM NH 4 HCO 3 /50 % 

ACN for 30 min.   
   6.    At 5–10-min intervals, mix the samples by vortexing. Remove 

the wash and discard.   
   7.    Repeat  steps 3 – 4  until gel pieces are colorless.   
   8.    Dehydrate gel pieces with 20 μL Optima ACN.   
   9.    Speedvac the samples to dryness, without heat, for 10 min.   
   10.    Store at −80 °C or continue to the following steps.      

3.2  In-Gel Digest 
and Isolation of Tryptic 
Peptides ( See   Note    7  )

3.2.1  Protein Band 
Excision

Angela M. Boutté et al.
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       1.    Rehydrate gel pieces with three washes of 150 μL 100 mM 
Ambic and discard washes.   

   2.    Add 150 μL 100 mM Ambic supplemented with 5 μL of 
100 mM DTT.   

   3.    Incubate for 15 min at 50 °C.   
   4.    Allow tubes to cool to room temperature and discard liquid.   
   5.    Add 10 μL 100 mM IAA in 100 mM NH 4 HCO 3 .   
   6.    Incubate for 15 min, in the dark, at room temperature.   
   7.    Discard the liquid and add 100 μL of 10 mM NH 4 HCO 3 .   
   8.    Vortex for 15 min.   
   9.    Repeat  steps 6 – 7  three times.   
   10.    Dehydrate gel pieces with 20 μL ACN for 5 min.   
   11.    Remove liquid and speedvac, without heat, for 10 min.   
   12.    Store at −80 °C or continue to the following steps.      

       1.    Rehydrate gel pieces with 15 μL of 12.5 ng/μL trypsin solu-
tion in 25 mM NH 4 HCO 3 .   

   2.    Incubate at 4 °C for 30 min.   
   3.    Add additional 20 μL of 25 mM NH 4 HCO 3 .   
   4.    Incubate overnight at 37 °C in a heating block.      

       1.    Centrifuge the samples at 200–300 ×  g  for 15 min.   
   2.    Appropriately label a new set of 1.5 mL low-retention 

Eppendorf microcentrifuge tubes.   
   3.    Transfer the supernatant into the newly labeled tubes.   
   4.    Add 30 μL 50 % ACN/50 % Optima H 2 O with 0.1 % formic 

acid to the gel cubes.   
   5.    Centrifuge for 20 min at 200–300 ×  g .   
   6.    Transfer the supernatant into the newly labeled tubes.   
   7.    Repeat  step 4 – 6 , pooling the extracted sample.   
   8.    Speedvac without heat to complete dryness (or to <10 μL).   
   9.    Resuspend the dried sample in 20 μL of Optima LC-MS-grade 

H 2 O with 0.1 % formic acid and mix by pipetting.   
   10.    Centrifuge tubes for 15 min at 1500 rpm (269 ×  g ; radius: 

10.70 cm).   
   11.    Carefully transfer supernatant into properly labeled HPLC 

vials. Avoid pipetting any residue or aggregates, if they occur, 
from the bottom of the Eppendorf tube.       

3.2.2  Reduction 
and Alkylation

3.2.3  Generation 
of Peptides with Tryptic 
Digests

3.2.4  Peptide Extraction 
and Reconstitution

Rat Brain Label-Free Proteomics and Spectral Counting
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       1.    Set up mobile-phase buffers consisting of solvent A (99.9 % 
H 2 O supplemented with 0.1 % formic acid) and solvent B 
(99.9 % ACN supplemented with 0.1 % formic acid).   

   2.    Set up  the   gradient to separation which was achieved using a 
run time of 70 min.

   (a)    First linear gradient—from 2 to 40 % B over 60 min.   

  (b)    Second linear gradient—from 40 to 90 % B over 5 min and 
held for 5 min before returning to the initial mobile-phase 
composition (2 % B).    

      3.    Inject 2 μL of each sample (e.g., derived from each gel piece) 
via the auto-sampler onto a trap column (EASY-Column 2 cm, 
ID 100 μm, 5 μm, C18-A).   

   4.    Direct the injected sample onto an analytical column (EASY- 
Column, 10 cm, ID 75 μm, 3 μm, C18-A2) at a fl ow rate of 
250 nL/min.   

   5.    Acquire the MS/MS spectra on the top ten most abundant ions at 
a given chromatographic time point by data-dependent scanning.   

   6.    Repeat the injection for each sample, such that each fraction is 
analyzed at least 2–3 times.      

       1.    With the Database Maker program, prepare a concatenated 
forward-reverse rat protein database using the most recent 
assembly rat.fasta fi le from Uniprot.org.   

   2.    Save the resulting fi le in FASTA format.   
   3.    If desired, convert the .RAW fi les to a Set up the database 

search using your FASTA database and specifi ed input fi les 
containing MS/MS data (.RAW or mzXML).   

   4.    Build search parameters and search the MS/MS fi les against the 
concatenated database inclusive of notation for decoy proteins.

   (a)    Typically, search parameters are determined by the meth-
ods used during  mass spectrometry   data acquisition and 
specify amino acids modifi cations, e.g., addition of iodo-
acetyl cysteine (+57, carboxamidomethyl, from addition of 
IAA) and oxidation of methionine (+16, from typical sam-
ple preparation).   

  (b)    Detailed usage of Myrimatch and IDPicker is described [ 11 ].   

  (c)    Comprehensive lists of amino acid modifi cations are avail-
able (  http://www.abrf.org/index.cfm/dm.home    ).       

   5.    After searching, import the resulting .pepXML (e.g. IDPicker 
input) fi le directly into IDPicker.

   (a)    Files may be imported as groups such that data is grouped 
by injury type, replicate injection, subject, control vs. 
treated, etc. Sorting the data in this manner facilitates view-
ing and exporting of spectral count data within IDPicker.   

3.3  Reversed-Phase 
Nanospray Liquid 
Chromatography 
Tandem Mass 
Spectrometry 
(nRP-LC/MS-MS) ( See  
 Note    6  )

3.4  Database 
Searching, Peptide 
Assembly, 
and Generation 
of Spectral Count Data 
with Myrimatch 
and IDPicker ( See  
 Note    8  )

Angela M. Boutté et al.
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  (b)    Filter the data upon import such that the FDR limit is 5 % 
for proteins and 2 % for peptides.   

  (c)    Due to the complexity of the samples, the exemplary data 
shown herein was sorted by animal (biological replicate, 
Rat01, 02, 03) and replicate injection (technical replicate, 
rep01, 02, or 03) (Fig.  2 ).

           6.    Choose the option in IDPicker to view the number of spectra 
for each protein, experimental group, biological replicate (sub-
ject or animal), and technical replicate (e.g., duplicate or trip-
licate LC-MS/MS injections).   

   7.    Export the data as a .csv or spread sheet-compatible fi le. 
IDPicker also allows .html exports.   

   8.    Import the data into a spreadsheet program (e.g., Excel or 
Open Offi ce) and into a statistical analysis program (e.g., 
Prism). An example of data containing a subset of proteins 
identifi ed in rat  brain tissues   that was exported from IDPicker 
into a spreadsheet program is shown (Table  1 ) For larger pro-
tein datasets, programs such as R or Matlab may be consid-
ered. The total number of proteins identifi ed via this strategy 
and forward-reverse (decoy) database searching is indicated 
and annotated with the calculated FDR (Fig.  2 ).

              1.    First determine the mean, standard error, or coeffi cient of vari-
ance and range of each technical replicate based on the spectral 
count derived from IDPicker results.   

   2.    Manual normalization in Excel

3.5  Normalization 
and Visualization 
of Spectral Count Data 
( See   Note    9  )
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  Fig. 2    The number of proteins and false discovery rat identifi ed. The total number 
of proteins identifi ed from the forward and reverse (decoy) databases. The calcu-
lated FDR based on the dataset is indicated       
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   (a)    Determine the average spectral count for each subject and 
replicate (subject 1, replicate 1 =  S  1  R  1 ; subject  n  and repli-
cate  m  =  S   n   R   m  ).   

  (b)    Determine the average spectral count across all replicates 
(e.g., the entire dataset) = X.   

  (c)    Divide the number of spectral counts in each replicate by the 
average spectral count value derived from the entire dataset, 
such that ( S   n   R   m  /X) = Y.   

  (d)    Now, divide the original spectral count by the value generated “Y.”   

  (e)    The normalized spectral counts in each replicate should now 
be nearly equivalent. Spectral count data shown before and 
after manual normalization (Fig.  3b ).

      (f)    Additional normalization strategies may be used. Often, 
some are included in  mass spectrometry   software packages. 
An overview of options is provided [ 12 – 15 ].       

   3.    The normalized spectral count data of the proteome may now 
be imported into programs for further statistical analysis or 
protein- protein interactions. The spectral count of each bio-
logical and technical replicate is shown before and after nor-
malization (Fig.  3a ). In addition, normalized spectral counts 
of select TBI-related proteins (amyloid beta A4 protein, myelin 
basic protein, α-III tubulin, α-actinin, Tau, light chain of neu-
rofi lament, glial fi brillary acidic protein, strathmin, and β-III 
spectrin) identifi ed by this schema are shown (Fig.  3b ).       

  Fig. 3    Spectral count normalization and protein quantitation. ( a ) The spectral count (mean ± SEM) of all pro-
teins detected by IDPicker within the rat cerebral cortex proteome is indicated before and after manual nor-
malization. Each biological and technical replicate is detailed. ( b ) Box-plot showing the spectral count (Tukey) 
of several individual TBI-related proteins after normalization       
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4            Notes 

     1.    Rodentia offer fl exibility in several studies that require models 
for traumatic brain injury or neurological diseases. In the  above 
  example, rat strains offer the benefi t of larger cerebrum size 
and a greater amount of starting material. Mice and guinea 
pigs are easily studied using this protocol. However, greater 
care in brain dissection techniques must be followed for smaller 
species and/or smaller brain regions.   

   2.    This protocol is based on using male Sprague-Dawley rats 
weighing 300–350 g [ 3 ,  16 ]. For any manuscript, the age, 
weight, gender, and time elapsed after injury or induction of 
pathological models must be clearly stated in the manuscript.   

   3.    For models that feature protein aggregation, further steps to 
isolate proteins that may not be readily soluble must be taken. 
Enrichment of insoluble proteins may be accomplished by 
incorporation of urea,  n -laurel sarkosyl, greater concentrations 
of reducing agents, or isolation of proteins in formic acid. Due 
to changes in pH caused by formic acid, these samples must be 
neutralized or subjected to buffer exchange [ 17 – 20 ]. High salt 
and detergent concentrations can be removed with PAGE (as 
described), buffer exchange, or detergent removal resins. 
Samples must then be resuspended in appropriate buffer for 
PAGE prior to in-gel digests. Consideration must be given to 
the occurrence of sample loss each step; thus controls must be 
designed accordingly.   

   4.    Increased sample handling and manipulation may increase pro-
tein oxidation and presence of contaminating keratins. Care 
must be taken to account for contaminants and detection of 
oxidation as a posttranslational  modifi cation   and keratins (or 
similar peptides therein) during search and peptide-protein 
assembly, respectfully. The spectral count of contaminants 
should be very low or non-detectable after adjusting for false 
positives and appropriate statistical fi lters.   

   5.    Several algorithms for searching, peptide-protein matching, 
and spectral counting exist and it is important to strongly con-
sider allowing peptides to match to several proteins. Thus, iso-
forms and proteins with similar peptides will be included within 
a full dataset. In addition, semiquantitative analysis may be 
augmented by the addition of peptide peak intensity within 
 spectral counting   protocols [ 21 ].   

   6.    This protocol relies upon in-gel digests to detect proteins ini-
tially isolated by molecular weight. Although detailed  mass 
spectrometry   is not the focus of this chapter, mass range for 
peptide detection should be designed by the end user. The mass 
window for each molecular weight range can be adjusted for 

Rat Brain Label-Free Proteomics and Spectral Counting
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expected molecular weight ranges during the MS1 scans in 
order to avoid longer scan times and generation of (potentially) 
unnecessarily large fi les. However, this strategy must be used 
with caution. Protein migration may be altered due to incom-
plete denaturation and/or reduction, particularly in analysis of 
biological samples isolated after a pathological state or variabil-
ity in total protein vs. moles of detergent or reducing agent.   

   7.    All instruments and supplies should be cleaned according to 
standards required in an analytical chemistry lab and proper 
precautions should be made to protect the sample from con-
tamination by the user and, more importantly, the user from 
chemical exposure.   

   8.    Exporting data with tools such as IDPicker generally results in 
very large fi les when studying many replicates/samples and 
larger proteomes. A >4 gHz processor and >8 GB memory is 
suggested.   

   9.    A common approach to manual normalization is presented. 
Other options as stated are perfectly suitable. However, it is 
diligent to manually check a few proteins and/or samples man-
ually to ensure that data is reliable.         
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Chapter 37

Phenotypic Screening of Small-Molecule Inhibitors: 
Implications for Therapeutic Discovery and Drug Target 
Development in Traumatic Brain Injury

Hassan Al-Ali, Vance P. Lemmon, and John L. Bixby

Abstract

The inability of central nervous system (CNS) neurons to regenerate damaged axons and dendrites following 
traumatic brain injury (TBI) creates a substantial obstacle for functional recovery. Apoptotic cell death, depo-
sition of scar tissue, and growth-repressive molecules produced by glia further complicate the problem and 
make it challenging for re-growing axons to extend across injury sites. To date, there are no approved drugs 
for the treatment of TBI, accentuating the need for relevant leads. Cell-based and organotypic bioassays can 
better mimic outcomes within the native CNS microenvironment than target-based screening methods and 
thus should speed the discovery of therapeutic agents that induce axon or dendrite regeneration. Additionally, 
when used to screen focused chemical libraries such as small-molecule protein kinase inhibitors, these assays 
can help elucidate molecular mechanisms involved in neurite outgrowth and regeneration as well as identify 
novel drug targets. Here, we describe a phenotypic cellular (high content) screening assay that utilizes brain-
derived primary neurons for screening small-molecule chemical libraries.

Key words High-content screening, Primary neurons, Cell-based assay, Axon regeneration, CNS 
injury, Kinase inhibitor, Drug discovery

1 Introduction

According to the Centers for Disease Control and Prevention 
(CDC), at least 1.7 million cases of traumatic brain injury (TBI) 
occur every year and contribute to one third of all injury-related 
deaths in the USA [1]. The mechanism of TBI progression often 
involves diffuse axonal injury, associated with axon shearing from 
mechanical trauma, neurodegeneration, and formation of amy-
loid protein aggregate in afflicted areas [2]. Therefore, regenera-
tion of axons to reestablish interrupted connections is a critical 
step for functional recovery from TBI. The adult CNS, however, 
is characterized by a markedly low capacity for axonal regenera-
tion [3]. This involves an intrinsic loss of regenerative ability in 
mature  neurons, which is correlated with changes in expression 
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of regeneration-associated genes [4, 5]. Furthermore, extension 
of axons from either mature or newly formed neurons is repressed 
by the presence of glial scars around damaged areas in the brain 
[6]. These scars contain growth-repressive molecules secreted by 
reactive astrocytes, of which chondroitin sulfate proteoglycans 
(CSPGs) are the best characterized [7–11]. Additionally, several 
myelin-associated proteins have been shown to negatively affect 
axon growth [7, 12–15]. Thus, identifying agents that can induce 
axon growth or overcome growth-repressive signals within the 
injury site could have significant clinical impact on the treatment 
of, and recovery from, TBI.

Over the past decade, phenotypic drug screening has been rec-
ognized as an effective method for discovering first-in-class drugs 
with new molecular modes of action [16]. In contrast to target- 
based screening, where the most selective ligands for a target 
involved in disease etiology are identified, phenotypic screening 
relies on complex cellular readouts [17, 18]. Phenotypic screening 
is therefore agnostic with regard to targets and molecular mecha-
nisms. While this allows for the discovery of less selective, but 
potentially more effective drugs [19], the absence of prior knowl-
edge regarding targets makes it difficult to optimize lead com-
pounds or develop backups in case initial leads fail in clinical trials. 
However, phenotypic screening of focused and highly annotated 
chemical libraries, such as libraries of small molecules with verified 
activities against intracellular kinases, can identify effective pharma-
cological targets [20]. Kinases are proven drug targets in a multi-
tude of diseases [21–26] and appear to be desirable targets in 
neurological disorders [20, 27–30]. Once a few candidate targets 
are identified, follow-up validation experiments, such as knock-
down or overexpression, can be carried out to verify the relevance 
of the suggested targets and gain insight into their biological 
involvement [20, 31–33].

In this chapter, we detail a high-content bioassay suitable for 
low- to medium-throughput screening in the current reported for-
mat. It utilizes brain-derived primary neurons from E18 rat pups 
cultured on poly-d-lysine (PDL) and identifies protein kinase 
inhibitors that can promote neurite outgrowth (Fig. 1). The assay 
has an excellent Z′-factor of 0.73 and a relatively low false discov-
ery rate of 7 % [20, 34].

2 Materials

 1. Hanks’ Balanced Salt Solution (HBSS; Life Technologies cat. 
no. 14170-112).

 2. 1 M HEPES (Life Technologies cat. no. 15630-080).
 3. Glass Pasteur pipettes, flame polished.

2.1 Cell Preparation 
and Culture
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 4. Hibernate®-E (Life Technologies cat. no. A12476-01).
 5. NbActiv4 Cell-culture media (BrainBits cat. no. Nb4-500).
 6. NeuroCult™ SM1 Supplement (Stemcell cat. no. 05711): 

Prepare 1 ml aliquots and store at −20 °C.
 7. 2.5 % (wt/vol) trypsin: Aliquot for single use (0.5 ml) and 

store at −20 °C.
 8. DNase 30 mg/ml in ddH2O (Sigma-Aldrich cat. no. D-5025): 

Make 0.1 ml aliquots and store at −20 °C.

Fig. 1 High-content analysis of neurons in culture. Neurons cultured on PDL and immunostained for βIII-tubulin (cell 
bodies and neurites) and nuclei (Hoechst). Top left: Image of a neuron in a low-density culture treated with DMSO 
(control treatment). Top right: Image of a neuron in a low-density culture treated with a kinase inhibitor that pro-
motes neurite outgrowth. Bottom right and left: Automated tracing of top images by the Cellomics Neuronal Profiling 
Bioaspplication software yields dozens of phenotypic measurements for each neuron. Scale bar 100 μm
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 9. Poly-d-lysine (PDL) solution, 0.5 mg/ml in HBSS prepared from 
PDL (molecular weight 30,000–70,000 kDa; Sigma- Aldrich, cat. 
no. P2636): Prepare stock at 1 mg/ml and store at −20 °C.

 1. Phosphate-buffered saline (PBS) [add 0.02 % NaN3 for long- 
term storage of plates and solutions].

 2. 4 % Paraformaldehyde (PFA) in PBS: Make stock solution at 
16 % and store at −20 °C. Dilute immediately before use and 
do not refreeze.

PFA is a fixative and carcinogen: Exercise care when handling 
PFA and perform all steps inside a fume hood with sufficient 
protection. Be sure to properly dispose of waste PFA solution. 
To make 16 % PFA stock, dissolve 16 g paraformaldehyde (wear 
mask during weighing) in 90 ml ddH2O. Heat to 60 °C and stir 
until solution turns milky white. Add 0.1 M NaOH dropwise 
and continue stirring for at least 10 min after each drop. Repeat 
until solution is clear (keep at 60 °C and be patient). Check pH 
with pH strip and make sure that it is around 7.0.

 3. Blocking and permeabilization buffer (0.2 % fish gelatin, 0.03 % 
Triton X-100, in PBS).

 4. Anti-tubulin antibody: An antibody raised against βIII-tubulin 
[35] is recommended to avoid staining non-neuronal cells.

 5. Hoechst solution (10 mg/ml).
 6. Alexa Fluor® 488 Goat Anti-Mouse IgG (H + L) (Life Technologies 

cat. no. A-11029).

 1. Biological safety cabinet, big enough to accommodate a dis-
secting microscope.

 2. Tissue culture incubator at 37 °C with humidified 5 % CO2 atm. 
Ensure that building and equipment (especially air pump) vibra-
tions do not affect the incubator. These vibrations are often vari-
able and can add noise to neurite outgrowth experiments. It may 
be necessary to set the incubator on vibration isolation blocks 
(such as VibraSystems ZA-124) to mitigate these effects.

 3. Water bath at 37 °C.
 4. Dissecting microscope.
 5. Sterilized dissecting tools: Fine-tipped forceps, micro- dissecting 

scissors.
 6. Hemocytometer or automated cell counter.
 7. Sterile plasticware: 5, 10 and 25 ml serological pipettes, Falcon™ 

96-Well Flat- and Round-Bottom Plates (VWR cat. no. 80086-
578), bacteriological dishes, 15 and 50 ml conical centrifuge tubes.

 8. Sterile cotton-plugged glass Pasteur pipettes.
 9. Sterile filter-plugged pipette tips (1200, 200, and 20 μl).

2.2 Immunostaining 
Reagents

2.3 Equipment
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3 Methods

 1. On the day before the experiment, pre-coat the 96-well plates 
with PDL (see Note 1) by plating 50 μl of PDL solution in 
each well. Since only the central 48 wells will be used for cell 
culture, it is recommended to save PDL by leaving the perim-
eter wells empty (see Subheading 3.3 and Fig. 2).

 2. Wash plates the next morning four or five times with HBSS or 
PBS (150 μl/rinse), and then leave in buffer until cell plating.

 1. Euthanize pregnant rats timed to carry E18 embryos using an 
IACUC-approved method.

 2. In a laminar flow hood, remove the embryos and place in a 
petri dish containing HBSS with 20 mM HEPES, pH 7.3.

 3. Dissect pup brains [36] and collect hippocampi in 15 ml coni-
cal tube containing x ml of Hibernate E with SM1 (2 % v/v) 
(see Note 2).

 4. Prepare dissociation media by combining 4.5 ml of Hibernate 
E (without SM1) with 0.5 ml of trypsin and 100 μl of DNase 
solution.

 5. Carefully remove the medium over the hippocampi and then 
add dissociation solution.

 6. Incubate at 37 °C for 15–20 min, occasionally swirling the 
tube.

 7. Using flame-polished cotton-plugged Pasteur pipettes, remove 
the dissociation media and then add 5 ml of Hibernate E con-
taining SM1. Swirl the tube to thoroughly wash the tissue. 
Allow the tissue to settle to the bottom of the tube and then 
carefully remove the rinse solution. Repeat this step five times 
to dilute out the trypsin and DNase and remove any debris 
from lysed cells.

 8. Remove final rinse media from the tube and then add 1 pipette-
full (1–2 ml) of Hibernate E with SM1.

 9. Using the flame-polished Pasteur pipette (pre-wetted with 
rinse media), triturate until all cells are dissociated and no vis-
ible chunks of tissue remain. It is recommended to perform 
fewer than ten triturations as these adversely affect cell viability 
(usually six is enough) (see Note 3).

 10. Bring volume up to 8–12 ml using Hibernate E containing 
SM1, then mix well (tap tube; do not vortex), and determine 
cell concentration.

 1. Dilute cells in culture media to a final concentration of 10,000 
cells/ml.

3.1 Pre-coating 
Culture Plates

3.2 Preparing 
the Cells

3.3 Plating
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 2. Aspirate HBSS from PDL-coated plates.
 3. Load 150 μl of cell solution in the middle 48 wells (Fig. 2) at 

1500 cells per well (see Notes 4 and 5). It is advisable to load 
culture media in the outer wells to decrease variations in cellular 
behavior from edge-wells effects.

 4. Allow cells to adhere for 2 h in tissue culture incubator prior to 
treatment.

 1. Place culture medium in a 96-well plate (new—uncoated) as 
shown in Fig. 3 below (solution A = culture medium, solution 
B = culture medium + 0.8 % DMSO).

 2. Add 1 μl of compound stock solution (10 mM in DMSO) to 
the wells in row B containing 124 μl (Fig. 3). This will produce 
a final DMSO concentration of 0.8 % and a final compound 
concentration of 80 μM. Control wells receive 1 μl of DMSO.

 3. Using a multichannel manual P200 pipette, mix the solutions 
in the top row (3–5 times) and then move 25 μl to the row 
below. This results in a 1:5 dilution of compound while DMSO 
is held constant at 0.8 %. Repeat serial dilutions until the last 
row. This format allows for screening three compounds per 
plate at six concentrations with duplicate wells per condition.

 4. Equilibrate dilution plates in tissue culture incubator for 1–2 h.

It is important to calculate the Z′-factor for any bioassay, both for 
quantifying the dynamic range of the assay [37] and for perform-
ing regular QC (see Note 6). Include an additional plate (or more) 
with the corresponding treatment format below (Fig. 4). (CH is a 
compound that produces the high bioassay readout—in this case 
neurite outgrowth promotion, and CL is a compound that pro-
duces the opposite (low) effect—or neurite outgrowth repression. 
Both compounds must be prepared at 4× the corresponding con-
centration where their maximal effects are observed. See below.) In 
the current assay, ML-7 and Torin-2 can be used as promoter and 
repressor controls, respectively [34].

3.4 Preparing 
Compound Dilution 
Plates

3.5 Quality 
Control (QC)

Fig. 2 Cell plate layout: Load cells in indicated wells at 1500 cells per well in 150 μl of culture media
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 1. Using a multichannel manual P200 pipette, aspirate 50 μl from 
the compound dilution plate and add to the corresponding 
row in the cell plate (see Notes 7 and 8). Final compound con-
centrations in assay: 0.0064, 0.032, 0.16, 0.8, 4, and 20 μM 
(in 0.2 % DMSO).

 2. Culture for 48 h.

 1. Remove medium from plates and immediately replace with 
100–200 μl of warm (37 °C) PFA solution (see Subheading 4 
for details about handling the plates).

 2. Fix for 15–20 min at room temperature.
 3. Rinse with PBS (200 μl/well × 3) (see Note 9).

 1. Remove PBS and add 100 μl of blocking/permeabilization 
buffer (PBS, 0.2 % fish gelatin, 0.03 % Triton X-100, 0.02 % 
NaN3) and incubate overnight at 4 °C (can be stored over the 
weekend) (see Note 10).

 2. Add 100 μl of primary antibody solution (mouse anti-Beta III 
tubulin in blocking buffer) and incubate overnight at 4 °C (see 
Note 11).

 3. Rinse wells with PBS (200 μl × 3).

3.6 Treatment

3.7 Fixing 
the Cultures

3.8 Staining 
and Imaging

Fig. 3 Compound masterplate layout: Load media in indicated wells at indicated volumes. A is the medium 
without DMSO and B is the medium with DMSO added

Fig. 4 High/low control masterplate layout: Masterplates for high and low controls are prepared as indicated 
at 4× of final concentration where maximal effect is observed
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 4. Remove PBS and add 100 μl of secondary antibody solution 
(goat anti-mouse Alexa 488, 10 μg/ml Hoechst 33342, 0.2 % 
fish gelatin, 0.02 % azide, in PBS). Shake gently on a rotating 
shaker for 2 h.

 5. Rinse wells with PBS (200 μl × 5).
 6. Image plates using a Cellomics ArrayScan VTI in two different 

channels for nuclear staining (Hoechst) and cell body/neurite 
staining (βIII-tubulin). Typically, nine fields per well are 
imaged with a 5× objective and automatically traced by the 
Neuronal Profiling Bioapplication. To get reproducible results, 
at least 200–300 valid neurons (see below) should be mea-
sured per condition.

 1. Export plate data in Excel sheet format.
 2. Filter out artifacts, cells that died upon plating, debris, etc. 

This can usually be achieved by setting inclusion cutoffs 
on phenotypic parameters. A set that works well for this 
assay includes the following cutoffs (NeuriteTotalLength > 
10 μm, NeuriteMaxLengthWithoutBranching < 500 μm, 
MinCellBodyArea > 100 μm2, MaxCellBodyArea < 3000 μm2, 
MaxNeuriteBranching < 50). Cutoffs for additional param-
eters (such as for nuclear or cell body average intensity) can be 
derived empirically and added as required. This leaves only the 
valid neurons in each well to be analyzed (see Note 12)

 3. For each drug condition, normalize the data to the controls in 
the corresponding row. For example, to calculate the effect of 
Compound 1 on neurite total length (NTL) at 20 μM, use the 
following formula:

 
Compound NTL M

AVG B B
AVG B B

NTL NTL

NTL NTL

1 20
3 4
9 10

100% m( ) =
+( )
+( )

´
 

 where B3NTL and B4NTL are the averages of neurite total 
length in wells B3 and B4, and B9NTL and B10NTL are the 
averages of neurite total length in wells B9 and B10.

 4. Calculate the Z-score for each attribute using the following 
formula:

Compound Z score NTL M
AVG B B AVG B BNTL NTL NTL NTL1 20

3 4 9 10
- m( ) =

+( ) - +(( )
scontrols

 where σcontrols is the standard deviation for NTL in all DMSO 
wells within the plate (columns 9[B → G] and 10[B → G]).

 5. Calculate the Z′-factor for the assay using the high and low 
control (CH/CL) plate(s) according to the following formula:

3.9 Data Analysis
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Z factor H L

H H
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-
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3 3s sC C

C Cm m  

 where μCH and μCL are the means for the high and low (neurite 
outgrowth promoter and neurite outgrowth repressor) control 
wells, respectively, and σCH and σCL are the respective standard 
deviations.

 6. Hits are identified as compounds that fulfill the following cri-
teria: %NTL > 130 %, NTL Z-score > 1.5, % valid neurons > 60 %, 
and valid neurons Z-score > −4 (Fig. 5). Hits must be con-
firmed in two independent screens. These criteria usually yield 
an average false discovery rate of ~10 % .

4 Notes

 1. The coating substrate can significantly influence the behavior 
of cells and growing neurites and thus the dynamic range and 
suitability of the assay for screening. PDL is a good substrate 
for detecting neurite outgrowth promoters, as it is only 
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Fig. 5 Phenotypic profile of ML-7, a kinase inhibitor that strongly promotes neurite outgrowth in cultured neu-
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neurite branching, and neurite average length and processed as described above to yield a phenotypic profile 
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 marginally permissive for neurite outgrowth, leaving a large 
margin for outgrowth induction by screened agents. If, on the 
other hand, a neurite outgrowth-promoting substrate (such as 
laminin) is used, most cells will extend long neurites, leaving 
less room for outgrowth induction by screened agents and 
decreasing the dynamic range of the experiment. However, 
that may make laminin a more suitable substrate when screen-
ing for agents that decrease neurite outgrowth.

 2. Different types of fully differentiated primary neurons exhibit 
significant differences in their gene expression profiles, which 
correlate with differences in response to various perturbagens. 
Selecting the most relevant cell type for a screening experiment 
can improve the success rate of follow-up hit validation prior to 
in vivo testing.

 3. Plating cells immediately after trituration will prevent clump-
ing and improve the quality of the culture.

 4. If culturing cells in larger well size is desired, the assay can be 
scaled up. The volume of PDL coating solution and number of 
plated cells have to be increased proportionally to the well area 
to ensure consistent neurite outgrowth profiles. Increasing 
neuronal plating density can cause growing neurites to overlap 
before the experiment is terminated, thus making automated 
tracing difficult. Decreasing the plating density too much can 
result in decreased viability.

 5. When plating the cells, use a manual multichannel pipette and 
load gently. Alternatively, use the slowest speed setting on an 
electronic pipette. This helps avoid patterning in the wells, 
promote even spreading of the cells, and decrease variation 
from local changes in cell density.

 6. Variations in media components across different lots can induce 
enough variability to interfere with hit selection and increase 
the yield of false negatives. It is critical to run positive controls 
alongside each screen to ensure that the behavior of the cells is 
consistent across multiple experiments.

 7. When adding compound solutions to the cell plates, start with 
the final dilution (row G) and slowly add to the corresponding 
row of recipient cell plate (4× dilution, 50 μl of compound 
solution into 150 μl of cell culture). Repeat going up the rows 
(increasing concentration). For the Z′-factor plates, the row 
order for loading the treatment does not matter, since all rows 
have the same concentration. However, it is helpful to follow a 
consistent pattern of treatment for all plates.

 8. When taking cell plates out of the incubator for treating with 
compounds, do not take out more than five plates at a time. It 
is important to minimize the time the plates spend out of the 
incubator as exposure to room air can lead to changes in both 
temperature and pH of culture media, reducing viability.
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 9. To avoid mechanical damage to delicate neurites and cellular 
structures, it is advisable to remove the rinse media by gently 
inverting the plates rather than using suction. If an automated 
plate washer is being used, make sure to program the washer to 
leave 50 ul in the wells at all times to avoid shearing and detach-
ment of neural processes or cell bodies.

 10. If faster permeabilization and blocking are desirable, cells can 
be permeabilized in a higher Triton X-100 concentration 
(0.3 % in PBS) for 1 h and then blocked for 1 h.

 11. The primary antibody used for tubulin staining was produced 
in-house and is specific for the neuronal Beta-III tubulin iso-
form. Many acceptable anti-tubulin antibodies are commer-
cially available, though most recognize all isoforms of beta 
tubulin and will thus stain all cells, not just neurons.

 12. Considering the large size of datasets generated from this kind 
of experiment, it is advisable to automate the data analysis pro-
cess, for example using MatLab routines, provided that suffi-
cient attention is given to QC and validation of all steps is 
performed.
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  Abstract 

   Traumatic brain injury (TBI) is one of the leading causes of death and disabilities worldwide. It affects 
approximately 1.5 million people each year and is associated with severe post-TBI symptoms such as sen-
sory and motor defi cits. Several neuro-therapeutic approaches ranging from cell therapy interventions such 
as the use of neural stem cells (NSCs) to drug-based therapies have been proposed for TBI management. 
Successful cell-based therapies are tightly dependent on reproducible preclinical animal models to ensure 
safety and optimal therapeutic benefi ts. In this chapter, we describe the isolation of NSCs from neonatal 
mouse brain using the neurosphere assay in culture. Subsequently, dissociated neurosphere-derived cells 
are used for transplantation into the ipsilateral cortex of a controlled cortical impact (CCI) TBI model in 
C57BL/6 mice. Following intra-cardiac perfusion and brain removal, the success of NSC transplantation 
is then evaluated using immunofl uorescence in order to assess neurogenesis along with gliosis in the 
 ipsilateral coronal brain sections. Behavioral tests including rotarod and pole climbing are conducted to 
evaluate the motor activity post-treatment intervention.  

  Key words     Neural stem cells  ,   Neonatal mouse brain  ,   Neurosphere  ,   Controlled cortical impact  , 
  Traumatic brain injury  ,   Perfusion  ,   Immunofl uorescence  ,   Rotarod  ,   Pole climbing  

1      Introduction 

 Traumatic  brain injury   (TBI) is the damage of the brain tissues and 
structures, which is caused by various outside mechanical forces 
that strike the head such as in car accidents, falls, or being struck by 
or against a moving or stationary object [ 1 ]. The injury is charac-
terized by both morphological and physiological changes, where 
TBI can cause disturbances at the level of cellular integrity and/or 
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affect the homeostasis of brain tissues and cells, thus causing revers-
ible or irreversible cellular dysfunction or death [ 2 ]. Due to the 
fact that the brain is composed of different populations of cells, 
including neurons, and a closely interacting population of 
supporting cells, TBI is considered to be complex. Recently, scien-
tists have demonstrated the existence of an interaction between 
cells of the central nervous system (CNS) and those of the immune 
system, thus raising the degree of TBI complexity [ 3 ]. For these 
reasons, TBI is considered one of the leading causes of death and 
morbidity [ 1 ]. Experimental models of TBI have been developed 
to mimic human TBI. Such models allow evaluation and under-
standing of the morphological, physiological, and behavioral 
changes associated with TBI. The most widely used model is the 
controlled cortical impact (CCI) experimental  brain injury   model, 
proposed by Smith et al. [ 4 ]. It has the advantages of being able to 
control the severity and the magnitude as well as level of injury. 
The CCI model mimics focal brain injury and cortical damage as 
well as  axonal injury   along with neuronal cell loss [ 4 ]. These char-
acteristics will be discussed fully in Chapters   4    ,   5    , and   11    . 

 TBI is associated with a wide range of post-injury affl iction, 
and scientists are currently trying to fi nd fully effective neuro- 
therapies aiming to ameliorate TBI symptoms. One promising 
strategy is the use of neural stem cells (NSCs) originating from 
embryonic, neonatal or adult brains [ 5 ] whereby NSCs are har-
vested from the sub-ventricular zone (SVZ) of neonatal mouse 
brain. These cells are a promising tool for the study of regenerative 
therapy in TBI, since they are able to become mature and func-
tional cells to replace degenerated ones [ 6 ]. 

 A signifi cant amount of work has focused on NSCs. 
Transplanted cells into the site of injured mouse brain show signifi -
cant cell differentiation, migration, and long-term survival post- 
transplantation. Also, the motor and spatial  learning   functions of 
the injured animal improve [ 7 ]. 

 When neuronal replacement is the primary goal of a cell therapy 
regimen, the effi cacy of NSC-based therapy could be increased via 
promoting neuronal differentiation. Application of poly- unsaturated 
fatty acids (PUFAs) [ 8 – 10 ] shows promising results in this regard. 
Docosahexaenoic acid (DHA) is one of the main PUFAs that pro-
mote hippocampal neuronal  development   and synaptic function in 
the developing hippocampus [ 8 ]. As NSC transplantation in a hos-
tile environment can lead to severe gliosis [ 11 ], it may be benefi cial 
to treat NSCs with PUFAs before transplantation and/or co-trans-
planting NSCs with the neurogenic promoting PUFAs. 

 In this chapter, we describe the  methodology   of culturing and 
harvesting NSCs, and, inducing TBI using the CCI mouse model. In 
addition, we describe the process of intra-cardial perfusion in mice 
prior to brain removal. We also explain the detailed methodology for 
the detection of neurogenic markers using immunofl uorescence assays 
(IF) on brain sections, and, hematoxylin and eosin (H&E) staining to 
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evaluate the injury. Finally, we illustrate rotarod and pole climbing 
tests used for assessing motor activity post-NSC transplantation.  

2    Materials 

         1.    15 ml Tubes.   
   2.    50 ml Tubes.   
   3.    Eppendorf tubes.   
   4.    Petri dishes.   
   5.    Pads (towel-like mesh, placed on the bench used to absorb 

blood and liquid).   
   6.    DMEM-F12 HAM, 7 ml (Sigma, D8437 Ca, USA)   
   7.    Ethanol 75 %.   
   8.    Distilled water.   
   9.    Blade (Paragon, 0086, USA).   
   10.    Straight Iris scissors (  RS-5650—Roboz Surgical Instrument Co    .).   
   11.    Curved narrow pattern forceps (RS-5671—Roboz Surgical 

Instrument Co.).   
   12.    Narrow pattern forceps (Roboz, Switzerland).      

       1.    Tissue Dissociation Solution (ATV; Aqueous Trypsin and 
Versene EDTA chelating agent):
   (a)    NaCl 8 g/l (Sigma, 71383, Switzerland)   

  (b)    KCL 0.4 g/l (Sigma, 746436, Switzerland)   

  (c)    Glucose 1 g/l (Merck, K22651037, Germany)   

  (d)    NaHCO 3  0.85 g/l (Fisher Scientifi c, S233-500, USA)   

  (e)    Trypsin 2 g/l (Lonza, BE02-007E, Belgium)       

   2.    Blocking solution:

   (a)    DMEM/F12 HAM (Sigma, D8437 Ca, USA)   

  (b)    Fetal bovine serum 10 % (FBS) (Sigma, F9665, USA)   

  (c)    DNase 20 µg/ml (Roche, 10104159001, Germany)       

   3.    Complete medium:

   (a)    DMEM/F12 (Sigma, D8437 Ca, USA)   

  (b)    Insulin 50 mg/ml (Humulin R (U100), USA)   

  (c)    B27 (Gibco, 17504-044, USA)   

  (d)    N2 (Gibco, 17502-048, USA)   

  (e)    Glucose 16.25 mM (Merck, K22651037, Germany)   

  (f)    HEPES 1 M (Amresco, PH = 7, J848)   

  (g)    Penicillin/streptomycin (Lonza, DE17-602, Belgium)       

2.1  Harvesting 
Neural Stem Cells 
from Neonatal Mouse 
Brain

2.1.1  NSC Isolation

2.1.2  NSC Culture 
and Neurosphere 
Formation
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   4.    Trypan blue (Sigma, RNBC2340, Germany)   
   5.    EGF 20 ng/ml (Sigma, E4127, USA)   
   6.    FGF 20 ng/ml (Sigma, F5392, USA)       

       1.    Ketamine (Panpharma, 30692)/Xylazine (Interchemie) 
(90 mg/kg and 10 mg/kg, respectively).   

   2.    Betadine solution (Basle, Mundipharma Ag, 12H145K3, 
Switzerland).   

   3.    (0.9 %) Saline.   
   4.    Blade.      

       1.    Ketamine/xylazine (90 mg/kg and 10 mg/kg, respectively).   
   2.    Betadine solution.   
   3.    0.9 % Saline   
   4.    Hamilton syringe (10 μl) (Hamilton Company, Reno, Nevada, 

USA).   
   5.    DMEM/F12 medium (Gibco, 31331-028, USA).      

         1.    10 ml Syringe and 27 G needle for anesthesia.   
   2.    Anaesthetics: Ketamin and xylazine.   
   3.    Ethanol 75 %.   
   4.    PBS 1× (Lonza, BE17-517Q, Belgium).   
   5.    Paraformaldehyde (PFA, 4 %) (Sigma, 16005, Germany).   
   6.    Butterfl y catheter (23 G) with blunted needle.   
   7.    Straight Iris scissors.   
   8.    Curved Iris scissors (Germany, RS-5671).   
   9.    Chemical fume hood.      

       1.    Freshly prepared PFA (4 %).   
   2.    Sucrose (30 %) (Sigma, 16104, Germany).   
   3.    Curved narrow pattern forceps (RS-4980).      

       1.    Ethanol 75 %.   
   2.    PBS 1×.   
   3.    Cryopath.   
   4.    6-Well plate.   
   5.    Filter paper.       

       1.    PBST (PBS-1 %; Triton), Triton (100×) (Sigma, T8787- 
250ML, USA).   

   2.    PBS.   
   3.    Blocking solution: 1 ml FBS (Sigma, F9665, USA) + 9 ml PBST.   

2.2  Controlled 
Cortical Impact (CCI) 
Injury Model

2.3  Neural Stem Cell 
Transplantation

2.4  Perfusion, Brain 
Removal, and Brain 
Slicing

2.4.1  Intra-cardial 
Perfusion

2.4.2  Brain Removal

2.4.3  Brain Slicing

2.5  Immuno-
fl uorescence (IF) 
Assay
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   4.    Antibody dilution: 1 ml Blocking solution + 9 ml PBST.   
   5.    Primary antibodies:

   (a)    GFAP: rabbit polyclonal antibody, 1/1000 (Abcam, 7260, 
USA)   

  (b)    NeuN: rabbit Polyclonal antibody, 1/500 (Abcam, 
104225, USA)   

  (c)    DCX: goat Polyclonal antibody, 1/500 (Santa Cruz, 
sc-8066, USA)   

  (d)    Iba1: rabbit Polyclonal antibody, 1/200 (Wako, 091- 
19741, USA)       

   6.    Secondary antibodies: Anti-rabbit, anti-mouse and anti-goat 
(Molecular probes).   

   7.    Mounting solution (Sigma, F4680, USA).   
   8.    Anti-fade (Life Technologies, P36930, USA).   
   9.    Coated slides (OMEGALAB, 217105, USA).      

       1.    Coated slides.   
   2.    Distilled water.   
   3.    Hematoxylin (Merck, Hx247326, Germany).   
   4.    Eosin (0.5 %) (Kaltek, 1123, USA).   
   5.    Ethanol (95 %; 100 %).   
   6.    Xylol (# 3905, Belgium).   
   7.    Mounting solution.       

3    Methods 

   All animal experimentation was performed in compliance with 
Institutional Animal Care and Use Committee (IACUC) guidelines 
at the American University of Beirut. C57BL6 mice were obtained 
from Charles Rivers Laboratories maintained in the animal care 
facility at the American University of Beirut (AUB). All animals 
were handled under pathogen-free conditions and fed chow diet. 
Female mice were coupled with males for one night before removal 
of the male. Females were then tested for vaginal plug and positive 
mice were considered pregnant (0.5 day of gestation). Females gave 
birth to ~5–10 pups at days 20–21 of pregnancy. A total of ten pups 
were used for harvesting NSCs for each experimental group.  

   A thin layer of tissue is isolated from the sub-ventricular zone 
(SVZ) and the septal region surrounding the lateral ventricles of 
mouse pup brain (Fig.  1 ). Tissues from 7 to 10 pups are pooled to 
generate NSCs for each experimental group. For further details on 
how to harvest SVZ tissue, please refer to the video protocol by 
Azari et al. [ 12 ].

2.6  Hematoxylin 
and Eosin Stain (H&E)

3.1  Animals

3.2  Harvesting 
Neural Stem Cells 
from Neonatal Mouse 
Brain
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         1.    Sterilize the work area in order to prevent any contamination 
( see   Note    1  ).   

   2.    Prepare a couple of Petri dishes containing DMEM/F12 
(Sigma-Aldrich) in which the removed brains and sections 
would be placed ( see   Note    2  ).   

   3.    Anesthetize pups on ice before cutting their heads using scis-
sors. Each brain is removed from the skull and then a coronal 
section is performed at the level of optic chiasm using a razor 
blade. The front part of the brain that contains the SVZ can be 
either micro-dissected as a whole to harvest the SVZ from the 
lateral walls of the lateral ventricles or it can be further cut into 
coronal sections of about 350 μm in thickness. The resulting 
sections are transferred under the microscope to micro-dissect 
the SVZ tissue containing NSCs.   

   4.    Dissect under the microscope a rectangle that frames the SVZ 
including the septal region surrounding the lateral ventricles, 
then drop the tissue in a 15 ml tube containing DMEM/F12 
( see   Note    3  ).   

   5.    Repeat the same procedure until all the brain tissues are 
harvested.      

        1.    Remove excess DMEM using a pipette cone.   
   2.    Put the harvested tissues in a sterile petri dish and gently mince 

using a sterile scalpel blade. Then, add 2.5 ml ATV solution, 
collect all tissues in a 15 ml conical tube, and incubate for 
10–15 min at 37 °C with gentle shaking ( see   Note    4  ).   

   3.    Inhibit the activity of ATV solution by adding 5 ml of DMEM, 
10 % FBS (500 μL/5 ml DMEM), and DNase (200 μL/5 ml 
DMEM) for a total of 5 min ( see   Note    5  ).   

3.2.1  NSC Isolation

3.2.2  NSC Culture 
and Neurosphere 
Formation

  Fig. 1    Coronal section of a mouse brain showing the SVZ for harvesting NSCs. The 
SVZ and the septal region are marked by a  blue rectangle . The brain is sliced into 
coronal sections using a blade. Image is modifi ed from “The Mouse Brain in 
Stereotaxic Coordinates,” George Paxinos and Keith B. J. Franklin, Second Edition, 
2001. Cx; cortex, LV; lateral ventricle, Sp; septum, SVZ; subventricular zone       
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   4.    Centrifuge the mixture for 5 min at 110 ×  g  and remove the 
supernatant.   

   5.    Add 1 ml complete media to the pellet; gently triturate cells by 
pipetting up and down to make sure that the cells are resus-
pended in the media.   

   6.    Count the cells using a hematocytometer by taking 50 μL of 
cell suspension and diluting it in 30 μL DMEM and 20 μL 
trypan blue in an Eppendorf tube. Mix well and place 20 μL on 
both sides of the counting chamber ( see   Note    6  ).   

   7.    Seed cells in T25 fl asks to a total of 100,000 cells per fl ask 
(5 ml complete media/fl ask). For example, if 2 × 10 6  (2 million 
cells/1 ml of complete media) are obtained, prepare three 
fl asks needed, each containing 1 × 10 5  cells as described in the 
next step.   

   8.    Prepare a total of 3 × 10 5  cells in 15 ml complete media (5 ml/
fl ask × 3 fl asks); take 150 μL of the cell suspension into 15 ml 
complete media, and then distribute to the three fl asks 
(10 5 /5 ml/fl ask).   

   9.    Incubate the fl asks at 37 °C and 5 % CO 2 . 

 At this stage the cells will give rise to primary neurospheres 
( P0 / D0 ) (Fig.  2a ); it takes 5–6 days to observe neurospheres 
in the fl ask.

       10.    Transfer the supernatant into new labeled fl asks the next day ( D1 ).   
   11.    Repeat the above transfer for two consecutive days ( D3 ) and 

then add 2.5 ml of complete media containing 0.5 μL EGF 
and 0.25 μL FGF (2.5 ml/fl ask) ( see   Note    7  ).   

   12.    Repeat the addition of 2.5 ml complete media after 3 days 
( D6 ), and supplement with growth factors in the same way. 
Starting on  D7  up till  D10 , 1–4 days after the last addition of 
complete media and growth factors, neurospheres should be 
ready for the fi rst passage. Ideally, neurospheres should have an 
average size of 110 μm, thus ranging in size between 70 and 
140 μm before the passage. Neurospheres should not be grown 
for longer periods as this may lead to increased cell density at 
the center of the spheres (dark region) and, eventually, cell 
death and/or differentiation.   

   13.    Collect the cell suspensions from all fl asks in one 15 ml or 
50 ml tube and centrifuge the neurospheres at 110 ×  g  for 
5 min ( see   Note    8  ).   

   14.    Transfer the supernatant into a new 15 ml tube after fi ltering it 
using a syringe and a blue strainer (0.20 μM). The collected 
suspension is called conditioned media.   

   15.    Add 1 ml ATV to the neurosphere pellet for about 5–10 min 
at 37 °C with gentle shaking ( see   Note    9  ).   

Neonatal Stem Cell Therapy in TBI
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   16.    Prepare 5 ml DMEM containing 500 μL of 10 % FBS and 
200 μL DNase. Make sure to fi lter as indicated above. Stop 
ATV activity by adding the mix directly onto the neurosphere 
pellet containing dissociated cells and ATV.   

   17.    Wait for 5 min to ensure complete inactivation of ATV activity, 
and then centrifuge the suspension at 110 ×  g  for 5 min.   

   18.    Remove supernatant and tap the base of the tube.   
   19.    Add 1 ml of conditioned media, then take 50 μL of the cell 

suspension, and add it to 30 μl DMEM and 20 μl trypan blue.   
   20.    Take 20 μL to perform cell counts using a hematocytometer.   
   21.    Depending on the number of cells obtained after dissociation, 

distribute 1 × 10 5  cells in each T25 fl ask ( see   Note    10  ).   
   22.    Incubate the fl asks at 37 °C and 5 % CO 2 . 

 At this stage, cells grow into secondary neurospheres ( P1 / D10 ). 
It takes 4–5 days to observe neurospheres in the fl ask.   

   23.    Three days after passage 1 ( D13 ), add 1.5 ml complete media 
to each fl ask supplemented with growth factors (0.1 μL EGF, 
0.15 μL FGF).   

   24.    Five days after passage 1 ( D15 ), add 2.5 ml complete media 
for each fl ask and supplement with factors (0.5 μL EGF, 
0.25 μL FGF).   

   25.    Seven days after passage 1 ( D17 ), neurospheres are ready for 
the second passage (repeat  step 13  to  24 ).  TBI  is performed 
during that same day as described below.   

   26.    At this stage, tertiary neurospheres are obtained ( P2 / D20 ) 
(Fig.  2b ) and are ready to be dissociated and injected 2 days 
( D22 ) after the last addition of media and growth factors [ 13 ].       

  Fig. 2    Different stages of neurosphere culture with little morphological differences. Primary ( a ) and tertiary 
neurosphere ( b ) at different magnifi cations       
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   An open head injury (penetrating), known as CCI, is performed to 
induce TBI (Fig.  3 ), using a Leica Angle Two system (Leica 
Microsystem, UK). It is a computer-assisted model that allows 
delivery of an easy and accurate impact to the mouse cortex.

     1.    Using the mouse coronal brain atlas software of the CCI 
machine, set the target region parasagitally between Bregma and 
Lambda (somatosensory area of the parietal cortex) (Fig.  4 ).

       2.    Adjust the velocity of the probe to 2 m/s and the dwell time 
to 150 ms.   

   3.    Anesthetize the mouse by intramuscular injection of ketamin/
xylazine (3 μL/g and 0.5 μL/g, respectively) ( see   Note    11  ) 
and position it in a stereotaxic frame, using the nose clamp and 
the ear bars.   

   4.    Trim the scalp using scissors and apply Betadine to the under-
lying skin. A midline incision is made to expose the skull.   

   5.    Locate Bregma and Lambda points manually, using the 1 mm 
impactor tip ( see   Note    12  ).   

   6.    Move the impactor to “zero” in the instrument medio-lateral 
(ML) and antero-posterior (AP) coordinates. At this point, the 
impactor is right above the target site. Using the dorso-ventral 
(DV) drive, the impactor is lowered until it reaches the skull, 
confi rmed by the contact sensor.   

   7.    The skull is then marked at this particular point and the impac-
tor is retracted in order to perform manual craniotomy, using 
a dental drill.   

   8.    Lower the probe again until it reaches the brain, then retract it, 
and lower it again for 1 mm depth (DV axis) in order to per-

3.3  Controlled 
Cortical Impact Injury 
Model (CCI)

  Fig. 3    Controlled cortical impact (CCI) apparatus. A computer-assisted model that induces TBI in the cortex       
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form the impact injury. An injury to the depth of 1 mm is 
induced to simulate a mild traumatic brain injury.   

   9.    Remove the mouse rapidly from the stereotaxic frame, suture 
the skin, and keep in a holding cage until recovery from anes-
thesia ( see   Note    13  ).    

  TBI is performed on day 17 of cell culture so that the cells 
would be ready for injection 1 week after inducing TBI.  

   The derived neurospheres, supplemented with 1.5 ml and 2.5 ml 
complete media and associated growth factors on D19 and D21, 
respectively, are labeled with Hoechst [ 14 ] and ready to be injected 
into the mouse brain at the injury site on D22.

    1.    Add 2.4 μL Hoechst (stock) to the fl ask containing 9 ml of 
complete media and growth factors at this stage.   

   2.    Incubate the fl ask for 15–30 min.   
   3.    Wash by transferring the suspension into 15 ml tube, add 5 ml 

PBS (1×) to the neurospheres pellet, and centrifuge for 5 min 
at 110 ×  g    

   4.    Repeat  step 3  three times.   
   5.    Remove supernatant (PBS), then add 1 ml ATV solution, and 

incubate for 10 min at 37 °C until neurospheres are dissociated.   
   6.    Add 5 ml of DMEM containing 500 μL FBS and 200 μL 

DNase using a syringe and a blue fi lter directly above the pellet 
to stop ATV activity.   

3.4  Neural Stem Cell 
Transplantation

  Fig. 4    Bregma and Lambda location. The mouse is positioned in a stereotaxic 
frame to induce injury       
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   7.    Keep the tube in the hood for 5 min until the ATV activity is 
completely inhibited. Then centrifuge for 5 min at 110 ×  g .   

   8.    Remove supernatant, tap well the base of the tube, and add 
1 ml of DMEM.   

   9.    For cell counting, take 50 μL of the cell suspension and add 
30 μL trypan blue and 20 μL DMEM (refer to Subheading  3.2.2 ) 
( see   Note    14  ).   

   10.    After cell counting, prepare a total of 3 μL of DMEM contain-
ing 1 × 10 5  cells to be injected in each mouse (refer to  Note    14  ).   

   11.    In order to avoid cell death, cells in Eppendorf tubes should be 
placed on ice and injected immediately.   

   12.    Anesthetize the mouse, wait until the refl ex (???elaborate which 
one or describe??? dissappears, and place the mouse in the ste-
reotaxic frame using the same technique used in CCI.   

   13.    Replace the impactor on the CCI machine with the Hamilton 
syringe, and fi ll it with the 3 μL suspension containing 
1 × 10 5  cells.   

   14.    A midline incision is made to expose the skull, and then Bregma 
and Lambda points are located manually using the 10 μL 
Hamilton syringe. The syringe is then moved to “zero” in the 
instruments medio-lateral (ML) and antero-posterior (AP) 
coordinates; at this point, the syringe is right above the target 
site. Using the dorso-ventral (DV) drive, the syringe is lowered 
until it reaches the brain (site of TBI). This is followed by low-
ering by 1 mm (DV axis) in order to perform the injection 
(Fig.  5 ) ( see   Note    15  ).

  Fig. 5    Transplantation of NSCs using the CCI apparatus. The mouse is placed in a stereotaxic position. The 
Hamilton needle is placed on the surface of the brain, directly at the TBI site. The DV is lowered 1 mm and the 
cells are transplanted in the vicinity of the site of injury       
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          One week after injecting NSCs at the site of TBI, brains are per-
fused, removed and sectioned into brain slices. 

       1.    Inject the mouse with ketamine/xylazine mixture. The suit-
able dose to avoid lethality is 90 mg/kg and 10 mg/kg, respec-
tively [ 15 ].   

   2.    Place the mouse in the cage until it is completely anesthetized 
and no refl ex is observed at the pelvic limbs.   

   3.    Place the mouse on its back and rinse the abdomen with 70 % 
ethanol (Fig.  6a ).

3.5  Perfusion, Brain 
Removal, and Brain 
Slicing

3.5.1  Intra-cardial 
Perfusion of Mice

  Fig. 6    Perfusion procedure. ( a ) Place the mouse on its back and rinse the abdomen with 70 % ethanol. ( b ) A midline 
incision is made from the thoracic inlet to the pelvis, where the abdomen is opened using scissors. ( c ) Use forceps 
to grasp the xiphoid (white tip of the sternum), where an incision is made through the diaphragm, and then down the 
costal cartilage. ( d ) Flip the sternum to visualize the heart well. ( e ,  f ) Introduce a butterfl y needle into the apex of the 
left ventricle. ( g ) Press on the syringe allowing PBS buffer to enter circulation, and then cut the right auricle immedi-
ately allowing perfusate to exit from the circulation. ( h ) When the mouse is clear of blood, perfuse using 4 % PFA       
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       4.    Perform a midline incision from the thoracic inlet to the pelvis.   
   5.    Open the abdomen using scissors (Fig.  6b ).   
   6.    Grasp the xiphoid (white tip of the sternum) using forceps, 

where an incision is made through the diaphragm, and then 
down the costal cartilage (Fig.  6c ).   

   7.    Flip the sternum to visualize the heart well (Fig.  6d ).   
   8.    Introduce a butterfl y needle into the apex of the left ventricle, 

which is thicker and of lighter pink than the right ventricle 
(Fig.  6e, f ).   

   9.    Press on the syringe allowing PBS (1×) buffer to enter circula-
tion, and then cut immediately the right auricle allowing the 
perfusate to exit the circulation (Fig.  6g ) ( see   Note    16  ).   

   10.    Once the mouse is clear of blood, perfuse using 4 % parafor-
maldehyde (PFA) (Fig.  6h ) ( see   Note    17  ).      

       1.    Make a midline incision using the scissors and fl ip the skin of 
the head to expose the skull (Fig.  7a ).

       2.    Cut the optic nerves and remove the eyes using the scissors 
(Fig.  7b ).   

   3.    Cut along the sagittal suture after inserting Iris scissors cau-
dally to the interparietal bone (Fig.  7c, d ) ( see   Note    18  ).   

   4.    Tilt one side of the parietal bone; again tilt the other side of the 
bone to reveal the brain using curved narrow pattern forceps 
(Fig.  7e–g ).   

   5.    Cut through the most anterior part of the skull between the 
eyes in order to expose the frontal lobe. This will ease the 
removal of the brain.   

   6.    Cut the meninges beneath the skull, insert the curved forceps 
under the anterior part of the brain (olfactory bulbs), and then 
tilt the brain gently upward (Fig.  7h ).   

   7.    Separate the brain from the underlying tissue, by cutting the 
optic and cranial nerves (Fig.  7i ).   

   8.    Gently, lift the brain out of the skull (Fig.  7j ).   
   9.    Place the removed brain in 50 mL conical tube containing 

10 mL PFA and place at 4 °C.      

   The next day, remove the brain from PFA and place it in 10 mL 
sucrose (30 %) for 2–3 days. Change sucrose solution every day 
until the brain is ready for slicing ( see   Note    19  ). The aim of brain 
slicing is to perform histological staining such as IF and H&E.

    1.    Cut the cerebellum and the most anterior part of the brain 
using a blade.   

   2.    Adjust the microtome temperature to −40 °C, speed to obtain 
40 μm brain slices.   

3.5.2  Brain Removal

3.5.3  Brain Slicing
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  Fig. 7    Brain removal. ( a ) Use the scissors to make a midline incision and fl ip the skin to expose the skull. ( b ) 
Cut and remove the eyes. ( c ,  d ) Cut along the sagittal suture after inserting Iris scissors caudally to the inter-
parietal bone. ( e ,  f ) Tilt one side of the parietal bone using curved narrow pattern forceps. ( g ) Tilt the other side 
of the bone to reveal the brain. Again, cut through the most anterior part of the skull between the eye lobes to 
expose the frontal lobe. This will ease the removal of brain. ( h ) Lift the brain out of the skull gently, and cut the 
cranial nerves. ( i ) Separate the brain from underlying tissue by cutting the optic nerve. ( j ) Cut the meninges 
and the most anterior part of the brain (olfactory bulbs). The removed brain is placed in 50 mL conical tube 
containing 10 mL PFA and stored at 4 °C overnight       

   3.    Soak fi lter paper in PBS (1×), fold it into half, and place it on 
the metal of the microtome to avoid contact of brain tissue 
with the metal.   

   4.    Place the brain on its posterior side (cerebellum side) on the 
fi lter paper in a straight position and spray the tissue with 
 cryopath for instant freezing.   

   5.    Start slicing the brain and distribute the slices into 6-well plates 
containing 1× PBS ( see   Note    20  ).    

      This technique uses specifi c antibodies raised against protein anti-
gens in order to target fl uorescent dyes to specifi c biomolecular 
targets within a cell, and therefore allows visualization of protein 
expression and distribution throughout the sample.

3.6  Immuno-
fl uorescence (IF) 
Assay
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    1.    Wash the 40 μm brain slices previously placed in 6-well plates 
two times with PBST for 5 min at room temperature (RT) 
with gentle shaking ( see   Note    21  ).   

   2.    Remove PBST after the second wash and add blocking solu-
tion (1 mL/well) for 1 h with continuous shaking.   

   3.    Remove the blocking solution and add primary antibody 
(500 μL/well is enough to cover brain slices) overnight at 
4 °C ( see   Note    22  ).   

   4.    Remove primary antibody and perform three washes with 
PBST (15 min each, RT, on shaker).   

   5.    Add 500 μL of the secondary antibody (specifi c for primary 
antibodies) for 1 h at RT with gentle shaking in the dark ( see  
 Note    23  ).   

   6.    Remove secondary antibody and perform three washes with 
PBST (15 min each, RT, on shaker), followed by two washes 
with PBS (1×) (5 min each, RT, on shaker, in the dark) ( see  
 Note    24  ).   

   7.    Mount the slices on microscope slides (star frost) using a 
mounting solution (2–3 drops).   

   8.    Add a cover slip and make sure not to introduce any air bub-
bles ( see   Note    25  ).   

   9.    Visualize using an upright fl uorescent microscope.   
   10.    Make sure to include a negative control (lacking primary anti-

body) for each assay in the immunofl uorescence procedure ( see  
 Note    26  ).      

   Most cells are colorless and transparent, and therefore histologi-
cal sections are stained in order to make them visible. The tech-
niques used can either be nonspecifi c, thus staining most of the 
cells in much the same way e.g. using H&E, or specifi c, selec-
tively  staining particular chemical groupings or molecules within 
cells or tissues e.g. by IF. Staining usually works by using a dye 
that stains a bright color some of the cellular components together 
with a counter stain that stains the rest of the cell by a different 
color. There are six wells per plate: fi ve wells are used for IF assays 
and one well for H&E.

    1.    Translocate brain slices from Petri dishes into coated slides 
(star frost); tissues should be organized from anterior to poste-
rior. This step is performed as slowly as possible to avoid tissue 
rupture ( see   Note    27  ).   

   2.    Soak fi lter paper in PBS (1×) to stick slices on the slide and the 
slide is left on bench for 1 day until it dries.   

   3.    Place the prepared slides in distilled water (dH 2 O) for 3 min 
for hydration.   

3.7  Hematoxylin 
and Eosin (H&E) Stain
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   4.    Transfer to hematoxylin for up to 1 min. Hematoxylin is a dark 
blue or violet stain that is basic (positively charged) and binds 
to basophilic substances (DNA/RNA) that are acidic and neg-
atively charged.   

   5.    Place the slides under running tap water. The use of tap water 
(as opposed to dH 2 O) is to provide alkalinity necessary for 
“bluing” process.   

   6.    Immerse the slides in eosin for up to 1 min. Eosin is a pink stain 
that is acidic (negatively charged) and binds to acidophilic sub-
stances (proteins) that are basic and positively charged.   

   7.    Place slides in 95 % ethanol two times, 3 min each.   
   8.    Immerse in 100 % ethanol for 5 min to prevent cell lysis.   
   9.    Finally place slides in xylol for 1 min. Xylol acts as a clearing 

solvent to remove alcohol from tissues.   
   10.    Add 2–3 drops of mounting solution followed by cover slip; 

avoid formation of bubbles.   
   11.    Visualize the slides under a bright fi eld microscope.      

   In order to compare changes in  behavior   with or without stem cell 
transplantation, two behavioral tests are used for the study of 
mouse motor activity and coordination: the rotarod performance 
test and the pole climbing test, respectively. 

   This test is based on a rotating rod with forced motor activity being 
applied, usually by a rodent (Fig.  8 ). The test measures parameters 
such as riding time (in seconds). Some of the other functions asso-
ciated with the test include evaluating balance, grip strength and 
motor coordination of the subjects, especially after TBI.

     1.    Adjust the time and speed of rotarod apparatus to 5 min and 
4 m/s, respectively. The speed can be increased to 40 m/s as 
time progresses.   

   2.    Perform rotarod test four times for each group (R0, R1, R2, 
and R3) where R0 is performed before the injury, while the 
rest is performed after TBI.   

   3.    Perform each test for 4 consecutive days. The fi rst 3 days con-
sist of three trials each with an inter-trial time of 15 min. The 
fourth day is called the challenging session which consists of 
one trial. The differences between the fi rst 3 days and the 
fourth day are the speed of rotating rod and the time set.   

   4.    During the fi rst 3 days, adjust the speed to 4 m/s and gradu-
ally increase it with time to reach 40 m/s for 5 min.   

   5.    In the challenging session, adjust the speed at 4 m/s and then 
accelerate to 60 m/s for 8 min.   

3.8  Behavioral Tests

3.8.1  Rotarod 
Performance Test
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   6.    R0 is performed 4 days before inducing TBI, R1 after TBI by 
3 days, R2 after R1 by 4 days and R3 is performed after R2 by 
4 days. When the R3 test is fi nished, the pole climbing test is 
performed immediately ( see   Note    28  ).    

     After R3 (rotarod test), the pole climbing is performed to study 
motor coordination in rodents.

    1.    Each mouse is trained for three consecutive trials during this 
test before starting with the experimental trials.   

   2.    Place the mouse on the tip of a vertical rod where the mouse 
has to walk down the rod to reach the surface (Fig.  9 ).

       3.    Record four time points in this test, the t-turn (time at which 
the mouse turns on the rod), the t-half (time at which the 
mouse reaches half of the rod), the t-stop (time at which the 
mouse stops on the rod), and the total-t (time at which the 
mouse reaches the surface).   

   4.    Repeat the test for fi ve consecutive trials without break ( see  
 Note    29  ).        

4    Conclusion 

 In conclusion, we have described in this chapter the detailed tech-
niques and methods used in order to treat TBI in a CCI mouse 
model. We started with harvesting and isolating NSCs from the 
neonatal SVZ, then growing primary, secondary and tertiary 

3.8.2  Pole Climbing Test

  Fig. 8    Rotarod test. The mice are placed on a rotating rod; the speed and time at 
which the mice fall off the rod are recorded by the apparatus       
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neurospheres. These tertiary neurospheres are then immuno-
stained in order to confi rm their undifferentiated state before 
injection. Mice underwent TBI using the CCI model, which is a 
highly reproducible brain injury model. One week following injury, 
NSCs are transplanted at the vicinity of the site of injury rather 
than in deep brain areas. Following transplantation, motor coordi-
nation and balance are evaluated using behavioral tests. The 
rotarod test is used to assess balance, grip strength and motor 
coordination of mice after TBI. It consists of placing the mouse on 
a rotating rod under continuous acceleration and recording the 
time it took to fall off. The pole climbing test was performed to 
study motor coordination of the mouse after training for three 
consecutive trials, followed by fi ve consecutive experimental trials. 
The mouse was placed on the tip of a vertical rod (height = 60 cm, 
diameter = 1 cm) and the time at which the mouse reached the bot-
tom (t-total) was recorded. This chapter also described how to 
sacrifi ce, perfuse and remove mice brains. Cardiac Perfusion is the 
method used to introduce a fi xative in order to fi x and preserve 
brain tissues. This is followed by removing the brains and splicing 
them into coronal sections using a microtome. This method is nec-
essary for optimal results through the use of immunofl uorescence 
assays in order to detect proteins in brain sections, as it demon-
strates the presence of antigens (Ag) within tissue sections by 
means of specifi c antibodies (Abs). Immune reaction is then visual-
ized by fl uorescence after Ab-Ag coupling.  

  Fig. 9    Pole climbing test. The mouse is placed on the tip of a vertical rod. The t-turn thet-half, the t-stop and 
the t-total time are recorded as the mouse descends on the rod (see text for detail)       
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5                                  Notes 

     1.    Isolation of NSCs should be done inside a laminar fl ow hood, 
where stringent sterile conditions need to be maintained to 
keep the harvested cells free of any contamination. Disinfection 
is performed by rinsing the area and the hood with sterilizing 
agent (Clorox), followed by distilled water and fi nally 70 % 
ethanol. Moreover, all required equipment (microscissors, scis-
sors, blade, curved forceps, and forceps) should be sterilized 
prior to use.   

   2.    The fi rst Petri dish is used to place removed brains and the 
second one is used for brain sections containing SVZ. Removal 
of brains should occur one by one.   

   3.    Once the tissue is dropped into the tube, it should be placed 
on ice until all tissues are harvested from all pups. This is 
important to preserve tissues; otherwise, stem cells will be lost.   

   4.    The base of the tube should be tapped gently every 2 min for 
10–15 min, thus allowing dissociation of the tissue. 
Alternatively, the tube can be placed inside a shaker at 37 °C 
with gentle shaking.   

   5.    To stop the activity of ATV, prepare 5 ml DMEM containing 
FBS and DNase in a 15 ml tube. Add the mixture to 5 ml syringe 
having a blue fi lter on its tip, and then fi lter the mixture directly 
above the tissue and ATV. Adding serum- containing medium 
might interfere with neurosphere formation or cause attach-
ment of NSCs to the plate. It is highly recommended to add 
soybean trypsin inhibitor to the trypsin solution to inactivate it. 
Stopping the activity of ATV can be done by gently mixing the 
two mixtures via pipetting to ensure trypsin inactivation and also 
dissociation of tissue into single-cell suspension.   

   6.    Count eight squares on both sides of the hematocytometer. In 
order to obtain the number of cells in the suspension, divide 
the obtained number of cells by eight and multiply by the dilu-
tion factor (two) and again multiply by ten to the power four 
(X/8 × 2 × 10 4 ). Another method to count the cells is to take 
10 μl of the resuspended cells, mix with 90 μl of trypan blue, 
then transfer 10 μl from this mixture to a hematocytometer, 
and perform cell counting.   

   7.    Since we have three fl asks, and by referring to the example in 
 step 8 , a total of 7.5 ml of complete media should be prepared 
(2.5 ml/fl ask) in a 15 ml tube to which 1.5 μL EGF and 
0.75 μL FGF are added.   

   8.    Before collecting neurospheres in suspension, use 5–10 ml 
pipette (depending on suspension volume) with pipette aid in 
order to wash the base of the fl ask and hence collect the high-
est number of neurospheres.   

Neonatal Stem Cell Therapy in TBI



708

   9.    After adding ATV solution, place the tube in the incubator at 
37 °C for 7–10 min for complete dissociation. Tap the base of 
the tube regularly every 2 min to ensure dissociation and then 
observe dissociation under the microscope.   

   10.    For example, suppose that 2 × 10 6  cells were obtained in 1 ml 
conditioned media and only three fl asks of cells are needed 
with a total of 15 ml (5 ml/fl ask). A mix of conditioned media 
and complete media are prepared in one tube (10.5 ml com-
plete media + 4.5 conditioned media + 3 μL EGF, 1.5 μL FGF) 
(3.5 ml complete media/5 ml; 1.5 ml conditioned media/5 ml; 
1 μL EGF/5 ml and 0.5 μL FGF/5 ml). The volume taken 
from the cell suspension is dependent on the number of cells; 
so, if two million cells are collected and only 10 5  are needed 
for 5 ml, a total of 0.15 ml (0.05 ml × 3 the number of 
fl asks = 0.15 ml) of suspension is added to 15 ml complete 
media + conditioned media. The 15 ml are then distributed 
equally to the three fl asks (5 ml/fl ask).   

   11.    Different ratios of ketamine and xylazine were tried on mice 
and caused immediate death after anesthesia. Therefore, 
changing the ratio will be a limiting step.   

   12.    Bregma and Lambda points are used by the software to calcu-
late the distance that the manipulator must move along each 
axis to reach the target site where TBI should be performed.   

   13.    When the injury is sutured, antibiotics should be rubbed over 
the skin in order to prevent any infl ammatory response. 
Moreover, the temperature of the cage should be kept around 
~25–30 °C to prevent death of the mouse.   

   14.    Example: Suppose we get 268 cells, so (268/8) × 2 × 10 4  = 6.7 × 
10 5  in 1 ml DMEM:

   (a)    x 10 5  → 1 ml        

  (b)    10 5  → x X = 0.15 μL of suspension placed in 3 μL DMEM/
mouse    

      15.    The volume and the rate of injection are adjusted (3 μL; 
0.30 μL/min, 0.45 μL/min, or 0.50 μL/min, respectively). 
Depending on the adjusted rate, injection takes between 6 and 
12 min. Therefore, after injecting 3 μL, keep the Hamilton 
syringe in the brain for 5 min to avoid loss of suspension. Then, 
the Hamilton syringe is withdrawn slowly from the brain and 
the lesion is sutured.   

   16.    The fl ow of PBS into the circulation should be slow to avoid 
high pressure on the blood vessels; otherwise, the brain will 
not be well perfused. The volume of PBS used is usually 
30–40 mL until no blood is observed through the auricle.   
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   17.    Since PFA is a hazardous chemical, perfusion must be done in 
a chemical fume hood for the best personal protection. The 
volume of PFA is 30–40 mL, where muscle contraction and 
white liver are indicators of good perfusion. PFA and other 
fi xatives must be collected after the perfusion and disposed of 
appropriately as hazardous chemical waste.   

   18.    Incline the scissors 45° to avoid cutting through the brain.   
   19.    Sucrose is used to dehydrate the tissue and cryoprotect it, thus 

and preventing freeze artifact and loss of tissue architecture.   
   20.    Coronal sections are made allowing matching levels along the 

rostr-caudal axis of the brain to be examined so that compari-
sons can be made between littermate controls and experimen-
tal animals. Coronal sections of the entire brain should be 
examined in order to detect small abnormalities. The distribu-
tion of brain slices should be in a well-organized manner (serial 
collection) so that one well can represent the whole brain. For 
instance, the fi rst slice should be placed in the fi rst well, the 
second slice in the second well, and so on until the brain is 
completely sliced. For long-term storage, brain slices are placed 
in PBS supplemented with sodium azide.   

   21.    If the brain slices are kept in PBS with sodium azide, wash 
slices twice with PBS (1×) for 10 min each to remove the 
chemical and then transfer to PBST.   

   22.    The primary antibody can be kept for 1–2 h on shaker at 
4 °C. The primary antibodies used are GFAP (rabbit), NeuN 
(rabbit), Map2 (mouse), DCX (goat) and Iba1 (rabbit). The 
volume of primary antibody may vary depending on the dilu-
tion factor. The antibody stock should be diluted in antibody 
dilution buffer or block solution.   

   23.    The secondary antibody should be added in the dark since it is 
light sensitive and the plates should be covered with aluminum 
paper during the whole experiment. The secondary antibodies 
are anti-rabbit, anti-mouse and anti-goat. The volume of sec-
ondary antibody can vary depending on the dilution factor 
(1:400 usually). Finally the antibody stock should be diluted 
using antibody dilution buffer or block solution.   

   24.    To label the cells with Hoechst before injection, we usually add 
1 mL Hoechst diluted in PBS (1/10,000) for 5 min, followed 
by washing with PBS (1×) two times (5 min, RT, on shaker, in 
the dark).   

   25.    The slides should be placed in a slide-specifi c book at 4 °C.   
   26.    The brain slices should be distributed into wells in a way that 

each well represents the brain from anterior to posterior (as 
described above). In order to avoid losing tissue, it is recom-
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mended to use a 100–1000 pipette while washing brain tis-
sues. A negative control is performed for each assay in addition 
to the experimental plates. In this control, no fl uorescence 
should be observed; tissues are incubated with antibody dilu-
tion buffer and secondary antibody. On the other hand, exper-
imental tissues are labeled with both antibodies.   

   27.    The tissues should be placed in a certain order; for example all 
TBI samples should be on the right.   

   28.    The behavioral tests (rotarod and pole climbing) should be 
done by the same manipulator and in a silent room to avoid 
stressful stimuli that may affect animal behavior.   

   29.    After performing the pole climbing test, mice should be per-
fused and their brains removed. Data for both behavioral tests 
should be transferred to a computer program (Excel, GraphPad, 
etc.) in order to draw graphs and compare the results.         
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    Chapter 39   

 A Novel Biopsy Method for Isolating Neural Stem Cells 
from the Subventricular Zone of the Adult Rat Brain 
for Autologous Transplantation in CNS Injuries                     

     Hadi     Aligholi    ,     Gholamreza     Hassanzadeh    ,     Ali     Gorji    , and     Hassan     Azari      

  Abstract 

     Despite all attempts the problem of regeneration in damaged central nervous system (CNS) has remained 
challenging due to its cellular complexity and highly organized and sophisticated connections. In this 
regard, stem cell therapy might serve as a viable therapeutic approach aiming either to support the dam-
aged tissue and hence to reduce the subsequent neurological dysfunctions and impairments or to replace 
the lost cells and re-establish damaged circuitries. Adult neural stem/progenitor cells (NS/PCs) are one 
of the outstanding cell sources that can be isolated from the subventricular zone (SVZ) of the lateral ven-
tricles. These cells can differentiate into neurons, astrocytes, and oligodendrocytes. Implanting autologous 
NS/PCs will greatly benefi t the patients by avoiding immune rejection after implantation, better survival, 
and integration with the host tissue. Developing safe and effi cient methods in small animal models will 
provide us with the opportunity to optimize procedures required to achieve successful human autologous 
NS/PC transplantation in near future. In this chapter, a highly controlled and safe biopsy method for 
harvesting stem cell containing tissue from the SVZ of adult rat brain is introduced. Then, isolation and 
expansion of NS/PCs from harvested specimen as well as the techniques to verify proliferation and dif-
ferentiation capacity of the resulting NS/PCs are discussed. Finally, a method for assessing the biopsy 
lesion volume in the brain is described. This safe biopsy method in rat provides a unique tool to study 
autologous NS/PC transplantation in different CNS injury models.  

  Key words     Neural stem cells  ,   Autologous NS/PC transplantation  ,   Subventricular zone  ,   Biopsy  ,   Rat  

1      Introduction 

 Central nervous system (CNS) disorders are one of the leading 
causes of death and disabilities in societies [ 1 ]. Despite the huge 
advance in science and technologies, no defi nitive cures are yet avail-
able for CNS diseases. In recent decades, numerous studies focused 
on cell therapy as a promising approach to improve regeneration and 
decrease functional impairments related to CNS diseases [ 2 – 4 ]. In 
this regard, autograft, allograft, and xenograft cellular transplants 
can be used among which autologous  transplantation appears more 
advantageous as it causes lesser deleterious immune response [ 5 ] 
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and thus leads to a better graft survival and integration with the host 
tissue. Adult neural stem/progenitor cells (NS/PCs) are an out-
standing cell source for CNS cell therapy strategies as they are capa-
ble of generating all major cell types of the CNS including neurons, 
astrocytes, and oligodendrocytes [ 6 ]. One of the main niches of 
NS/PCs is located in the subventricular zone (SVZ) of lateral wall of 
lateral ventricles [ 7 ]. Previous studies have indicated that the SVZ-
derived stem cells can be isolated and cultured in vitro and used for 
cell- based   treatment programs [ 8 ,  9 ]. 

 Before proceeding to any clinical application of autologous 
NS/ PCs  , it is essential to optimize the related technologies to ensure 
their safety and effi ciency in harvesting and propagating high-quality 
NS/PCs in large scales to meet the requirements and standards of 
clinical settings. To this end, using animal models is of great impor-
tance in which all procedures from the surgical removal of stem cell 
containing tissue to cell implantation, evaluating graft survival and 
integration, and also behavioral and functional improvement in any 
particular CNS injury models could be successfully tested. Rats rep-
resent as one of the best animals for biological researches and specifi -
cally to study stem cell therapy in CNS injury models. 

 To date, very few studies have been conducted to harvesting 
autologous SVZ tissue from adult rat brain. In some cases, an aspira-
tion needle was used for tissue sampling of SVZ in rats [ 10 ,  11 ]. 
Unfortunately, this method is uncontrollable and its safety has not 
been evaluated; thus developing a reproducible, safe, and controlled 
surgery method to harvest a defi ned size of SVZ tissue from a known 
coordinate of rat brain without any noticeable damage that could 
lead to any behavioral and cognitive changes is highly required. 

 In this chapter, we explain in detail a stereotactic surgery method 
to harvest a small piece of SVZ that contains NS/PCs from adult rat 
brain. Then, we describe the isolation and cultivation of NS/PCs as 
neurospheres. Afterwards, we discuss methods to assess the quality of 
the harvested NS/PCs in terms of proliferation and differentiation. 
Finally, a histologic method is introduced to measure biopsy size to 
ensure consistency in safe surgical removal of SVZ specimens when 
the same animals are to be used for stem cell transplantation studies.  

2    Materials 

       1.    Male Wistar rats (150–180 g) should be purchased from the 
approved vendors and kept separately under a 12-h light/dark 
cycle and allowed to have free access to food and water.   

   2.    Ketamine (alfasan, The Netherlands).   
   3.    Xylazine (alfasan, The Netherlands).   
   4.    1 ml Syringe and 27 G needle.   
   5.    Stereotactic instrument (World Precision Instruments, USA).   

2.1  Stereotactic 
Surgery
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   6.    Betadine.   
   7.    Surgical clamps.   
   8.    Narrow pattern forceps.   
   9.    0.9 % Saline.   
   10.    Surgical knife.   
   11.    Dental drill.   
   12.    16-gauge semi-automatic biopsy needle (TSK Laboratory, 

Japan).   
   13.    Bone wax.   
   14.    2-0 silk.   
   15.    Surgical gloves.      

       1.    Phosphate buffer saline (PBS, Invitrogen, USA) or complete 
neurosphere medium.   

   2.    Penicillin/streptomycin (pen/strep, Invitrogen, USA).   
   3.    1.5 ml Micro tube.      

       1.    Glass petri dish.   
   2.    PBS or complete neurosphere medium containing 1 % pen/strep.   
   3.    Surgical knife.   
   4.    1.5 ml Eppendorf tube.   
   5.    0.05 % Trypsin/EDTA (Invitrogen, USA).   
   6.    Soybean trypsin inhibitor (Sigma, USA).   
   7.    0.22 μm Filter (Millipore, Germany).   
   8.    Dulbecco’s Phosphate-Buffered Saline (D-PBS, Sigma, USA).      

       1.    Neurosphere medium including Dulbecco’s modifi ed Eagle’s 
medium/F12 (Invitro-gen, USA), 1 % N2 supplement 
(Invitrogen, USA), 3 % B27 supplement (Invitrogen, USA), 
2 μg/ml heparin (Sigma, USA), 1 % pen/strep, 1 % glutamax 
(Invitrogen, USA), 10 ng/ml basic fi broblast growth factor 
(bFGF; Millipore, Germany), and 20 ng/ml epidermal growth 
factor (EGF; Milteny Biotech, Germany).   

   2.    24-Well plates.      

       1.    PBS.   
   2.    15 ml Eppendorf tubes.   
   3.    Accutase (Sigma, Germany).   
   4.    Neurosphere medium.   
   5.    24-Well plates.   
   6.    Trypan blue (Sigma, Germany).      

2.2  SVZ Tissue 
Collection

2.3  Tissue 
Dissociation

2.4  Neurosphere 
Culture

2.5  Passaging 
and Propagating 
the Neurospheres
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         1.    Inverted light microscope.      

       1.    Inverted light microscope.   
   2.    Digital camera.   
   3.    Infi nity software for image analysis.      

       1.    Microtube.   
   2.    Trypan blue (Sigma, Germany).   
   3.    Inverted light microscope.   
   4.    Hemocytometer chamber.      

       1.    MTS cell proliferation colorimetric assay kit (Biovision, USA).   
   2.    96-Well plate.   
   3.    ELISA plate reader.       

         1.    6-, 12-, or 24-well plate.   
   2.    Cover slips.   
   3.    Poly- L -lysine (PLL).   
   4.    Sterile H 2 O.   
   5.    PBS.   
   6.    Differentiation medium:

   (a)    DMEM f12   

  (b)    1 % N2 supplement   

  (c)    1 % B27   

  (d)    5 % Fetal bovine serum   

  (e)    1 % Pen/strep          

       1.    4 % Paraformaldehyde in PBS (pH 7.4).   

   2.       Triton X-100.   
   3.    Blocking solution:

   (a)    1 % Bovine serum albumin (BSA)   

  (b)    0.3 mol Glycine   

  (c)    5 % Normal gout serum   

  (d)    PBST (PBS+ 0.1 % Tween 20)       
   4.    Antibody diluent solution:

   (a)    1 % BSA   

  (b)    PBS       

2.6  Proliferation 
Assay

2.6.1  Number 
of Neurospheres

2.6.2  Diameter 
of Neurospheres

2.6.3  Cell Counting

2.6.4  MTS Assay

2.7  Differentiation 
Assay

2.7.1  Monolayer Cell 
Culture

2.7.2  Immuno-
fl uorescence
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   5.    Primary antibodies:

   (a)    Rabbit anti-GFAP (Astrocyte marker, Abcam, USA)   

  (b)    Rabbit anti-βIII-tubulin (Neuron marker, Abcam, USA)   

  (c)    Rabbit anti-O4 (Oligodendrocyte marker, Abcam, USA)       
   6.    Goat anti-rabbit FITC secondary antibody (Abcam, USA).   
   7.    4′,6-Diamidino-2-phenylindole (DAPI).   
   8.    Mounting medium.   
   9.    Fluorescent microscope.   
   10.    Infi nity software.       

         1.    Ketamine (Alfasan, The Netherlands)   
   2.    Xylazine (Alfasan, The Netherlands)   
   3.    Surgical knife.   
   4.    0.9 % Saline.   
   5.    4 % Paraformaldehyde in PBS (pH 7.4).   
   6.    20-gauge angiocatheter.   
   7.    Scissors.   
   8.    Micro scissors.   
   9.    Forceps.   
   10.    Curved forceps.      

       1.    50 ml Conical tube.   
   2.    4 % Paraformaldehyde.   
   3.    Sucrose (Sigma, USA).   
   4.    PBS.      

       1.    Cryostat instrument (Leica, Germany).   
   2.    Surgical knife.   
   3.    Optimal cutting temperature (OCT) compound (Biooptica, 

Italy).   
   4.    Microscope slides.   
   5.    Chromium potassium sulfate (Sigma, USA).   
   6.    Gelatin (Sigma, USA).      

       1.    PBS.   
   2.    100 % Ethanol.   
   3.    Cresyl violet (Sigma, USA).   
   4.    Xylene (Merk, Germany).   
   5.    Cover slip.   

2.8  Assessment 
of the Biopsy Lesion 
Volume

2.8.1  Cardiac Perfusion 
and Brain Removal

2.8.2  Tissue Preparation

2.8.3  Cryosectioning

2.8.4  Nissl Staining
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   6.    Mounting solution (Sigma, USA).   
   7.    Stereo microscope (Leica, Germany).   
   8.    Digital camera.      

       1.    Infi nity software.        

3    Methods 

   All procedures should be performed in accordance with institu-
tional guidelines for animal care and use.

    1.    Anesthetize the animal with ketamine (80 mg/kg, i.p.) and 
xylazine (10 mg/kg, i.p.).   

   2.    Place the animal in a stereotactic instrument ( see   Note    1  ).   
   3.    Remove the scalp hairs by the shaving device.   
   4.    Clean the scalp by Betadine and sterile normal saline ( see   Note    2  ).   
   5.    Make a skin incision in mid-sagittal line of the scalp using a 

surgical knife. To see the bregma and lambda points, the length 
of the incision should be from eyes to ears.   

   6.    Remove the connective tissue above the skull by a blade.   
   7.    Determine the anterior–posterior (A–P) coordinate for 

bregma.   
   8.    Determine the A–P coordinate for lambda.   
   9.    Calculate the distance between bregma and lambda (as an index 

of brain size) by subtracting the A–P of bregma from the A–P 
of lambda. The distance between bregma and lambda for the 
rats used in Paxinos and Watson atlas (2006) is 9 mm. In other 
words, the coordinates in the atlas were calculated for an ani-
mal with a defi ned skull size. Consequently, you must correct 
the coordinates in the brain atlas when using them for another 
animal with a different distance between bregma and lambda. 
The spatial characteristics of SVZ according to  Paxinos and 
Watson are A–P = +1.56 mm; medial–lateral, M–L = +1.2 mm; 
and dorso-ventral, D–V = −4.2 mm (Fig.  1 ).

   For example, if the distance between bregma and lambda is 
7 mm based on your measurements, then the corrected A–P is 
calculated by the following formula: 

 Corrected A-P = (1.56 × 7)/9 = 1.21 mm. 

 Accordingly, the corrected M-L and D-V coordinates would 
be 0.93 mm and 3.27 mm, respectively.   

   10.    Using the corrected A–P and M-L, determine the right point 
on the skull.   

2.8.5  Image Analysis

3.1  Stereotactic 
Surgery
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  Fig. 1    Determining the location of SVZ using brain atlas. As demonstrated, the SVZ is seen in the coronal sec-
tion 1.56 mm in front of the bregma (A–P). In addition, by drawing perpendicular lines from SVZ to horizontal 
and vertical axes, the values of M-L and D-V are obtained as 1.2 mm and 4.2 mm, respectively       

   11.    Make a burr hole at the above point using a dental drill 
(0.5 mm tip,  see   Note    3  ).   

   12.    Insert a 16-gauge semi-automatic biopsy needle into the hole 
(dorso-ventral, D-V = −4.2 mm according to Paxinos and 
Watson rat brain atlas). The 16-gauge semi-automatic biopsy 
needle consists of a stylet with a side-cutting window as well as 
a cannula. When the toggle button is pressed, the cannula is 
rapidly released and a piece of tissue is trapped in the side- 
cutting window of the stylet. Because it has not been commer-
cially made for biopsy in rat  brain tissue   and its side-cutting 
window is very large, one should redesign its tip. Our studies 
indicated that for harvesting SVZ tissue from the rat brain, the 
optimum size for the cutting window was 3 mm. Thus, one 
should cut both stylet and the cannula at above of primary cut-
ting window followed by making a new cutting window in the 
tip of stylet (Fig.  2 ). In addition, you should adjust the toggle 
button to decrease the range of motion ( see   Note    4  ).

       13.    Push the needle button to cut the SVZ specimen.   
   14.    Wait for 15 s after pushing the bottom.   
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   15.    Withdraw the needle from the brain slowly to avoid more 
injury and let the brain tissue to close the hole.   

   16.    Seal the skull defect by bone wax ( see   Note    5  ).   
   17.    Suture the scalp by 2-0 silk.      

   Perform  steps 1 – 4  before surgery.

    1.    Prepare sterile PBS.   
   2.    Add 10 % pen/strep to PBS.   
   3.    Pour 1 ml of the PBS containing 10 % pen/strep into a sterile 

microtube.   
   4.    Keep the microtube in 4 °C until using.   
   5.    Put the specimen into the microtube ( see   Note    6  ).   
   6.    Transfer the microtube to culture room quickly ( see   Note    7  ).    

         1.    Transfer the microtube under a laminar hood in the culture 
room.   

   2.    Transfer the specimen to a glass petri dish.   
   3.    Wash the specimen with cold PBS containing 10 % pen/strep 

( see   Note    8  ).   
   4.    Transfer the specimen to a new glass petri dish ( see   Note    9  ).   
   5.    Mince the specimen using a surgical blade for 1 min as fol-

lows. Using the dominant hand, move the surgical blade up 
and down. Simultaneously, rotate slowly the glass petri dish 
by the other hand.   

   6.    Transfer the specimen into a tube containing 200 μl of pre- 
warmed (37 °C) 0.05 % trypsin/EDTA.   

   7.    Incubate the tube at 37 °C for 3 min ( see   Note    10  ).   
   8.    Add 200 μl of trypsin inhibitor ( see   Note    11  ).   

3.2  SVZ Tissue 
Collection

3.3  Tissue 
Dissociation

  Fig. 2    Biopsy needle to harvest the SVZ from rat brain. ( a ) A semi-automatic 
biopsy needle. ( b ) The tip of the needle that has been re-designed to have a 
3 mm cutting window       
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   9.    Mix the contents of the tube by pipetting 2–3 times gently ( see  
 Note    12  ).   

   10.    Centrifuge the tube at 110 ×  g  for 5 min ( see   Note    13  ).   
   11.    Remove the supernatant gently ( see   Note    14  ).      

       1.    Add 500 μl of pre-warmed (37 °C) neurosphere medium to 
the tube.   

   2.    Mix the contents of the tube by pipetting 5–7 times gently. Try 
to provide a homogenous mixture.   

   3.    Transfer the 500 μl neurosphere medium containing cells from 
the tube to a well of a 24-well plate containing 500 μl neuro-
sphere medium ( see   Note    15  ).   

   4.    Incubate the cells in an incubator at 37 °C with a 5 % CO 2 .   
   5.    Add growth factors and heparin to the medium 4 days later ( see  

 Note    16  ).   
   6.    Transfer the growing neurospheres to a new well at day 7 as 

follows ( see   Note    17  ):

   (a)    Tap lightly to the bottom of the well two times ( see   Note    18  ).   

  (b)    Transfer the contents of the well to a tube.   

  (c)    Add 1 ml of PBS to the well, wash it two times by pipetting 
up and down, and then transfer it to the tube ( see   Note    19  ).   

  (d)    Centrifuge the tube at 110 ×  g  for 5 min.   

  (e)    Remove the supernatant.   

  (f)    Add 500 µl of fresh neurosphere medium.   

  (g)    Pipet three times gently.   

  (h)    Transfer the contents of the tube to a new well of a 24-well 
plate ( see   Note    20  ).   

  (i)    Add the growth factors and heparin every 2 days.    

         The neurosphere size increases due to cell proliferation. When the 
diameter of neurospheres becomes bigger than 150 μm, the center of 
neurosphere becomes dark (Fig.  3 ). In other words, access of cells in 
the center of the sphere to medium is decreased. In this condition, the 
spheres should be dissociated as single cells by passaging procedure. 
Approximately, the neurospheres are ready for passaging at day 15.

     1.    Tap lightly to the bottom of the well two times.   
   2.    Transfer the contents of the well to a tube.   
   3.    Add 1 ml of PBS to the well, wash it two times by pipetting up 

and down, and then transfer it to the tube.   
   4.    Centrifuge the tube at 110 ×  g  for 5 min.   
   5.    Remove the supernatant.   

3.4  Neurosphere 
Culture

3.5  Passaging 
and Propagating 
the Neurospheres
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   6.    Incubate the neurospheres with 200 μl of accutase at 25 °C for 
10 min ( see   Note    21  ).   

   7.    Add 500 μl of fresh neurosphere medium with 37 °C tempera-
ture to the tube ( see   Note    22  ).   

   8.    Pipette two times gently.   
   9.    Centrifuge the tube at 110 ×  g  for 5 min.   
   10.    Remove the supernatant.   
   11.    Add 500 μl of fresh neurosphere medium to the tube.   
   12.    Pipette three times gently.   
   13.    Perform a cell count ( see  Subheading  3.6.3 ).   
   14.    Plate the cells at the density of 5 × 10 5  cell per ml of medium.   
   15.    Add the growth factors and heparin every 2 days.    

     Proliferation is one of the main characteristics of NS/PCs. To eval-
uate this property, one can analyze the number and diameter of 
neurospheres as well as the number of cells. Moreover, MTS assay 
can be utilized. 

   For analyzing the number of neurospheres as an index of cell pro-
liferation, the following steps can be performed before passaging 
( see   Note    23  ).

3.6  Proliferation 
Assay

3.6.1  Number 
of Neurospheres

  Fig. 3    A representative neurosphere picture. Proliferation of NS/PCs leads to for-
mation of spheroidal structures named as the neurosphere. The microproceses 
can be seen around the neurosphere. Because the sphere is large (bigger than 
150 μm in diameter), its center becomes dark. The spheres should be passaged 
before reaching this stage       
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    1.    Use 20× objective lens of an inverted microscope.   
   2.    Start counting from the top right corner and end at the bot-

tom left corner. All neurospheres with the size of about 50 μm 
or bigger in diameter should be counted. Each well should be 
thoroughly examined fi eld by fi eld.   

   3.    The numbers could be presented as the neurosphere forming 
frequency per brain.    

     For calculating the diameter of neurospheres as another index of 
cell proliferation, you can perform the following steps:

    1.    Use 40× objective lens of an inverted microscope.   
   2.    Photograph neurospheres throughout the entire plate using a 

systematic random sampling method.   
   3.    Use infi nity software to calculate the diameter ( see   Note    24  ).   
   4.    Open the image via select File; Open.   
   5.    First, calibrate the software as follows ( see   Note    25  ): 

 Using Adjust; Micrometer; Calibrate draw a line in size of scale 
bar. Then in the micrometer calibration box: write the length of 
the scale bar in the section related to length. Write 1 in the mag-
nifi cation section. Write μm in the linear unit section. Click ok.   

   6.    Select Measure; Caliper. Draw a diameter for the sphere, and 
then double right click to see the length of the diameter.   

   7.    Repeat  step 6  for a diameter perpendicular to the fi rst one (Fig.  4 ).
       8.    Calculate the average of these two diameters as diameter of the 

neurosphere ( see   Note    26  ).   
   9.    Report the mean neurosphere diameter per brain.      

    You can perform cell counting when the spheres are dissociated 
into single cells after passaging.

    1.    Dilute 50 μL of cell suspension with 30 μl medium, and 20 μl 
trypan blue into a micro tube.   

   2.    Mix the micro tube contents by gentle pipetting.   
   3.    Place 20 μl of the mixture on both sides of the hemocytometer.   
   4.    Count eight squares of both sides of the hemocytometer. 

Conventionally, the cells located exactly on two edges of the 
square are counted and those locating on other two edges of 
the square are not counted.   

   5.    Divide the obtained number of cells by 8.   
   6.    Multiply the obtained number by 2 as dilution factor ( see   Note    27  ).   
   7.    Multiply the obtained number by 10 4 .   
   8.    The obtained number is the number of cells in 1 ml cell sus-

pension ( see   Note    28  ).      

3.6.2  Diameter 
of Neurospheres

3.6.3  Cell Counting
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   MTS cell proliferation assay is a colorimetric method for sensitive 
quantifi cation of viable cells in a proliferation assay. The method is 
based on the reduction of MTS tetrazolium compound by viable 
cells to generate a colored formazan product that is soluble in cell 
culture media.

    1.    Culture cells (50 × 10 3 /well) in a 96-well plate in a fi nal vol-
ume of 200 μl/well of culture medium supplemented with 
growth factors.   

   2.    Incubate cells for a defi ned period of time.   
   3.    Add 20 μl/well MTS reagent into each well and incubate for 

4 h at 37 °C in incubator.   
   4.    Shake the plate briefl y on a shaker.   
   5.    Measure the absorbance of the cells by a plate reader at 490 nm 

( see   Note    29  ).       

   To assess another main property of NS/PCs, differentiation, one 
should culture the cells in differentiation condition for a desired 
time and then evaluate the cells by specifi c markers of neural cells. 
NS/PCs should be able to differentiate into neurons, astrocytes, 
and oligodendrocytes. At fi rst, you should culture the cells as 
monolayer and then perform  immunofl uorescence  . 

3.6.4  MTS Assay

3.7  Differentiation 
Assay

  Fig. 4    Calculating neurosphere diameter. In the infi nity software, use caliper option ( yellow arrow ) and draw 
two perpendicular diameter of the neurosphere. You can observe the values in the right corner ( blue arrow ) of 
the picture       
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       1.    Insert cover slips into 6-well plate and then coat them with 
poly- L -lysine (PLL) for 2 h at room temperature ( see   Note    30  ).   

   2.    Wash the cover slips with sterile H 2 O three times for 5 min.   
   3.    Dry and sterilize the cover slips under UV light.   
   4.    Culture the single cells obtained by passaging neurospheres on the 

cover slips with differentiation medium for 7 days ( see   Note    31  ).      

       1.     Wash   the cells gently with PBS.   
   2.    Remove the PBS and fi x the cells with 4 % paraformaldehyde in 

PBS (pH 7.4) for 15 min at room temperature.   
   3.    Rinse the cells with PBS three times and leave the PBS on 

samples for 5 min each time.   
   4.    Incubate the cells with 0.25 % Triton X-100 for 5 min ( see  

 Note    32  ).   
   5.    Wash the cells by PBS three times and leave the PBS on sam-

ples for 5 min each time.   
   6.    Incubate the cell in blocking solution for 30 min.   
   7.    Incubate the cells in the primary antibody solution for 1 h at 

room temperature or overnight at 4 °C.   
   8.    Wash the cells by PBS three times and leave the PBS on sam-

ples for 5 min each time.   
   9.    Incubate the cells in secondary antibody for 1 h at room tem-

perature ( see   Note    33  ).   
   10.    Wash the cells by PBS three times and leave the PBS on sam-

ples for 5 min each time.   
   11.    Incubate the cells in DAPI for 15 s.   
   12.    Remove DAPI and rinse the sample with PBS three times.   
   13.    Mount the cover slip with mounting medium ( see   Note    34  ).   
   14.    Use a fl uorescent microscope to evaluate the slides.   
   15.    Capture images by a camera.   
   16.    Analyze the pictures by Infi nity software as follows (Fig.  5 ):

    (a)    File; Open   

  (b)    Measure; Counting   

  (c)    Select immunopositive cells   

  (d)    Double right click to show the number of immunopositive 
cells    

      17.    To report the percentage of immunopositive cells/fi eld, use 
the following equation:     

 Percentage of cells expressing a defi ned marker = (The number 
of immunopositive cells × 100)/the number of DAPI-positive 
nuclei (Fig.  5 ).   

3.7.1  Monolayer Cell 
Culture

3.7.2  Immuno-
fl uorescence
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  Fig. 5    Calculating the number of immunopositive cells. In the infi nity software, use counting option ( blue 
arrow ) to calculate the number of GFAP-positive cells ( green , above) or nuclei stained with DAPI ( blue , below). 
The results are indicated in the right corner ( red arrow )       

   To evaluate the size of biopsy lesion, you should prepare brain 
sections, stain them, and analyze the injury site as follows: 

       1.    Anesthetize the animal with ketamine (80 mg/kg, i.p.) and 
xylazine (10 mg/kg, i.p.).   

   2.    Place the animal in supine  position  . Make a midline incision in 
the abdomen skin.   

   3.    Grasp the xiphoid by a forceps and open the diaphragm. Be 
careful not to damage the lungs when opening the diaphragm.   

   4.    Open the chest by cutting the ribs bilaterally.   
   5.    Insert the angiocatheter into the apex of the heart, remove the 

metal cannula from it, and connect it to a bottle of 0.9 % saline 
( see   Note    35  ).   

3.8  Assessment 
of the Lesion Volume

3.8.1  Cardiac Perfusion 
and Brain Removal
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   6.    Cut the right auricle by a micro scissors ( see   Note    36  ).   
   7.    Perfuse the body by 300 ml 0.9 % saline during 30 min ( see  

 Note    37  ).   
   8.    Perfuse the body by 300 ml 4 % paraformaldehyde during 

30 min ( see   Note    38  ).   
   9.    Expose the skull by removing the skin.   
   10.    Using scissors, make a midline incision in the skull rostrally.   
   11.    Remove the parietal and then frontal bones to expose the brain 

using curved narrow pattern forceps.   
   12.    Cut the meninges by micro scissors.   
   13.    Remove the brain from the skull gently by a curved forceps. 

Start from anterior part of the brain (olfactory bulbs). To dis-
connect the brain completely, you should cut the optic nerves 
under the brain.      

       1.    Place the brain in 50 ml conical tube containing 10 ml 4 % 
paraformaldehyde for 24 h at 4 °C.   

   2.    Place the brain in 50 ml conical tube containing 10 ml 10 % 
sucrose in PBS for 24 h at 4 °C ( see   Note    39  ).   

   3.    Place the brain in 50 ml conical tube containing 10 ml 20 % 
sucrose in PBS for 24 h at 4 °C.   

   4.    Place the brain in 50 ml conical tube containing 10 ml 30 % 
sucrose in PBS at 4 °C till the brain sinks.      

       1.    Adjust the temperature of the cryostat instrument at −17 °C 
( see   Note    40  ).   

   2.    Remove the cerebellum by a surgical knife ( see   Note    41  ).   
   3.    Cast the brain using a proper mold and OCT compound ( see  

 Note    42  ).   
   4.    Make serial coronal sections of the brain with 10 μm thickness 

from the beginning of the lesion to end.   
   5.    Mount the obtained brain sections on microscope slides ( see  

 Note    43  ).   
   6.    Keep the slides at −20 °C until using.      

   To evaluate the morphology of the  brain tissue   and lesion size, you 
can stain CNS cells by a special staining such as Cresyl violet, which 
stains nissl substance in the neurons and the cell nuclei. Choose 
slides with 10-section interval.

    1.    Incubate the slides in PBS for 5 min.   
   2.    Incubate the slides in 100 % ethanol for 2 min.   
   3.    Incubate the slides in 90 % ethanol for 1 min.   

3.8.2  Tissue Preparation

3.8.3  Cryosectioning

3.8.4  Nissl Staining
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   4.    Incubate the slides in 70 % ethanol for 1 min.   
   5.    Incubate the slides in water for 1 min.   
   6.    Incubate the slides in cresyl violet solution for 1–2 min.   
   7.    Incubate the slides in water for 1 min.   
   8.    Incubate the slides in 70 % ethanol for 30 s.   
   9.    Incubate the slides in 90 % ethanol for 30 s.   
   10.    Incubate the slides in 95 % ethanol for 30 s.   
   11.    Incubate the slides in 100 % ethanol for 1 min.   
   12.    Incubate the slides in xylene for 1–2 min   
   13.    Incubate the slides in PBS for 5 min   
   14.    Mount the slides with mounting solution and cover the slides 

by cover slip.   
   15.    Under a loop, take a picture including the whole of the section.    

     You can use infi nity software to calculate the size of tissue damage 
(Fig.  6 ).

     1.    File; Open.   
   2.    Adjust; Micrometer; Calibrate. Draw a line in size of scale bar. 

In the micrometer calibration box: write the length of the scale 

3.8.5  Image Analysis

  Fig. 6    Calculating the area of the lesion resulted from biopsy procedure. In infi nity software, after calibration, 
use area perimeter option ( red arrow  ) and draw a line ( red line  in the picture) around the ventricles separately. 
The results are represented in the right corner ( blue arrows  )       
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bar in the section related to length. Write 1 in the magnifi ca-
tion section. Write μm in the linear unit section. Click ok.   

   3.    Select Measure; Area perimeter. Draw a line around the right 
ventricle. Double right click to see area of the right ventricle 
( see   Note    42  ).   

   4.    Perform  step 3  for the left ventricle.   
   5.    The area of the cavity produced by  biopsy   procedure is calcu-

lated by subtraction of the area of the left ventricle (damaged 
hemisphere) from the area of the right ventricle (intact 
hemisphere).   

   6.    The total lesion volume is calculated using the following for-
mula: 0.5 D  (A1 + A n ) + D(A2 + A3 + … + A n  − 1), where  A  is 
the area of the cavity and  D  is the distance between sections 
(100 μm).    

4        Conclusion 

 In this chapter, a safe, effi cient, and controlled biopsy method for 
harvesting SVZ from rat brain was introduced. By using the semi- 
automatic biopsy needle, a defi ned size of  brain tissue   is cut  without 
more damage to other neighboring tissues. In addition, we 
described neurosphere assay to culture one of the most delicate 
stem cells in a serum-free condition. This method is used previ-
ously in some literatures and here we adjusted it for culturing very 
small pieces of SVZ biopsy. By applying the explained methods 
including calculation of number and diameter of neurospheres, 
MTS assay, and immunocytochemistry, you can evaluate two major 
characteristics of NS/PCs including proliferation and differentia-
tion. If you want to assess the size of tissue damage following the 
biopsy method, you can perform the histologic analysis described 
in the last part of this chapter ( see   Note    44  ). 

 Our previous study showed that this biopsy procedure was safe 
and did not have any adverse effect on neurological status,  spatial   
 learning   and memory, passive avoidance task, and exploratory  behav-
iors   [ 12 ]. In addition, this method provides enough stem cells for 
autologous transplantations. Using this method opens a new win-
dow in front of researchers for future autologous transplantation 
studies in rats, which could be translated to clinical approaches.  

5                                                 Notes 

     1.    Insert the animal head in the stereotaxic instrument correctly. 
The head should be in the horizontal line without any devia-
tion to right, left, up, or down directions.   
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   2.    To avoid transferring any skin contamination to culture 
medium, you should decontaminate the skin carefully.   

   3.    Drill the skull gently to avoid any damage to the brain. Note 
that the sagittal sinus is near the hole in the midline of the skull 
and massive bleeding will be occurred if this sinus is cut.   

   4.    For sterilization of the tip of biopsy needle, you can insert it in 
boiling water for 30 min or use a metal tool sterilizer before 
reusing.   

   5.    The bone wax helps to avoid brain contamination and CSF 
leakage.   

   6.    Note that the specimen is inserted into the liquid phase but 
not above it.   

   7.    It is better that the dissection room is located near the culture 
room to put the samples in culture as quickly as possible, which 
enhances neurosphere-forming frequency.   

   8.    You should clean the specimen from any blood to avoid cul-
ture blood cells.   

   9.    It is better not to use plastic petri dishes instead of glass ones 
because the surgical knife may damage the surface of the petri 
dish and produce small plastic particles.   

   10.    Do not pipet the content of the tube in this step. You just can 
shake the tube by a single fl ip.   

   11.    For preparing 1 L of trypsin inhibitor fi rst add 0.14 g of tryp-
sin inhibitor to 800 ml of HEM. Then add 10 ml of DNase 
solution to the solution and mix it. Once all ingredients have 
dissolved, make up to 1 L volume with HEM. Finally, fi lter the 
solution and store in freezer.   

   12.    Do not pipet the content of the tube more than three times to 
prevent any damage to the cells.   

   13.    The “ g ” force can be converted to revolutions per minute 
(RPM) by the following formula:  g  = 1.12 ×  R  × (RPM/1000) 2  
where  R  is the radius of rotation measured in millimeters.   

   14.    Be careful not to eliminate the cell plate when you remove the 
supernatant.   

   15.    Filling the plate with medium prior to adding the cell mixture 
helps homogenous distribution of cells in the plate and pre-
vents from aggregation of the cells in one site of the plate.   

   16.    Do not move the plate during the fi rst 4 days after primary 
culture. Let the cells to fi nd their new environment and start to 
contact with their neighbors by sending as well as receiving 
molecular signals.   

   17.    Sometimes, neurospheres are hidden within the cell aggregates 
or tissue debris and their detection is diffi cult. By changing 
their well, they become visible due to elimination of debris.   
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   18.    Some spheres may attach to the plate slightly. Tapping the 
plate would release them.   

   19.    Add PBS to the plate quickly to prevent the plate from drying.   
   20.    Do not use the previous well, because some debris have been 

attached to the plate and have not been eliminated.   
   21.    Using accutase is a much more gentle method compared to 

using trypsin/EDTA. Do not pre-warm accutase solution. Use 
it at room temperature.   

   22.    Accutase auto-inhibits at 37 °C without the need for a neutral-
izing solution as used with trypsin.   

   23.    When a comparative study is running among different groups, 
counting should be performed by a person blinded to the cul-
ture condition.   

   24.    You can use other standard image analyzing software instead of 
infi nity software.   

   25.    Calibration should be done for all images separately.   
   26.    Because the neurosphere may not be completely spherical, we 

use the mean of two perpendicular neurosphere diameters.   
   27.    Because in this way the volume of the cell mixture became 

doubled (from 50 to 100 μl), the dilution factor is 2.   
   28.    Note that in this way the number of cells in 1 ml cell suspen-

sion is obtained. It means if the volume of cell suspension is 
not 1 ml, an additional calculation is needed. For example, if 
the cell suspension volume is 500 μl, and the obtained cell 
number is 100 × 10 4  cell/ml, the exact number of cells is 
50 × 10 4  cells.   

   29.    You should perform  step 4  immediately after  step 3 . 
Alternatively, to measure the absorbance later, add 10 μl of 
10 % SDS to each well to stop the reaction. Store SDS-treated 
plates in a dark humidifi ed chamber at room temperature for 
up to 18 h.   

   30.    Any other coating materials might be used depending on your 
experimental design. Carefully follow the procedure described 
in reagent specifi cation sheet.   

   31.    When NS/PCs are plated in differentiation medium, they start 
to change their morphology and you can see their  processes   
elongated far from the cell body. In addition, the  morphology 
  of the cell body changes from fusiform to polyhedral.   

   32.    Triton X-100 acts as a detergent and helps the cell membrane 
to become permeable. Do not use triton X-100 when the anti-
gen is located in the cell membrane.   

   33.    From now on, you should perform the procedure at darkroom 
when the secondary antibody is fl uorescent.   
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   34.    As negative control, perform the protocol in which antibody 
dilution is used instead of primary antibody. You should not 
observe any positive reaction.   

   35.    Using angiocatheter is safer than utilizing a butterfl y needle 
because it has plastic cannula.   

   36.    The cardiovascular system should be cleared from blood. The 
amount of saline in milliliter is proportional to the animal 
weight in grams.   

   37.    If you just need the brain, you can close the inferior aorta by a 
clamp to save fl uids.   

   38.    When paraformaldehyde circulates in the body, you can see 
muscle tremors especially in the extremities.   

   39.    Because we want to perform cryosectioning, we use sucrose as 
a cryoprotectant agent.   

   40.    Use a new and special blade for the cryostat instrument to 
prevent any damage to the tissue. Let the instrument to pre-
cool enough.   

   41.    Do not cut the brain lopsidedly.   
   42.    Do not mold the brain crookedly.   
   43.    To gelatinize the slides fi rst add 3.75 g gelatin to 250 ml pre- 

warmed (45 °C) water on a shaker to dissolve. Then, add 
0.375 g chromium potassium sulfate and insert the slides in 
the above mixture for 10 min. Finally, let the slides dry.   

   44.    When the SVZ biopsy is performed correctly, a piece of the 
lateral wall of lateral ventricle is removed and consequently the 
ventricle volume increases  .         
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    Chapter 40   

 Challenging the Paradigms of Experimental TBI Models: 
From Preclinical to Clinical Practice                     

     Frank     C.     Tortella       

  Abstract 

   Despite prodigious advances in TBI neurobiology research and a broad arsenal of animal models mimick-
ing different aspects of human brain injury, this fi eld has repeatedly experienced collective failures to trans-
late from animals to humans, particularly in the area of therapeutics. This lack of success stems from 
variability and inconsistent standardization across models and laboratories, as well as insuffi cient objective 
and quantifi able diagnostic measures (biomarkers, high-resolution imaging), understanding of the vast 
clinical heterogeneity, and clinically centered conception of the TBI animal models. Signifi cant progress 
has been made by establishing well-defi ned standards for reporting animal studies with “preclinical com-
mon data elements” (CDE), and for the reliability and reproducibility in preclinical TBI therapeutic 
research with the Operation Brain Trauma Therapy (OBTT) consortium. However, to break the chain of 
failures and achieve a therapeutic breakthrough in TBI will probably require the use of higher species 
models, specifi c mechanism-based injury models by which to theranostically targeted treatment portfolios 
are tested, more creative concepts of therapy intervention including combination therapy and regeneration 
neurobiology strategies, and the adoption of dosing regimens based upon pharmacokinetic—pharmacody-
namic (PK-PD) studies and guided by the injury severity and TBI recovery process.  

  Key words     Traumatic brain injury  ,   Animal models  ,   Neuroprotection  ,   Clinical trials  ,   Experimental 
TBI  ,   Animal modeling  

1      Introduction 

  Throughout the course of this book, the fundamental principles of 
 preclinical model   development have been captured across the spec-
trum of TBI research. While the majority of TBI models have a 
clearly defi ned purpose, the key issue is “do they truly capture the 
clinically relevant features embodied in the complex spectrum of this 
injury”? Be they  common data elements   or simply fundamental 
domains of modeling a disease state, the goal of this collection of 
chapters has been to engage leaders in the fi eld in an exercise that 
ultimately defi nes the state-of-the-art research within, arguably, one 
of the most complex and overwhelming injury paradigms challeng-
ing clinical medicine today. Understanding and exercising with true 
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fi delity preclinical TBI research with a goal towards improving 
diagnostics, management and care across the spectrum of concussion 
through severe TBI in many ways represents the Holy Grail for TBI 
researchers, and brain injury researchers at large. 

 Considering the collective failures our fi eld has repeatedly expe-
rienced translating from animals to humans, particularly in the area 
of TBI therapeutics, is it really so perplexing once we consider the 
amazing fi delity of our animal models as compared to the uneven 
human dimensions of this complex disease state? We experimentally 
create TBIs in animals (mostly rodents) in the most sterile environ-
ments and using controlled protocols, models that are highly repro-
ducible and predictable allowing for the most manageable group 
sizes possible. Beyond the primary injury/insult our models rarely, 
if ever, mimic the real-life circumstances of a TBI. Consider our 
rodent models of TBI (which comprise the majority of our neu-
rotrauma research platforms) where we routinely witness even the 
most severely injured of surviving subjects appearing outwardly 
normal across the spectrum of behavioral, physiological, and cogni-
tive domains within days, if not hours post-injury—something we 
rarely, if ever, encounter in the human dimension of this severe TBI 
population. Arguably (and a debate deserving consideration but in 
a different context than here), a completely different clinical 
dynamic might occur in higher species models, particularly nonhu-
man primates, but then again between (1) the extraordinary expense 
(likely approaching a total expense of $20–25K per subject!) 
required for conducting optimally designed and appropriately pow-
ered primate studies for neurotherapeutic outcomes and (2) the 
unfortunate but always looming threat of animal rights groups to 
the scientist, our neurotrauma society will forever be reliant on the 
rodent species. This problem of preclinical to clinical translation 
carries an even greater burden when one considers the amazing 
complexity of the TBI animal models currently used in the labora-
tory, and yet the great distance (unintended, or otherwise) that 
laboratories have placed between their model designs and inter-
laboratory implementation. Ultimately we are working in a research 
fi eld where it has become almost impossible to compare data 
between laboratories employing two seemingly identical animal 
models and/or protocol designs, hence the critical requirement to 
establish a set of acceptable “ preclinical   common data elements 
(CDEs)” [ 1 ] complementary to, and similar in content and struc-
ture, the clinical CDEs established previously for our human study 
counterparts [ 2 ]. In this context, and with regard to the success of 
the now 5-year-old Operation Brain Trauma Therapy (OBTT) 
research consortium [ 3 ], among its numerous contributions OBTT 
has indeed brought signifi cant attention and new insights into this 
problem of reliability and reproducibility in preclinical TBI thera-
peutic research. 
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 Numerous manuscripts and review articles published herein 
and elsewhere over the past 20 years have eloquently and accu-
rately described TBI as a complex disease process resulting from a 
plethora of pathobiological injury  mechanisms  . Without question, 
when it comes to the issue of “TBI clinical drug trials and why have 
they all failed” it is easy to point the proverbial fi nger at our animal 
models as the main reason for the lack of transition. However, 
while the fallibility of our animal models certainly represents a 
potential weak link, they alone are not the problem. Clinical trial 
failures are virtually assured as long as we continue to fail to account 
for (1) the vast clinical heterogeneity presented by this injured 
population that has had a stranglehold on our clinical trial designs, 
(2) the absence of sensitive and validated outcome metrics 
(accepted by the FDA) in our clinical trial designs, and (3) our 
insistence on a one-size-fi ts-all study design. (I will comment more 
on each of these three points later in this chapter.) Having said this, 
as reviewed in great detail in the chapters of this book, and as cap-
tured with signifi cant clarity and purpose in several very recent 
review articles [ 4 – 11 ] our fi eld recognizes the critical need to 
explore ways by which to embellish these heretofore “sterile” gold- 
standard animal models of TBI with more clinically and patho-
physiologically relevant injury domains in an effort to establish 
more specifi c mechanism-based injuries by which to theranostically 
target treatment portfolios. For example, let us take the case of 
moderate-severe TBI: How few of these clinically diagnosed inju-
ries are indeed isolated TBIs with no other bodily injury? And even 
where non-sports-related mTBIs are concerned, such as those 
encountered in military combat and training environments, or 
civilian motor vehicle, pedestrian, and/or workplace accidents, the 
incidence and clinical infl uence of a   polytrauma  is   signifi cant [ 4 ,  6 ]. 
Where isolated mTBIs/concussions are of concern, acutely the 
diagnostic focus must be more comprehensive and objective and 
ensure that attention is being given to quantifi able measures, be 
they serum proteins, high-resolution imaging, and vestibular as 
well as ocular dysfunction [ 12 ,  13 ]. Chronically, the major concern 
is, of course, the potential problems associated with repeat concus-
sions and the more long-term sequelae of clinical and pathological 
syndromes consistent with chronic neurological diseases that are 
likely to ensue such as Alzheimer’s, Parkinson’s, and, most recently, 
chronic traumatic encephalopathy [ 14 ,  15 ]. 

 A comprehensive review of the excellent contributions out-
lined by this book assures that all hope is not lost, and in fact there 
is reason for great optimism by our neurotrauma community as we 
now recognize these challenges with far greater clarity than ever 
before. As alluded to earlier, the most recent publication on the 
subject of  common data elements   for preclinical TBI research co- 
authored by numerous leaders in the fi eld of TBI research [ 1 ] will 
hopefully go a long way toward unifying our animal models and 
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therapy protocol designs across laboratories, while high-profi le 
clinical research initiatives like the “TBI Endpoints Development” 
project bring us closer to the holy grail of a set of FDA-approved 
outcome metrics acceptable across the spectrum of TBI severities. 
(  https://tbiendpoints.ucsf.edu    ). 

 On this basis, and with the collective knowledge published in 
the chapters herein, we all should agree that taking a more chal-
lenging and clinically centric path with our animal models would 
yield better direction for clinical trial design and therapeutic strate-
gies. Also, we must recognize that we have created models of pri-
mary injury where the injury, in reality, can only be prevented, not 
treated. Therapy research therefore can only be truly relevant to 
the secondary injury, regardless of its basis (i.e., be it metabolic, 
cellular, molecular, or neurofunctional). Our experimental path 
moving forward therefore must be focused not only on embellish-
ing our current animal models with higher fi delity injury protocols 
complicated by secondary injury cascades and  mechanisms  , but 
also on more creative concepts of therapy intervention to include 
not only drug studies but also combination therapy strategies, 
regeneration neurobiology strategies, and nontraditional therapies 
such as hypothermia, hypobaria, and enriched environments/
rehabilitation. 

 One fi nal thought on the subject of therapeutic strategies and 
treatment protocols which I offer for your consideration for both 
preclinical TBI studies and Phase III clinical trial designs. To date, 
all of the therapies tested in the heretofore failed TBI clinical trials 
(including hypothermia) that had shown great promise in preclini-
cal models of acute TBI have targeted a wide range of putative 
 mechanisms   of action; and, in fact, many of the tested therapies 
were indeed designed to target multiple mechanisms of neuronal 
injury or dysfunction. However, virtually all of these preclinical 
studies relied on a classical  neuroprotection   study paradigm: that is 
acute, single-dose, or short-term multiple dosing protocols started 
very early (within 30 min to 1 h) after experimental injury and 
where the outcomes were also measured as acute responses to neu-
ronal injury. Rarely, if ever, did these protocols include exploration 
of pharmacokinetic-pharmacodynamic (PK-PD) characteristics of 
drug action as it relates to the evolution of TBI pathology and 
symptoms. In contrast, Phase III clinical trials have invariably used 
“delayed” outcome metrics such as the Glasgow Outcome Scale or 
Glasgow Outcome Scale-Extended (GOS-e) as primary outcome 
measures; yet these same trials adopted dosing regimens based 
upon the acute preclinical neuroprotection studies such that ther-
apy never continued to be given throughout the course of the TBI 
recovery process. 

 Against the backdrop of a 100 % trial failure rate, I would argue 
(or propose) for a departure from the orthodoxy of the classical 
 neuroprotection   study design where both preclinical TBI models 
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and subsequent clinical trials could potentially benefi t from study 
protocols that utilize dosing regimens based on administration of 
the therapy until a pre-specifi ed outcome is achieved (e.g., death, 
neurofunctional recovery, neurocognitive recovery, GOS-e) where 
the maximum dose and duration of treatment are defi ned by toxico-
kinetics, tolerability, the natural time course of TBI recovery within 
each patient (personalized therapy), and, perhaps, practical consider-
ations (e.g., drug cost, availability of systemic and oral formulations 
of a given therapy, compliance). If these principles were applied to 
preclinical studies of candidate therapeutics, it would provide a 
richer data set to inform the design of subsequent clinical trials. 

 Given our ever-expanding knowledge base in neurotrauma and 
what we have learned about the neurobiology of TBI from our pre-
clinical models and clinical studies the “one-size-fi ts-all” approach to 
 neuroprotection   study design in animal model and human studies is 
no longer justifi able. If, indeed, we are failing in  our   translation 
studies because we are losing sight of the basic principles of pharma-
cokinetics/pharmacodynamics of drug action, creating better pre-
diction models and algorithms that account for injury heterogeneity, 
biochemical, genetic, and/or proteomic diversity associated with 
ongoing processes of damage and recovery may indeed lead to more 
personalized and tailored treatment approaches. Continued debate 
and discussion of all of these concepts will (and must) continue too 
such that our current view and implementation of experimental and 
clinical TBI expand along with this knowledge and, hopefully, better 
position the fi eld to achieve successful clinical trial outcomes and 
deliver to the TBI patient and TBI community at large hopes for 
improved patient outcome .     
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