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v

 The tumor microenvironment includes the cellular and noncellular constituents that sur-
round and support tumor cells. This includes fi broblasts, blood vessels, innate and adaptive 
immune cells along with secreted signaling molecules, extracellular vesicles, and compo-
nents of the extracellular matrix. Indeed, extensive research has fi rmly established an instru-
mental role for the tumor microenvironment in supporting cancer initiation, dormancy, 
progression, and metastatic spread. 

 This book covers core and emerging in vitro and in vivo protocols that are used to 
study how various components of the tumor microenvironment are established and subse-
quently interact with tumor cells to facilitate carcinogenesis. In addition, the book displays 
research topics including cellular and molecular biology approaches, in vivo genetic 
approaches, various “omics”-based strategies, therapeutic strategies to target the microen-
vironment, and, fi nally, advanced techniques in the fi elds of tissue engineering and nano-
technology. Written and validated in the laboratories of a number of trusted collaborating 
authors, these protocols should facilitate further studies in this exciting fi eld. 

 Thus, this protocol book constitutes a compendium of techniques now available to a 
broad audience including basic and clinician scientists, systems biologists, and biological 
engineers.  

  Montreal, QC, Canada     Josie     Ursini-Siegel    
      Nicole     Beauchemin     

  Pref ace   
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    Chapter 1   

 Methods of Immunohistochemistry 
and Immunofl uorescence: Converting Invisible to Visible                     

     Hidetoshi     Mori     and     Robert     D.     Cardiff      

  Abstract 

   Observing changes in pathophysiological tissue samples often relies on immunohistochemical or immuno-
fl uorescence analysis. These techniques show target microanatomy by visualizing marker molecules on cells 
and their microenvironment. Here, we describe the “pros and cons” in each method, along with alterna-
tive procedures and the suggested imaging equipment.  

  Key words     Autofl uorescence  ,   Immunofl uorescence  ,   Immunohistochemistry  ,   Formalin-fi xed paraffi n- 
embedded tissues  ,   Zinc fi xation  

1      Introduction 

 Imaging analyses have been extensively performed to identify cellu-
lar and microenvironmental changes in tissue sections from biopsies 
obtained from human patients, or in animal tissues from the labora-
tory by processing tissues using immunohistochemistry (IHC) or 
immunofl uorescence (IF) methods. Selection of the appropriate 
method requires consideration of type of specimen under study, the 
degree of sensitivity, and the cost. Whereas the reaction of a  primary 
antibody   to a specifi c molecular target and using a  secondary anti-
body   to visualize the distribution of the target molecule is identical 
in IF and IHC, the methods for detecting target output signals are 
different and require different equipment. Target molecule(s) on 
IHC can be visualized with visible light through chromogenic dyes 
with enzymatic reactions (e.g.,  DAB      and HRP, X-Gal and β-gal, and 
Fast Red and AP) which is observed through a bright-fi eld micro-
scope [ 1 ]. On the other hand, IF staining uses  fl uorescence probes   
conjugated either on the primary or on the secondary antibody 
against the target. The signal is observed through a conventional 
epifl uorescence microscope or further enhanced with advanced con-
focal microscopy. IHC is suitable for analyzing the distribution of 
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marker-positive cells in a larger area in tissue samples, while analysis 
with IF is more suitable for subcellular localization of target  mole-
cules     . The concurrent detection limits of target molecule(s) also dif-
fer between IHC and IF. IHC is typically able to detect only two 
molecules with counterstaining. In contrast, IF can currently visual-
ize 3–5 or more target molecules. However, recent studies have 
shown that IF can be multiplied by re-probing and re-staining cycle 
[ 2 – 4 ], which allows visualization of many more target molecules in 
tissue section. The advantage of IHC is a permanent signal that can 
be observed with conventional optics and, consequently, a standard 
uncomplicated microscope can be used. However, the difference in 
enzymatic reaction time for chromogenic deposition often produces 
false- positive or -negative results, which requires strict controls for 
the enzymatic reaction procedures. Although IF can theoretically 
visualize more targets at once, it has some technical limitations: First, 
the selection of the multiple combinations of primary and secondary 
 antibodies   requires careful selection to avoid overlapping signals. 
Second, multi-colored-IF may require a sophisticated confocal 
microscope to detect each specifi c emission signal. Third, the  fl uo-
rescence   signals can be “bleached” either by excess exposure to the 
high-energy light source or by long-term storage. Fourth, tissues 
often express  autofl uorescence   which interferes with positive signals 
from IF probes. Although both IHC and IF techniques have “pros 
and cons,” they have their respective strengths. The investigator can 
utilize the respective attributes that are most suitable for the analyti-
cal needs of the project.  

2    Materials 

       1.     Formalin   solution: Neutral buffered, adjusted to 10 % (v/w) 
formalin ( NBF  ).   

   2.     Zinc fi xation buffer (ZnF)  : 0.5 % (w/v) zinc acetate, 0.5 % 
(w/v) zinc chloride in 0.1 M Tris-based buffer with 0.05 % 
(w/v) calcium acetate at pH 7.4 [ 5 ,  6 ].   

   3.     Ethanol     : 100 %, 95 %, and 70 % (v/v) are prepared by diluting 
in distilled water.   

   4.     Xylene  .   
   5.    Paraffi n.   
   6.    Quenching buffer: 3 % (w/w) Hydrogen  peroxide   (20 mL 30 % 

(w/w) hydrogen peroxide mixed with 180 mL  methanol  ).   
   7.     Sodium citrate   stock solution: 100 mM Sodium citrate in dis-

tilled  water     .   
   8.     Citrate   acid stock solution: 100 mM Citric acid in distilled 

water.   

2.1  Reagents 
for IHC and IF

Hidetoshi Mori and Robert D. Cardiff
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   9.    Citrate buffer working solution (for 1 L): 82 mL  Sodium 
citrate   stock solution, 18 mL citrate acid stock solution, 
900 mL distilled water, adjust pH to 6 with 1 N HCl.   

   10.    25×  Phosphate-buffered saline (PBS)   for 1 L: 188 g 
Dipotassium hydrogen phosphate, 33 g sodium phosphate 
 monobasic     , 180 g sodium chloride, fi ll to 1 L, adjust pH to 
7.2–7.4 with 1 N HCl, and fi ltrate with 0.22 μm fi lter.   

   11.    1× PBS for 1 L: 40 mL of 25× PBS, 960 mL distilled water.   
   12.     Acetone  .   
   13.     Methanol  / acetone   (50 %/50 %).   
   14.    4 % (w/v)  Paraformaldehyde (PFA)      in PBS: 16 % or 32 % PFA 

is diluted in PBS ( see   Note    1  ).   
   15.     Permeabilization buffer  : 0.25 % (v/v)  Triton X-100   in PBS.   
   16.     Cupric sulfate buffer  : 10 mM Cupric sulfate and 50 mM 

ammonium acetate in distilled water.   
   17.     Sudan   Black  buffer  : 1 % (w/v) Sudan Black in 70 % (v/v) 

methanol diluted with distilled water.   
   18.     Blocking buffer            for IHC: 10 % (v/v) Normal (goat or horse) 

 serum   in PBS.   
   19.    Blocking buffer for IF: 5 % (v/v) Goat serum in PBS.   
   20.    Antibody dilution buffer: 0.5 % (w/v) Albumin (ovalbumin or 

bovine serum albumin) in PBS.   
   21.    0.1 % (w/v) 3,3′-Diaminobenzidine (DAB) solution.   
   22.    4′,6-Diamidino-2′-phenylindole, dihydrochloride (DAPI) 

solution (1 mg/mL).      

       1.    Tissue cassettes.   
   2.    Paraffi n-embedding station.   
   3.     Cryomold     .   
   4.    Optical cutting temperature compound (OCT: Tissue-Tek 

OCT compound).   
   5.    Rotary  Microtome  .   
   6.    SuperFrost/Plus glass slides.   
   7.     Glass Coplin jars  .   
   8.    Digital decloaking  chamber     .   
   9.     Cryostat  .   
   10.     Immunostain Moisture Chamber  .   
   11.     ABC kit (avidin/biotin-based peroxidase system)  .   
   12.    Mayer’s  hematoxylin  .   
   13.    Mounting solutions (permanent aqueous mounting solution 

for IHC; liquid anti-fade mounting solution for IF).       

2.2  Other Materials

Immunohistochemistry and Immunofl uorescence Methods 
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3    Methods 

    Fixation   is a critical procedure in preserving tissue architecture 
prior to tissue processing and sectioning.  Neutral-buffered 
formalin (NBF)   is generally used in histology analysis. 
However, the cross-linking reaction of the fixation can “mask” 
the  epitope   required for antigen recognition. Various tech-
niques for “unmasking” have been developed and are widely 
used [ 7 ]. In certain cases, other fixative reagents like zinc fixa-
tive or  paraformaldehyde   can be used [ 5 ,  8 ]. For example, the 
detection of T-cell markers ( CD4   and  CD8     ) is difficult to 
detect on NBF-treated tissue sections of mouse origin, but can 
be detected on zinc fixative-treated samples [ 5 ,  6 ]. Frozen sec-
tions offer another technique for avoiding antigen loss with 
 fixation   and paraffin embedding. However, frozen tissue is 
usually fixed after sectioning. 

       1.    Tissues are typically cut into 2–3 mm slices and loaded into 
embedding cassettes. The tissues are submerged and fi xed in a 
 solution   of NBF (e.g., volume of NBF is more than 20 times 
cubic volume of tissue slices) for at least 48 h at room tempera-
ture. When using zinc  fi xatives  , the same-size tissues (2–3 mm) 
are fi xed in a zinc fi xation buffer for 24 h at room temperature.   

   2.    Fixed tissue can be stored in 70 %    ethanol for a few days, if 
needed.      

       1.    Tissues are dissected in thin slices (<5 mm thickness) and 
placed on  OCT   in a  Cryomold   ( see   Note    2  ).   

   2.    Mount entire tissue with OCT compound.   
   3.    Gently place the OCT-embedded Cryomold into liquid nitro-

gen to freeze the entire tissue in an OCT block ( see   Note    3  ).   
   4.    Keep frozen OCT block in a −80 °C freezer until use.       

           1.    Tissues in cassettes are rinsed with tap water for 45 min, and 
afterwards tissues are dehydrated in a series of steps using 70 %         , 
95 %, 100 % ethanol and  xylene   for 45 min each, respectively 
( see   Note    4  ).   

   2.    Dehydrated tissues are infi ltrated in paraffi n at 58 °C for 45 min 
with Sakura Tissue-Tek IV Embedding center and mounted in 
embedding cassettes with appropriate-sized paraffi n molds 
forming paraffi n-embedded blocks ( see   Note    5  ).   

   3.    Tissue sections are cut from the blocks at 3–5 μm thickness 
using a  Microtome   and fl oated on the water bath at 43 °C.   

   4.    Floated tissue sections are attached on SuperFrost Plus glass 
slides and dried at room temperature overnight ( see   Note    6  ).   

3.1  Tissue 
Preparation

3.1.1  Tissue Preparation 
for Paraffi n Section

3.1.2  Tissue Preparation 
for Frozen  Section     

3.2  Preparation 
of Tissue Sections 
from Tissue Blocks

3.2.1  Preparation of 
Tissue Sections from 
Paraffi n- Infi ltrated Tissue 
Blocks (Dehydration to 
 Antigen Retrieval  )

Hidetoshi Mori and Robert D. Cardiff
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   5.    Tissue sections have residual paraffi n at this stage and need to 
be hydrated for IHC or IF reactions. To deplete paraffi n from 
sections, samples are soaked in  xylene      for 2 min using a Coplin 
jar and replaced into fresh xylene twice more for 2 min ( see  
 Notes    7   and   8  ).   

   6.    After xylene treatment, tissue slides are rinsed in a series of 
steps: 100 % (twice), 95 %, and 70 % ethanol for 2 min each to 
deplete xylene.   

   7.    (Only for IHC) To reduce endogenous peroxidase activity, tis-
sue slides are soaked in quenching buffer for 18 min. Slides are 
rinsed with tap water for 5 min after the quenching procedure 
( see   Note    9  ).   

   8.    To deplete alcohol, tissue slides are soaked in gently running 
tap water within a Coplin jar for at least 2 min.   

   9.    To enhance accessibility of antibody to antigen,  antigen 
retrieval   is routinely performed. In brief, this procedure is per-
formed by placing slides in the  citrate   buffer in a slide con-
tainer. This container will be placed in a metal container fi lled 
with distilled water in the  decloaker   before proceeding to the 
next procedure.   

   10.    The decloaker is heated until the temperature reaches 122 °C, 
and then it is naturally air cooled to 89 °C followed by opening 
the lid for further cooling. A steam cooker or steamer is also 
useful for this procedure; however, it will need optimization 
because of lower ambient air  pressure   ( see   Notes    10   and   11  ).      

       1.    Set the frozen OCT block inside the  cryostat   and keep the 
system at −20 to −30 °C for 10–20 min.   

   2.    Section the OCT block until tissues are facing the surface.   
   3.    Section the tissue-producing sections of 5 μm within the 

cryostat.   
   4.    Transfer the tissue section onto SuperFrost Plus glass slides. 

Sections should be kept at −80 °C until use.   
   5.    Tissue sections are dried overnight (O/N) before proceeding 

to immunostaining.   
   6.    Fix OCT sections with appropriate fi xative. Fixatives are decided 

based on the specifi city of the antibody. Usually any of the 
 following methods can be used: ice-cold  acetone         (−20 °C) for 
10 min, ice-cold  methanol  /acetone (50:50, −20 °C) for 10 min, 
PFA 4 % in PBS for 15 min followed by treating samples with 
 permeabilization buffer         for 15 min at room temperature.   

   7.    (For IHC) Proceed to Subheading  3.2.1 ,  steps 7  and  8 , fol-
lowed by Subheading  3.4 .   

   8.    (For IF) Proceed to Subheading  3.3  if  autofl uorescence   signal 
is high, or proceed to Subheading  3.4 .       

3.2.2  Preparation 
of Tissue Sections 
from Frozen  OCT   
Tissue Blocks

Immunohistochemistry and Immunofl uorescence Methods 



6

    Tissue  autofl uorescence   can interfere with acquiring positive 
fl uorescence signal from IF. Three techniques (photobleaching, 
cupric sulfate, and Sudan Black) are commonly used to reduce 
autofl uorescence [ 9 ]. Alternatively, specialized microscopy and 
software are available that can be used to digitally subtract auto-
fl uorescent signals [ 10 ].

    1.       (a)    Photobleaching can be performed by exposing  antigen 
retrieval  -treated tissue sections in  PBS   to sunlight for a day.   

   (b)    Cupric sulfate treatment can be performed by soaking tis-
sue slides in  cupric sulfate buffer   for at least 90 min.   

   (c)    Sudan Black treatment is usually performed after the pro-
cedure of IF by soaking slides in  Sudan    Black buffer   for 
5 min.       

   2.    Treated slides are rinsed three times with PBS before proceed-
ing to the next procedure.    

  Figure  1  shows human breast cancer tissues treated with these 
 autofl uorescence  -reducing procedures and visualized with confo-
cal microscopy to scan variations in  autofl uorescence     . All treat-
ments reduced the levels of autofl uorescent signals, with cupric 
sulfate and photobleaching treatments showing better reduction of 
auto fl uorescence   ( see   Note    12  ).

        Reducing nonspecifi c binding of the antibody in both IHC and IF 
is a critical procedure. Usually this step uses  serum   or albumin 
from animals. However, choosing the appropriate animal species 
for masking the nonspecifi c reaction must be carefully done. Since 
our routine work usually employs mouse- or rabbit-IgG as  primary 
antibody   and goat anti-mouse or -rabbit IgG, we use either chicken 
albumin or serum from goat or horse.

3.3  Reducing 
Auto fl uorescence   from 
Tissue (Only for IF)

3.4  Reducing 
Nonspecifi c Antibody 
Binding in IF and IHC

  Fig. 1    Reagents to reduce  autofl uorescence      in tissue samples. Images illustrate  autofl uorescence   signals in 
human breast cancer tissue sections treated or not with Photobleach, CuSO 4 , and Sudan Black. Images were 
captured with confocal microscope LSM710 with lambda mode to scan autofl uorescence. Images highlight 
emission at 480 nm and indicated as  blue-red  intensity indicator. The higher level autofl uorescent signal is 
indicated as  red        
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    1.    Tissue slides from the former procedure are rinsed twice in 
PBS before proceeding to this blocking procedure.   

   2.       (a)   For IHC, tissue slides are blocked in 10 % (v/v) normal 
(goat or horse)  serum   in PBS for at least 20 min.   

  (b)    For IF, tissue slides are blocked in 5 % (v/v) normal goat 
serum in PBS for O/N at 4 °C ( see   Note    13  ).        

     Both IHC and IF require a specifi c primary antibody against the 
target molecule of interest and secondary anti-antibody to visualize 
the distribution of primary antibody. Although there are several 
methods to visualize chromogenic dyes for IHC [ 1 ] and different 
 fl uorophores   for IF (e.g., Alexa Fluorophore, Quantum Dot, tyra-
mide), here we discuss a typical IHC process with a catalytic  activ-
ity      of HRP on DAB substrate and IF with fl uorophore- conjugate  d 
secondary antibody. As a sample case of IHC, we stained for 
T-lymphocyte markers ( CD3  ,  CD4  , and  CD8  ) on mouse tissue 
(Fig.  2 ).  Estrogen receptor   and  cytokeratin   were detected on 
human breast tissues by IF (Fig.  3 ).

3.5  From Antibody 
Reactions 
to Visualizing Target 
 Molecule     

  Fig. 2    Comparison of  NBF   and ZnF fi xative on IHC to detect immune cell markers. 
Images compare NBF- or ZnF-fi xed mouse mammary fat pad lymph nodes 
stained with T-lymphocytic markers ( CD3  ,  CD4  , and  CD8  ). Whereas CD3 was 
detected both on NBF- and ZnF fi xative-treated tissues, CD4 and CD8 are only 
detected in ZnF-treated lymph nodes       

 

Immunohistochemistry and Immunofl uorescence Methods 



8

           1.    Blocked tissue slides are incubated with primary antibody 
diluted in  PBS   with antibody dilution buffer at room tempera-
ture for O/N or the time indicated for each antibody. The 
volume of primary antibody solution should be enough to 
cover the tissue on the slide. Usually 500–1000 μL is enough 
for covering the entire glass slide ( see   Note    14  ).   

   2.    After incubating with the  primary antibody  , the tissue slides 
are washed twice with PBS for 5 min.   

   3.    Incubate slides in biotinylated  secondary      antibody diluted in 
PBS with 5 % goat  serum   (same as  blocking buffer   for IF) for 
60 min.   

   4.    Slides are washed twice with PBS for 5 min.   
   5.    Incubate slides in freshly prepared ABC reagent (mixture of 

avidin DH and biotinylated horseradish  peroxidase   H: follow-
ing the manufacturer’s protocol) for 30 min.   

   6.    Slides are washed twice with PBS.   

3.5.1  IHC Reactions

  Fig. 3    Detecting  estrogen receptor (ER)   and  cytokeratin (CK)         in human breast 
cancer tissue with IF. Illustration demonstrates IF-stained, ER-positive human 
breast cancer tissue section. ER was detected with a rabbit monoclonal anti- 
human ER alpha antibody (clone D8H8; Cell Signaling Technology) visualized 
with Alexa  488   ( green ) anti-rabbit IgG (Life Technologies). CK was detected with 
anti-pan keratin mouse monoclonal antibody (clone AE1/AE3 + 5D3; Abcam) and 
visualized with  Alexa   568 ( red )-conjugated anti-mouse IgG (Life Technologies). 
 DAPI   was used to visualize DNA in nuclei ( blue ). Images were captured with a 
confocal microscopy LSM710 (Zeiss). Scale bar indicates 80 μm       
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   7.    Incubate slides with 0.1 %  DAB   until desired stain intensity is 
observed, but usually the incubation time is less than 5 min to 
prevent a nonspecifi c reaction ( see   Note    15  ).   

   8.    Slides are rinsed in tap water for 2 min.   
   9.    Rinse slides with  deionized water  .   
   10.    For counterstaining, slides are incubated in Mayer’s  hematoxy-

lin        . If the antigen is a nuclear protein, the incubation time is 
10–20 s. If the antigen is within the cytoplasm or on the mem-
brane, a 30-s incubation will be applied.   

   11.    Rinse slides with tap water at least for 5 min.   
   12.    Dehydrate slides in 70 %         , 95 %, and 100 % ethanol for 2 min each.   
   13.    Immerse slides in xylene for 5 min in a  glass Coplin jar   and 

change  xylene   repeating three times.   
   14.    Keep slides in xylene until ready to mount with a cover glass.   
   15.    Mount slides with clear mount and cover glass and dry O/N at 

room temperature on a fl at surface ( see   Note    16  ).      

       1.    Blocked tissue slides are incubated with  primary antibody   
diluted in PBS with 5 % goat  serum   at 4 °C for O/N using the 
same procedure as mentioned above (in Subheading  3.5.1 , 
 step 1 ). To minimize the usage of antibody and to prevent 
water evaporation, slides are incubated in a moisture chamber. 
The volume of primary antibody solution should be enough 
(500–1000 μL) to uniformly cover the entire glass slide.   

   2.    Tissue slides are washed twice with PBS for 5 min.   
   3.    Incubate tissues on slide with fl uorophore-conjugated  second-

ary antibody         diluted in PBS with 5 % goat serum for 60 min. 
DAPI is also added at concentration of 1 μg/mL to visualize 
nucleic acid in each cell. Combinations of  fl uorophores   must 
be considered before starting the experiment ( see   Note    17  ).   

   4.    Tissue slides are washed twice with PBS for 5 min.   
   5.    Mount slides with approximately 200–300 μL of mounting 

solution by carefully covering with a cover glass preventing the 
formation of air bubbles ( see   Note    18  ).   

   6.    Mounted slides are dried at room temperature and kept in the 
dark to prevent bleaching fl uorescent signal.        

4                      Notes 

     1.     PFA   powder is harmful when inhaled or by skin contact. 
Therefore, we recommend using, pre-dissolved PFA as it is safer 
to handle. If PFA powder needs to be used, PFA is added to 
distilled water with mild heating (50–60 °C) and then 1 M 

3.5.2  IF Reactions

Immunohistochemistry and Immunofl uorescence Methods 
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 NaOH   is added  dropwise     . Once PFA is dissolved, the reagent is 
cooled down, the concentration adjusted, and the pH corrected 
to around 7.2, after being mixed with 10× PBS to produce a 1× 
PBS solution. The reagent will be kept in the dark at 4 °C for 
less than a week. Using freshly prepared buffer is desirable.   

   2.    Each  Cryomold   should be labeled with a chemical-resistant 
marker. Orientation/geometry of the tissue sample in each 
 OCT   block should be recorded in a notebook.   

   3.    The bottom of Cryomold needs to be soaked in liquid nitro-
gen. However, dropping or fl oating the Cryomold in liquid 
nitrogen should be avoided.   

   4.     Xylene   might damage plasticwares and remove permanent 
marker notes written on slides. To prevent damage on con-
tainer and slides, use  glass Coplin jar      containers and pencil or 
xylene-resistant markers. When using NBF as a fi xative, use 
fresh reagents to prevent NBF activity on ZnF-treated tissues.   

   5.    Each laboratory might have its own system for preparing paraf-
fi n blocks. These  steps 1  and  2  of Subheading  3.2.1  could be 
variable in each laboratory.   

   6.    Normal glass slides should not be used, since tissue cannot 
attach well on non-coated glass.   

   7.    According to Occupational Safety and Health Administration 
(OSHA:   www.osha.gov    ), xylene is fl ammable and a toxic car-
cinogen. For these reasons, it should be handled in a chemical 
fume hood, and users need to prevent inhalation and exposure 
to skin by wearing appropriate  personal protective equipment 
(PPE).   Used  xylene   must be kept in a suitable waste combus-
tion chamber.   

   8.    Replacement of xylene is also reported (10).   
   9.    Hydrogen  peroxide   is a strong oxidizer, which can affect skin 

or damage eyes when in contact. Handling requires appropri-
ate PPE.   

   10.    Operators of the  decloaker   or steam cooker need to be cau-
tious of heat and steam. Users should wait until the pressure 
goes down, particularly for the  decloaker     .   

   11.    When using a steam cooker, slides are set in a slide holder soaked 
in  citrate   buffer in either plastic or metal staining dishes in the 
steam chamber. The steam cooker is kept at 100 °C for 15 min 
and cooled down to 50–60 °C by turning off the system.   

   12.    Photobleaching works well on stromal tissue, but not on epi-
thelia in breast cancer tissue, and cupric sulfate reduces  auto-
fl uorescence   signals over entire tissues.   

   13.    To prevent drying the  blocking buffer  , slides should be kept 
either in a large amount of blocking buffer in a Coplin jar or 

Hidetoshi Mori and Robert D. Cardiff
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in a moisture chamber with a small amount of blocking buffer 
on each sample.   

   14.    To minimize the usage of antibody and to prevent water evap-
oration, slides can be set in an  Immunostain Moisture Chamber   
containing a small amount of distilled water in the bottom of 
the chamber to retain moisture.   

   15.    The  DAB   reaction can carefully be monitored by checking the 
color change on the tissue section. To observe the difference in 
reaction, include a negative control (such as unstained tissue 
section or tissue from a gene knockout mice).   

   16.    Bubbles forming between the glass slide and glass cover should 
be avoided by gently putting the glass cover over approxi-
mately 300 μL of the mounting solution to cover the tissue 
section. Pipetting the mounting solution on the tissue also 
needs to be done carefully to avoid forming bubbles.   

   17.    There are many good materials available on the market. 
However, it is better to use fl uorophores with a specifi c excita-
tion and a narrow spectrum in  emission  , which allows us to 
observe multiple targets at once as specifi c  signals     . To reduce 
the nonspecifi c binding of the secondary antibody or to use 
primary antibodies from the same species, conjugating the fl u-
orophore on primary antibody is often used. Figure  3  shows 
the human breast tissue stained with an  estrogen receptor   
(Red) and a  cytokeratin   (green) antibody  a        nd DAPI (blue). In 
this case, Alexa 488 (green) anti-mouse IgG and Alexa 568 
(red)  anti- rabbit IgG are used as secondary antibodies to visu-
alize each molecule.   

   18.    Usually, a cover slip with 170 μm thickness (#1.5 thickness) is 
used to acquire the best resolution with most of objective 
lenses. However, this optimized  thickness      represents the com-
bined thickness of the glass and the mounting solution (  http://
www.microscopyu.com/articles/formulas/formulascoverslip-
correction.html    ). For this reason, using thinner cover slip with 
130–160 μm thickness (#1 thickness) might give the best 
imaging resolution.         
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    Chapter 2   

 Laser Capture Microdissection as a Tool to Study 
Tumor Stroma                     

     Nicholas     R.     Bertos     and     Morag     Park      

  Abstract 

   Laser capture microdissection (or LCM) allows for isolation of cells from specifi c tissue compartments, 
which can then be followed by DNA, RNA, and/or protein isolation and downstream characterization. 
Unlike other methods for cell isolation, LCM can be directed towards cells situated in specifi c anatomical 
contexts, and is therefore of signifi cant value when investigating the tumor microenvironment, where 
localization is often key to function. Here, we present a summary of ways in which LCM can be utilized, 
as well as protocols for the isolation of tumor and tumor-associated stromal elements from frozen breast 
cancer samples, with a focus on preparation of samples for RNA characterization.  

  Key words     Laser capture microdissection  ,   RNA profi ling  ,   Quality control  ,   Arcturus PixCell IIe  ,   Cell 
isolation  

1      Introduction 

 Investigations of tumor stroma, specifi cally in the fi eld of breast 
 cancer,      have been greatly aided by the use of laser capture micro-
dissection (LCM). This technology has been utilized to investigate 
genomic [ 1 – 3 ], transcriptional [ 4 – 14 ], and protein-level [ 15 ,  16 ] 
alterations in the human breast cancer microenvironment. Work in 
our group has principally been carried out using breast tumors 
from patients and murine models, with a downstream goal of 
generating mRNA expression profi les and analyzing these to iden-
tify stromal infl uences on breast cancer development, progression, 
and outcome [ 11 – 14 ] .  Importantly, the datasets generated by such 
experiments constitute key resources for further analyses and vali-
dation of fi ndings from other approaches—the datasets generated 
from some of our studies [ 12 ,  14 ], for example, have been utilized 
to support multiple additional investigations [ 17 – 30 ]. 

 Laser capture microdissection was fi rst effectively developed in 
the mid-1990s as a means to rapidly isolate distinct subpopulations 
of cells from heterogeneous tissues under direct microscopic 
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visualization [ 31 ,  32 ]. The underlying principle of the initial  infrared 
(IR)   laser-based systems was the placing of a thin thermolabile 
transparent fi lm over a tissue section placed on a microscope slide. 
Following visualization of the areas of interest, a short focused 
laser pulse selectively adheres the  fi lm   to a small area of tissue; 
when the fi lm is removed, these tissue regions remain attached and 
can then be isolated and subjected to downstream assays (Fig.  1 ). 
Note that the forces counteracting tissue lifting include both inter-
actions with the slide surface and with neighboring cells; thus, for 
tissues with very strong intercellular adhesion, other approaches 
may be needed. These include the use of membrane slides where 
the area of interest can be cut out using a UV laser which cuts 
through both the sample and the membrane itself, obviating the 

a

b

c

  Fig. 1    Schematic  image         of IR-mediated LCM. ( a ) Thermolabile fi lm ( black line ) is 
placed above tissue on slide ( bottom ). ( b ) Laser ( dashed line / arrowhead ) melts 
fi lm and causes it to contact cells of interest ( dark grey ), avoiding undesired cells 
( light grey ). ( c ) Film bearing cells of interest is lifted, separating these from the 
remaining cells       
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need for tissue detachment by lifting from either the slide or the 
 neighboring tissue. A somewhat different technology is used in the 
laser catapult system (e.g., Zeiss PALM MicroBeam), where a UV 
laser is used to both cut around the region of  interest  , and to sub-
sequently “catapult” the excised tissue into a collection cap.

   Among existing means for isolating specifi c cell subpopulations 
from heterogeneous samples, LCM stands out due to the ability to 
select cells based on their anatomical context. Fluorescence-activated 
cell sorting and antibody-bead conjugate- based  systems   are agnostic 
with respect to cell localization within a tissue context, while manual 
 microdissection      is limited to relatively large areas of interest. 
Identifi cation of cells for targeted isolation by LCM can be con-
ducted either by standard staining and visual identifi cation or by 
immunohistochemistry- or immunofl uorescence- guided selection. 

 Since its initial development, various permutations of LCM 
have been developed, including the use of an ultraviolet (UV) cut-
ting laser either alone or in conjunction with the IR laser. UV lasers 
are used to ablate unwanted tissue, cut around regions of thick or 
adherent tissues so that these can be detached using  IR   laser- 
mediated adhesion (or isolated separately in the case of sections 
mounted on membrane slides), and/or to catapult isolated regions 
into a retrieval container. Semiautomated methods for identifi ca-
tion of regions to be isolated are also under development [ 33 ]. 

 Candidate materials for LCM include frozen tissue as well as 
formalin-fi xed paraffi n-embedded (FFPE)    samples—note that 
staining protocols must be modifi ed for FFPE samples, due to the 
requirement for deparaffi nization. Cytology smears and live cells 
have also been targeted for this approach. Depending on cell and 
tissue type and isolation desired, yields can vary widely; pilot exper-
iments should be conducted to determine how much LCM is 
required to obtain desired target quantities when working with a 
new experimental system. 

 Especially for RNA isolation and downstream assays, the 
importance of maintaining a clean working environment cannot be 
overstated. The use of dedicated space and equipment, including 
 cryostats   for sample preparation, reduces the chances of sample 
degradation (e.g., by  RNase      used on adjacent benches) and cross- 
contamination. In addition, LCM effi cacy can be infl uenced by 
environmental conditions. Humidity levels above 50 % lead to 
increased adhesion between the tissue section and the slide, which 
can make it impossible to isolate the selected regions. If room 
humidity is too high, then the use of a portable dehumidifi er may 
be necessary, 

 In our experience, the time elapsed between tissue isolation 
from the organism and initial freezing is key to sample quality and 
assay success. For human clinical breast tumor samples, we have 
found that times in excess of 30 min are generally associated with 
failure to isolate RNA of acceptable quality following LCM; 
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however, the precise timing is likely to vary between tissues and 
LCM protocols used, and should be determined experimentally for 
each experimental condition. 

 Our standard operating procedure is to immediately place tis-
sue samples obtained in a  cryovial   (Nalgene) containing ca. 1 mL of 
Tissue-Tek O.C.T. Compound (“O.C.T.,” Sakura Finetek, USA), 
cover them with additional O.C.T., and then rapidly freeze the vial 
in liquid nitrogen. Although samples can be frozen directly and 
later mounted in O.C.T. prior to sectioning, this entails additional 
manipulation and risks loss of sample morphology. Other approaches 
that better preserve tissue morphology involve  fi xation   in 4 %  para-
formaldehyde   or in ethanol on ice prior to equilibration in O.C.T. 
and less rapid freezing. However, some RNA degradation may 
occur with the latter approaches—comparative pilot studies for the 
tissue and target of interest should be conducted prior to beginning 
work to achieve the optimal balance of morphology vs. sample pres-
ervation required. Samples can then be stored at −80 °C or in liquid 
nitrogen until use; in our experience, storage times of up to 15 
years in liquid nitrogen do not affect RNA integrity. 

 O.C.T.-embedded samples are then sectioned at 10 μm thick-
ness using a  cryostat  , taking care to place tissue sections in the 
central third of the slide. We have found that for breast tumor tis-
sue, this represents an acceptable balance between maximizing 
LCM yields and ensuring that the area visualized corresponds to 
what is isolated, since in thicker sections cells lying beneath the vis-
ible layer may be co-isolated. For tissue with higher degrees of 
local heterogeneity, thinner sections may be required; however, 
these would require more LCM processing to isolate the same 
amount of tissue. It is important to ensure that samples and sec-
tions are kept as cold as possible during this procedure; this entails 
pre-cooling slide boxes before use, and transferring cut sections 
into these within the  cryostat   chamber, as well as always transport-
ing sections in insulated containers with dry ice. To minimize the 
potential for cross-contamination, the cryostat chamber should be 
vacuumed between samples, surfaces should be cleaned with  ace-
tone  , and a fresh blade should be used for each sample. Sections on 
slides are stored at −80 °C until use. The time for which slides can 
be stored depends on tissue type and intended use—for human 
breast tumor samples, 2–3 months is generally the limit for subse-
quent RNA  isolation     . 

 Two key elements in successful LCM-mediated isolation of tis-
sue for downstream analysis are the quality of the input material, 
and optimization of the protocol to minimize loss of integrity dur-
ing the procedure. Since LCM is carried out at room temperature, 
further sample degradation can occur during the procedure; thus, 
initial sample quality must be carefully assessed, and samples must 
be followed throughout the procedure. 
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 Our workfl ow integrates multiple quality control steps designed 
to avoid additional processing of poor-quality samples. In addition, 
stepwise assays of sample quality allow for identifi cation of steps 
leading to sample degradation which may require modifi cation. 

 First, tissue from four to fi ve slides bearing sectioned samples 
is manually isolated and subjected to RNA isolation as per the pro-
tocol below, followed by quality assessment using the RNA Pico kit 
on the Agilent Bioanalyzer platform. Next, tissue-bearing slides 
that have been stained as per the protocol to be used in the study 
in question are similarly processed to identify samples which dete-
riorate to an unusable point during the staining step. Samples for 
which RNA is not of acceptable quality after sectioning or staining 
are removed from the workfl ow. As a fi nal step prior to LCM per-
formance, stained sections are exposed to room temperature for 
times corresponding to expected LCM duration, and similarly pro-
cessed—this identifi es samples for which LCM processing time 
may require adjustment.  

2    Materials 

       1.     TRIzol   (ThermoFisher).   
   2.     Glycogen   (GenHunter).   
   3.     Chloroform  .   
   4.     Isopropanol  .   
   5.    Ice-cold 75 % ethanol.   
   6.     RNase-free water  .   
   7.    1.5 mL tubes.   
   8.    Pipettor and tips.   
   9.    Vortex mixer.   
   10.    Centrifuge capable of 12,000 ×  g  and refrigerated at 4 °C.      

   Note: Sections should not be allowed to dry out during staining 
procedures.

    1.     Harris hematoxylin   (Surgipath).   
   2.     Eosin   (Surgipath).   
   3.    70 %         , 95 %, and 100 % ethanol.   
   4.     Xylene  .   
   5.     RNase-free water  .   
   6.    Bluing solution: 0.3 % Ammonium  hydroxide  .   
   7.    0.22  μm   Filter (Steritop system, Millipore).   
   8.    RNase-free glass surface.   
   9.    RNase-free staining jars.      

2.1  Total RNA 
Extraction for Quality 
Control

2.2  H&E Staining 
for  LCM     
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   Note: Sections should not be allowed to dry out during the 
procedure.

    1.    HistoGene staining kit (Life Technologies catalog # KIT0401; 
this contains all required reagents and consumables).   

   2.    RNase-free glass surface.   
   3.    RNase-free  tweezers   and  forceps   to manipulate slides.      

   Note: The procedure below is written for the Arcturus PixCell IIe 
system, which utilizes an  IR   laser only. Other systems exist which 
incorporate IR and/or UV lasers; for these, carefully following the 
manufacturer’s directions is recommended.

    1.    Arcturus PixCell IIe LCM system.   
   2.    CapSure caps.   
   3.    Tissue on slides.   
   4.    100 %    Ethanol and lint-free wipes to clean work area.   
   5.    PrepStrips (Arcturus).   
   6.    CapSure cleanup pads ( see   Note    1  ).    

3       Methods 

       1.    Prepare a 1.5 mL tube with 1 mL of  TRIzol   (ThermoFisher).   
   2.    Pipette ca. 200 μL of TRIzol onto each section.   
   3.    Pipette TRIzol up and down over the section several times.   
   4.    Transfer material to TRIzol-containing tube.   
   5.    Vortex briefl y to homogenize tissue. Samples can now be 

stored at −80 °C prior to extraction. Prior to proceeding to 
next step, thaw frozen samples and incubate at room tempera-
ture for 5 min.   

   6.    Add 200 μL of  chloroform   and shake vigorously by hand for 15 s.   
   7.    Incubate at room temperature for 3 min.   
   8.    Centrifuge at 12,000 ×  g  for 15 min at room temperature.   
   9.    Transfer upper aqueous phase (400–450 μL) to a new 1.5 mL 

tube.   
   10.    Precipitate RNA by adding 500 μL of  isopropanol   and 2 μL of 

 glycogen  .   
   11.    Mix by manually inverting ten times, and then incubate for 

10 min at room temperature.   
   12.    Centrifuge at 12,000 ×  g  for 10 min at 4 °C.   
   13.    Carefully remove and discard supernatant.   
   14.    Add 1 mL ice-cold 75 % ethanol (wash step) and shake tube.   

2.3  HistoGene 
Staining

2.4  Laser Capture 
 Microdissection     

3.1  Total RNA 
Extraction for Quality 
Control
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   15.    Centrifuge at 7500 ×  g  for 5 min at 4 °C.   
   16.    Carefully remove ethanol and air-dry pellet for 10–15 min at 

room temperature.   
   17.    Resuspend pellet in 15 μL  RNase-free water   and incubate at 

55 °C for 10 min to dissolve pellet.   
   18.    Proceed to RNA assay, e.g., using the  Bioanalyzer   platform.      

   We currently utilize either the Arcturus HistoGene LCM Frozen 
Section Staining Kit (Applied Biosystems) or an in-house hema-
toxylin and  eosin   (H&E)-based procedure for sample staining. 
Both procedures are listed below; the HistoGene kit has the advan-
tage of not requiring manual preparation of solutions, albeit at 
higher cost. Also, sections stained using H&E are more easily 
interpretable for outside experts called in to analyze samples, i.e., 
pathologists, while the brown staining obtained with the HistoGene 
kit requires some familiarization.

    1.    Filter  Harris hematoxylin   prior to use using a 0.22 μm  fi lter   to 
remove any precipitate.   

   2.    Thaw slides at room temperature on an RNase-free glass sur-
face (to ensure even thawing) for a maximum of 30 s.   

   3.    Fix slides with 70 % ethanol for 30 s.   
   4.    Rinse slides with two rapid dips in  RNase-free water  .   
   5.    Stain slides with hematoxylin for 30 s.   
   6.    Rinse slides with one rapid dip in RNase-free water.   
   7.    Blue in 0.3 % ammonium hydroxide  solution   for 30 s.   
   8.    Dehydrate by placing slides in 70 %       ethanol (2 × 30 s), fol-

lowed by 95 % ethanol (2 × 30 s).   
   9.    Stain slides with  eosin   (Surgipath) for 20 s.   
   10.    Dehydrate slides using through 30-s steps in 95 % ethanol 

(2 × 30 s), 100 % ethanol (2 × 30 s), and  xylene   (60 and 90 s).   
   11.    Air-dry slides for 10 min in a fume hood.   

   12.    Use slides immediately for LCM—if multiple slides have been 
stained and will be used in the same LCM session, the extra 
sections can be stored in a cold  desiccator   until use.    

     Note: Adapted from the manufacturer’s instructions.

    1.    Thaw slides at room temperature on an RNase-free glass sur-
face for a maximum of 30 s.   

   2.    Fix slides in 75 % ethanol for 30 s.   
   3.    Rinse in  RNase-free water      for 30 s.   
   4.    Apply 100 μL of HistoGene staining solution to each section 

and place on a glass surface for 20 s.   

3.2  H&E Staining 
for  LCM     

3.3  HistoGene 
 Staining     
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   5.    Rinse in RNase-free water for 30 s.   
   6.    Dehydrate slides by dipping in 75 % ethanol for 30 s, 95 % etha-

nol for 30 s, and 100 % ethanol for 30 s.   
   7.    Clear sections by dipping in  xylene   for 5 min.   
   8.    Air-dry slides in a fume hood for 5 min.   
   9.    Use slides immediately for LCM—if multiple slides have been 

stained and will be used in the same LCM session, extra sec-
tions can be stored in a cold  desiccator   until use.      

   Note: Adapted from the manufacturer’s instructions.

    1.    Turn on power to the instrument, controller, and computer.   
   2.    If using  fl uorescence  , turn on power to Olympus  mercury 

lamp   and close the fl uorescence shutter until you are ready to 
view fl uorescent samples ( see   Notes    2  –  5  ).   

   3.    Dust off working surfaces with compressed air and spray with 
100 % ethanol. Wipe off excess ethanol with lint-free wipes 
(e.g., Kimwipes).   

   4.    Load CapSure caps (HS or Macro) in the CapSure cassette 
module ( see   Note    6  ).   

   5.    Remove possible debris from the section surface using Arcturus 
PrepStrips.   

   6.    Center the joystick in the vertical position and place the sample 
slide onto the stage.   

   7.    Identify a region with cells of interest. Place it on the center of 
the fi eld of  view   ( see   Note    7  ). Activate the vacuum button on 
the front of the laser controller ( see   Note    8  ). Make sure that a 
cap is at the load line position.   

   8.    Without lifting the Cap Placement Arm, rotate it to the cap 
pickup position. The arm will automatically line up with the cap.   

   9.    Lift the arm with the cap and turn it slowly clockwise until it 
stops.   

   10.    Lower arm to place the cap on the tissue section, on the region 
of  interest  .   

   11.    Adjust the fi ne focus on microscope and adjust light intensity. 
Examine the sample, moving around using the joystick.   

   12.    Initiate archiving software. Enter the fi le name, study name, 
and slide number, adding notes if necessary.   

   13.    Take “map” (low power, whole section) and “before” (higher 
power, area to be  microdissected      ) images if desired (Fig.  2 ) 
( see   Note    9  ). Set laser parameters, and then activate laser by 
turning key clockwise. Once laser interlock check is complete, 
turn on laser using the “laser enable” button ( see   Note    10  ).

3.4  Laser Capture 
Microdissection
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       14.    To focus the laser, go to the 20× objective, adjust the micro-
scope focus, and decrease the light suffi ciently to see the laser 
spot on the monitor. Move to an open space close to tissue and 
fi re test shots, adjusting laser focus knob until you observe an 
optimal laser spot ( see   Note    11  ).   

   15.    Reset the pulse number to zero before starting LCM on 
sample.   

   16.    Position the laser targeting spot over the cells of interest and 
fi re the laser. Move the stage with the joystick and continue 
fi ring laser to collect all required material.   

   17.    Raise the Cap Placement Arm with the cap and move it gently 
to the rest position.   

   18.    Observe remaining tissue on the slide and take “after” images 
of dissected regions.   

   19.    To observe captured cells, turn off vacuum and remove the 
slide from stage. Change the objective to low magnifi cation. 
Gently turn the capping arm clockwise, placing the cap in the 
center of the fi eld of vision. Examine the cap at low and high 
magnifi cation, collecting “cap” images, if needed (Fig.  2 ) ( see  
 Note    12  ). Using capping tool, transfer the cap with captured 
cells onto a 1.5 mL tube with appropriate extraction buffer.   

   20.    When fi nished with LCM procedures, turn off vacuum and 
laser (turn key counterclockwise), close archiving software, 
and turn off controller.   

   21.    Remove consumables and cover microscope ( see   Note    13  ).       

  Fig. 2    “Before” ( left ), “after” ( centre ), and “cap” ( right ) images of laser capture microdissection for tumor- 
associated  stroma   ( top row ) and tumor epithelium ( bottom row )       
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4               Notes 

     1.    These are no longer commercially available; adhesive notes can 
be used as a substitute.   

   2.    Note that it takes time for the  mercury lamp   to become stable; 
turn it on 20–30 min before starting to perform LCM.   

   3.    The  fl uorescence   cube turret is located under the stage. It has 
four positions for blue, green, and orange fi lter cubes plus a 
bright-fi eld position (white light, no color fi lter cube). Select 
the position with the appropriate color fi lter by rotating the 
cube turret.   

   4.    The cube turret has a built-in shutter. The shutter should 
always remain closed unless viewing fl uorescent samples. 
Leaving the shutter opened for extended periods will photo-
bleach fl uorescent dyes.   

   5.    The “normal” position on the control box is used for routine 
procedures (no fl uorescence or strong  fl uorescence  ). For sam-
ples with weak fl uorescence, it is possible to enhance the signal 
intensity by increasing the integration time from “normal” to 
the minimum setting which is needed to observe a good signal 
from the sample. The white light setting should remain very 
low.   

   6.    HS caps include a standoff rail that keeps the  thermolabile      fi lm 
above the tissue surface, while Macro caps do not. Use of HS 
caps reduces potential contamination of the fi lm at the expense 
of reducing total possible  yield  .   

   7.    Ideal work area should have both open space for laser test fi r-
ing and cells of interest for dissection.   

   8.    The vacuum acts to hold the slide in place on the stage.   
   9.    Images can be saved in .jpg or .tif formats; saving as .tif fi les 

uses more disk space (ca. 1 Mb/image vs. ca. 300 kb for .jpg 
images).   

   10.    Although each procedure will require individual optimization, 
a useful set of initial settings for mammary tissue is as follows: 
spot size 15 μm, target voltage 0.2 V, current 4.4 mA, and 
power 25 mW.   

   11.    Proper fi lm melting is occurring if you observe a black ring 
around the spot. If this ring is not observed, adjust laser focus 
and power until it is observed (Fig.  3 ).

       12.    If contamination with non-dissected material is observed on 
cap, clean it very gently with CapSure pad.   

   13.    In many cases, individuals who have been performing LCM for 
the fi rst time have reported vertigo and/or nausea following 
protracted LCM sessions. This is likely an effect of intently 
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watching the computer screen as it rapidly displays movement 
across different regions of the specimen. Increased experience 
with the procedure reduces but does not completely abolish 
this effect. Taking short breaks every 30 min may be useful.         
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    Chapter 3   

 Quantitative Analysis of Human Cancer Cell Extravasation 
Using Intravital Imaging                     

     Lian     Willetts    ,     David     Bond    ,     Konstantin     Stoletov    , and     John     D.     Lewis       

  Abstract 

   Metastasis, or the spread of cancer cells from a primary tumor to distant sites, is the leading cause of cancer- 
associated death. Metastasis is a complex multi-step process comprised of invasion, intravasation, survival 
in circulation, extravasation, and formation of metastatic colonies. Currently, in vitro assays are limited in 
their ability to investigate these intricate processes and do not faithfully refl ect metastasis as it occurs 
in vivo. Traditional in vivo models of metastasis are limited by their ability to visualize the seemingly spo-
radic behavior of where and when cancer cells spread (Reymond et al., Nat Rev Cancer 13:858–870, 
2013). The avian embryo model of metastasis is a powerful platform to study many of the critical steps in 
the metastatic cascade including the migration, extravasation, and invasion of human cancer cells in vivo 
(Sung et al., Nat Commun 6:7164, 2015; Leong et al., Cell Rep 8, 1558–1570, 2014; Kain et al., Dev 
Dyn 243:216–28, 2014; Leong et al., Nat Protoc 5:1406–17, 2010; Zijlstra et al., Cancer Cell 13:221–
234, 2008; Palmer et al., J Vis Exp 51:2815, 2011). The chicken chorioallantoic membrane (CAM) is a 
readily accessible and well-vascularized tissue that surrounds the developing embryo. When the chicken 
embryo is grown in a shell-less, ex ovo environment, the nearly transparent CAM provides an ideal envi-
ronment for high-resolution fl uorescent microcopy approaches. In this model, the embryonic chicken 
vasculature and labeled cancer cells can be visualized simultaneously to investigate specifi c steps in the 
metastatic cascade including extravasation. When combined with the proper image analysis tools, the ex 
ovo chicken embryo model offers a cost-effective and high-throughput platform for the quantitative analy-
sis of tumor cell metastasis in a physiologically relevant in vivo setting. Here we discuss detailed procedures 
to quantify cancer cell extravasation in the shell-less chicken embryo model with advanced fl uorescence 
microscopy techniques.  

  Key words     Intravital imaging  ,   Extravasation  ,   Chick embryo  ,   Cancer  ,   Chorioallantoic membrane  , 
  Fluorescence  ,   Embryonic vasculature  ,   Cell migration  ,   Metastasis  ,   In vivo  ,   Shell-less  ,   GFP  ,   RFP  ,   Lectin 
LCA-fl uorescein/rhodamine  

1      Introduction 

 The majority of cancer-related deaths are associated with the onset 
of  metastasis   [ 8 ]. Currently, there is no accurate test to predict 
metastasis and no effective therapy to prevent it [ 9 ,  10 ]. In order 
for cancer cells to metastasize successfully, they must undergo local 
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invasion,  intravasation  , survival in the circulation,  extravasation  , 
and colony expansion in distant metastatic sites [ 11 – 15 ]. Of these 
steps, extravasation is the least understood, partly due to the lack 
of effective modeling [ 1 ,  16 ,  17 ]. The diffi culty in capturing a can-
cer cell extravasating in deep solid tissues has limited our ability to 
closely study the process of extravasation as it is related to meta-
static spread of cancer. Here, we discuss an intravital imaging-based 
approach using the  ex ovo   chicken embryo model of metastasis to 
precisely quantify human cancer cell extravasation. 

 Over the last decade, the chicken embryo model of  metastasis   
has been proven to be a robust and cost-effective research platform 
to study many aspects of cancer biology. For our purposes, the shell-
less chicken embryo model provides a full spectrum of physiologi-
cally relevant tissue interactions for studying the metastatic behavior 
of cancer cells  in vivo   [ 7 ,  18 – 24 ]. The easily accessible chick embryo 
chorioallantoic membrane (CAM), a well-vascularized tissue around 
the embryo, due to its highly accessible capillary networks, over-
comes the deep tissue limitation for microscopic visualization of pri-
mary tumor and/or metastatic sites. Intravital imaging in the ex ovo 
CAM model has shed light on many aspects of the metastasis [ 25 , 
 26 ]. Recent advances in “shell-less” embryo preparation coupled 
with the use of new fl uorescent labeling techniques for both host 
and cancer cells have dramatically enhanced the imaging capabilities 
of this model in the recent years [ 2 – 6 ,  27 – 30 ]. 

 Since the CAM is a translucent and easily accessible tissue, the 
migratory behavior of fl uorescently labeled cancer cells can be 
readily visualized and recorded longitudinally using various intravi-
tal imaging techniques [ 3 ,  6 ,  28 ] and their migration patterns ana-
lyzed by image analysis software. Compared to rodent models, 
intravital imaging in the CAM requires no anesthesia, surgery, or 
specialized lenses. These techniques can be achieved with standard 
upright fl uorescent wide-fi eld or confocal microscopy. Temperature 
control with a local microscope-mounted incubation chamber to 
provide stable humidity and fi eld of  view   is suggested for longer 
term time-lapse imaging. The approach described here allows for 
an easy-to-use and biophysically relevant  in vivo   quantitative analy-
sis of human cancer cell extravasation and  metastasis     .  

2    Materials 

        1.    Fine-point  forceps  .   
   2.    Circular  cover slips   22 mm.   
   3.    Fertilized  white   Leghorn eggs, incubated for 12–14 days as 

described [ 6 ,  28 ,  31 ].   
   4.     Egg incubator  , many commercially available models including 

1550E from G.Q.F. MGF Company Inc., Savannah, GA, or 

2.1  Preparation 
of the Shell-Less  Ex 
Ovo   Chicken Embryos
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Marsh Farms Roll-X Flowing Air Incubators, Lyon Electric 
Company Inc., Chula Vista, CA.   

   5.     Avian embryo imaging unit   Innovascreen (Halifax, Canada) 
(Fig.  1 ): This is a specialized microscope-mounted enclosure 
that maintains the avian embryo in a humidifi ed (>90 % humid-
ity) environment while stabilizing the area of CAM to be 
imaged using a standard  cover slip   fi xed into the lid of the unit. 
This allows for short- or long-term noninvasive intravital imag-
ing of the CAM using an upright  fl uorescence   microscope.

              1.    Use cancer cells either transiently or stably transfected with a 
construct that constitutively expresses a fl uorescent protein 
such as  GFP      or RFP, or are otherwise  fl uorescently   labeled 
(e.g., cell membrane dye, fl uorescent  nanobeads  , or fl uores-
cent fusion protein that labels the nucleus such as H1-mCherry) 
[ 32 – 37 ] ( see   Notes    1   and   2  ).   

   2.    1× PBS pH 7.4 [ 37 ].   
   3.    2.5 % Trypsin (10×).   
   4.    15 mL Conical  centrifuge tubes  .   

2.2  Cancer Cell Line 
Preparation

  Fig. 1    Overview of the cancer cell  intravenous injection  . ( a ) Assembled injection apparatus for IV injection of 
labeling agents and/or cancer cells. ( b ) Typical stereomicroscope eye piece view of an injection site.  Black 
arrow  points to borosilicate capillary. ( c ) Example of custom-built incubation unit for  in vivo      fl uorescence imag-
ing of shell-less chicken embryos. Incubation unit is shown with a microscope stage encased in a temperature- 
regulated enclosure       
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   5.    1.5 mL  Microfuge      tubes.   
   6.     Benchtop centrifuge  .   
   7.    Culture media appropriate for the cell lines used.   
   8.     Hemocytometer   for cell counting.   
   9.     Trypan blue   (0.4 % trypan blue).      

        1.    Lectin  Lens Culinary  Agglutinin (LCA)    conjugated with fl uores-
cein or  rhodamine      (Vector Labs Inc. RL-1042, FL-1041) [ 38 ].   

   2.    1 mL Disposable syringes for injections.   
   3.    18-gauge disposable hypodermic needles for injections.   
   4.     Tygon   R-3603 laboratory tubing, 50 ft, for injections 

(1/32 in. inner diameter, 3/32 in. outer diameter, 1/32 in. 
wall thickness).   

   5.    Vertical pipette puller (David Kopf Instruments, Tujunga, CA; 
Model 720).   

   6.    Sodium borosilicate  glass capillary tubes  , outer diameter 
1.0 mm, inner diameter 0.58 mm, 10 cm length (Sutter 
Instrument, Novato, CA).   

   7.    Fine-point  forceps  .   
   8.    Sterile  cotton swabs  .   
   9.    Fertilized chicken eggs and  egg incubator   ( see  Subheading  2.1 ). 

Appropriate microscope(s) and image analysis software ( see  
 Note    3  ).       

3    Methods 

       1.    Culture cancer cell line of interest as required to 80 %  confl u-
ency  . Higher confl uency can negatively impact tumor take and 
extravasation effi ciency. Routinely check for absence of myco-
plasma contamination. ( See  [ 39 ] for technical considerations 
on growth of cancer cell lines for  in vivo   assays.)   

   2.    To trypsinize cells, wash twice with 1×  PBS      pH 7.4. Aspirate 
remaining PBS, then add 0.5 % trypsin–EDTA (e.g., 2 mL to 
75 cm 2  fl ask, 3 mL to 175 cm 2  fl ask, 3 mL to 150 cm 2  culture 
dish), and incubate at 37 °C for 2–5 min until all cells detach.   

   3.    Add 5 mL of PBS and transfer cell suspension to 15 mL conical 
 centrifuge tube  . Centrifuge at room temperature at 200 ×  g  for 
5 min.   

   4.    Use another 10 mL of  PBS   to wash cells from unnecessary 
media components such as antibiotics and centrifuge the cells 
again as in  step 3 .   

   5.    Discard supernatant and resuspend cells with 1 mL of ice-cold PBS.   

2.3  Intravenous 
Injection of Cancer 
Cells or Agents 
to Visualize Chicken 
Embryo Vasculature

3.1  Cancer Cell 
Preparation 
for Injection
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   6.    Take 10 μL of suspension and dilute into 490 μL PBS. Count the 
number of cells in this diluted suspension using  hemocytometer  .   

   7.    For intravenous (IV) injection of cells ( see  Subheading  3.2 ), 
concentrate cells to 0.5 × 10 6  to 1.0 × 10 6  cells/mL. Use ice- 
cold 1× PBS to dilute/resuspend cell concentrates ( see   Notes  
  1   and   4  ).      

     Depending on the experimental setup as many as 20 embryos can 
be analyzed within 1 day. Plan to inject excess numbers (20 %) of 
embryos to determine the optimal starting time point of cancer 
cell extravasation and to accommodate for suboptimally injected 
embryos. Use 12–14-day-old embryos for injection of cancer cells, 
prepared as described ( see   Note    5  ).

    1.    When preparing needles for injection of cancer cells (as in 
Subheading  2.3 ,  steps 5  and  6 ), the needle bore must be slightly 
wider than the diameter of the cancer cell used in order to avoid 
shearing of the cancer cells.   

   2.    Maintain a homogenous cell  suspension  . Between injections, 
look for cell aggregation and cell lysis. If clumping is observed, 
remove the borosilicate needle and use the syringe plunger to 
mix the cell suspension until clumps are dispersed. Ensure that 
any air bubbles are removed from the syringe and the tubing 
prior to injection.   

   3.    Depending on the cell type, cell aggregates may form and clog 
the needle head. If this occurs, replace the needle and tubing. 
It is generally necessary to change the needle after injection of 
every 2–4 embryos.   

   4.    Distinguish veins from arteries on surface of CAM using a dis-
secting scope. The arteries and veins intertwine on the CAM 
surface (Fig.  1b ) terminating in the capillary plexus. The CAM 
acts as a gas exchange organ and the arteries appear dark red 
because they deliver deoxygenated blood to the CAM, while 
veins are bright red because they transport oxygenated blood 
back to the embryo. Under a dissecting scope, this subtle color 
difference allows veins or arteries to be easily differentiated. 
One can also observe the direction of blood fl ow (blood fl ows 
towards the embryo in the veins).   

   5.    Identify the vein to be injected. With a suffi ciently tapered 
microneedle very narrow veins can be injected, which will mini-
mize bleeding during and after injection. Avoid injecting into 
major vessels, as this will impact embryo viability. It is recom-
mended to target only vessels that are tributaries or secondary 
tributaries of the major veins. Additionally, it is technically easier 
to pierce the vascular wall of smaller veins compared to larger 
veins. In our experience, it is easiest to inject veins that are slightly 
(10–20 %) bigger in diameter than the injection needle tip.   

3.2  Intravenous 
Injection of Cancer 
Cells for Extravasation 
Assay

Intravital Imaging of Cancer Cell Extravasation
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   6.    Using the assembled injection apparatus (Fig.  1a ), press the tip 
of the borosilicate needle against the surface of a vein and gently 
press forward in the same direction as blood fl ow. As you press 
forward, use your other hand to depress the plunger lightly. 
When the needle tip successfully enters the vessel lumen, the 
(clear) solution will stream through the vein away from the tip.   

   7.    Minimize movement of the needle and continue to depress 
plunger (usually with the cell concentration of 0.5 × 10 6  cells/
mL, 2–10 s is required) until desired volume is injected as indi-
cated by the syringe markings. Injection of a single embryo 
may take 1–10 min depending on the quality of vessel cannula-
tion. If there is excessive clear fl uid buildup at the site of injec-
tion, pick another site of injection or use a  cotton swab   to clear 
the injection site.   

   8.    After removing needle from CAM, dab the injection site with a 
cotton swab to remove blood and cancer cells that have spilled 
onto the surface of the CAM. Cells left behind on the CAM sur-
face may be mistaken as sites of  extravasation   during imaging.   

   9.    Depending on the  user  , cancer cells may be injected using 
either white light or fl uorescence stereomicroscope. Use a fl u-
orescence dissection microscope to verify successful injection 
and to assess uniform distribution of cancer cells throughout 
the capillary plexus of the CAM. For effi cient cancer cell 
extravasation imaging and quantifi cation approximately 10–30 
cells must be present in each imaging fi eld (512 × 512 μm, 25× 
objective). If multiple cell lines are injected to access their 
extravasation effi ciency injections should be “stacked” to cor-
rect for delay injection time ( see   Note    4  ).   

   10.    Return embryo to incubator.   
   11.    Needles can be reused for multiple injections of the same cell 

line, but the sharpness will decrease with each injection. If injec-
tion becomes diffi cult, replace the needle.    

     Different cell lines may take different times to extravasate out of the 
vasculature. Additionally, cancer cell extravasation times may vary 
from one batch of chicken embryos to another. It is recommended 
to start monitoring embryos for cancer cell extravasation 2–4 h post-
injection. Inject lectin into a superfl uous embryo to determine if 
suffi cient proportion of cancer cells is extravasated (confocal micro-
scope must be used, see Subheading  3.5 ). If ~30–50 % of the cells 
per fi eld of image are out of the vasculature in the control condition 
proceed to the imaging of the rest of the embryos.

    1.    Smaller needle diameter (10–20 μm) can be used for lectin 
injection for convenience.   

   2.    Identify the vein to be injected. In our laboratory, we found 
that it is easier to use the same injection site for lectin as for the 
tumor cells.   

3.3  Intravenous 
Injection of Lectin into 
Chorioallantoic 
Membrane

Lian Willetts et al.
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   3.    Inject lectin using the same technique as for tumor cell injec-
tion ( see  Subheading  3.2 ,  steps 4 – 10 ). It is better to over-
inject embryo with  lectin   than under-inject for ease of cancer 
cell extravasation imaging and quantifi cation (brighter and 
sharper signal from vasculature will allow for easier scoring of 
extravasated cancer cells).   

   4.    After injection, place embryo into the incubator for recovery 
for 5 min. Inject only one embryo at a time immediately before 
the imaging.    

         1.    Set temperature-regulated microscope chamber to 37 °C ~6 h 
prior to imaging. This will stabilize temperature and help mini-
mize XYZ drift during imaging.   

   2.    To image cancer cell extravasation a 20× or 25× objective lens 
is recommended. Allow 10–30 min for imaging of a single 
embryo ( see   Note    4  ).   

   3.    Apply a thin layer of vacuum grease to underside of the imaging 
unit lid to create a secure seal with the  cover slip  . Gently position 
a cover slip into the lid and wipe away any excess vacuum grease.   

   4.    Position the embryo in the imaging unit such that the cover slip 
can be lowered down directly onto an open area of the 
CAM. Slowly lower the lid onto the  embryo   until the cover slip 
just makes contact with the CAM. Tighten the screws to secure 
the lid in place, and ensure that the lid is level and that the cover 
slip is not putting any downward pressure on the CAM.   

   5.    If longer (time-lapse) imaging is planned, fi ll the outer jacket 
of the embryo imaging unit with water heated to 37 °C and 
place the unit onto the microscope stage (Fig.  1c ). For short-
term quantitative imaging, no water is necessary. The embryo 
imaging unit can be fi xed to the microscope stage with tape to 
minimize XY drift.   

   6.    Acquire multiple (~5–10), random 3D (XYZ) fi elds (25×) from 
each embryo. Use fi eld-stitching option in the microscope 
acquisition software, if available. Images must be acquired with 
such settings (gains/ Z-stack   thickness, step) such that it is pos-
sible to judge intra- or extravascular  localization   for ~99 % cells 
within each fi eld. We routinely use 25× objective and 3 × 3 or 
5 × 5 fi eld stitching with 5–10 μm Z-step, 100 μm total thick-
ness. Image at least 300 cells per condition.      

        1.    Specialized software can be used to determine the intra- or 
extravascular location of cancer cells. We suggest software pack-
ages such as Nikon Elements,  Volocity   (Perkin Elmer), or 
 ImageJ   (NIH) to assist with this. Outlined below are general 
steps that will assist in quantitation of cancer cell extravasation.   

   2.    Open the 3D fi le as a Z-stack using the necessary software. If 
signifi cant XY movement occurred during the image acquisition 

3.4  Imaging of Cell 
Extravasation  In Vivo  

3.5  Quantifi cation 
of Cancer Cell 
Extravasation
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image may be aligned using ImageJ StackReg plug-in (  http://
bigwww.epfl .ch/thevenaz/stackreg    ) or similar Nikon Elements 
and Volocity document alignment protocols (Fig.  2a ).

       3.    Scroll through the XYZ image in the  Z  direction and designate 
each cancer cell as in or out of the vasculature. We consider a 
cell extravasated if more than 80 % of the cell body is located 
out of the  blood vessel  .   

   4.    Display your data as a percentage of the extravasated cells at a 
given time point per condition (i.e., particular cancer cell line 
mutant). Pull together data from several (at least fi ve animals, 300 
cells) animals per condition. As mentioned above it may be easier 
to use differentially labeled cancer cells (i.e.,  GFP      and RFP). This 
approach provides an internal experiment “control” and decreases 
number of animals required (Fig.  2b, c  and  see   Note    2  ).       

4             Notes 

     1.    Cancer cells tend to aggregate in PBS within 1–2 h post- 
trypsinization and therefore should be prepared immediately 
before injection. Vital cell cytoplasm or membrane-staining 
dyes (such as CellTracker or  CellMask  ) tend to diffuse out of 
the cell within the required incubation times precluding the 
effi cient imaging and should be avoided. Several human cancer 
cell lines such as  LNCaP   (prostate cancer) or Saos-2 (osteosar-
coma) exhibited decreased survival rates; therefore pilot exper-
iments to increase survival of the cell line used in the experiments 
may be required.   

   2.    Using differential cancer cell fl uorescent labels helps to reduce 
animal numbers and the time required for each experiment. 
For example, control cells can be labeled with RFP while 
mutant tumor cells can be alternatively labeled with GFP. In 
this case each experiment has a built-in control that corrects 
for  inter- embryo variability. However, careful attention must 
be paid to ensure equal cell injection and survival of the dif-
ferentially labeled cells, and that one cell line does not infl u-
ence the extravasation of the other.   

   3.    For confocal microscopy, we use a Nikon A1r MP confocal 
microscope. It is equipped with mercury arc lamp four diode- 
based  lasers   (405, 491, 561, 647 nm) and tunable (800–1300) 
Spectra Physics IR laser. For general embryo manipulation and 
cancer cell injection we use a Zeiss Lumar.V12 stereomicro-
scope. Less advanced microscope setups can be successfully used 
for the procedures described in this review. We encourage read-
ers to contact the authors for more detailed recommendations.   

   4.    Depending on the cancer cell type, cells start to extravasate 2–8 h 
post-injection. Cancer cell extravasation follows a bell- shaped 

Lian Willetts et al.
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curve and with the majority of the cells leaving the circulation 
within 2–4 h after the initial extravasation. To correct for this 
variation, we recommend offsetting embryo injection and imag-
ing for each condition. For example, if two conditions are being 
studied the chicken embryos should be injected (and imaged) in 

  Fig. 2    Tumor cell  extravasation analysis  . ( a ) Typical 25× optical lens 3D image fi eld used for cancer cell ( LNCap 
GFP     ,  green ) extravasation analysis. Eight-hour time point is shown. Avian embryo vascular plexus is shown in 
  white    (Alexa 647). Main panel shows an optical slice that is located approximately in the middle ( Z -axis) of the 
vascular plexus. Extravasated cells ( red arrows ) appear dim and below the vascular plexus.  Lower panels  
show two separate XZ optical slices used in the analysis of cancer cell extravasation. Note that the extrava-
sated cells appear below the vascular plexus. ( b ,  c ) Typical multi-color cancer cell extravasation  analysis      
(HT1080 RFP and GFP cells). At time = 0, all three cells are located within the vascular plexus (see  lower  XZ 
panels). At time = 45 min, the red cell on the right ( red arrow ) is out of the vasculature       
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the following order: condition 1 (embryo 1) … condition 2 
(embryo 1) … condition 1 (embryo 2) … condition 2 (embryo 
2) … and so on.   

   5.    Chicken embryo CAM vessels mature rapidly between 12 and 
14 days post-fertilization. Generally, cancer cell extravasation 
occurs sooner in younger (12–13 days) embryos (2–6 h) than 
in older (14 days) embryos (4–10 h). If signifi cant (5×) fold 
difference in extravasation effi ciency between cell lines used in 
the experiments is expected it may be more convenient to use 
younger embryos. Since older embryos possess more mature 
vasculature, 14-day-old embryos should be used to discrimi-
nate between cell lines with subtle differences in the extravasa-
tion  effi ciency  .         
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 Studies on the Tumor Vasculature and Coagulant 
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  Abstract 

   Angiogenesis represents one aspect in the complex process that leads to the generation of the vascular tumor 
stroma. The related functional constituents include responses of endothelial, mural, bone marrow- derived, 
and resident infl ammatory cells as well as activation of coagulation and fi brinolytic systems in blood. 
Multiple molecular and cellular effectors participate in these events, often in a tumor-specifi c manner and 
with changes enforced through the microenvironment, genetic evolution, and responses to anticancer ther-
apies. To capture various elements of these interactions several surrogate assays have been devised, which 
can be mechanistically useful and are amenable to quantifi cation, but are individually insuffi cient to describe 
the underlying complexity and are best used in a targeted and combinatorial manner. Below, we present a 
survey of angiogenesis assays and experimental approaches to analyze vascular events in cancer. We also 
provided specifi c examples of validated protocols, which are less described, but enable the straightforward 
analysis of vascular structures and coagulant properties of cancer cells in vivo and in vitro.  

  Key words     Angiogenesis  ,   Tumor microenvironment  ,   Coagulation  ,   Endothelial cells  ,   Endoglin  , 
  Pericytes  ,   Alpha smooth muscle actin  ,   Proliferation  ,   Tissue factor  

1      Introduction 

 The vascular microenvironment defi nes many essential features of 
the neoplastic process including metabolic exchange, cellular traf-
fi cking, hormonal communication,  angiocrine niche   effects,  metas-
tasis  , and paraneoplastic syndromes such as thrombosis and 
cachexia [ 1 – 3 ]. It is important to consider that vascular responses 
to tumor growth and dissemination are complex and form a con-
tinuum comprising hemostatic, infl ammatory, and vessel wall- 
related mechanisms. While the term “ angiogenesis  ” is often used 
to describe these events globally, the specifi c meaning is restricted 
to vessel formation from pre-existing  blood vessels  , which is but a 
fragment of the vascular milieu [ 3 ]. 

 The multistep nature of angiogenesis is now understood in con-
siderable molecular detail including the key regulators and   cellula  r 
events involved [ 3 ]. Thus, pre-existing quiescent capillary endothelial 
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cells (phalanx cells) receive stimulatory signals exemplifi ed by the 
 gradient of  vascular endothelial growth factor (VEGF)   surrounding 
hypoxic or transformed cells. To this stimulus, endothelial cells 
respond by activation of key signaling pathways involving  VEGF 
receptor 2 (VEGFR2)  , NOTCH/DLL4, ephrins, integrins, and 
other effectors resulting in the formation of structures known as 
angiogenic  sprouts  . These events begin with structural rearrange-
ments in the capillary vessel wall including enlargement of the vas-
cular diameter resulting in the formation of “mother vessels,” 
followed by dropout of  pericytes   surrounding the endothelial tube, 
focal proteolysis of the endothelial basement membrane, and direc-
tional invasion of endothelial cell cohorts (sprouts) in the direction 
of the stimulus [ 3 ,  4 ]. Each of these formations consists of a leading 
single endothelial tip cell (high expressor of VEGFR2 and DLL4), 
followed by migrating columns of stalk cells, some of which exhibit 
mitotic activity. The sprout extension eventually leads to anastho-
mosis with other sprouts/vessels to form a complete loop, a transi-
tion mediated by  myeloid cell   populations, and followed by the 
establishment of the new lumen, resumption of blood fl ow, and 
ultimately an increase in vascular density. Thus endothelial cell divi-
sion, survival, migration, and morphogenesis involved in different 
steps of these processes could serve as surrogates of angiogenic 
activity and frequently represent the basis of the respective assays 
(Tables  1 ,  2 , and  3 ) [ 5 – 7 ].

     However, several key elements of tumor neovascularisation are 
not captured by these measurements. For example, tumor cell 
access to  blood vessels      may occur through non-angiogenic pro-
cesses such as  vasculogenesis  , the recruitment of endothelial pro-
genitor cells to form elements of the endothelial or perivascular 
milieu. In addition, processes of vessel splitting, vascular cooption, 
vasculogenic mimicry, endothelial transdifferentiation of cancer 
cells, and vessel invasion may contribute to the vascular networks 
in cancer [ 8 ]. Components of the circulating blood such as  plate-
  lets, fi brin, and coagulation factors as well as their receptors such as 
 tissue factor (TF)   in perivascular and cancer cells also contribute in 
various ways to  blood vessel   formation, and functionality. For 
example, in human glioblastoma, the high expression of TF coin-
cides with exuberant neovascularisation, intraluminal thrombotic 
vaso-occlusion, and regions of  hypoxia   [ 9 – 11 ]. Thus, coagulant 
properties of cancer and stromal cells may profoundly alter the vas-
cular microenvironment. Moreover, larger vessels, external to the 
tumor mass, may adapt to and facilitate the demands of the intra- 
tumoral vascular networks through processes of  arteriogenesis   and 
arterio-venogenesis [ 4 ,  12 ,  13 ]. Therefore, measurement of angio-
genic responses is often insuffi cient to understand the salient fea-
tures of the vascular milieu associated with cancer. 
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     Table 1  
   In vitro      angiogenesis assays   

 Assay  Parameter measured  Principle  Endpoints  References 

 Endothelial 
proliferation 
assay 

 EC proliferation  Proliferation of  ECs   
in response to 
angiogenic factors 
or inhibitors 

 MTS  assay     , BrdU or 
  3 H-thymidine   uptake, 
and  PCNA   or Ki-67 
antigen detection 

 [ 5 ,  30 ] 

 Endothelial 
survival assay 

 EC survival in 
GF-depleted 
medium 

 The ability of 
exogenous factors 
to substitute for 
paracrine EC 
survival factors 

 MTS assay, 
 3 H-thymidine 
incorporation, 
apoptosis assays, and 
cell count 

 [ 7 ,  31 ] 

 Scratch/stencil 
(“wounding”) 
 assay   

 EC migration across 
denuded  area      

 EC motility as 
element of 
angiogenesis 

 Number of cells 
migrated across the 
“wound” 

 [ 5 ,  30 ] 
 [ 32 ,  33 ] 

  Boyden chamber 
assay   

 EC migration across a 
fi lter (with or 
without a matrix 
coating) 

 EC motility or 
invasion refl ects 
elements of 
angiogenesis 

 Number of cells 
migrated across the 
fi lter 

 [ 5 ,  30 ] 
 [ 34 – 36 ] 

  Tube formation 
assay   

 EC morphogenesis 
on a 2-D or in a 
3-D matrix 

 EC network and 
tube formation 
refl ect cell 
functionality 

 Tube length, number of 
tubes, and number of 
branch points 

 [ 5 ,  30 ] 
 [ 37 – 39 ] 

  Microfi ber 
co-culture 
angiogenesis 
assay   

 Capillary network 
formation onto 
matrix-implanted 
microfi bers 

 EC network and 
tube formation 
resemble 
angiogenesis 

 Immunostaining, vessel 
length, branch 
points, and volume 

 [ 40 ] 

 Microfl uidic 
co-culture 
system 

 Endothelial  cell   
responses to GF 
gradients 

 EC network and 
tube formation in 
multicellular 
context 

 Immunostaining, 
visualization of 
endothelial structures 

 [ 5 ,  41 ] 

  Angiogenic 
sprouting   from 
EC-coated 
beads 

 Capillary sprout 
formation in fi brin 
 gels      

 EC sprout and tube 
formation from 
cell layers exposed 
to a stimulus 

 Immunostaining or 
visualization of 
endothelial structures 

 [ 42 ] 

  Embryoid body 
(EB) assay      

 Vascular structures of 
matrix-embedded 
EBs containing 
ESCs 

  Vasculogenesis      and 
angiogenesis are 
recapitulated by 
endothelial 
progenitor cells 

 Whole-mount 
immunostaining for 
EC markers 

 [ 7 ] 

  Abbreviations:  BrdU  bromodeoxyuridine,  EB  embryoid body,  EC  endothelial cell,  ESCs  embryonic stem cells,  GF  
growth factor,  MTS  3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-tetrazolium, 
 PCNA  proliferating cell nuclear antigen  
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     Table 2  
   In vivo      angiogenesis assays   

 Assay  Parameter measured  Principle  Endpoints  References 

  Rat mesentery 
window assay   

 New blood vessels in 
the mesentery 

 Angiogenic tissue 
implanted into the 
mesentery triggers 
angiogenic growth 

 Vessel count, 
density, and 
perfusion 

 [ 43 ] 

  Chick 
chorioallantoic 
membrane 
(CAM) assay   

 New blood vessels in 
 CAM      

 Implantation of 
angiogenic material 
(e.g., tumor cells) into 
CAM triggers chick 
blood vessel formation 

 Vessel counts, 
analysis of 
structures, and 
perfusion 

 [ 5 ,  30 ] 
 [ 44 – 46 ] 

  Zebrafi sh model 
of angiogenesis   

 Formation of cardinal 
and connecting 
vessels 

  Blood vessels   are 
visualized in 
transparent fi sh and 
through the use of 
fl uorescent tags 

 Vessel counts, 
structures, and 
perfusion 

 [ 5 ,  30 ] 
 [ 47 ,  48 ] 

  Corneal 
micropocket 
angiogenesis 
assay   

 Corneal 
neovascularization 
and sprouting 

 Cornea is avascular and 
vessel ingrowth is 
induced by implanting 
pellets containing 
angiogenic factors 

 Vessel counts, 
length, diameter, 
density 

 [ 5 ,  49 – 51 ] 

  Matrigel plug 
angiogenesis 
assay   (matrix 
invasion assay) 

 Recruitment of 
endothelial cells 
and formation of 
new blood vessels 

 Matrigel plugs contain 
angiogenic growth 
factors and 
extracellular matrix 
that support ingrowth 
of blood vessels upon 
 subcutaneous   
implantation into mice 

 Fixed or frozen 
sections are 
stained for EC 
markers; and 
plugs can be lysed 
for hemoglobin 
content or 
vascular tracers in 
the vascular bed, 
as a measure of 
the vascular 
volume 

 [ 5 ,  26 ,  52 , 
 53 ] 

  Angiogenesis 
chamber assays   

 New vessel formation 
between implanted 
nylon  fi lters         

 Test substance is 
sandwiched between 
nylon mesh layers and 
vessels are quantifi ed 

 Vessel counts, 
diameter, density, 
and perfusion 

 [ 5 ,  6 , 
 54 – 62 ] 

  Tumor- associated 
angiogenesis 
assays   

 Changes in density 
and cellular 
constituents of 
vascular structures 
in a growing tumor 
mass in 
experimental 
animals 

 In situ analysis of the 
complete 
neovascularization 
process is assessed 
using vascular markers 
(e.g., ECs,  pericytes  , 
basement membrane) 

 Tumor tissues are 
immunostained 
for EC (and 
other) markers; 
vascular density, 
architecture 
maturation, and 
perfusion 

 [ 5 ,  30 ] 
 [ 13 ,  63 , 

 64 ] 

(continued)
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Table 2
(continued)

 Assay  Parameter measured  Principle  Endpoints  References 

 Tumor- associated 
EC growth and 
sprouting assay 

 Measurement of EC 
mitogenic activity 
in the tumor mass 

 The assay distinguishes 
between dividing 
(active) and 
nondividing  ECs   

 Co-staining for 
markers of 
proliferation 
(PCNA) and ECs 
( CD31  , CD105) 

 [ 15 ] 

  Endothelial 
spheroid assay   

 Sprouting and 
network formation 
of EC spheroids 
grafted into mice 

 Human EC spheroids 
are implanted into 
mice and form 
vascular structures 

 Whole-mount 
immunostaining; 
or fi xed, 
sectioned, and 
stained for EC 
and  mural cel  l 
markers 

 [ 65 ] 

  Hollow fi ber 
assay   

 Vascular network 
formation to 
hollow  fi bers      

 Hollow fi bers containing 
cancer cells are used as 
standardized space to 
attract and quantify 
the ingrowth of new 
 blood vessels   

 Microscopic 
imaging of 
tumor-associated 
blood vessels; 
testing viability of 
cancer cells 

 [ 66 ] 

  Abbreviations:  CAM  chorioallantoic membrane assay,  EC  endothelial cell,  PCNA  proliferating cell nuclear antigen  

     Table 3  
  Ex vivo  angiogenesis   assays   

 Assay  Parameter measured  Principle  Endpoints  References 

 Aortic ring 
assay 

 Vessel outgrowth from 
aortic explants 

 Outgrowth of new 
sprouts from  ECs   
present in the aortic 
lumen and wall 

 Microscopic analysis 
of new sprouts, 
number of branch 
points, enhanced by 
whole-mount 
immunostaining 

 [ 5 ,  15 , 
 67 – 71 ] 

  Explant 
angiogenesis 
assays   

 Vessel outgrowth from 
explants of carotid 
artery, saphenous 
vein, vena cava, 
thoracic aorta, fetal or 
adult metatarsals, 
placental  blood vessels   

 Assays measure vessel 
outgrowth from the 
pre-existing ECs in 
the vasculature of 
explanted tissues 

 Vessel counts, number 
of branch points, 
and whole-mount 
immunostaining 

 [ 5 ,  72 – 79 ] 

  Retina 
angiogenesis 
assay   

 Vessel growth in retinal 
explants 

 Vessel growth in 
mouse retina is 
visualized 
microscopically 

 Sprout formation, 
vascular structures 
and architecture, 
vessel density 

 [ 80 ,  81 ] 

Angiogenesis and Vascular Events in Cancer
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 While providing detailed experimental protocols for diverse pro-
cesses involved in tumor neovascularization exceeds the scope of this 
chapter, we include the synopsis of the relevant literature and meth-
ods in Tables  1 ,  2 ,  3 , and  4 , for reference. In this regard, several 
assays have been generated for  in vitro   (Table  1 ), in vivo (Table  2 ), 
and  ex vivo   (Table  3 ) studies of  angiogenesis   and of related vascular 
processes (Table  4 ), in response to test substances and conditions 
(e.g., anti-angiogenic and pro-angiogenic factors, or tumor cells). 
The simplicity of these assays must, however, be balanced with their 
combinatorial use and careful interpretation, as they capture only 
small fragments of the underlying biology, and they often do not 
refl ect the distinctive and heterogeneous properties of angiogenic 
circuits and regulators in different molecular tumor subtypes [ 14 ]. 
The protocols included in this chapter describe immuno-localization 
of endothelial cells (Subheading 3.1),  mural cells  / pericytes   
(Subheading 3.1), and coagulant/tissue factor-expressing cells in 
tissue sections in situ, as well as quantitative characterization of tis-
sue factor activity of cultured cells.

   Immuno-localization of endothelial  cells   in paraffi n sections of 
tumor tissue can be accomplished using several lineage markers, 
such as  CD31  , CD34, vWF, lectin binding, and tumor endothelial 

    Table 4  
  Assays measuring non-angiogenic vascular activities in cancer   

 Assay 
 Parameter 
measured  Principle  Endpoints  References 

 Tumor 
arteriogenesis 
and arterio- 
venogenesis 
assays 

 Formation of 
extra- tumoral 
“feeding” 
vessel in mice 

 Macroscopic  blood vessels   
outside of the tumor 
mass undergo 
enlargement to meet the 
demands of the tumor 
microcirculation 

 Diameter of the 
feeding vessel, blood 
fl ow measured by 
ultrasound, and 
infl ux of BM cells in 
the vessel wall 

 [ 4 ,  13 ] 

 Assays for 
circulating 
ECs and  EPCs   

 Potential for 
 vasculogenesis   

  CECs      and CEPs and their 
viability refl ect the 
systemic regulation of 
tumor neovascularization 
and antiangiogenic 
therapies 

  FACS   detection of 
EPCs and CECs in 
blood (VEGFR2 + /
CD45 −  cells) 

 [ 82 – 85 ] 

 Tissue factor- 
dependent 
coagulation 
(TF PCA) 

 Cellular clotting 
potential 

 Tumor cell coagulant 
activity mediated by TF 
contributes to 
thrombosis and 
 angiogenesis   in cancer 

 Generation of 
activated clotting 
 factor X (FXa)   

 [ 22 ,  24 ] 

  Abbreviations:  BM  bone marrow,  CEC  circulating endothelial cell,  CEP  circulating endothelial progenitor,  EC  endo-
thelial cell,  EPC  endothelial progenitor cell,  FACS  fl uorescence-activated cell sorting,  TF PCA  tissue factor pro- 
coagulant activity  
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markers (TEMs) [ 15 ,  16 ]. Here, we describe the use of anti- CD105 
( endoglin  ) staining of mouse tumor tissue sections, as a robust and 
effective strategy to highlight tumor  blood vessels   [ 17 ]. In this pro-
tocol, CD105 is combined with staining for Ki-67 to highlight pro-
liferating endothelial cells specifi cally [ 13 ,  15 ,  18 ]. 

 The dynamics of the tumor neovascularization process and 
responses to antiangiogenic therapies can be inferred from staining 
for markers of endothelial cells (above), basement membrane, and 
mural cells such as pericytes and smooth muscle cells [ 19 ,  20 ]. In 
particular, the tight pericyte coverage of endothelial tubes along 
with structural changes in the vascular pattern often signifi es vessel 
maturation or  normalization      [ 3 ]. Here, we describe the combined 
use of anti-CD105 (endoglin) staining of endothelial cells and 
anti-alpha smooth muscle actin (aSMA) staining in mouse tumor 
tissue sections to reveal the changes in vessel maturation [ 17 ]. 

  Tissue factor (TF)   is a transmembrane receptor for the coagu-
lation factor VII/VIIa, which is expressed on perivascular cells and 
is often upregulated by cancer cells, activated endothelium, infl am-
matory cells, or  stroma   [ 21 ]. TF renders cancer cells pro-coagulant 
and mediates their angiogenic and metastatic responses through 
fi brin deposition, or intracellular signaling transduced by protease- 
activated receptors and integrins [ 22 ,  23 ]. The expression of TF by 
cancer cells is often refl ective of the degree and pathway of malig-
nant transformation as documented in glioblastoma, medulloblas-
toma, and other malignancies [ 10 ,  14 ,  24 ]. Here, we describe an 
effective protocol to stain tumor sections for TF antigen. 

 The expression of TF by cancer cells is often indicative of their 
malignant transformation [ 22 ] and their ability to respond to stim-
ulation upon exposure to TF ligands such as coagulation factor 
VII/VIIa. These interactions play a role in the regulation of gene 
expression [ 25 ], as well as pro-angiogenic, pro-infl ammatory, inva-
sive, and growth responses of cancer cells upon exposure to effec-
tors of the  coagulation system   [ 14 ,  26 ]. Detection of  tissue factor 
pro-coagulant activity (TF-PCA)   represents a sensitive method to 
measure the level of biologically active TF on the surface of cancer 
cells. In this assay, TF is allowed to bind to activated VIIa and con-
vert inactive coagulation  factor X   to an active form (Xa), which can 
be measured by conversion of the S-2765  chromogenic substrate  . 
Here, we describe a simple and effective protocol to measure TF 
PCA using cultured cancer cells.  

2    Materials 

 Reagents may be obtained from a number of suppliers with the 
exception of specifi c validated antibodies or products, as indicated. 
The compatibility with  formalin  -fi xed tissues may differ between 
different antibodies which may result in high background and low 
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specifi city. High-quality  deionized water   should be used to prepare 
all the indicated buffers and solutions. The procedures require 
access to general wet lab space, basic histology equipment (tissue 
processing and embedding stations, slides) cell culture and micros-
copy facilities.

    1.     Slide dewaxing reagents : 100 %  Xylene   and 99 % ethanol should 
be diluted as described for the intended use in immunostaining 
protocols.   

   2.     Buffers : Dulbecco’s phosphate-buffered saline (DPBS, used as 
supplied) and Tris-buffered saline ( TBS  , pH 7.6) should con-
tain the fi nal concentrations of 20 mM Tris and 150 mM  NaCl     . 
For Tris-buffered saline (TBS, pH 7.4), prepare the solution 
containing 50 mM Tris, 120 mM NaCl, 2.7 mM KCl, and 
3 mg/mL BSA.   

   3.     Tissue permeabilization ,  antigen unmasking ,  and blocking 
reagents : For permeabilization 0.3 %  Triton X-100   is prepared 
in DPBS. Vector Antigen Unmasking Solution (Vector Labs 
Burlington, ON) containing 1 %  citrate   is prepared by mixing 
2.5 mL of the supplied stock  with      247.5 mL of distilled water. 
Hydrogen peroxide (H 2 O 2 ) should be diluted to 1.5 % fi nal 
concentration in TBS. Bovine  serum      albumin (BSA) for tissue 
blocking is prepared at 1 % concentration by dissolving 0.1 g of 
BSA powder in a total fi nal volume of 10 mL DPBS. Blocking 
rabbit serum is prepared at 10 % concentration in DPBS. For 
blocking tissue normal donkey serum (NDS) is used at the 
fi nal concentration of 5 %, prepared by diluting 200 μL of NDS 
stock in 4 mL of DPBS.   

   4.     Primary    antibodies   : Immunostaining procedures described 
herein are sensitive to the antibodies used and we have used the 
following products: Anti-mouse  Endoglin  /CD-105 Affi nity 
Purifi ed Goat IgG (AF1320; R&D Systems, Minneapolis, MN, 
USA; used at 1:100 dilution); Anti-Ki-67 rabbit polyclonal 
antibody (RM-9106, ThermoFisher, Ottawa, ON, Canada; 
used at 1:200 dilution); Rabbit Anti- Alpha   Smooth Muscle 
Actin Antibody (ab5694; ABCAM, Toronto, ON, Canada; 
used at 1:100 dilution); Sheep Anti-human TF Antibody 
(SATF-IG; Affi nity Biologicals, Ancaster, ON, Canada; used at 
1:100 to 1:10,000 dilution).   

   5.     Secondary    antibodie          s : Chicken Anti-goat, Alexa Flour 488, 
IgG, H + L (A21467; Life Technologies Inc., Burlington, ON, 
Canada; dilution 1:200) and Donkey Anti-rabbit Alexa Fluor 
594 IgG, H + L (A21207; Life Technologies, Eugene, OR, 
USA; dilution 1:200).   

   6.     Immunohistochemistry reagents ,  and slide-mounting media : 
Vectastain Elite kit (PK-4006) and ImPACT DAB (SK-4105), 
VectaMount  Mounting Medium   (H-5000) from Vector Labs, 
Burlington, ON, Canada.   
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   7.     TF-PCA reagents and supplies : The assay requires cell culture 
supplies (cell culture media, cell culture-grade trypsin/ethylene-
diaminetetraacetic acid ( EDTA  ) solution, plasticware including 
24-well culture plates, pipettes, biosafety cabinet), and a timer. 
The key assay reagents include Factor VIIa ( FVIIa  ; ADG407act), 
 Factor X   (FX; 527), both from Sekisui Diagnostics (Lexington, 
MA, USA), 2 mM solution of  Chromogenic Substrate   (S-2765; 
Chromogenix, Mississauga, ON, Canada), and  Rabbit Brain 
Thromboplastin (RBT)   TF activity standard (Sigma, Oakville, 
ON, Canada; 2 mM/mL solution). In addition, the procedure 
requires preparation of the anhydrous  CaCl 2    (100 mM),  acetic 
acid   (50 %), and protein lysis buffer solutions (0.7 mL basic lysis 
buffer: 2 mL 10 %  Triton-X-100  ; 400 μL 0.5 M EDTA, pH 8.0; 
200 μL 1 M Tris–HCl, pH 7.0; 0.175 g NaCl; 6 mL  glycerol  ; 
11.4 mL H 2 O, supplemented with 170 μL of 7× Mini  protease 
inhibitor  , 10 μL of 100 mM phenylmethanesulfonyl fl uoride 
( PMSF              ), 100 μL of 0.2 M sodium orthovanadate, and 50 μL 
1 M sodium fl uoride) as well as protein quantifi cation reagents.    

3      Methods 

   Multicolor immunofl uorescent staining protocols can be challeng-
ing; yet they are increasingly used to reveal complex features of 
cells in their natural milieu. One practical approach to this question 
is to employ a three-color procedure, including staining for two 
different antigens (red and green  fl uorescence  , respectively) and a 
nuclear counterstain (DAPI- blue  ). Examples of such protocols 
compiled in this section are relatively straightforward and amena-
ble to modifi cations and to imaging by standard fl uorescent 
microscopy ( see   Note    1  ). For practical reasons, a double immunos-
taining is optimized for a 3-day cycle:

    1.    ( Day 1 )  Dewaxing and rehydration of tissues : Processing tissue 
samples, embedding, and sectioning are described in other 
sources easily accessible in the literature [ 27 ]. Once the sec-
tions are cut and mounted on slides the staining begins with 
the following steps: Place the 5 μm thick paraffi n-embedded 
tissue sections in 100 % xylene (histological  xylene  ) in the fume 
hood for 10 min at room temperature followed by two xylene 
washes for 5 min each. Remove slides and place in three con-
secutive washes of 99 % ethanol for 5 min each. Sequentially 
wash the slides in dilutions of  ethanol of 95 %           , 80 %, 70 %, and 
50 % and then running tap water to remove any trace of etha-
nol. For anti-TF staining, the slides are deparaffi nized and 
rehydrated according to a protocol provided by Abcam with 
slight modifi cation, including the following sequential washes: 
xylene (3 × 7 min), xylene 1:1 with 100 % ethanol (3 min), 

3.1  Fluorescent 
Multicolor Tissue 
Immunostaining (IF)
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100 %    ethanol (2 × 3 min), 95 % ethanol (3 min), 70 % ethanol 
(3 min), and 50 % ethanol (3 min). Rinse under cold tap water.   

   2.    ( Day 1 )  Microwave    antigen retrieval   : Place roughly 200 mL of 
the 1 % vector antigen unmasking solution in a  glass Coplin jar   
(250 mL) and heat the solution in a microwave to 95 °C using 
a thermometer or temperature probe. At 95 °C, place the rack 
of slides into the antigen retrieval solution. Replace the Coplin 
jar into the microwave and ensure that the temperature is 
maintained at 95 °C to 100 °C by periodic heating of the 
microwave for 15 min. At the end of the 15 min, and using a 
glove to protect against the hot glass surface, remove the 
Coplin jar and place on the bench at RT for another 20 min. 
After 20 min, transfer the slide rack to a clean Coplin jar con-
taining DPBS. Perform three DPBS washes of 5 min each of 
the slides. For anti-TF staining,  antigen retrieval   is carried out 
using antigen unmasking solution for 20 min at 98 °C.   

   3.    ( Day 1 )  Permeabilization : Prepare a solution of 3 % Triton-X in 
DPBS. Place slides in Triton-X solution for 10 min at RT. At 
the completion of the permeabilization step, rinse slides in 
three washes of DPBS for 5 min each. For anti-TF staining, the 
slides are allowed to cool for 30 min after antigen retrieval and 
are subsequently washed with running tap water (10 min), 
 TBS   (2 × 5 min), and TBS containing 0.025 %  Triton X-100   
(2 × 5 min).   

   4.    ( Day 1 )  Blocking unspecifi c signal : Prepare a solution of 1 % 
bovine serum  albumin     . Mix thoroughly and then fi lter using a 
0.22 μm syringe fi lter. Remove each slide from DPBS, wipe 
away excess solution, and place 1 % BSA on the entire tissue. 
Place the slide with 1 % BSA in a humidifi ed chamber and incu-
bate for 30 min. For anti-TF staining the slides are blocked for 
2 h with 10 % rabbit  serum   in TBS containing 1 % BSA.   

   5.    ( Day 1 )   Primary antibody     binding—fi rst staining : While incu-
bating in BSA, make the working solution of the primary anti-
body ( see   Note    5  ). For  Endoglin   staining a 1:100 dilution of 
goat anti-mouse Endoglin/CD105 (AF1320, mouse Endoglin 
Affi nity Purifi ed Goat IgG, R&D Systems, Minneapolis, MN, 
USA) in DPBS gives strong and specifi c signal. Maintain the 
antibody working solution on wet ice (4 °C) until ready for 
use. When the blocking step is complete, remove a slide from 
the humidifi ed chamber, remove excess  blocking buffer  , and 
wipe the edge of the tissue with blotting paper. Without letting 
the tissue dry, add enough primary antibody to cover the tissue 
completely, and place it in the humidifi ed chamber overnight 
at 4 °C. Complete the same procedure with the other slides. 
For anti-TF staining, the slides are incubated at 4 °C overnight 
in a humidifi ed chamber with the TF primary antibody (sheep 
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anti-human TF, SATF-IG, Affi nity Biologicals) at 1:10,000 
dilution in  TBS   containing 1 % BSA. While anti-TF staining 
can be combined with other multicolor protocols, it can also 
be reduced to a faster immunochistochemical cycle aiming at 
visualization of TF expression in tumor tissue. In such a case, 
the slides exposed to the  primary antibody   are processed 
through the following steps: the slides are washed (TBS con-
taining 0.025 %  Triton X-100  : 2 × 5 min) and then blocked for 
endogenous peroxidase activity for 1 h at 4 °C in a H 2 O 2  solu-
tion; the Vectastain Elite kit for sheep IgG antibody detection 
is used according to the manufacturer’s instructions for incu-
bation with the biotinylated  secondary antibody   and ABC 
reagent; and ImPACT DAB (3,3′-diaminobenzidine) peroxi-
dase substrate was used to detect  biotinylation   prior to coun-
terstaining with  hematoxylin   or  methyl green  .   

   6.    ( Day 2 )  Secondary antibody—fi rst staining : Continue with the 
double-staining protocol, remove the slides from the humidi-
fi ed chamber, and wash off the primary antibody by placing 
slides in a Coplin jar of DPBS for 5 min. Repeat the washes 
three times for 5 min each. Make up a solution of 1:200 dilu-
tion of the respective secondary antibodies. This includes the 
chicken anti-goat Alexa  488   antibody (for anti-CD105 stain-
ing). Remove the excess of DPBS by wiping the edge of the 
tissue and then apply enough of secondary antibody to com-
pletely cover the surface of the tissue section. Incubate in the 
humidifi ed chamber for 45 min. Immediately thereafter, tip 
the slides to remove the secondary antibody and wash in DPBS 
in a Coplin jar for a total of fi ve times in DPBS for 5 min each 
(also  see   Note    6  ). While the slides are still wet, verify the qual-
ity of staining under the fl uorescent microscope (CD105- 
positive endothelial  cells   located around  blood vessel      lumens 
should exhibit bright and specifi c green fl uorescence).   

   7.    ( Day 2 )  Blocking tissues for the second staining : Second stain is 
intended to reveal the functional states of endothelial cells such 
as proliferation ( Ki67  ) or association with  pericytes  /smooth 
muscle cells (αSMA), the latter a feature of mature blood vessels. 
For anti-Ki-67 and anti-αSMA antibodies, the  blocking buffer      
consists of 5 % normal donkey serum (NDS). Make the solution 
of 5 % NDS (by diluting 200 μL of NDS in 4 mL of DPBS). 
Wipe excess solution from the edge with a tissue and place 
enough 5 % NDS to cover the tissue completely ( see  also  Notes  
  2  –  4  ). Place the slide in a humidifi ed chamber for 30 min.   

   8.    ( Day 2 )   Primary antibody binding   — second staining : Make up 
the working dilutions of the respective primary antibodies for 
the second staining. For the Ki-67 immunostaining, the pri-
mary antibody should be diluted at 1:200 in 0.3 %  Triton 
X-100   in DPBS. For the αSMA staining make a 1:100 dilution 
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using the blocking buffer as diluent. Before applying the anti-
body solutions, remove the blocking buffer by blotting the 
excess of liquid and add enough primary antibody to com-
pletely cover the tissue section (never wash the slides after the 
blocking step as the blocking buffer must remain on the tissue 
to prevent unspecifi c binding of the antibody). Place the slides 
in a humidifi ed chamber and place in the refrigerator at 4 °C 
overnight.   

   9.    ( Day 3 )  Secondary    antibody    —second staining : Prepare the solu-
tions of the appropriate secondary antibodies. For staining with 
anti-Ki-67 and anti-αSMA primary rabbit antibodies, prepare 
the anti-rabbit secondary antibody (Alexa Fluor donkey anti-
rabbit 594 IgG (H + L)) at a dilution of 1:200 in 0.3 % Triton 
X-100 in DPBS. Leave the solution on ice. Remove the slides 
from the refrigerator and place in 0.3 % Triton X-100/ DPBS   
for fi ve washes of 3 min each at room temperature (RT). Add 
the prepared secondary antibody solution to completely cover 
the tissue and place the slides in a humidifi ed chamber at 
RT. Incubate with the secondary antibody for 45 min. When 
the incubation is complete, remove the slides and place them in 
0.3 %  Triton X-100  /DPBS for fi ve washes of 3 min each. Using 
the fl uorescent microscope (while the tissues are still wet), 
quickly examine whether proper staining has been achieved; for 
example Ki-67 will appear as bright red nuclear staining in 
dividing cells, and other patterns of staining such as diffuse or 
nonnuclear stain may signify lack of specifi city.   

   10.    ( Day 3 )  Mounting slides for storage for analysis : Mount slides by 
placing the  cover slip      over the tissue using Vectashield Hard 
Set Mounting Media with DAPI. This will highlight nuclei 
with blue  fl uorescence   while protecting the tissue. Maintain 
slides in the dark and in a cold space (refrigerator, cold room) 
until used for analysis.   

   11.     Slide viewing, interpretation, and image analysis : Stained tis-
sues may be examined visually and micro photographed at dif-
ferent times after completion of the procedure. Image 
acquisition can be performed using appropriate fl uorescent or 
confocal microscope while ensuring that any unnecessary and 
protracted exposure to microscope or  laser   light is avoided, as 
this may lead to photo-bleaching of the signal. Fluorescent 
double staining is particularly useful in seeking information as 
to vascular geometry (e.g., density) and functional state of cells 
within and around  blood vessels  . For example, the vascular 
caliber and density could be combined with the analysis of 
numbers, percentages, and distribution of proliferating endo-
thelial cells (CD105 + /Ki67 + )    versus their quiescent counter-
parts (CD105 + /Ki67 − ). These features may exhibit regional 
differences within tumor tissue as shown in Fig.  1 . In this 

Esterina D’Asti et al.



51

image, proliferating endothelial cells can be found mostly in 
vascular sprouts, or in tumor regions undergoing vascular 
remodeling, such as segments within the wall of larger feeding 
vessels. Of note is the fact that dividing cancer cells surround-
ing blood vessels exhibit CD105 − /Ki67 +  staining pattern. In 
Fig.  2 , double staining for CD105 and αSMA reveals blood 
vessels containing  pericyte   coverage (mature blood vessel). 
Layers of pericytes or  mural cells   (smooth muscle cells in larger 
vessels) are visualized as structures with the CD105 − /aSMA +  
staining pattern located in the outer aspect of the vessel wall. 
Immunostaining also offers the opportunity to perform some 
quantifi cation of the features of interest. Using the protocol 
outlined above, dividing endothelial cells or mature blood ves-
sels may be enumerated under high magnifi cation (400×) and 
expressed as numbers per high-power fi eld or per number of 
blood vessels. Such assessment is often performed to compare 
vascular features under different treatment conditions, in 

  Fig 1    Immunofl uorescent staining of tumors for proliferating endothelium. Since normal endothelial  cells   
remain largely quiescent, proliferation of these cells is a hallmark of vascular growth ( angiogenesis   and  arte-
riogenesis  ). Human clear cell renal cell carcinoma (ccRCC) cells,  786-O  , were injected subcutaneously into 
immune-defi cient  SCID   mice and the resulting tumors were collected, fi xed, sectioned, and co-stained for the 
endothelial cell marker (CD105,  green ) and proliferation marker (Ki-67,  red ). Nuclei of proliferating endothelial 
cells within a larger vessels (arteriogenesis) and capillary sprout (angiogenesis) are clearly positive for Ki-67, 
which also stains CD105-negative tumor cells. Image adapted with permission from [ 13 ]       
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distinct tumor types, or between micro-regions within the 
same tumor (e.g., center and periphery, or in hypoxic regions). 
Another aspect of the vascular milieu is revealed by immuno-
histochemical staining for TF expression. In the protocol, 
described TF-positive cells are distinguished by brown color-
ation, often in regions of  hypoxia  ,  infl ammation  , or malignant 
growth. This signal can be quantifi ed as percent area stained 
for TF multiplied by average staining intensity, as evaluated by 
independent blinded observers. The percent area is measured 
using the  ImageJ   software, and the staining intensity is assessed 
on an arbitrary scale of 1–4. However, the specifi c nature of 
tissue analysis depends on the underlying research question as 
described earlier [ 13 ,  15 ,  18 ,  28 ].

           Measurement of TF procoagulant activity of cancer cells is useful 
and complementary to the aforementioned staining of tissues and 
cells for the TF antigen. The presence of TF staining does not 
always correspond to the cellular ability to activate the coagulation 
cascade as intracellular, encrypted TF, or alternatively spliced TF 
are inactive in this respect. The simple and effective quantitative 
TF-PCA can be performed on cultured cancer cells:

3.2   Tissue Factor 
Procoagulant Activity 
Assay (TF-PCA)  

  Fig. 2    Immunofl uorescent staining of tumors for endothelial and  mural cells  . Murine 
embryonic stem cells (R1) were injected into immune-defi cient  SCID      mice to form 
aggressive teratoma. The tumor tissue was collected, fi xed, and stained for mark-
ers of endothelial cells (CD105,  green ) and mural cells, such as  pericytes   and 
smooth muscle cells (αSMA,  red ). The image depicts the close association of mural 
and endothelial cells in a small arteriole. Image adapted from [ 29 ]       
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    1.     Establishing adherent cultures of cancer cells.  Plate each cell line 
or condition in quadruplicates in a 24-well plate, and grow 
cells to 70–80 % confl uence. The cells should be seeded at den-
sities that would not require prolonged culture to achieve 
these conditions (ideally cells should be grown for 1–3 days) or 
lead to uneven distribution of cells in wells, altered viability, or 
other unspecifi c differentials ( see   Note    7  ).   

   2.     Preparation of the TF standard curve and stock solutions.  Once 
cell cultures are at optimal density, the 1-day TF-PCA begins 
with preparation of the TF standard curve. To accomplish this, 
serial dilutions of the Rabbit Brain Thromboplastin ( RBT  ; 
Sigma 44213) standard, a source of TF/thromboplastin activity, 
are prepared in TBS, pH 7.4, according to Table  5 , and 200 μL 
aliquots of each dilution are added into empty wells of a 24-well 
plate. Prepare the stock solutions of all reagents in quantities 
suffi cient for all wells containing cells or standard. From these 
ingredients, prepare the reagent mix containing 281 μL  TBS  , 
pH 7.4, 2 μL 5 nM FVIIa, and 2 μL 150 nM FXa per well.

       3.     Setting up the TF-PCA reaction:  Wash the cells three times with 
pre-warmed TBS, pH 7.4. Add 285 μL of reagent mix solution 
to each well. At 10-s intervals, add 15 μL of 100 mM  CaCl 2    to 
each well and incubate the cells with solutions for 30 min at 
37 °C (this is important as TF activity reaction is time sensitive).   

   4.     Developing color reaction.  While the cells are incubating, add 
20 μL of  chromogenic substrate   to wells of 96-well plate. At 
10-s intervals in the order as in the previous step, add 200 μL of 
solution from each well of the 24-well plate to the 20 μL sub-
strate in the 96-well plate. This will mix the activated  factor X 
(FXa)   from wells containing cancer cells (or standard) with the 
chromogenic substrate, the cleavage of which results in a color 
reaction. This reaction is indicative of the FXa activity, which is 
quantitatively generated by the TF/VIIa complex on the surface 
of cancer cells. Incubate for 3–5 min at 37 °C. At 10-s intervals, 
add 20 μL of 50 %  acetic acid   to stop the reaction.   

   Table 5  
  Dilution table   

 Component 

 Dilution 

 1  0.5  0.25  0.125 

 RBT standard (μL)        3  450  450  450 

 TBS, pH 7.4 (μL)  897  450  450  450 

 Total volume (μL)  900  900  900  900 
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   5.     Reading the TF-PCA reaction.  Place the 96-well plate containing 
samples and  RBT      standards in a plate reader and record the 
 absorbance   at 405 nm.   

   6.     Normalization.  Wash the 24-well plate twice with  PBS     , and lyse 
the cells for protein quantifi cation. Interpolate the units of TF 
activity from the RBT standard curve, and normalize to total 
protein (μg). Additional modifi cation, use of TF-neutralizing 
antibodies, and related methods to assess the interplay between 
the  coagulation system   and the tumor vasculature are reviewed 
elsewhere [ 1 – 3 ].       

4          Notes 

     1.    It is essential to use positive and negative controls with every 
immunostaining (usually tissue samples known to exhibit the 
expression of the respective markers). It is also essential to pay 
attention to subcellular localization of the staining, e.g., mem-
brane/cytoplasmic for CD105 or nuclear for  Ki67  .   

   2.    Do not place the slides in direct contact with running water 
but rather allow water to fl ush over the slides.   

   3.    When applying the  primary antibody   completely cover the sur-
face of tissue sections and never wash the slides after the block-
ing step, as the blocking buffer must remain on the tissue to 
prevent unspecifi c binding.   

   4.    When removing the  blocking buffer  , wipe the edge of the tis-
sue with blotting paper and never let tissue dry.   

   5.    For double staining, carefully select the  antibodies  . For exam-
ple, the secondary antibody of the second stain must be devoid 
of any cross-reactivity against all the primary and secondary 
antibodies used in the fi rst stain. It must also be matched to 
the species and class of the primary immunoglobulin in the 
second stain, and carry a  fl uorophore   that has non-overlapping 
emission spectra with the fi rst staining cycle. It is also practical 
to avoid antibodies reactive with host tissue immunoglobulins 
(e.g., anti-mouse antibodies to stain mouse tumors), as block-
ing off these signals often complicates the protocol.   

   6.    After incubation with the secondary antibody and washing, 
and while slides are still wet, check one slide to verify, under 
 fl uorescence  , if the staining was successful (vessels will appear 
bright green).   

   7.    For TF-PCA, having a proper cell culture and control cells and 
especially timing the reaction using 10-s intervals, as indicated, 
are essential as FXa generation and substrate cleavage are 
dynamic processes.         
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    Chapter 5   

 A Microfl uidic Method to Mimic Luminal Structures 
in the Tumor Microenvironment                     

     José     A.     Jiménez-Torres    ,     David     J.     Beebe    , and     Kyung     E.     Sung      

  Abstract 

   Microscale 3D  in vitro  systems have attracted signifi cant interest as tools for cancer research because the 
microscale systems offer better organization of the cellular microenvironment and enhance throughput of 
the systems by lowering costs and reducing the amount of reagents and cells. Lumens (i.e., tubular struc-
tures) are ubiquitous  in vivo  being present in blood vessels, mammary ducts, prostate ducts, and the lym-
phatic system. Lumen structures of varying size and geometry are involved in key normal and disease 
processes including morphogenesis, angiogenesis, cancer development, and drug delivery. Therefore, 
there is a need for practical methods that create various lumen structures having different size and geom-
etries to investigate how cells in the lumen structure respond to certain microenvironmental conditions 
during cancer development and progression. Here, we present a method to create multiple three- 
dimensional (3D) luminal structures, where parameters, such as size, geometry, and distance, can easily be 
controlled using simple poly-dimethylsiloxane (PDMS) micro-molds.  

  Key words     Microfl uidics  ,   Organotypic model  ,   3D cell culture  ,   Luminal structure  ,   Tumor 
microenvironment  

1      Introduction 

 Some types of cancers including breast, kidney, and prostate can-
cers usually arise from tubular structures known as lumens. Blood 
or  lymphatic vessel   lumens are universally used when cancer cells 
metastasize to secondary sites. For many years, scientists have been 
using animal  models   or two-dimensional (2D)   in vitro    models to 
study these types of cancer. Even though those traditional models 
have signifi cantly enhanced our understanding of cell signaling 
mechanisms involved during tumor progression, the simplicity of 
2D models does not faithfully recapitulate complex   in vivo    condi-
tions and often exclude cell- ECM         interactions. Animal models 
provide the complexity but to a level where it is diffi cult to isolate 
specifi c cell-cell and cell- ECM   interactions. To overcome these 
limitations, we certainly need better  in vitro  systems that are more 
biologically relevant and allow the comprehensive investigation of 
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complex interactions of different components in the tumor 
microenvironment. 

 Biomimetic  in vitro  culture systems that recapitulate tissue 
structure and functions have recently been introduced and high-
lighted as enhanced 3D  in vitro  systems that capture   in vivo   -like 
structures and functions. One example of such  biomimetic systems   
is lumen-based   in vitro    systems that generate tubular tissues within 
unique microenvironments, such as  mammary ducts   and  blood 
vessels  . It has been shown that the 3D spatial organization of epi-
thelial cells in a lumen system affects the proliferation and migra-
tion of  epithelial cells   [ 1 – 5 ]. More interestingly, we have recently 
observed a considerable change in the levels of cytokines secreted 
by endothelial and epithelial cells that are cultured in  in vivo -like 
tubular structures (i.e., a lumen) compared to the same cells cul-
tured in 2D and simple 3D  conditions         [ 6 ,  7 ]. As lumens are ubiq-
uitous  in vivo , being present in many physiological structures 
including blood vessels,  lymphatic vessels  , mammary, renal, and 
prostate ducts [ 8 – 14 ], regulating key biological processes, there is 
a substantial need for practical  in vitro  tools that can create various 
lumen structures to advance our understanding of complex inter-
actions in the tumor microenvironment. 

 Here, we present a  poly-dimethylsiloxane (PDMS)    micro- 
molding   method to fabricate 3D-embedded lumens where the size 
and structure of each lumen along with inter-lumen distance are 
highly controllable [ 15 ]. This method enables fabrication of mul-
tiple lumen structures in an ECM gel placed within a single micro-
fl uidic chamber. The multiple lumens generated in the micro 
chamber can be lined with different types of cells, such as endothe-
lial  cells   and cancerous epithelial cells, allowing the investigation of 
biophysical and biochemical signaling between the cells lined in 
different luminal compartments (e.g., blood vessels adjacent to 
organ ducts or tumors). This user-friendly  in vitro  lumen method 
will facilitate the investigation of cell-cell and cell- ECM   interac-
tions in a more  in vivo -like  environment        .  

2    Materials 

 All solutions are prepared using autoclaved deionized (DI) water. 
Sterilize the reagents and handle them inside a biosafety cabinet. 
Sterilize the microfl uidic devices using UV  light   for 20 min before 
adding any solutions to them. Store all reagents at 4 °C. Follow the 
biohazard disposal regulation for cell materials and waste. 

       1.    SU-8  silicon mold  :  Silicon wafer  , SU-8 100. SU-8 developer 
( propylene glycol methyl ether acetate (PGMEA)  ),  iso-propyl 
alcohol  , and DI water.   

2.1  Device 
Fabrication 
Components
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   2.    PDMS mixture:  PDMS   ( Sylgard 184 silicon elastomer base  ) is 
mixed with curing agent ( Sylgard 184 silicone elastomer cur-
ing agent  ) at a w/w ratio of 10:1, respectively.   

   3.     Desiccator  .   
   4.    Transparency fi lms and 10 lb fl at weights.   
   5.    Hypodermic  needles (25G   for lumens with a diameter of 

approximately 300 μm). Lumen diameter can be adjusted by 
using different gauge needles.   

   6.     Glass-bottom dishes  .   
   7.     Plasma cleaner   for bonding:  Oxygen (O 2 )    plasma   is used in a 

plasma cleaner (Femto, Thierry Corp., Royal Oak, MI) to oxi-
dize PDMS and glass surfaces for creating an irreversible seal.   

   8.    Device coating solution: 2 % (v/v) of  poly(ethyleneimine) 
(PEI)   diluted in DI water and 0.1 % (v/v) of  glutaraldehyde 
(GA)   diluted in DI water. Prepare approximately 1 ml of both 
reagents every time when coating the surface of devices ( see  
 Note    1  ).      

       1.    Collagen dilution buffer: Five times concentrated phosphate- 
buffered solution (5× PBS) in 80 ml DI water: 4 g  NaCl        , 0.1 
g KCl, 0.72 g, and 0.12 g. Adjust pH to 7.4 with HCl and 
fi nally adjust volume to 100 ml DI water. In a biosafety cabi-
net, fi lter the solution using a 0.22 μm fi lter. Aliquot and store 
at 4 °C.   

   2.    Collagen neutralization buffer: 0.5 N  Sodium hydroxide 
(NaOH)  . For 0.5 N NaOH solution, weigh 1 g of NaOH and 
dilute in 50 ml of DI water. In a biosafety cabinet, fi lter the 
solution using a 0. 22   μm fi lter. Aliquot and store at 4 °C.   

   3.    High-concentration collagen  type   1 from rat tail (approxi-
mately 10 mg/ml).      

       1.    Fixation solution: 4 %  Paraformaldehyde  . Dilute 10 ml 16 % 
paraformaldehyde in 10 ml of 2× PBS for a concentration of 
8 % paraformaldehyde in 1× PBS. Dilute again with 20 ml of 
1× PBS for a fi nal concentration of 3 % paraformaldehyde.   

   2.     Washing buffer  : Prepare 1×  PBS   with 0.1 %  Tween-20  .   
   3.    Cell  permeabilization buffer  : 0.1 %  Triton X-100  . Add 10 μl of 

Triton X-100 in 100 ml of 1× PBS.   
   4.     Blocking buffer  : 3 % (w/v) Bovine serum  albumin   with 0.1 % 

 Tween-20  .   
   5.    Cell staining: Dilute appropriate stain or antibodies following 

the manufacturer’s recommended dilution ratio in the block-
ing  buffer  .       

2.2  Collagen 
 Preparation        

2.3  Sample  Fixation   
and Staining

Method to Mimic Luminal Structures
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3    Methods 

 Device assembly can proceed under non-sterile conditions. 
Following device sterilization, all experimental procedures should 
be performed in a sterile biosafety cabinet. Carry out all methods 
at room temperature unless otherwise indicated. 

       1.    Fabricate two separate SU-8 molds for the top and bottom 
halves of the microfl uidic channels following soft  lithography   
steps listed below ( see  Fig.  1 ).

       2.    Design the mold masks ( see  Fig.  1d ) using the drawing soft-
ware of your preference ( see   Note    2  ) and print them on a trans-
parency sheet using a high-resolution printer ( see   Note    3  ).   

   3.    Spin the layers of SU-8 100  photoresist            on a  silicon wafer   
according to the manufacturer’s specifi cations ( see  Fig.  1b ).   

   4.    Soft-bake the photoresist on a hot plate following the SU-8 
100 manufacturer’s specifi cations. Subsequently, place the 
mask over the SU-8 on the wafer and expose to UV  light   to 

3.1  SU-8 Mold 
Preparation

  Fig. 1    Soft- lithography   procedure to create  molds         for  PDMS   devices. We illustrate the steps to create the mold used 
to make PDMS devices. The colors and scales are not representative. A single wafer can contain many devices. For 
example, a 3 in. wafer can hold around 48 devices. The illustration only contains two to aid visibility       
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transfer the mask pattern to the photoresist (use the UV inten-
sity value suggested in the SU-8 manufacturer ̛s specifi cations) 
( see  Fig.  1c, d ).   

   5.    Perform a post-exposure hard-baking step as specifi ed by the 
manufacturer.   

   6.    Repeat step (b) through step (d) illustrated in Fig.  1  for the 
subsequent layers ( see   Note    4  ).   

   7.    Upon completing all necessary layers, allow the mold to 
develop for 2 h in SU-8 developer to remove the unexposed 
photoresist ( see   Note    5  ).   

   8.    To clean the mold after the developing step, rinse it with 
 PGMEA   solution, followed by three rinses of  isopropyl alcohol   
and DI water each time ( see   Note    6  ).      

       1.    Prepare PDMS mixture at a ratio of 1:10 curing agent and 
PDMS base, respectively, and degas it in a  desiccator   for 
30 min.   

   2.    Pour the PDMS mixture over the SU-8  silicon mold   on a hot 
plate and cover with a transparency fi lm.   

   3.    Place two of 10 lb fl at weights on the mold to evenly spread 
PDMS mixture on the SU-8 mold and bake at 80 °C for 4 h.   

   4.    After baking, let the mold cool down to room temperature and 
carefully remove the PDMS devices from the mold.   

   5.    Use a pair of  tweezers   to remove any remaining PDMS  fi lm         
that may block the ports and the bottom-layer chamber 
opening.   

   6.    Place the PDMS devices in 70 %    ethanol for 30 min to clean 
the devices.   

   7.    Remove from ethanol and let the devices dry.      

        1.    Fabricate circular cross-sectional PDMS rods by fi lling hypoder-
mic  needles (25G  ) with PDMS solution and baking the needle 
on a hot plate or in an oven at 100 °C for 2 h ( see  ref.  15 ).   

   2.    After baking, carefully remove the PDMS rods from the needle 
by breaking the needle tip with a pair of needle-nose pliers, 
using a back-and-forth motion to expose a part of the rod, and 
pulling the rod out using  tweezers  .   

   3.    Alternatively, the PDMS rods can be created by using microma-
chining. PDMS rod molds can be fabricated via  CNC milling   of 
thin (1.2 mm or smaller thickness) polystyrene sheets. Design 
the molds using  SOLIDWORKS  . After milling the molds, clamp 
the pieces together and fi ll them with PDMS solution. After fi ll-
ing the entire mold, place the mold on a hot plate or in an oven 
at 100 °C for 2 h. After baking in the oven, separate the mold 
pieces and collect the PDMS  rods   ( see   Note    7  ).      

3.2   PDMS   Device 
Fabrication

3.3   PDMS   Rod 
Fabrication
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       1.    Bond the top and bottom halves of the PDMS microfl uidic 
channels, resulting in the PDMS device.   

   2.    Place the PDMS device upside down on a fl at surface. Using 
fi ne-tip  tweezers  , place the PDMS rods in the rod placeholder 
channels, located near the bottom surface of the device, that 
connect the lumen input and output ports ( see  Figs.  2  and  3 ).

        3.    In order to tightly bond the  PDMS   devices to a glass surface 
and to create hydrophilic surfaces inside the chamber, treat the 
surfaces of the PDMS  devices         and glass dishes that are going to 
be bonded in a plasma chamber ( see   Note    8  ).   

   4.    To sterilize, place the devices under UV  light   inside a biosafety 
cabinet for 10 min. From this point onward, every step needs 
to be performed using sterile solutions and sterile cell-culture 
techniques.   

   5.    Coat the devices in 2 % poly(ethyleneimine)             diluted in DI 
water for 10 min, followed by 0.1 % glutaraldehyde diluted in 
DI water for 30 min ( see   Note    9  ). Wash the remaining 
poly(ethyleneimine) and glutaraldehyde thoroughly with at 
least three washes of DI water ( see   Note    10  ).      

       1.    Carry out the following steps on ice to halt the polymerization 
of collagen. For a collagen solution with a fi nal concentration 
of 6 mg/ml, combine 80 μl of rat-tail collagen type  1         10 mg/
ml with 10 μl of 10 × PBS and 3 μl of 0.5 N sodium hydroxide 
for a fi nal pH of 7.4 ( see   Note    11  ).   

   2.    Incubate the mixture on ice for 20 min ( see   Note    12  ). Finally, 
add 40 μl of PBS for a fi nal collagen concentration of 6 mg/ml 
and a pH of 7.4. For other desired collagen concentrations, 
adjust the amount of PBS in the previous step to obtain a dif-
ferent fi nal concentration ( see   Note    13  ).      

3.4  Microfl uidic 
Device Setup

3.5  Collagen Gel 
Preparation

  Fig. 2    Device components and cross-sectional views before and after bonding layers together. We illustrate the 
important components of the top and bottom layers of the device. In addition, we included cross-sectional 
views to show the placement of the PDMS rods       
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       1.    After completing the device-coating process, load the collagen 
gel mixture in the chamber using one of the devices’ gel- 
loading ports ( see  Fig.  2 ) ( see   Note    14  ). If handling more than 
one device, place the dish on ice while loading the chambers 
with collagen ( see   Note    15  ). After loading collagen in the 
chamber, incubate the device for 20 min at 37 °C to polymer-
ize the collagen ( see   Note    16  ).   

   2.    After incubation, pull the PDMS rods out of the polymerized 
collagen gel via the output port using fi ne  tweezers  , resulting 
in a lumen structure in the collagen gel as illustrated in Fig.  3  
( see   Note    17  ).      

       1.    After removing the  PDMS  , fi ll the lumens with cells to create 
the biomimetic  models         ( see  Fig.  4 ).

       2.    For a    biomimetic blood vessel, fi ll the lumen with 2 μl of a cell 
suspension of 50,000 cells/μl. Using a rotation device, rotate 
the dish at 2 RPM for 45 min at 37 °C to allow cell attachment 
uniformly throughout the lumen ( see   Note    18  ).   

   3.    For a tumor model, a cell suspension of approximately 250,000 
cells/μl in collagen (same concentration that was used to fi ll 
the chamber) is recommended. These cells are not used to line 
the lumen but to fi ll the lumen with a 3D suspension of the 
cells to create a tumor model.   

   4.    Feed cell-lined lumens with 6 μl of EGM-2 medium every 24 h 
( see   Note    19  ).   

   5.    This microfl uidic device is tubeless and pump  free  . The cell 
media fl ow through the lumen is driven by passive pumping 
( see  ref.  16 ).      

       1.    For cell fi xation, add 4 %  paraformaldehyde   solution inside the 
lumens at room temperature for 15 min ( see   Note    20  ). Remove 
and wash the paraformaldehyde with 0.1 % Tween-PBS three 
times.   

3.6  Creating Lumens

3.7  Cell Seeding 
( Blood Vessel   
Next to Tumor 
Example)

3.8  Cell  Fixation   and 
Immunofl uorescent 
Staining

  Fig. 3    Device assembly. First the device top and bottom layers are bonded together, followed by PDMS 
rods placement in the chamber. After performing the coatings described in Subheading  3.3 ,  step 5 ,  ECM   gel 
is added and polymerized. PDMS rods are removed revealing the lumens that are lined with cells       
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   2.    For cell permeabilization, add 0.2 % Triton ®  X-100 solution in 
the lumens for 30 min at an ambient temperature. Wash the 
lumens three times with 0.1 % Tween-PBS.   

   3.    As a blocking step, add 3 %  bovine serum albumin (BSA)   and 
leave the solution in the lumens overnight. Next day, wash the 
lumens three times with 0.1 % Tween PBS.   

   4.    For staining, dilute primary  antibodies   in  blocking buffer   fol-
lowing the distributor-recommended dilution ( see   Note    21  ). 
Add the primary antibody solution in the lumens and leave it 
overnight at 4 °C. Wash out the primary antibodies thoroughly 
with 0.1 % Tween-PBS every 30 min three times. Use the same 
procedure when adding the secondary  antibodies  .   

   5.    Prior to imaging, wash the lumens thoroughly with 0.1 % 
Tween  PBS   every 30 min three times to remove the dyes and 
minimize nonspecifi c background  signal        .       

4                         Notes 

     1.    When the solution is prepared fresh every time, it works better 
and is more consistent than stored stock solutions.   

   2.    To draw soft  lithography   masks, use the software of your 
preference.   

   3.    Many companies provide the high-resolution photo plotting 
printing service, but some are limited in the types of fi les that 
can be processed. Some will provide fi le conversion for an extra 
fee and others are restricted to a specifi c fi le format. 

  Fig. 4    A double-lumen device for co-culture. The  left-side  image shows a picture of a double-lumen device, 
and the  right-side  image shows an endothelial cell (HUVEC)-lined lumen and 786-O kidney cancer cell-fi lled 
lumen next to each other. The 786-O cells in co-culture invaded into the surrounding ECM gel. This model can 
be use to study tumor cell migration and intravasation into a biomimetic blood vessel  in vitro .             
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Communicate with the vendor and make sure that they can 
process your fi le, and if it needs to be converted, ask for the 
converted fi le and verify that nothing has changed before 
printing it.   

   4.    Each  PDMS   layer (top and bottom) of the device described in 
this protocol requires two  photoresist   layers and two masks. 
The bottom layer of the device contains an SU-8 layer of 400 
μm for the fi rst mask followed by a layer of 250 μm for the 
second mask. The bottom layer is constructed upside down to 
create the placeholder features on the  silicon wafer   mold ( see  
Fig.  2 ). The top layer of the device contains an SU-8 layer of 
250 μm for the fi rst mask and a second layer of 250 μm for the 
second mask ( see  Fig.  2 ). The number of layers will be deter-
mined by the device requirements.   

   5.    The developing time will vary depending on the amount of 
SU-8 to be removed. We recommend that if you are doing this 
for the fi rst time, you should look at your developing mold 
every 30 min to make sure that you are developing the mold 
for the right amount of time. Over development can lead to 
deterioration of the mold features.   

   6.    At this step, it is important that the  silicon wafer   is cleaned very 
well. If you do not get a mirror-clean wafer, place it back in 
 PGMEA   solution for some extra time or try to repeat the 
washing step with acetone and isopropanol.   

   7.    When using needles, the dimensions of the  PDMS   rod are lim-
ited to the commercially available needle dimensions. For more 
specifi c dimensions and shapes, we recommend using a micro-
machining method to create a mold that can provide the lumen 
dimensions and design you need.   

   8.     Oxygen    plasma   treatment of both the device and the glass bot-
tom dish will modify the surface chemistry to make the PDMS 
hydrophilic and to create reactive species on the surfaces 
(PDMS is hydrophobic and adding solutions in the chamber is 
diffi cult without making the surfaces hydrophilic) as well as the 
glass, allowing covalent bonding between the two pieces. If 
this step is not performed, the devices will not bond to the 
glass and the solution will leak out of the chamber.   

   9.    If this step is not performed, the collagen can fracture the 
moment the PDMS  rod         is pulled out. More information about 
this procedure can be found in ref.  17 .   

   10.    Removing the two coating solutions is very important as they 
can affect cell viability if present at the moment of culturing 
cells in the lumen.   

   11.    You can use other collagen neutralization protocols.   
   12.    Low-temperature incubation of neutralized collagen gels helps 

in the formation of bigger collagen fi bers ( see  ref.  18 ).   
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   13.    Because of the nature of pulling the  PDMS   rod out of a soft 
hydrogel like collagen type 1, the minimum collagen concen-
tration for which this method works successfully is 3 mg/ml. 
Lower concentrations can result in gel fracturing when pulling 
the rod out.   

   14.    Figure  2  illustrates the device’s four main ports. Two are the 
inlet and outlet luminal ports (access to the lumen), and the 
other two are the gel-loading ports. Any of the two gel- loading 
ports can be used to fi ll the chamber. The remaining gel- 
loading port will be an exit to air while the chamber is being 
loaded with gel. Without this port, air bubbles can form inside 
the chamber. The chamber dimensions are 2.2 mm wide and 
2 mm height.   

   15.    When handling a dish or plate with devices, it is important to 
keep the dish on ice the entire time to avoid differences in col-
lagen polymerization rates in the different chambers, as colla-
gen starts polymerizing when the device is removed from ice.   

   16.    For better fi bers, the collagen in the devices can be pre- 
incubated at room temperature for 10 min and then placed in 
an incubator at 37 °C for 10 min to complete the collagen 
polymerization.   

   17.    When pulling the  PDMS   rod out, it is important to do it in a 
straight motion parallel to the rod orientation. If the rod is 
pulled out in any other direction, it can result in disfi gurement 
of the collagen lumen shape.   

   18.    For this step, we use a rotisserie in a temperature-controlled 
chamber (37 °C). The lumens must be parallel to the axis of 
rotation. An alternative way to line the lumen with cells would 
be to place the dish inside an incubator at 37 °C and fl ip the 
dish 90° every 15–20 min four times.   

   19.    Since cells are seeded at high densities, it is important to change 
media frequently to sustain cell viability. We have seen that 
some cells require media change more frequently. If the cells 
do not survive over 48 h, try changing media every 12 h. From 
our observation, cell-lined  lumens         will be optimal after 24–48 
h depending on the cell type. As long as media is replaced fre-
quently, the experiments are viable for over 6 days. The termi-
nation of experiment depends on the endpoint that it is being 
studied. For example, cell migration and morphogenesis will 
require longer culture time.   

   20.    Longer exposure to  paraformaldehyde   can affect the adher-
ence of antibodies.   

   21.    If the region to be stained is small, we recommend using twice 
the concentration recommended by the antibody distributor 
to achieve a better staining.         
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Chapter 6

Measuring Vascular Permeability In Vivo

Eelco F.J. Meijer, James W. Baish, Timothy P. Padera, and Dai Fukumura

Abstract

Over the past decades, in vivo vascular permeability measurements have provided significant insight into 
vascular functions in physiological and pathophysiological conditions such as the response to pro- and anti- 
angiogenic signaling, abnormality of tumor vasculature and its normalization, and delivery and efficacy of 
therapeutic agents. Different approaches for vascular permeability measurements have been established. 
Here, we describe and discuss a conventional 2D imaging method to measure vascular permeability, which 
was originally documented by Gerlowski and Jain in 1986 (Microvasc Res 31:288–305, 1986) and further 
developed by Yuan et al. in the early 1990s (Microvasc Res 45:269–289, 1993; Cancer Res 54:352–3356, 
1994), and our recently developed 3D imaging method, which advances the approach originally described 
by Brown et al. in 2001 (Nat Med 7:864–868, 2001).

Key words Vascular permeability, Intravital fluorescence microscopy, Vascular normalization, 
Multiphoton microscopy

1 Introduction

Measurements of transvascular transport have been proven invaluable 
in studying numerous in vivo processes and their regulation, 
including pro- and anti-angiogenic signaling, as well as vascular 
abnormalities and their putative normalization in disease states like 
cancer and inflammation [5]. It has been shown that abnormal 
tumor vasculature can be remodeled towards a more normal pheno-
type (“normalization”) by restoring the proper balance of pro- and 
anti-angiogenic signaling pathways, improving vascular function 
[6], and delivery of therapeutics [7]. There are two different types of 
transport for molecules to extravasate across the blood vessel wall—
convection and diffusion [5]. Convection is an active transport 
defined by a driving force–pressure gradient and a resistance–hydrau-
lic conductivity such that Convection p v i v i= ( ) ( ) L S P P s p p , 
where Lp = hydraulic conductivity of vessel (cm4/s-mmHg); S = sur-
face area per unit volume (cm2/cm3), Pv; Pi = vascular and interstitial 
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pressures; s = osmotic reflection coefficient, pv; and pi = vascular and 
interstitial osmotic pressures (mmHg). On the other hand, diffusion 
is a passive transport defined by concentration gradients and perme-
ability such that Diffusion v i= ( )PS C C , where P = vascular perme-
ability (cm/s); S = surface area per unit volume (cm2/cm3), Cv; and 
Ci = concentrations in vascular and interstitial space (mol/cm3). 
Tumor vessels are leaky which elevates tumor interstitial fluid pres-
sure. While the extravagated fluid can escape (ooze out) from the 
tumor periphery, it builds up inside the tumor mass. Therefore, the 
pressure gradient across a vessel wall is diminished in tumors making 
convective transport less important and diffusion the dominant 
transport mechanism in solid tumors [8]. In this chapter, we discuss 
tumor transvascular transport measurements which is referred to as 
the effective permeability. It includes the dominant diffusive compo-
nent (intrinsic permeability) as well as the less important convective 
component [5]. Effective permeability is a principal parameter to 
understand functionality of blood vessels and especially in tumors, 
one of the most important parameters [5, 6].

Early methods for estimating vascular permeability using 2D 
imaging data were formulated by Gerlowski and Jain in 1986 [1] 
and further developed in the early 1990s by Yuan et al. [2, 3]. This 
approach relies on the estimates derived from temporal alteration 
in total fluorescence intensity as well as vascular morphologies 
obtained from superficial aspects of tissue using intravital fluores-
cence microscopy. Around a decade later, a 3D approach was 
developed by Brown et al. [4] using multiphoton microscopy [9]. 
This advanced optical technique allows determining fluorescence 
intensity gradients surrounding individual vessels to calculate local 
permeability with high spatial resolution.

Both the 2D and 3D vascular permeability measurement meth-
ods are based on the same general principles. If pressure-driven 
transport can be neglected in a region of interest (ROI), as is often 
the case in disease states such as tumors, the apparent vascular per-
meability P may be calculated from P J S C= / , where J is the 
rate at which a solute material is transported across a membrane of 
area S due to the concentration difference across the membrane 
∆C. The most common approaches to measuring J, S, and ∆C 
involve three related but distinct steps. The first is establishment of 
a known concentration difference between the inside and outside 
of one or more blood vessels (∆C). Image-based methods are used 
to observe the concentrations inside and outside of the vessel wall 
where the concentration is taken to be proportional to the observed 
fluorescence level. Right after injecting fluorescent material, the 
concentration outside the vessel wall should be zero. Secondly, the 
surface area of the blood vessel must be estimated (S). Estimates of 
the surface area are derived from the analysis of the vascular archi-
tecture in the image. If the vessel can be assumed to be cylindrical, 
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the surface can be estimated from the length and diameter of the 
vessel. Alternatively, a pixel or voxel counting technique can be 
employed to estimate the surface area if the vascular architecture is 
identified in 3D. Thirdly, the transport rate is determined from 
changes in the fluorescence intensity of the tissue over time. 
Typically, the intravascular and extravascular spaces are taken to be 
different control volumes separated by the membrane. If we assume 
that all of the fluorescent material leaving the blood vessel through 
the vessel wall can be observed in the extravascular space of the 
ROI,

we can represent flux as J
d

dt
C dV

V

= ∫
ex

ex . However, for this

equation to be strictly valid the boundary of the ROI must not offer 
an alternative route in or out. Such conditions might be well approx-
imated if the blood vessels are relatively distant from the ROI bound-
ary, or the boundary is sufficiently typical of adjacent ROIs such that 
material loss at the boundary is balanced by material gain. Accurately 
determining the flux has proven the biggest challenge.

The 2D approach from Yuan et al. has proven valuable for 
measuring vascular permeability using the principles described 
above (see Table 1 for examples of 2D permeability measurements). 
This technique, however, has several limitations because of its 
many assumptions. Because this method is in 2D, the surface area- 
to- volume ratio of vessels collected from a single defocused plane 
on the surface is used to approximate the ratio of vessels in the 
entire ROI that is being imaged. Also, in a fluorescence image, the 
vessel diameter will appear larger than its true value because of 
light scattering, which needs to be corrected for. The actual in vivo 
tissue depth of the ROI being measured may also vary per tissue 
and tumor, depending on the cellular content and fluorescent 
material used. In addition, the vessels are assumed to be of cylin-
drical shape to be able to estimate the surface area of the blood 
vessels. Lastly, any fluorescent material leaking out from tissue sur-
rounding the ROI and residing on top of the tissue will incorrectly 
increase calculated vascular permeability value, leading to measure-
ment error in some samples.

The 3D method using multiphoton microscopy—which can 
achieve greater imaging depths when compared to single-photon 
intravital imaging techniques—described in Brown et al. addressed 
many of the issues described above, but has some disadvantages on 
its own (see Table 1 for examples of 3D permeability measurements). 
This method requires an accurate vessel mask and the quality of the 
multiphoton microscopy images dominates how accurate the vessel 
masking is at greater tissue depths. However, the actual tissue depth 
where light is collected is known using this method and the surface 
area-to-volume ratio is more realistic than the 2D method. In addi-
tion, light scattering adjustments as well as hematocrit value and 
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cylindrical vessel shape assumptions are not needed. Fluorescent 
material residing on top of the tissue can also be selectively avoided.

The formula used by Brown et al. calculates vascular 

permeability (P) in cm/s as P
t

F rdr

F F Rt

r=
-

=

¥

ò
lim

r
R

v i
®

( )

( )0

d
d

. Derivatives 

should be d/dt not lower case delta. This formula, however, is not 

strictly correct except under fairly restrictive conditions that may 
not be generally met. Correct use of this method requires that a 
roughly cylindrical region exists around a vessel that is influenced 
only by the vessel of interest during the time that is used for 
permeability calculation. In vivo, however, this cylindrical region is 
generally not present because the ROI may include multiple—
tortuous—vessels in close vicinity. Vessels may also be present near 
the edges of the ROI. Altogether, this 3D method yields a more 
realistic measurement of vascular permeability.

A recommended alternative approach would be to use a box- 

shaped ROI, using P
t

F dV

F F
=

-

ò
d
d Vext

v i

r

S

( )

( )
 Derivatives should be d/dt 

as used in Kesler et al. [10]. In this approach, the voxels are seg-
mented into three categories, namely those inside the vessel, those 
on the vessel wall, and those outside the vessel. For calculating 
vascular permeability, all vessels are mathematically considered as a 
single vessel. A downside of this approach is that permeability dif-
ferences among single vessels cannot be estimated. However, the 
mean over all vessels should be very well estimated if the vessel 
masking is adequate.

The experimental setup of the 2D method developed by Yuan 
et al. and our recommended alternative 3D approach to measure 
vascular permeability in vivo are discussed in detail below. If exe-
cuted properly, our recommended 3D approach should yield more 
accurate and reliable in vivo vascular permeability measurements 
than the other methods discussed. The 3D permeability measure-
ments, however, rely heavily on an accurate vessel masking and 
while our vessel masking described below is fairly accurate in a 
range of tissues with high signal-to-noise ratio and low auto- 
fluorescence, a different approach for vessel masking may be more 
practically robust if images are obtained with lower signal-to-noise 
ratio or if there is high auto-fluorescence. Comparison between 
permeability measurements obtained with the same method can be 
safely made. However, the comparison of permeability measure-
ments between different methods should be made with caution. 
There should be a common comparator such as measurements 
performed in the same tumor model with the same condition 
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(i.e., size, control treatment) in order to interpret the data properly. 
As discussed above, the difference in surface area-to- volume ratio 
estimation of multiple vessels in a similar ROI between the 2D and 
3D methods will tend to result inherently lower calculated perme-
ability values in the 2D method as compared to that in the 3D 
method. Hence, for the comparison purpose, the 3D measurement 
raw data should be converted to 2D data before the analysis. Finally, 
examples of vascular permeability measurements from the 
E.L. Steele Laboratories using 2D and 3D methods described by 
Yuan et al. and Brown et al., respectively, are summarized in Table 1.

2 Materials

 1. General materials: Heating pad or similar device.
 2. Ketamine/xylazine mixture 90 mg/9 mg per kg body weight.
 3. Fluorescent molecules: 1 % 2,000,000 mol. wt. fluorescein iso-

thiocyanate (FITC)-dextran, 1 % tetramethylrhodamine-
bovine serum albumin (BSA), and 1 % FITC-BSA.

 4. 301/2 gauge needles.
 5. PE10 Polyethylene Tubing.
 6. ½ cc U-100 281/2 gauge insulin syringes.

 7. Graticule slides.

 1. The tracer molecules used in this method are 100 μL per 25 g 
body weight 1 % 2,000,000 mol. wt. FITC-dextran and 1 % 
tetramethylrhodamine-BSA.

 2. A fluorescence intravital microscope (see Fig. 1) is used with a 
long-working-distance 20 × 0.40 NA objective and a fluores-
cence filter set suitable for FITC and rhodamine, connected to 
an intensified charge-coupled device (CCD) video camera and 
photomultiplier tube.

 3. A computer is used to capture the output.
 4. The microcirculation is epi-illuminated by a 100-W mercury 

lamp.
 5. A 50 % neutral density filter and a heat absorption filter were put 

in the epi-illumination pathway to prevent overheating of tissue.

 1. The tracer molecule used in this method is 100 μL per 25 g 
body weight 1 % FITC-BSA.

 2. The multiphoton microscope (see Fig. 1) consists of a mode- 
locked Ti:sapphire laser and an x–y laser scanner purchased as 
described previously [4]. A Pockels cell is used to allow for 
rapid modulation of laser intensity.

2.1 Microscope 
Setup Measuring 
Vascular Permeability 
in Mice Using 
2D Method

2.2 Microscope 
Setup Measuring 
Vascular Permeability 
in Mice Using 
3D Method

Measuring Vascular Permeability
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 3. The system also requires non-descanned photomultiplier tubes 
(PMT), a dichroic beam splitter, a digital image and analysis 
station, and a computer with image acquisition software. We 
use a 20 × 0.95 NA or 25 × 1.05 NA water-immersion objective 
(Olympus) and a 525DF100 filter (Chroma) suitable for FITC.

3 Methods

General comment: Make sure that the microscope is in complete 
darkness when imaging.

 1. Anesthetize the mouse with a ketamine/xylazine mixture 
90 mg/9 mg per kg body weight. Maintain the animal’s core 
body temperature using a heating pad or similar device.

 2. Insert a 301/2 gauge needle into a tail vein, connected to PE10 
Polyethylene Tubing and a ½ cc U-100 281/2 gauge insulin 
syringe filled with 100 μL per 25 g body weight 1 % 
2,000,000 mol. wt. FITC-dextran. Also prepare an insulin 
syringe filled with 100 μL per 25 g body weight 1 % 
tetramethylrhodamine-BSA.

 3. Inject the FITC-dextran (MW 2,000,000 or more). Flush the 
Polyethylene Tubing with a small amount of physiologic saline 
for intravenous infusion and leave the needle in the tail vein 
(see Note 1). FITC-dextran is used for vessel marking (see step 
10). It does not easily extravasate into the surrounding tissue 
due to its large molecular weight.

 4. Place the mouse and the area to be studied under the intravital 
fluorescence microscope, equipped with the fluorescence fil-

3.1 Measuring 
Vascular Permeability 
in Mice Using 
2D Method

Fig. 1 Schematic representation of the fluorescence intravital microscope (left) and multiphoton microscope 
(right) setups. Fluorescence intravital microscopy and multiphoton microscopy are used for 2D and 3D method 
permeability measurements, respectively. Inverted microscope (left) with popliteal lymph node/lymphatics 
imaging setup is shown. Both inverted and upright (right) microscope with appropriate animal models can be 
used for the permeability measurements. CCD cooled coupled device, PMT photomultiplier tube. This figure 
was generously drawn by Dr. Lance L. Munn, E.L. Steele Laboratories, Boston, MA

Eelco F.J. Meijer et al.
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ter set for rhodamine and FITC and a 100-W mercury lamp 
(see Note 2).

 5. Acquire an image of the vessels in the area to be studied using 
the CCD camera. Do this by using the fluorescence filter for 
FITC (see Note 3). It is important to settle the location of 
permeability measurement and focus target blood vessels using 
FITC-dextran image as there is little room of adjustment once 
the permeability measurements start (see step 7).

 6. Set the fluorescence filter to rhodamine. Use the photomultiplier 
tube to acquire background signal for several seconds and 
make sure that the system is fully operational.

 7. Attach the insulin syringe containing tetramethylrhodamine- 
BSA. Start measuring the tissue fluorescence using the PMT 
and subsequently inject the tetramethylrhodamine-BSA. Flush 
the Polyethylene Tubing with a small amount of physiologic 
saline for intravenous infusion. Do not exceed 10 s of measur-
ing to avoid photo-damage of the tissue and photo-bleaching 
of the fluorescent molecules (see Note 4). Tetramethylrhodamine- 
BSA will start leaking out into the surrounding tissue immedi-
ately. By using narrow band-pass filters the PMT, fluorescence 
of tetramethylrhodamine-BSA, and FITC-dextran are clearly 
separated. Different combinations of two different fluoro-
phores can be used for permeability measurements as long as 
fluorescence spectra are reasonably separated and with the 
proper sets of band-pass filters. In general, longer wavelength 
is preferred for permeability measurement due to reduced 
auto-fluorescence and tissue penetration.

 8. Repeat 10 s of signal acquisition every 2 min for up to 20 min.
 9. After the last signal acquisition, acquire a second image of the 

vessels in the area studied using the fluorescence filter for FITC 
and the CCD camera. Compare with the image taken at step 5 
and confirm the tissue had no x, y, or z shift.

 10. Using the images and measurements gathered, vascular perme-
ability (P) can be calculated in cm/s as P = (1 − HT)V/S(1/
(I0 − Ib)·dI/dt + 1/K), where HT is the tissue hematocrit esti-
mated to be 0.19 in tumors [3, 11] and 0.46 in the systemic 
circulation [12], I is the average fluorescence intensity of the 
whole image, I0 is the value of I immediately after the filling of 
all vessels by tetramethylrhodamine-BSA, Ib is the background 
fluorescence intensity, and K is the time constant of plasma 
clearance estimated to be 9.1 × 103 s for BSA [3]. The slope of 
the measurements plotted over time should be normalized, 
where dI/dt becomes (dI/dt)/(I0 − Ib). V and S are the total 
volume and surface area of vessels within the tissue volume 
covered by the surface image, respectively. The volume-to-sur-

Measuring Vascular Permeability
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face ratio is calculated as 
V

S
L d d L

n

M

n n
n

M

n n=
= =
∑ ∑

1

2

1

4/  where dn is the 

diameter of the nth vessel and Ln is the length of the nth vessel 
corrected by a factor of 0.79 for light scattering in the tissue 
[3]. These vessel diameters and lengths can be manually calcu-
lated from the acquired image of the vessels in the area to be 
studied after injecting FITC-dextran (see Note 5).

General comment: Make sure that the microscope is in complete 
darkness when imaging.

 1. Make sure that your multiphoton setup is working correctly 
before you anesthetize your mouse. Use fluorescence filters 
adequate for the material you will be using, in this case 
FITC- BSA. We use a 525DF100 filter. Set Ti-sapphire laser 
wavelength to 780 nm. Set laser power to 60 mW.

 2. Anesthetize the mouse with a ketamine/xylazine mixture 
90 mg/9 mg per kg body weight. Maintain the animal’s core 
body temperature using a heating pad or similar device.

 3. Insert a 301/2 gauge needle into a tail vein, connected to PE10 
Polyethylene Tubing and a ½ cc U-100 281/2 gauge insulin 
syringe filled with 100 μL per 25 g body weight 1 % 
FITC-BSA.

 4. Place the mouse and the area to be studied under the multi-
photon microscope objective. We use a 20 × 0.95 NA or 
25 × 1.05 NA water-immersion objective. Set the focus on the 
most superficial vasculature you can find in the area of interest 
and make sure that the water between tissue and objective is 
not leaking.

 5. Inject the FITC-BSA. Flush the Polyethylene Tubing with a 
small amount of physiologic saline for intravenous infusion (see 
Note 6).

 6. Start imaging 30 s after injecting FITC-BSA. Arteries show 
fluorescence within seconds after injection; veins can take 
somewhat longer. We use the slowest acquisition to get best 
quality images, 256 × 256 voxels, 74 z slices, and steps of 
1.84 μm obtained with a 25× water-immersion objective. 
For a 20× objective, use z steps of 2.76 μm (see Note 7).

 7. Acquire z stacks for up to 20 min (see Note 8).
 8. For image analysis, we recommend a box-shaped ROI approach 

containing multiple vessels. Use software to segment voxels 
into three categories: those inside the vessel, those on the ves-
sel wall, and those outside the vessel (see Fig. 2). Calculate vas-

3.2 Measuring 
Vascular Permeability 
in Mice Using 
3D Method

Eelco F.J. Meijer et al.
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cular permeability (P) as 
P

F

n F F
=
( ) ×

( ) × −( )
voxel size Slope of over time

Mean of
e

wall v i  

where nwall is the number of voxels making up the vessel walls, 
Fe is the total fluorescence from all exterior points including 
those on the wall, Fv is the mean fluorescence from the interior 
voxels, and Fi is the mean fluorescence from the vessel wall 
voxels (see Note 9).

Fig. 2 Example of 3D method data analysis. (a) Single slice from a multiphoton image z stack of tumor vascu-
lature. (b) Vessel masking from slice presented at a using method “Li” thresholding in ImageJ. (c) Right-top 
graph shows MATLAB results from the same z stack (44 out of 74 slices, z ≈ 81 μm, 8 time points over 15 min, 
images not shown) showing a vascular permeability of 1.55 × 10−6 cm/s. Right-bottom graph depicts the total 
external intensity (Fe, blue line) being the total fluorescence from all exterior points including those on the wall 
and the straight line (green line) being the slope estimated from the first 6 time points to which the blue line 
theoretically should closely adhere to. F fluorescence intensity, Fv mean fluorescence from the interior voxels, 
Fi mean fluorescence from the vessel wall voxels

Measuring Vascular Permeability
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4 Notes

 1. Insulin syringes are precise and have little syringe dead space.
 2. We prefer using a chronic window to keep the area to be stud-

ied in place and allow for chronic imaging without serial lapa-
rotomies and breathing artifacts [13].

 3. Take an image with maximum gain that the camera can handle 
without damaging it or before switching off. Do not adjust 
offset or other settings; you can do this later with image pro-
cessing software.

 4. Leave the needle in the tail vein attached to the tubing and 
syringe to prevent blood loss.

 5. Use a graticule slide to know the actual size of the area and 
vessels you are measuring. Use μm for V/S and K in seconds.

 6. Make sure that the area you are imaging is clean. If you are 
using imaging windows with a cover slip, replace the glass 
cover slip before imaging if needed. If there is water leakage, 
check if the cover slip is intact and well secured or replace the 
cover slip. Also, be particularly careful to prevent collision 
between your objective and anything that can damage it.

 7. Do not adjust the gain, offset, etc. Similar modifications can be 
done after imaging with off-line processing while keeping the 
best quality raw data. We would recommend gathering more z 
slices than you need to be able to correct for any z shift you 
might experience over time. Moreover, check your data for 
pixel saturation. If you are seeing saturation in the fluorescence 
intensity in your data, lower the photomultiplier tube power or 
alternatively lower laser power in future experiments; your data 
will be incorrect and hence (partly) useless otherwise.

 8. Stay alert for xy shifts during imaging; you can manually adjust 
these in between data acquisition or use off-line processing to 
correct for this later. If you are seeing intensity loss of the ves-
sels in the field of view, make sure that there is enough water 
between the tissue and the objective. We recommend leaving a 
syringe with water in the vicinity of your objective.

 9. We use ImageJ (1.47v, NIH) for vessel masking and MATLAB 
(R2015b, MathWorks) for further data analysis. Use earliest 
data stacks acquired for vessel masking to obtain the most 
accurate mask. Data stacks are converted to binary (ImageJ > P
rocess > Binary > Make Binary > Method “Li”) and a median fil-
ter (Process > Filter > Median > Radius 1 pixel) is subsequently 
used to remove noise and smoothen blood vessel lumen but 
not the vessel wall. The MATLAB script is not added here due 
to page limitations but is available upon request.

Eelco F.J. Meijer et al.
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    Chapter 7   

 Hydroxylation-Dependent Interaction of Substrates 
to the Von Hippel-Lindau Tumor Suppressor Protein (VHL)                     

     Pardeep     Heir     and     Michael     Ohh       

  Abstract 

   Oxygen-dependent hydroxylation of critical proline residues, catalyzed by prolyl hydroxylase (PHD1-3) 
enzymes, is a crucial posttranslational modifi cation (PTM) within the canonical hypoxia-inducible factor 
(HIF)-centric cellular oxygen-sensing pathway. Alteration of substrates in this way often leads to protea-
somal degradation mediated by the von Hippel-Lindau Tumor Suppressor protein (VHL) containing 
E3-ubiquitin ligase complex known as ECV (Elongins B/C, CUL2, VHL). Here, we outline in vitro 
protocols to demonstrate the ability of VHL to bind to a prolyl-hydroxylated substrate.  

  Key words     In vitro hydroxylation  ,   In vitro binding assay  ,   Proline  ,   VHL  ,   PHD  ,   HIF1α  

1      Introduction 

 The ability of oxygen-dependent  PTM   to govern protein stability 
plays a central role in the cellular response to compromised  oxygen      
availability. Specifi cally, HIF1α is hydroxylated on conserved pro-
line residues by PHD1-3 and rapidly eliminated by the ECV com-
plex under normoxia [ 1 – 5 ]. In  hypoxia  , HIF1α cannot be effi ciently 
hydroxylated due to the absence of oxygen. Consequently, HIF1α 
accumulates and heterodimerizes with HIFβ to form an active 
transcription factor to promote the expression of numerous genes 
that help the cell adapt to hypoxia [ 6 ]. 

 Several proteins have been shown to bind to  VHL      specifi cally 
after hydroxylation [ 4 ,  5 ,  7 ]. Here, we describe feasible  in vitro   
methods that take advantage of the ability of VHL to bind to 
hydroxylated substrates (Fig.  1 ). Compared to protocols published 
previously, we have eliminated the use of radioactive isotopes [ 8 ]. 
These methods produce robust results using inexpensive reagents 
and represent an early step in confi rming or validating potential 
novel prolyl-hydroxylated substrates of VHL. In addition, we were 
able to demonstrate that disease-associated point mutation on 
VHL alters its binding properties towards the substrate. Notably, 
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inclusion of a catalytically dead form of the  PHD    enzyme      in our 
assay reduced concerns over spurious chemical oxidation taking 
place in an in vitro hydroxylation protocol.

2       Materials 

 All chemicals are prepared in ultrapure water. 

       1.     Rabbit reticulocyte lysate   quick-coupled in vitro transcription/
translation kit.   

   2.    Plasmids: pRc/CMV-HA-VHL, pRc/CMV-HA-VHL 
(Y112N), pRc/CMV-HA-VHL (R64P), and pRc/CMV- HA- 
VHL (V84L) [ 1 ,  9 ]. Although pRc/CMV is no longer 

2.1  In Vitro Binding 
 Assay  
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  Fig. 1    Schematic of workfl ow. The biotinylated  peptide      is fi rst attached to  strep-
tavidin agarose           . Once bound, an in vitro hydroxylation reaction is performed 
using PHD3, α-ketoglutaric acid, and  oxygen  . After catalysis, binding to VHL is 
used to functionally assess hydroxylation       
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manufactured, pRc/CMV-HA-VHL can be purchased from 
Addgene.   

   3.     Peptides      corresponding to 20 amino acids of HIF1α were syn-
thesized by Genscript. Peptides were N-terminally  biotinylated         
through an  aminohexanoic acid (Ahx)   linker. Lyophilized pep-
tides were reconstituted to a fi nal concentration of 1 μg/μL. The 
following is the amino acid sequence of the indicated peptides.
   Unhydroxylated ODD Peptide: DLDLEMLAPYIPMDD

DFQLR.  
  Hydroxylated ODD Peptide (ODD-OH): DLDLEMLAP(OH)

YIPMDDDFQLR.      
   4.     Phosphate-buffered saline (PBS)              : 137 mM NaCl, 2.7 mM 

KCl, 4.3 mM Na 2 HPO 4 , 1.47 mM KH 2 PO 4 , pH 7.4.   
   5.     Streptavidin agarose  .   
   6.     EBC buffer  : 50 mM Tris–HCl, pH 8.0, 120 mM NaCl, 0.5 % 

 NP-40  .   
   7.     Protease inhibitor (PI)     .   
   8.    HiNETN buffer: 20 mM Tris–HCl, pH 8.0, 300 mM NaCl, 

1 mM ethylenediaminetetraacetic acid (EDTA)   , 0.5 %  NP-40  .   
   9.    NETN buffer: 20 mM Tris–HCl, pH 8.0, 100 mM NaCl, 

1 mM EDTA, 0.5 % NP-40.   
   10.    3× Sample buffer: 187.5 mM Tris–HCl, pH 6.8, 6 % sodium 

dodecyl sulfate ( SDS  ), 30 %  glycerol  , 0.03 %  bromophenol 
blue        , 0.3 M dithiothreitol (DTT).   

   11.    Anti-HA  antibody      (Cell Signaling Technology #3724): Please 
note that in our experience, this HA antibody is superior to 
others tested in this assay.      

   All components used in the in vitro binding  assay   in addition to:

    1.    Plasmids: pcDNA3, pcDNA3-HA-PHD3 [ 10 ], pcDNA3-HA- 
PHD3 (H196A) [ 10 ], pcDNA3-3x-FLAG-VHL.   

   2.    10×  Prolyl hydroxylation assay (PHA)   buffer: 400 mM 
 HEPES  , pH 7.4, 800 mM  KCl  .   

   3.    α-Ketoglutaric  acid  , dissolved to 50 mM in water, pH 7.4.   
   4.    20 mM in water  ascorbic acid  , pH 7.4.   
   5.    10 mM in water  iron (II) chloride tetrahydrate  .   
   6.    Anti-FLAG antibody (M2) (Sigma-Aldrich F1804): Please 

note that in our experience, this FLAG antibody is superior to 
others tested in this assay.    

2.2  In Vitro 
Hydroxylation 
 Reagents  
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3       Methods 

       1.    In vitro translate 1 μg of HA-VHL, HA-VHL(Y112N), HA- 
VHL(R64P), and HA-VHL(V84L) constructs using  rabbit 
reticulocyte lysate   quick-coupled  in vitro   transcription/transla-
tion kit. Supplement the reaction with non-radioactive methio-
nine as indicated in the manufacturer’s instructions. The reaction 
is allowed to proceed for 90 min by incubating at 30 °C.   

   2.    In four separate 1.5 mL tubes (one tube for each form of 
VHL)      , incubate 1 μg of hydroxylated ODD peptide with 
30 μL of  streptavidin    agarose   slurry ( see   Note    1  ) in 500 μL of 
 PBS   and incubate at 4 °C for 1 h on a rocking platform. Set up 
an additional tube using 1 μg of unhydroxylated ODD peptide 
to use as a negative control.   

   3.    Spin down the tubes containing  streptavidin agarose      bound to 
peptide at maximum speed for 15 s in a tabletop centrifuge.   

   4.    Aspirate the  PBS  , being careful not to disturb the bead pellet.   
   5.    Resuspend the beads in approximately 1.25 mL  EBC buffer  .   
   6.    Repeat the procedure outlined in  steps 3 – 5  for two more washes.   
   7.    Resuspend the beads in 500 μL EBC buffer + PI.   
   8.    Incubate the indicated in vitro- translated   HA-VHL  constructs   

with beads bound to hydroxylated ODD  peptides   ( see   Notes    2   
and   3  ). Incubate the beads bound to unhydroxylated ODD 
peptide with wild-type HA-VHL ( see   Note    4  ). The mixtures 
are incubated on a rocking platform for 2 h at 4 °C.   

   9.    A 50 % input (a quantity that is half the amount used for bind-
ing in  step 8 ) of the in vitro-translated HA-VHL  protein   prod-
ucts should be removed to a new tube. 3× Sample buffer is 
added so that its fi nal concentration is 1×.   

   10.    Wash beads four times in  HiNETN buffer  .   
   11.    Wash beads once in NETN buffer.   
   12.    Aspirate all residual NETN buffer.   
   13.    Add 50 μL of 1× sample buffer to the beads and incubate at 

95 °C for 5 min to elute the protein off the beads. Perform the 
same incubation on the inputs.   

   14.    Run a 10 %  SDS-PAGE   gel and perform  immunoblotting   ( see  
 Note    5  ). Use anti- HA   antibody to detect a band at approximately 
30  kDa   (Fig.  2 ).

              1.    In vitro translate 1 μg pcDNA3, HA-PHD3, and HA- PHD3      
(H196A) ( see   Note    6  ) constructs using rabbit reticulocyte 
lysate quick-coupled in vitro transcription/translation kit. 
Supplement the reaction with non-radioactive methionine as 

3.1  In Vitro Binding 
 Assay  

3.2  In Vitro 
Hydroxylation 
 Reaction  
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indicated in the manufacturer’s instructions. The reaction is 
allowed to proceed for 90 min by incubating at 30 °C.   

   2.    In three separate 1.5 mL tubes incubate 1 μg of unhydroxylated 
ODD peptide with 30 μL of streptavidin agarose slurry ( see  
 Note    1  ) in 500 μL of PBS at 4 °C for 1 h on a rocking plat-
form. Set up an additional tube using 1 μg of hydroxylated 
ODD peptide to use as a positive control for VHL binding. 
The positive control will not be undergoing in vitro hydroxyl-
ation and will be used in  step 12 .   

   3.    Spin down the streptavidin agarose bound to peptide at maxi-
mum speed for 15 s in a tabletop centrifuge.   

   4.    Aspirate the PBS being careful not to disturb the bead pellet.   
   5.    Wash the beads twice in PBS.   
   6.    Wash the beads once in 1×  PHA   buffer.   
   7.    Aspirate all residual 1× PHA buffer.   
   8.    Resuspend beads to a fi nal volume of 200 μL comprised of 1× 

PHA supplemented with 5 mM α-ketoglutaric  acid  , 2 mM 
 ascorbic acid  , 0.1 mM FeCl 2  and 10 μL of  rabbit reticulocyte 
lysate   programmed with the desired  enzyme     .   

   9.    Incubate at room temperature for 2 h with mixing end over end.   
   10.    Set aside a 10 % input of the above programed rabbit reticulo-

cyte  lysate      to validate by  immunoblotting   that an equivalent 
amount of enzyme was used for catalysis.   
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  Fig. 2     In vitro   binding of HA-VHL to hydroxylated ODD  peptides  . HA-VHL and the indicated HA-VHL mutants 
were in vitro translated. In  vitro   binding to hydroxylated peptides was then performed. Anti-HA  immunoblotting   
was used to detect HA-VHL.  IVT  in vitro translated,  IVBA  in vitro binding assay,  PD  pulldown       
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   11.     In vitro   translate 3× FLAG-VHL from pcDNA3-3xFLAG- 
VHL plasmid by incubation at 30 °C for 90 min.   

   12.    Wash beads from in vitro hydroxylation reaction and positive 
control in  NETN buffer   four times.   

   13.    Wash beads once in  EBC buffer  .   
   14.    Aspirate residual EBC buffer.   
   15.    Resuspend beads in 500 μL EBC buffer + PI. Incubate in the 

presence of 10 μL of in vitro-translated 3× FLAG-VHL on a 
rocking  platform   at 4 °C for 2 h.   

   16.    Wash beads four times in 1.25 mL of  HiNETN buffer  .   
   17.    Wash beads in 1.25 mL of  NETN buffer   once.   
   18.    Aspirate all residual NETN buffer.   
   19.    Add 50 μL of sample buffer to the beads and incubate at 95 °C 

for 5 min.   
   20.    Apply samples on a 10 %  SDS-PAGE   gel and run electrophoresis. 

Transfer samples onto membrane for  immunoblotting     . Use the 
anti-FLAG  antibody      or the anti-HA antibody to detect bands at 
approximately 30 kDa corresponding to VHL or approximately 
26 kDa corresponding to PHD3, respectively (Fig.  3 ).
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  Fig. 3     In vitro   hydroxylation of unhydroxylated ODD peptides. Empty pcDNA3 plasmid and plasmids encoding 
HA-PHD3 or catalytically inactive HA-PHD3 (H196A) were in vitro translated in  rabbit reticulocyte lysate  . In vitro 
hydroxylation was then performed on unhydroxylated ODD peptides and an  in  vitro binding assay to in vitro- 
translated 3xFLAG-VHL was performed. Anti-HA and anti-FLAG  immunoblotting   was performed to detect 
HA-PHD3 and FLAG-VHL, respectively.  IVT  in vitro translated,  IVBA  in vitro binding assay,  IVOH  in vitro hydrox-
ylation,  PD   pulldown            
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4                   Notes 

     1.    Using a clean razor blade to cut the pipette tip, thus making 
the opening wider so it is easier to remove an accurate amount 
of bead slurry.   

   2.    Depending on the effi ciency of  in vitro   translation and the 
strength of the interaction to the substrate, samples of 2–10 μL 
can be used.   

   3.    Leftover in vitro-translated protein product can be stored in a 
−80 °C freezer and reused for additional binding assays.   

   4.    Aliquots of HA-VHL from one in vitro translation reaction are 
used in separate binding assays on hydroxylated and unhydrox-
ylated ODD  peptides  . This ensures that a lack of binding in the 
negative control reaction is not due to inadvertent poor quality 
of in vitro translation or misfolding.   

   5.    The  SDS-PAGE   gel is transferred onto polyvinylidene fl uoride 
membrane. Next the membrane is blocked in 4 % nonfat milk dis-
solved in TBST (10 mM Tris–HCl, pH 7.5, 150 mM  NaCl  , 
0.05 %  Tween-20  ) for 1 h on a rocking platform at room tempera-
ture. The blot is then washed in TBST fi ve times for 5 min. Anti-
 HA   antibody is diluted 1:1000 in TBST and applied to the 
membrane overnight at 4 °C on a rocking platform. The next day 
the blot is washed in TBST fi ve times for 5 min.  HRP  - conjugated 
secondary antibody is diluted to 1:7500 in 2 % milk- TBST and is 
applied to the membrane for 1 h at room temperature. The mem-
brane is then washed in TBST fi ve times for 5 min. The mem-
brane is developed using  enhanced chemiluminescence (ECL)        .   

   6.    The use of catalytically inactive PHD3 reduces concerns of 
spurious chemical oxidation of the ODD peptide as being the 
cause of VHL binding to ODD peptide after hydroxylation by 
active PHD3.         
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    Chapter 8   

 Analyzing the Tumor Microenvironment by Flow Cytometry                     

     Yoon     Kow     Young    ,     Alicia     M.     Bolt    ,     Ryuhjin     Ahn    , and     Koren     K.     Mann      

  Abstract 

   Flow cytometry is an essential tool for studying the tumor microenvironment. It allows us to quickly 
quantify and identify multiple cell types in a heterogeneous sample. A brief overview of fl ow cytometry 
instrumentation and the appropriate considerations and steps in building a good fl ow cytometry staining 
panel are discussed. In addition, a lymphoid tissue and solid tumor leukocyte infi ltrate fl ow cytometry 
staining protocol and an example of fl ow cytometry data analysis are presented.  

  Key words     Tumor microenvironment  ,   Solid tumor  ,   Immune cell infi ltrate  ,   Flow cytometry (FCM)  , 
  Staining panel  ,   Intracellular staining  ,   Fluorescence-activated cell sorting (FACS)  ,   Multi-parameter  , 
  Isotype control  ,   Spillover  ,   Compensation  ,   Fluorescence minus one (FMO)  

1      Introduction to Flow Cytometry 

   The tumor microenvironment consists of the basement  mem-
brane     , extracellular matrix, immune cells,  fi broblasts  , and capil-
laries that form an intricate network at the primary tumor and 
metastatic niche to play an important role in tumor progression 
and  metastasis  . Flow cytometry is a quantitative tool that has 
been successfully used to characterize and isolate the heteroge-
neous components of the tumor microenvironment in clinical 
patient and cancer animal model samples. For example, using 
fl ow cytometry, researchers have identifi ed increased levels of 
CD4+  CD25  + regulatory T-cells in the peripheral blood, tumor, 
and lymph nodes of breast and pancreatic cancer patients [ 1 ]. 
Using a mouse model of colorectal cancer, fl ow cytometry was 
used to determine increased levels of  Gr1  + CD11b+ myeloid-
derived suppressor cells in the tumor and spleen of animals, 
which played a role in enhanced  angiogenesis   and tumor growth 
[ 2 ]. In addition, researchers have used fl ow cytometry to charac-
terize the  infi ltration      of bone-marrow-derived myeloid and natu-
ral killer cells in the pre-metastatic niche in breast and melanoma 
cancer models [ 3 ]. In this chapter, we discuss fl ow cytometry 

1.1  General 
Information on Flow 
Cytometry
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methodology and how to design and run a  multi- parameter fl ow 
cytometry panel to characterize the tumor microenvironment at 
the site of primary tumor and metastatic niche. 

 Flow cytometry technology is an attractive tool for studying 
the tumor microenvironment, because it is a rapid and quantitative 
means to assess multiple markers (called parameters) in several cell 
populations from a cell suspension at single-cell resolution. Since 
its conception in the 1960s, there have been several major techno-
logical advances [ 4 ,  5 ]. Of these, the increase in the number of 
parameters that can be evaluated per sample has greatly advanced 
our understanding of cellular biology. Building and analyzing a 
multi-parameter fl ow cytometry staining panel can be challenging. 
However, smaller, more user-friendly instruments and software 
have made this technology more accessible. 

 Flow cytometers measure physical and fl uorescent parameters of 
particles in suspension, which are termed “events.” Examples of 
events could include cells, bacteria, organelles, or latex beads. Samples 
can be labeled with fl uorescent probes or markers that include fl uo-
rescent dyes, fl uorescent reporter genes, and  fl uorophores   conju-
gated to antibodies or other proteins. Different fl uorescent conjugates 
and dyes are commercially available and have excitation and emission 
characteristics that span the whole visible spectrum. 

 As mentioned, the power of fl ow cytometry rests on four main 
 qualities  . (1)  Data are acquired rapidly . Analysis of thousands of 
events per second is routine. Due to the rapid speed at which data can 
be acquired, a large sample size can be analyzed, often in the order of 
millions of events. Having a large sample size effectively increases the 
statistical power of the data. (2)  Data are quantitative . The fl uores-
cence intensity observed is quantitative and therefore, the intensity 
for each  probe   compared to control can be directly related to the 
abundance of the parameter probed (protein content, DNA/RNA 
content, metabolites, etc.). (3)  Analyses can be multi-parametric . 
Flow cytometry has the capability of simultaneously analyzing mul-
tiple fl uorescent probes with each probe measuring a unique cellular 
parameter. Increasing the number of parameters increases the num-
ber of different populations and/or functions that can be analyzed 
simultaneously. Multiplexing multiple types of assays into one fl ow 
cytometry staining panel can increase the amount of data that can be 
acquired using a relatively small sample size. (4)  Every event is ana-
lyzed individually . This allows us to simultaneously characterize mul-
tiple cell populations from a single sample. In addition, having a large 
number of events collected per sample makes it possible to focus on 
very rare cell populations by removing or “gating out” populations 
that are not of interest and “drill down to” or “gate into” a rare 
population of interests, even down to a single cell. 

 There are however several limitations in using fl ow cytometry. 
Flow cytometers can only analyze cells in suspension. Therefore, 
anatomical location of each cell within whole tissue is lost. Once 
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cultured cells are enzymatically treated (trypsinized) or organs 
mechanically dissociated, virtually all morphological parameters of 
the cell are altered. The cells retract their protrusions and exten-
sions and become rounded. As we will see below, forward scatter 
(size) and side  scatter   ( granularity  ) measurements are the only two 
physical parameters that are collected.  Enzymes   are often used to 
digest tissue into a single-cell suspension. These enzymes also have 
the potential of cleaving surface proteins of interest [ 6 ,  7 ]. In addi-
tion, when  immunophenotyping  , the antibody used to tag the cells 
can potentially activate them. This may alter the metabolism and 
expression of markers of interest. As is the case for immunofl uores-
cent microscopy, cell  fi xation   and permeabilization are required for 
intracellular immunophenotyping. This limitation impacts our 
ability to isolate live cells by  fl uorescence  -activated cell sorting that 
differ in intracellular  epitope    properties  .  

   There are two main types of fl ow cytometers:  fl ow cytometry ana-
lyzers      and fl uorescence-activated cell sorters (FACS). Both have the 
same analysis capability, but FACS has the additional ability to phys-
ically separate targeted populations into separate tubes for further 
downstream applications, such as  in vitro   culture or RNA, DNA, 
and protein isolation. Despite this added function, fl ow cytometers 
are based on the same components. There are three main compo-
nents of a fl ow cytometer: fl uidics, optics, and electronics (Fig.  1 ). 
The fl uidics drives the instrument. In a large majority of instru-
ments, pressurized sheath fl uid hydrodynamically focuses the sam-
ple through the fl ow cells. At the interrogation point, fl uidics and 
optics meet. High-power lasers are the excitation source of choice, 
since laser light is coherent and sample illumination time is extremely 
short. As a particle strikes the laser, light is scattered and excited 
fl uorescent probes emit fl orescent light. Light-focusing and steer-
ing optics direct the scattered and fl uorescent photons to detectors. 
Light detection optics, such as photodiodes and  photomultiplier 
tubes (PMT)  , amplify and convert photon signals into electrical 
pulses. The electronics digitize each pulse in three integrations: 
pulse height, width, and area. Pulse height is the peak intensity of 
the pulse or the highest intensity measured. The width of the pulse 
is the time it takes for the event to pass through the laser or the time 
of fl ight. The area under the pulse is the sum of all heights. The area 
of the pulse is the preferred parameter to use for analysis, as it 
refl ects the average intensity of each event.

   The light defl ection or scattering properties of each event 
allow for the detection of two physical parameters.  Forward scatter 
(FSC)   refers to the light defl ected in front of or in line with the 
laser, which can tell us about the particle size. Larger events will 
scatter more light, increasing the FSC value. It is also important to 
note that other factors, such as refractive index and light absorp-
tion of the event, can also affect the FSC parameter readout by 

1.2  Instrumentation
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about 2–5 % [ 8 ]. The second physical parameter is  side scatter 
(SSC)     , commonly referred to as  granularity  . Cells that have a rough 
outer membrane, granular vesicles, or an irregular internal struc-
ture scatter more light at right angles to the illumination source. 
The FSC and SSC parameters provide a rough estimate of the size 
and granularity of each cell, but also allow us to discriminate noise, 
debris, dead cells, and aggregates from the cells of interest. 

  Fluorescence      emission is also measured at roughly right angles 
to the laser excitation source. Several optical components, such as 
lenses, fi ber optics, dichroic mirrors, and band-pass fi lters, are used 
to steer and fi lter the emitted light, which is sent to the PMT. Each 
 PMT   is essentially collecting a discrete range of light wavelengths. 
The available excitation laser and the arrangement of the emission 
optics are highly customizable. The instrument layout of the opti-
cal components is referred to as the instrument optical confi gura-
tion. It is important to note that the choice of probes must match 
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  Fig. 1    Flow cytometry workfl ow. Flow  cytometers   are composed of three components: fl uidics, optics, and 
electronics. Signals processed by the electronics are analyzed using fl ow cytometry software       
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not only the assay, but also the instrument confi guration. Improper 
fl uorescence probe panel designs will negatively affect the sensitiv-
ity of the experiment; thus, it is recommended to consult with your 
fl ow cytometry core manager to determine your site’s machine 
specifi cations, if applicable.  

    Immunophenotyping   is a very common fl ow cytometry assay in 
which fl uorophore-conjugated antibodies are used as probes to 
stain target cells with high avidity and affi nity. This allows for rapid 
and easy phenotyping of each cell type in a heterogeneous sample 
according to the presence or absence of a combination of proteins. 
The  epitope   density of each event is also measured by assessing the 
intensity of the  fl uorescence  , thus providing not only information 
on the presence or absence of an epitope, but also a quantitative 
measure of how many epitopes are present. 

 In the study of the tumor microenvironment, many research-
ers are interested in studying immune infi ltrates, which can include, 
but are not limited to,  lymphocytes   (both T and B),  macrophages  , 
and myeloid derived-suppressor cells. These primary samples are 
heterogeneous, and thus it is important to be able to discriminate 
and identify different cell subpopulations within each sample. As 
mentioned, the probes must not only match the assay, but also the 
instrument confi guration. Each  fl uorophore   must be excitable by 
the available laser(s) and its emission must be detectable by one of 
the available emission fi lters. 

 With the right cocktail of probes, it is possible to affi x each cell 
type with a unique set of fl uorescent  markers  . Care must be taken 
to choose  fl uorochromes   that are distinct. If two cellular proteins 
were stained with different probes conjugated to fl uorophores 
with similar light excitation and emission spectra, the cytometer 
may not be able to differentiate them from one another. The emis-
sion profi le of each  fl uorophore   should be as spectrally separate as 
possible. Many manufacturers have spectra viewers to help choose 
the most compatible fl uorophores when designing a new  staining 
panel  . However, in multi-parameter fl ow cytometry, the emission 
spectra of two distinct probes may overlap slightly and spill over 
into adjacent fi lters. Fluorescence  spillover      can be visually  mitigated 
by  compensation  , but should be avoided or minimized as much as 
possible since it introduces error in the measurement [ 9 ,  10 ]. 
Spillover is seen as a spreading of the data or swelling of the nega-
tive population into affected parameters. Compensation helps to 
separate overlapping fl uorescence so that respective populations 
can be more easily analyzed and gated. Adding compensation does 
not introduce measurement error into the data. It is the fl uores-
cence spillover itself that causes data spread and decreases the sen-
sitivity of the affected parameters [ 11 ]. Therefore, choosing two 
fl uorophores that overlap increases background and decreases our 
ability to resolve dim double positives. The negative effect of 

1.3  Panel Design

Flow Cytometric Analysis of the Microenvironment



100

spillover is more apparent for very bright fl uorescent signals and in 
turn, will decrease the sensitivity of fl uorescence measured by adja-
cent detectors [ 10 ]. 

 There are other important considerations when choosing fl uo-
rochromes.  Fluorochromes   differ in their intensity.  Brilliant Violet™ 
421 (BV421)  ,  phycoerythrin (PE)        , and allophycocyanin (APC) for 
example are amongst the brightest fl uorophores currently available. 
Tagging the least abundant markers with these fl uorochromes will 
increase our ability to visualize these events. In addition, considering 
the stability of the fl uorophore is also important. APC and the GFP 
reporter proteins are large and more labile to formaldehyde and 
especially alcohol fi xation. If a fi xation step is required (intracellular 
staining), lower molecular weight  fl uorophores,                  such as Alexa Fluor 
488, Cyanin 5 (Cy5), and Alexa Fluor 647, are more resistant to 
denaturation [ 12 ]. Tandem dyes consist of two dyes that are cova-
lently coupled, so the light emission of the fi rst excites the second by 
fl uorescence resonance energy transfer (FRET) [ 13 ]. PE-Cy5 and 
APC-Cy7 dyes are common tandem dyes used in fl ow cytometry. 
For example, when PE (FRET donor) is excited by a laser, its emis-
sion can in turn excite Cy5 (FRET acceptor) and in turn emits a red 
shifted light (higher Stokes shift). This expands the range of fl uores-
cence that can be emitted with a single excitation laser. However, 
tandem dyes are unstable and must be kept at 4 °C and protected 
from light [ 13 ]. The donor and acceptor can decouple causing the 
probes to fl uoresce at the donor wavelength and the acceptor to 
aggregate, introducing false positive and artifacts. As in immuno-
fl uorescent microscopy, a secondary detection system, such as fl uo-
rescent-conjugated secondary antibody or avidin-biotin detection 
system, can be employed. Unconjugated primary  antibodies   can be 
easily labeled with a fl uorescent secondary antibody, which has bind-
ing affi nity to the primary antibody. Commercial kits are also avail-
able to directly conjugate primary antibody in-house. Biotinylated 
primary antibody coupled to a fl uorescently coupled avidin second-
ary detection system is advantageous where there is low expression 
of  epitopes.      Since several fl uorescent avidin can bind to each biotin, 
the signal is greatly amplifi ed [ 14 ]. 

 Primary samples, especially digested tissue, contain a lot of dead 
cells, cellular  debris  , and cells that are not of interest. It is sometimes 
very diffi cult to distinguish cells from dead cells and debris. Adding a 
live and dead discrimination marker will eliminate most of the debris 
and dead cells from the analysis. In addition, dead cells are highly auto-
fl uorescent and sticky and nonspecifi cally bind to dyes and antibodies, 
introducing false positives.  Propidium iodide (PI)   is often used because 
it is inexpensive and easy to use, but it cannot be used for fi xed samples 
and its broad  fl uorescence   emission is prohibitive. Several other live/
dead dyes exist, including some that are amenable to  fi xation  . In addi-
tion, introducing a marker of nucleated hematopoietic cells when study-
ing immune infi ltrates in a digested tumor sample is also wise (i.e., 

Yoon Kow Young et al.



101

 CD45  ). Teasing out these cells from all other events (debris, dead cells, 
and all other non-hematopoietic cells) simplifi es the analysis of the tar-
get cells. These strategies can be adapted for any fl ow cytometry panel. 

 All fl ow cytometers are not alike and differ in their optical con-
fi guration. Thus, fl uorescence measurements obtained from one 
instrument to another might differ greatly. It is recommended to 
perform a titration assay of all the fl uorescent markers, even when 
using published assays. The background fl uorescence and the posi-
tive signal should fi t the linear reading range of the  PMT  . Several 
protocols have been published on how to titrate fl uorescent mark-
ers properly [ 15 ,  16 ]. At an optimal titer, the signal-to-noise ratio 
is at maximum and the separation between the positive and nega-
tive populations will be at its greatest (making it easier to identify 
your positive population). A sample that is stained above or below 
the optimal titer will have lower signal-to-noise ratio. When the 
sample is stained with increasing number of reagents, the negative 
cells will start nonspecifi cally binding these markers, increasing 
background fl uorescence and decreasing the separation between 
negative and positive fl uorescence values. On the other hand, as we 
decrease staining reagent, the negative signal stays low but the 
positive signal will decrease until it merges with the negative.  

   A fl ow cytometry experiment is only as good as its controls. Three 
main groups of controls should be run during each assay: instru-
ment controls, sensitivity controls, and  biological controls   [ 17 ]. 
Instrument controls include the negative or unstained controls and 
 compensation   controls. Sensitivity controls are the gating controls, 
which help to identify the positive cell populations. Biological con-
trols are also gating controls with the added advantage of being 
biologically relevant. These three controls are an integral part of 
every fl ow cytometry experiment, stained the same day and 
acquired at the same time as the experimental samples. Here is a 
brief overview of each of these controls. 

     Any unstained particle that is excited by a  laser      emits a baseline 
amount of fl uorescence, autofl uorescence. Cells typically show higher 
autofl uorescence in the green spectrum. The unstained control allows 
us to adjust the PMT voltage gain for each detector, with the goal of 
adjusting the  PMT   gain to place the autofl uorescence above the noise 
of the instrument. Some labs prefer to adjust the autofl uorescence to 
three standard deviations above noise and others will set the 
population at a fi xed intensity (above noise) for each parameter being 
read. Positive signal will clear the autofl uorescence threshold and still 
be within the reading range (dynamic range) of the detector. If it is 
too bright, the PMT gain can be readjusted lower, putting the 
positive population in range. If possible, it would be wise to decrease 
the intensity of the positive signal for the next experiment by 
decreasing the titration of fl uorescent label.  

1.4  Flow Cytometry 
 Controls  

1.4.1  Instrument 
Controls

 Unstained Control
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   The second set of necessary instrument controls are compensation 
controls. In conventional digital cytometers, compensation is an 
algorithm that is used to correct fl uorescence  spillover.            For exam-
ple, a fl ow cytometry experiment is set up to analyze the level of 
GFP transfection and PE antibody-labeled cells. The cytometer is 
equipped with a blue laser to excite both  fl uorophores   and green 
and orange emission fi lters to collect GFP and PE fl uorescence, 
respectively. While most of the light emitted from GFP-labeled 
cells is in the green spectrum, GFP-positive cells will also emit 
orange fl uorescence in lesser intensity. The GFP green emission 
fi lter will collect most of the GFP green spectrum. However, por-
tions of the light emitted by GFP cells will also spill over into the 
orange emission fi lter. All GFP cells will also be PE positive. With 
a GFP compensation control sample tube, the fl uorescence spill-
over into PE can be properly compensated. 

 In order to calculate the correct fl uorescence spillover com-
pensation value, each compensation control sample tube must 
meet the three golden rules [ 18 ]. First, each compensation tube 
must contain a single positive signal, stained with the same  fl uoro-
chrome      as the experimental panel. Second, the autofl uorescence of 
the negative and positive population must be identical. Third, the 
positive portion of the control must be as bright or brighter than 
the experimental sample. 

 The sample used for the compensation controls can be different 
from the test sample as long as the golden rules are met. For example, 
 splenocytes   can be a source of T-cells to prepare  compensation 
sample tubes instead of precious tumor T-cell infi ltrates. In addition, 
for low-expressing  epitopes   or rare cell types, compensation beads 
stained with the test-conjugated antibody are an excellent substitute. 
Compensation beads are engineered to capture the test antibody. 
It is important that the positive signal is as least as bright as the test 
sample, because the compensation value is more accurately calculated 
with a brighter  fl uorescence   signal. A dimly stained compensation 
control will most often result in an underestimation of the compensa-
tion value (under-compensation). It is strongly recommended to 
use software automated  compensation tools  , because performing 
compensation manually will often result in overcompensation.   

   Sensitivity controls are negative controls. They are guides to deter-
mine the boundary between autofl uorescence and positive specifi c 
antibody-binding fl uorescence. There are three sensitivity controls: 
 isotype control,      fl uorescence minus one (FMO) control, and  anti-
body competition control   [ 17 ]. 

   An isotype control antibody is an antibody of the same isotype as the 
test antibody, but has no affi nity for antigen being tested. Thus, this 
antibody has the same constant region, but not the same variable 
region. In addition, if the primary test antibody is conjugated to a 

  Compensation   Control

1.4.2  Sensitivity Controls

  Isotype Control  
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 fl uorochrome     , the isotype control is also conjugated with the same 
fl uorochrome. Traditionally, isotype controls have been used as 
absolute gating controls. However, there are strong arguments that 
refute the validity of using this type of control as a gating control [ 9 , 
 17 ,  19 ,  20 ]. Isotype controls can be useful in certain situations. For 
example, cultured primary cells may show increased nonspecifi c 
binding and an isotype control can help evaluate the increased level 
of background staining. When performing an intracellular stain with 
a conjugated  primary antibody  , it is diffi cult to wash off nonspecifi c 
antibody trapped in the cell. The isotype control can show how 
effective the washing steps were. Some immune cell types have high 
levels of  Fc receptors  , which can bind the staining antibody. When 
staining these cells, the Fc receptors need to be blocked adequately. 
In this case, an increase in isotype control staining will show 
incomplete Fc receptor blocking. Once a complete Fc receptor 
blocking protocol is determined, the isotype control can be omitted. 
However, as mentioned, the increase in background shown using 
isotype controls is inaccurate and only  qualitative  .  

   Background  fl uorescence   is affected in large multi-parameter staining 
assays, because increasing the number of fl uorescent markers increases 
the inevitable fl uorescence  spillover  . As mentioned above, fl uores-
cence spillover increases spread of the data, increases  background, and 
decreases sensitivity of the parameter(s) affected by spillover. This is 
visualized as a swelling of the background fl uorescence. FMO is a very 
good gating guide, because it helps to determine the threshold 
between auto fl uorescence   and positivity [ 17 ,  19 ]. An FMO control 
sample is stained with all the fl uorescent markers within a given panel 
with the exception of one. Some laboratories spike in the  isotype con-
trol   matching the omitted test antibody marker. However, as men-
tioned above, this is not recommended, because isotype controls do 
not accurately delineate the background fl uorescence boundary. With 
proper panel design, the amount of  spillover   can be minimized. FMOs 
account for the combined spillover effect of all other markers onto the 
parameter for which the stain has been omitted. They are especially 
important in samples where there is not a clear delimitation between 
background and positive fl uorescence. Even when the fl uorescence 
spillover  compensation   is miscalculated, FMOs can help gate for the 
real positive events. It is strongly recommended to do all FMOs for 
the fi rst few fl ow cytometry assays. The use of FMOs can then be re-
evaluated or even omitted for the parameters that can be easily gated. 
Please keep in mind that FMOs are not perfect, as we will see below.  

   To access the specifi city of the antibody, the sample can be stained 
with a fl uorescently labeled antibody with the addition of increas-
ing amounts of a competing unlabeled antibody. If the antibody is 
specifi c, there will be a decrease of positive events with increasing 
unlabeled antibody. This control is useful when the specifi city of 
the test antibody is in doubt or you are validating a new  antibody  .   

 Fluorescence Minus  One   
Control

  Antibody Competition 
Control     
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   A biological control sample lacks the target protein or has a baseline 
amount of this protein of interest. This control sample is stained 
with the full  staining panel  . It allows identifi cation and gating of 
positive events with certainty. It takes into account all the  spillover   
effects just like in the FMO controls, but it is biologically relevant 
to the assay, for example, if we were to study the level of pSTAT1 in 
cancer cells. In this assay, the  FMO   control would not do justice 
because all cells express some pSTAT1. The FMO would show that 
the cells have no pSTAT1, which is improbable. A fully stained, 
unstimulated cancer cell sample will serve as a much more accurate 
baseline biological control. Cancer cells stimulated with IFNγ, 
which would increase pSTAT1, can also serve as a positive biologi-
cal control. An increase or decrease in fl uorescent intensity com-
pared to baseline in pSTAT1 can then be accessed when treated.    

2    Materials 

       1.    50 mL Conical tubes.   
   2.    1.5 mL  Eppendorf tubes  .   
   3.    Centrifuge.   
   4.    RPMI or  DMEM   Media.   
   5.     FBS  .   
   6.    1×  Phosphate-buffered saline (PBS).        
   7.    1.5 or 2 mL  Rubber pestles.     
   8.     EDTA  /PBS.   
   9.    Chemical dissociates:  DNase I   (fi nal concentration at 0.3 mg/

mL) and  collagenase B   (fi nal concentration at 2.4 mg/mL).   
   10.    70 μm Nylon  cell strainers.        
   11.    37 °C Plate shaker.   
   12.     Hemocytometer   or  automated cell counter  .      

    External/Internal Staining 

    1.    Centrifuge.   
   2.    Cold 1× PBS.   
   3.    Cold  FACS   buffer: 500 ml 1× PBS, 5 %  sodium azide,      5 % FBS.   
   4.    1.5 mL  Eppendorf tubes  .   
   5.    5 mL  Polystyrene round-bottom “FACS” tubes  .   
   6.    96-Well V-bottom, clear, polystyrene microplates.   
   7.     Live/Dead Marker  .   
   8.    Live/Dead Fixable Aqua Dead Cell Stain Kit, for 405 nm 

excitation.   

1.4.3   Biological Controls  

2.1   Sample 
Preparation  

2.2  Staining
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   9.    Live/Dead Fixable Near-IR Dead Cell Stain Kit, for 633 or 
635 nm excitation.   

   10.     Fc block  : Purifi ed Rat Anti-Mouse CD16/CD32 (Mouse BD 
Fc Block).   

   11.    Fluorescently-conjugated primary  antibodies  .   
   12.    Vortex.   
   13.     Fixation  / permeabilization buffer   ( see   Note    1  ).   
   14.    Normal rat or mouse  serum  .    

3       Methods 

   This protocol will focus on characterizing the immune cell infi l-
trates in primary tumors, although other cell types could certainly 
be incorporated into a  staining panel  . Analysis can also be per-
formed in lymphoid tissues where it serves as a good control of the 
immune cell infi ltrates in the primary tumor. This type of analysis 
also helps to distinguish systemic versus tumor-specifi c activation 
of immune cells. 

 The sample preparation will obviously depend upon the type 
of tissue. In general, solid tumors will need to be enzymatically 
digested in order to acquire a single-cell suspension. Other organs, 
particularly lymphoid tissues, can be dissociated through mechani-
cal means. 

       1.    Dissect primary tumor and cut into small pieces in ice-cold 1× 
PBS.   

   2.    Chemically dissociate tumor samples by incubating tumor in a 
50 mL conical tube with 10 mL media supplemented with 5 % 
 FBS   and 2.4 mg/mL  collagenase B   ( see   Note    2  ).   

   3.    Incubate for 1.5–2 h at 37 °C on a  shaker  .   
   4.    Monitor frequently and only allow reaction to continue until 

all the tissue is dissociated.   
   5.    After incubation, put in 20 mL of  PBS  . Pipet up and down 

four times to dissociate tissue.   
   6.    Centrifuge samples for 7 min at 300 ×  g  at room temperature.   
   7.    Remove supernatant, add 6 mL media containing 0.3 mg/mL 

 DNase I  , and dissociate pellet ( see   Note    2  ).   
   8.    Incubate for 15–30 min at 37 °C on a shaker.   
   9.    Centrifuge samples for 7 min at 300 ×  g  at 4 °C.   
   10.    Remove supernatant and resuspend in 10 mL of 1 mM 

 EDTA  /PBS. Pipet up and down to dissociate tissue.   
   11.    Pass dissociated cells through a 70 μm fi lter, and rinse fi lter 

with PBS.   

3.1   Sample 
Preparation  

3.1.1  Solid tumor
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   12.    Count cells using  hemocytometer   or  automated cell counter  .     

 (Protocol optimized in Dr. Josie Ursini-Siegel’s Laboratory, 
McGill University.)  

       1.    Dissect spleen and dissociate tissue using a  rubber pestle   in a 
1.5 mL tube with 1×  PBS  .   

   2.    Pass dissociated cells through a 70 μm fi lter, and rinse fi lter 
with 1× PBS.   

   3.    Count cells.       

   Once a single-cell suspension is obtained, cells can be stained for 
multiple parameters. In general, staining to detect external or cell 
surface antigen is performed fi rst, followed by  fi xation  /permeabi-
lization steps, and staining for intracellular antigens. 

       1.    Resuspend 2–10 × 10 6  cells (depending on cell populations 
that you want to analyze and the cell type you are measuring; 
 see   Note    3  ) per sample in 25 μL PBS and place into staining 
tubes/plate ( see   Note    4  ).   

   2.    Add 25 μL of pre-titrated Live/Dead stain mix to each sample.   
   3.    Incubate for 30 min on ice in the dark.   
   4.    Add 100 μL  PBS   per sample; spin at 350 ×  g , 4 °C, for 5 min; 

and decant ( see   Note    5  ).   
   5.    Add 25 μL  Fc block      mix to each sample.

   Purifi ed Rat Anti-Mouse CD16/CD32 (Mouse BD Fc Block): 
2 μL per sample diluted in 23 μL FACS buffer.      

   6.    Incubate for 30 min on ice in the dark.   
   7.    Add 25 μL of antibody mix, already titrated antibody concen-

trations ( see   Note    6  ).   
   8.    Incubate for 30 min on ice in the  dark  .   
   9.    Add 100 μL FACS buffer per well; spin at 350 ×  g , 4°C, for 

5 min; and decant.   
   10.    For samples stained with only fl uorescently conjugated pri-

mary antibodies against cell surface markers, add 100 μL of 
FACS buffer to each well and transfer to FACS tubes contain-
ing ~300 μL FACS buffer. These are ready for analysis. For 
samples that require a fl uorescently conjugated secondary anti-
body, follow  steps 7 – 10  again.      

       11.    For samples that require staining of internal cell markers, stain 
all external markers fi rst by following  steps 1 – 10 , and then 
continue on with  steps 12 – 20 .   

3.1.2  Spleen or Other 
Lymphoid Tissues

3.2  Staining Protocol

3.2.1  External  Staining  

3.2.2  Internal Staining
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   12.    Add 100 μL FACS buffer to each sample and transfer to a 
FACS tube containing 900 μL  fi xation  / permeabilization buf-
fer   and vortex.   

   13.    Incubate at 4 °C for 30 min in the dark.   
   14.    Add 2 mL FACS buffer, spin at 300 ×  g  for 5 min, and decant.   
   15.    Resuspend in 100 μL FACS buffer.   
   16.    Add 2 μL normal mouse/rat  serum  .   
   17.    Incubate for 15 min at room temperature.   
   18.    Add titrated internal antibodies for 30 min at room temp in 

the dark.   
   19.    Add 2 mL  FACS   buffer, spin at 300 ×  g  for 5 min, and decant.   
   20.    Resuspend in 400 μL FACS buffer. These samples are ready for 

analysis.       
   For analysis of immune cell infi ltrates within the tumor tissue, it is 
important to isolate the immune cells from the tumor cells at the 
beginning of the analysis. A helpful tip is to use a marker of nucleated 
hematopoietic cells to pull out the immune cell populations from the 
tumor cells. The leukocyte-specifi c marker  CD45   was chosen for this 
analysis. Aggregates were gated out using FSC-A vs. FSC-H and 
SSC-A vs. SSC-H and live cells were selected. T- and B- cells   were 
quantifi ed using  CD3   and B220, respectively. CD3− and  B220  − cells 
were then further subdivided using  myeloid cell   markers. The granu-
locytic  MDSC   population is CD11b+ and  Gr1  +. The other portion of 
the CD11b+ population that is Gr1− can be further subdivided by 
 F4/80   staining. Gr1− CD11b+ F4/80− cells are monocytes  and   
Gr1− CD11b+ F4/80+ cells are macrophages (Fig.  2 ). Separate  FMO   
controls should be performed on the tumor cells to know where to 
place positive cell population gates for each cell type analyzed.

4               Notes 

     1.    The  fi xation  / permeabilization buffer      is often recommended by 
the supplier, which is optimized for their antibody and should 
be used when possible. If no buffer is supplied, the fi xation/
permeabilization buffer will need to be optimized for each anti-
body [ 21 ]. In our experience, we prefer the  Foxp3   Fix/Perm 
Staining Buffer from eBioscience for this step.   

   2.    Some chemicals used to dissociate tumor tissue have been 
reported to alter cell surface marker expression on immune cells 
[ 6 ,  7 ]. Make sure to validate your specifi c protocol to deter-
mine how the chemical dissociation process affects surface 
marker expression on the cell types you are planning on analyz-
ing in your panel before performing your experiments.   

   3.    You should also consider how many cells you should stain per 
sample. In the context of analyzing immune cell components, 

3.3  Sample Analysis 
and Gating Strategies

Flow Cytometric Analysis of the Microenvironment



108

cell types from lymphoid tissues, such as spleen or thymus in 
which almost all the cells are lymphoid in origin, require a 
fewer number of cells to analyze than a more heterogeneous 
tissue type, such as a tumor where the number of immune 
cells in the total cell population is lower.   

   4.    Samples can either be stained in tubes (FACS  tubes  ) or 96-well 
microplates (with V-bottom) depending on sample volume. 
Staining in microplates is recommended for larger experiments 
to facilitate washing.   

   5.    It is important to optimize centrifuge speed conditions in 
order to reduce the amount of sample lost in the wash steps.   
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  Fig. 2    Example of gating schematics to characterize the immune cell infi ltrates in a primary tumor sample. 
A primary mouse mammary tumor was dissociated and cells were stained with fl uorescently conjugated 
antibodies specifi c for immune cell subpopulations. The following markers were used in this analysis: Fixable 
Live/Dead Aqua, CD45 BV785, CD3 BV421, B220 APC-Cy7, CD11b APC,  Gr1   FITC, and  F4/80   PE       
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   6.    All antibody concentrations within a given panel should be 
titrated for each cell type analyzed, taking into account the 
total number of cells you plan to stain per sample in your 
experimental design.   

   7.    New technologies, such as imaging cytometry and mass 
cytometry, are bridging the gap between different techno-
logical fi elds and allow for more data parameters to be 
acquired at a single- cell resolution. Imaging cytometry allows 
for simultaneous visualization of the cells [ 22 ]. Mass cytom-
etry, fl ow cytometry in tandem with mass spectroscopy, has 
brought multi- parameter analysis to a whole new level [ 23 ]. 
In mass  cytometry  , rare earth metals are used instead of  fl uo-
rochromes     , which eliminate fl uorescence spillover, a major 
hurdle when combining several fl uorescent probes in one 
 staining panel  . It is challenging to build panels exceeding 12 
fl uorescent parameters, but with mass cytometry, simultane-
ous detection of 30 or more parameters is possible. Since the 
instrumentation cost and/or availability of these young tech-
nologies are still limited, we focused the previous protocol on 
using classical fl ow cytometers to analyze components in the 
tumor microenvironment.         
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    Chapter 9   

 Detecting Secreted Analytes from Immune Cells: 
An Overview of Technologies                     

     Kelly     A.     Pike    ,     Caitlyn     Hui    , and     Connie     M.     Krawczyk      

  Abstract 

   The tumor microenvironment is largely shaped by secreted factors and infi ltrating immune cells and the 
nature of this environment can profoundly infl uence tumor growth and progression. As such, there is an 
increasing need to identify and quantify secreted factors by tumor cells, tumor-associated cells, and infi l-
trating immune cells. To meet this need, the dynamic range of immunoassays such as ELISAs and ELISpots 
have been improved and the scope of reagents commercially available has been expanded. In addition, new 
bead-based and membrane-based screening arrays have been developed to allow for the simultaneous 
detection of multiple analytes in one sample. Similarly, the optimization of intracellular staining for fl ow 
cytometry now allows for the quantitation of multiple cytokines from either a purifi ed cell population or a 
complex mixed cell suspension. Herein, we review the rapidly evolving technologies that are currently 
available to detect secreted analytes. Emphasis is placed on discussing the advantages and disadvantages of 
these assays and their applications.  

  Key words     Cytokine  ,   ELISA  ,   ELISpot  ,   Cytokine array  ,   Intracellular cytokine staining (ICS)  

1      Introduction 

 Secreted analytes such as cytokines, chemokines, and  growth factors   
mediate intercellular communication within the tumor microenvi-
ronment (TME), driving tumor growth,  angiogenesis  , and  metas-
tasis   [ 1 ,  2 ]. These factors impact the number, type, and functional 
state of immune cells present in the TME, all of which can be indi-
cators of a patient’s prognosis [ 3 – 5 ]. Furthermore, immune cells 
are a signifi cant source of secreted analytes, and the presence of 
immune cell-derived cytokines is indicative of the type of  infl amma-
tion   present. As such, characterizing the network of analytes pres-
ent in a given tumor is necessary to defi ne the TME, which has 
diagnostic, prognostic, and therapeutic  implications   [ 5 ,  6 ]. 

 Cytokines can be broadly grouped into those that promote 
(pro-infl ammatory) or those that diminish (suppressive) antitu-
mor immune activity [ 7 ,  8 ]. Perhaps some of the most 
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well-known cytokines that promote antitumor activity are IL- 12  , 
IL-2, IFNγ, and type 1 IFNs [ 9 ]. These cytokines promote the 
cytolytic activity of CD8 +  and NK cells and also promote the dif-
ferentiation of  macrophages      and CD4 +     T helper (TH)cells to 
acquire an “M1” and “Th1” phenotype, respectively. 
“Suppressive” cytokines, such as IL- 10   and  TGFβ  , are known for 
their ability to limit effector and cytolytic responses of many 
immune cells including cytolytic cells, T H  cells, and innate cells. 
These cytokines are thought to play a particularly important role 
in instructing the antitumor response. Specifi cally, they have been 
shown to induce changes in gene expression and activity of sig-
naling pathways that can impair the ability of immune cells to 
respond to pro-infl ammatory signals [ 10 ]. For example, IL-10 is 
known to suppress the cytotoxic capacity of CD8 +  T  cells  , modu-
late macrophage polarization, and decrease the ability of  den-
dritic cells   to respond to and produce pro-infl ammatory factors 
[ 11 ,  12 ]. 

 Cytokine secretion is one of the primary features defi ning the 
functional state of immune cells. For example, polyfunctional CD8 +  
T cells are described as producing TNFα,    IFNγ,    and IL-2 and are 
thought to have greater capacity to protect against infections and 
cancer. Among CD4 +  T T H  cells, T H 1 cells are characterized by their 
ability to produce IFNγ, and are known for their ability to promote 
the cytolytic activity of CD8 +  T cells and NK cells, whereas T H 2  cells   
secrete cytokines including IL- 4  , IL- 5  , and IL- 13   that are associated 
with poor prognosis in certain cancers. Dendritic cells and macro-
phages that secrete pro- infl ammatory cytokines such as IL- 12  , IL- 6  , 
or  TNFα   are capable of mounting an antitumor response, while par-
tially matured IL-10-secreting DCs or macrophages are regulatory 
and can instruct T cells to be unresponsive [ 13 ,  14 ]. Therefore, 
identifying cytokines produced by immune cells provides informa-
tion about their function along with insight regarding the nature of 
the infl ammatory milieu present in any given tumor. 

 Perhaps one of the most widely used techniques to measure 
secreted  analytes   is the enzyme-linked immunosorbant assay (ELISA). 
By enabling effi cient detection and quantifi cation of secreted factors, 
such as  peptides  , proteins, antibodies, and hormones, the ELISA is a 
powerful tool to measure the presence of specifi c analytes within a 
crude preparation. As such, the ELISA can provide an accurate and 
sensitive measurement of cytokine production within the 
TME. However, while highly sensitive, the traditional ELISA can only 
measure one analyte at a time, and cannot provide any information on 
the cell from which it is derived (unless the cells are purifi ed). Several 
other related techniques have been designed in recent years to over-
come these limitations and provide a more comprehensive overview 
of the cytokine network present in the TME. Supernatant-based mul-
tiplex assays come in many forms and allow the simultaneous quanti-
fi cation of multiple proteins. These screening strategies provide a 
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more global overview of the cytokine network and do not require any 
prior knowledge of the immune compartment present in the TME. 

 Alternatively, cell-based assays have been developed to provide 
more information regarding the cells producing the cytokines under 
investigation. For example, the enzyme-linked immunospot 
(ELISpot)    assay was developed to detect the number of cells secret-
ing a particular protein of interest, rather than quantifying the amount 
of analyte produced. Such information is critical for assessing the fre-
quency of cells capable of engaging in an antitumor response. In 
addition,  intracellular cytokine staining (ICS)   detects the production 
and accumulation of cytokines within the cell, on a single-cell basis, 
rather than secreted products from a cell population. 

 Considering the wide range of detection assays now available, 
it is important for researchers to assess the strengths and weak-
nesses of each assay in order to select the most suitable technique 

    Table 1  
  A comparison of supernatant-based assays   

 Supernatant-based technologies 

 ELISA  Cytokine bead arrays  Cytokine membrane array 

 Format  Coated multi-well plates  Antibody-coated beads  Nitrocellulose membrane 

 Volume  50–100 μL  25–50 μL  200–700 μL (cell culture 
supernatant), 50–200 μL 
(serum and plasma samples) 

 Sample dilution  √  √  √ 

 # of analytes 
detected 

 1 (up to 16 by 
multiplexing)    

 30–100 analytes  5–100 analytes 

 Time  1 day  3–3.5 h  1 day 

 Principle of 
detection 

 Colorimetric  Fluorescence  Chemiluminescence 

 Detection device  Spectrophotometric plate 
reader 

 Single- or dual-laser 
analyzers 

 X-ray fi lm, digital imagers 

 Detection limit  1 pg/mL  Nanogram range  1 pg 

 Advantage(s)  Quick way to analyze large 
number of samples 

 Option to multiplex 
large number of 
analytes 

 Low cost, straightforward, 
screen large number of 
analytes 

 Disadvantage(s)  Costly multiplexing, 
narrow dynamic range 

 Cost and need for 
specialized detection 
instrumentation 

 High background 

 Customization  √  √  √ 

Cytokine Detection, an Overview of Technologies
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for answering their scientifi c question (Table  1 ). The following 
overview is therefore designed to compare and contrast these 
technologies.

2       Supernatant-Based Technology 

     The ELISA is a plate-based immunoassay that measures the 
concentration of secreted analytes in solution. While four ELISA vari-
ants exist, all ELISAs are based on the same principle: the detection of 
an antigen by an antibody-enzyme conjugate (Fig.  1 ). An enzyme-
matching substrate is transformed into a colored reaction product and 
the optical density of the reaction product is proportional to the analyte. 
To quantify the amount of analyte present within the sample, a  standard 
curve   is generated by preparing serial dilutions of a standard of known 
concentration and plotting  absorbance   against known concentration. 
The concentration of the samples is then calculated by  interpolation  .

2.1  ELISA

2.1.1  Key Principles

  Fig. 1    An overview of analyte-detecting immuno- assays  . Schematics illustrating the components of 
supernatant- based assays and cell-based assays are shown.  Ab  antibody,  Bio-Ab   biotinylated antibody  ,  1°Ab  
 primary antibody  ,  SA   streptavidin         
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        The direct ELISA is considered the simplest of the four techniques. 
It involves the addition of the analyte to a high-binding plate. All 
other binding sites are then blocked by the addition of an irrelevant 
protein, such as  bovine serum albumin (BSA)  . Next, an enzyme-
linked antibody specifi c for the analyte is added to the reaction.  

   The indirect ELISA follows a similar methodology as the direct 
ELISA; however, it depends on a two-step process to amplify the 
signal. A  primary antibody   specifi c to the protein of interest is fi rst 
added to the ELISA plate pre-coated with the analyte. This 
antibody- analyte complex is then detected with an enzyme- coupled 
secondary antibody that is specifi c to the primary antibody. 
Multiple washing and blocking steps (often with BSA) reduce the 
possibility of nonspecifi c signals that may arise from cross reactions 
between antibodies.  

   In contrast to the direct and indirect ELISAs, the sandwich ELISA 
requires plates to be fi rst coated with a  capture antibody   specifi c for 
the analyte of interest. Samples are then added to each well, fol-
lowed by the addition of a biotinylated detection antibody specifi c 
for an alternate site on the analyte. An avidin-coupled enzyme is 
then added, followed by the  enzyme   substrate. If the detection 
antibody is not biotinylated, a secondary enzyme-coupled anti-
body, specifi c for the detection antibody, can be used. The multiple 
layers of the sandwich ELISA necessitate extensive washing to pre-
vent the production of nonspecifi c  signals  . 

 Of the four techniques, the sandwich ELISA tends to provide 
the highest level of sensitivity and is the most widely available in 
commercial kits. Although the assay may pose challenges to opti-
mize—the capture and detection antibody must recognize differ-
ent  epitopes   on the target protein to prevent cross-reactivity—many 
companies now sell commercial sandwich ELISA kits that are pre- 
optimized and designed to detect low-abundant cytokines. ELISA- 
optimized antibody-matched pairs, standards, detection reagents, 
and wash and  coating buffers   can be purchased as kits or some-
times as stand-alone  products  .  

   The competitive ELISA is performed on crude samples and as such 
does not require sample processing and is therefore highly 
 reproducible. This approach is based on competitive binding 
between the sample analyte and an add-in purifi ed analyte bound to 
a microtiter plate. First, a  primary antibody   is incubated with the 
sample to allow for the formation of analyte-Ab complexes. Second, 
the sample is added to plates pre-coated with purifi ed analyte. 
Following an incubation period, the sample is removed, and a sec-
ondary enzyme-coupled antibody is added to detect the primary 
antibody, and fi nally the  enzyme   substrate. As an alternative, the 
primary antibody can be directly linked to the enzyme. The higher 
the concentration of analyte in the sample, the less free antibody 

2.1.2  Overview 
of Methodology

  Direct ELISA  

  Indirect ELISA  

  Sandwich ELISA  

  Competitive ELISA  
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will be available to bind the purifi ed analyte coated on the well. As 
such, the substrate product is inversely proportional to the concen-
tration of the sample analyte.   

   Commercial ELISA kits, which are generally more sensitive than 
homemade ELISA reagents, typically having a lower detection limit 
of 1 pg/mL. However, there is currently a range of companies sell-
ing high-sensitivity ELISA kits, which are specifi cally designed to 
detect low-abundant cytokines. These kits enable accurate analyte 
quantifi cation lower than conventional ELISA limits (<1 pg/mL), 
where some kits are as sensitive as 0.01 pg/mL.  

   ELISAs typically require 50–100 μL of sample or standard per well 
in a 96-well plate. Depending on the abundance of the analyte of 
interest, samples may be added directly or require subsequent 
dilution. Therefore, optimization is required for each analyte and 
experimental  condition  .  

   Multiplexed arrays based on ELISA technology can be commer-
cially purchased to detect multiple analytes in one well. These assays 
rely on capture  antibodies   for different analytes being spotted on 
specifi c regions in each well. Detectors specifi c to the technology 
are generally required to detect signals from each region of the well.  

   Although incubation times may vary between ELISA variants and 
commercial kits, typically one full day or two half days are required. 
Furthermore, sandwich ELISA kits often necessitate a pre-coating 
step 1 day prior to conducting the assay, where the capture antibody 
is added to the high-binding plates. To increase effi ciency, some 
sandwich ELISA kits are sold with pre-coated plates, thereby elimi-
nating the extra day. These plates are typically more expensive.  

   The main advantage of the ELISA are the cost and the range of assays 
available. Homemade ELISA can be performed by  purchasing com-
mercial antibodies and detection reagents separately. However, for 
rapid analysis, more sensitive detection, and improved quality control, 
commercial kits can be purchased at a wide range of prices. The disad-
vantage of the ELISA is that typically only one analyte can be detected 
per sample (aside from costly multiplex assays). In addition, ELISAs 
performed on supernatants harvested from mixed populations or 
kinetic assays in which analytes can accumulate can be diffi cult to 
interpret for mixed populations and should therefore be  avoided  .   

     Collectively, bead assays use spectrally distinct beads coated with 
capture antibodies to quantify secreted analyte proteins in  cell 
culture supernatant  ,  serum  , and  plasma  . While bead assays can 
be used for the detection of a single analyte, they are primarily 
used in an array format that simultaneously quantifi es multiple 
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analytes in a single sample. While all bead arrays follow a similar 
protocol, several distinct bead arrays are available: cytometric 
bead arrays, color-coded polystyrene bead arrays, and superpara-
magnetic bead arrays.  

     The cytometric bead array utilizes hard-dyed polystyrene-based 
microspheres, with distinct fl uorescence intensities coated with 
capture  antibodies   of differing specifi cities. A combination of dif-
ferent beads is then mixed with the sample followed by the addi-
tion of a detection antibody coupled to a  fl uorescence   protein such 
as  phycoerythrin (PE)  . Similar to the sandwich ELISA, the capture 
and detection antibodies recognize distinct  epitopes  . The intensity 
of the PE fl uorescence is proportional to the concentration of ana-
lyte. The cytometric bead array can be read on any fl ow cytometer 
equipped with 488 nm or 532 nm and 633 nm  lasers  . 

 The cytometric bead array requires a recombinant protein 
standard to provide an internal control, in addition to generating a 
 standard curve   for subsequent quantitative analysis.  

   Polystyrene and superparamagnetic bead arrays follow a similar 
methodology to the cytometric bead array. First, the sample is 
added to a mixture of color-coded polystyrene or magnetic beads 
that are pre-coated with antibodies specifi c for the analytes of inter-
est. Next, biotinylated detection antibodies are added to the reac-
tion. These antibodies are also specifi c to the analytes of interest, 
and, in conjunction with the  capture antibody  , form an antibody- 
antigen sandwich. Finally, PE-conjugated  streptavidin   is added, 
which binds the biotinylated detection antibodies (Fig.  1 ). The 
assay can then be read on a variety of technology-specifi c 
 instruments that classify the beads according to analyte specifi city, 
and detect the magnitude of the PE-derived signal as a measure of 
analyte  abundance  .   

     The cytometric bead array has the capacity to measure up to 30 dif-
ferent analytes within a sample. Furthermore, enhanced sensitivity 
cytometric bead array assays are available that enable the detection 
of as low as 0.274 pg/mL of protein in the multiplexed  assay  .  

   Polystyrene and superparamagnetic  bead arrays         are capable of 
quantifying up to 100 different target analytes per sample. 
Companies are constantly expanding their libraries and improving 
detection limits in the nanogram range.   

   In comparison to more conventional techniques, such as the 
ELISA, the cytometric bead array requires a reduced sample vol-
ume (Table  1 ). Specifi cally, the assay can be completed with only 
25–50 μL of sample. The polystyrene and superparamagnetic bead 
arrays also require 50 μL of sample or standard per assay. While 
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both bead arrays and ELISAs utilize 50 μL sample volume per 
experiment, the bead arrays have the capacity to measure more 
than one analyte in a single assay. Therefore, techniques like the 
cytometric bead array and the polystyrene bead array reduce the 
overall sample volume necessary to measure multiple analytes.  

   The cytometric bead array is available in two formats: Flex Sets and 
Kits. In the Flex Sets, companies allow researchers to build their 
own multiplex of secreted analytes of interest. In contrast, cyto-
metric bead array kits are optimized to consistently measure a pre-
determined multiplex of cytokines based on routine panels. Assay 
cost, therefore, depends on both the format of the cytokine bead 
array and the number of analytes examined. Generally, Flex Sets are 
more expensive than the Kits as they are customizable. Furthermore, 
the greater the number of analytes measured, the more expensive 
the Flex Set or the Kit. Regardless of format, the cytometric bead 
array requires approximately 3.5 h to  complete  . 

 Superparamagnetic and polystyrene  arrays         take approximately 
3 h to conduct. Similar to the cytometric bead array, these assays 
can be purchased in a pre-mixed kit or custom ordered. While the 
assay has the capacity to quantify up to 100 target analytes, many 
kits are optimized to screen a lower number of analytes per sample. 
Furthermore, costs vary depending on the number of analytes of 
interest and whether or not the kit is pre-mixed. Generally, the 
greater the number of analytes measured, the higher the cost. Pre- 
mixed kits are also less expensive than custom-designed arrays.  

   The main advantage of the bead assays is that a large number of ana-
lytes can be detected in a small volume of sample within a short period 
of time and over a large dynamic range. Though some technologies 
can be read on a standard fl ow cytometer, the main limitations are the 
need for specialized detection instrumentation, the incompatibility 
between different commercialized products, and the cost.   

     Similar to the bead arrays, cytokine membrane arrays are used to 
screen a panel of cytokines. They are based on the sandwich immu-
noassay principle, which involves spotting capture  antibodies   onto 
 nitrocellulose membranes  . Analytes within  cell culture superna-
tants  , cell lysates, tissue lysates,  serum  , or  plasma   samples may be 
measured using this methodology.  

   Membranes are purchased ready for use, spotted with a panel of 
capture  antibodies  . Currently, membrane arrays can be purchased 
to detect 5–100 cytokines, grouped by biological function or cus-
tomized. Membranes are exposed to diluted samples, after which 
the membrane is processed in the same manner as western blot-
ting. In brief, the membrane is incubated with a cocktail of bioti-
nylated  antibodies  , which are then detected with an  enzyme  -linked 
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streptavidin. Once the enzyme substrate is added, the reaction 
product can be visualized using fi lm or a digital imaging  system   
(Fig.  1 ).  

   The detection limit of the cytokine membrane array depends on 
the chemiluminescent substrate utilized to detect the protein sam-
ple. The most commonly used detection reagents are  enhanced 
chemiluminescence (ECL)   with  horseradish peroxidase (HRP)  , 
which may be captured with  fi lm   or a CCD imager. These reagents 
are available in varying forms with enhanced sensitivity, detecting 
approximately 1 pg or less of protein  sample     .  

   The recommended volume for membrane cytokine arrays depends 
on the type of sample. For example, while the array recommends 
200–700 μL sample volume of  cell culture supernatant  , it only 
requires 50–200 μL of  serum   and  plasma   samples.  

   The cytokine arrays are a fast technology to screen a large panel of 
cytokines. Typically, the protocol can be completed within 1 day. 
As well, given that no specialized equipment is required, mem-
brane arrays are a relatively inexpensive technology.  

   The clear advantages of the membrane arrays are the low cost and 
straightforward protocol. In addition, the membrane arrays are 
reported to have a wider range of detection than traditional ELISAs 
(25–250,000 pg/mL for IL-2) and to have lower inter-array varia-
tion. However, the need for sample dilution, the high background 
typically observed, and the reliance on densitometry for quantita-
tion are limitations that need to be considered when choosing to 
use a membrane  array     .   

   Commercial services are available for the purpose of discovery or 
routine analysis. The technologies used are generally ELISA- or 
bead-based assays. The researcher pays on a per analyte/per sample 
basis to measure custom or predetermined sets of secreted factors. 
For discovery assays, while commercial services or multiplex may 
be costly up front, a specifi c panel of analytes can be focussed on in 
future experiments. Most companies will make custom arrays to 
suit your experimental needs.   

3    Cell-Based Technologies 

     The enzyme-linked immunospot (ELISpot) assay is a variant of the 
ELISA technique and is frequently used to quantify the number of 
cytokine-secreting cells. It is an antibody-based method that 
depends on both a capture and detection antibody, similar to the 
sandwich ELISA technique (Table  2 ).
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      Nitrocellulose or  PVDF   membrane-bottomed 96-well plates are 
pre-coated with a  capture antibody   specifi c to the secreted analyte 
of interest. Cells are then added to this surface in the presence or 
absence of stimuli, the latter of which serves as a negative control 
for spontaneous cytokine production. During a defi ned incubation 
period, analytes secreted by the cells are immobilized by the capture 
antibodies. The plate is then washed to remove the cells and an 
enzyme-conjugated or biotinylated detection antibody is added. 
As with the sandwich ELISA technique, this antibody recognizes a 
different  epitope   from the capture antibody. The  enzyme  ’s sub-
strate is then added, generating a colored precipitate that is visible 
on the surface of the membrane (Fig.  1 ). Each spot corresponds to 
an individual analyte-secreting cell. The membrane is then ana-
lyzed manually by counting the spots or is read by an automated 
reader specifi c for ELISpot  assays  .  

   Generally, the limit of detection of an ELISpot assay is 1 in 
100,000 cells; however, several companies claim that the assays 
are now sensitive enough to accurately quantitate cytokine-secret-
ing cells that fall below this frequency. This high sensitivity makes 

3.1.2  Overview 
of Methodology

3.1.3  Detection Limit

   Table 2  
  A comparison of cell-based assays   

 Cell-based technologies 

 ELISpot  ICS 

 Format  Nitrocellulose membrane  Multi-well plate, round-bottom FACS tube 

 Cell number  Cell type/experiment dependent  Cell type/experiment specifi c 

 # of  analytes 
detected   

 2  Dependent of fl ow cytometry laser 
confi guration 

 Time  3 days  1 day 

 Principle of 
detection 

 Colorimetric  Fluorescence 

 Detection device  ELISpot plate reader  Flow cytometer 

 Detection limit  1 in 100,000 cells  Avg: 2000 molecules, lower limit: 100 
molecules 

 Advantage(s)  Sensitivity  Compatible with complex cell preparation 

 Disadvantage(s)  Need to optimize cell number  Need for stimulation and secretion blocking 
reagents 

  Customization    √  √ 

 Applications  Detection of the number of cytokine 
secreting antigen-specifi c immune 
cells 

 Identifi cation of distinct immune cell subsets 
and the cytokine(s) they produce within a 
mixed cell population 
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the ELISpot an attractive choice for measuring T and  B cell   
responses, in addition to investigating cytokine production by 
small populations of immune cells.  ELISpot   assays are typically 
available in single- and dual-color kits. Dual-color kits are designed 
to measure the number of single cells that secrete one or both 
cytokines specifi ed in the kit.  

   The ELISpot assay typically requires 100 μL of sample or standard 
per well; however, slight variations exist between protocols.  

   The ELISpot protocol is simple and effi cient, consisting of primar-
ily of washing and incubation steps. However, due to the long 
incubations necessary to conduct this assay, the entire protocol 
requires at least 3 days. The assay may however be stopped at cer-
tain points in the protocol and stored for up to 2 weeks.  

   The advantage of the ELISpot is that it allows the evaluation of the 
number of cytokine-producing cells rather than the amount of ana-
lyte in the supernatant. It can also be scaled up for high- throughput 
screening. However, as with ELISAs,  ELISpots   are reliant on the 
availability of two quality antibodies that recognize separate sites 
on the cytokine of interest.   

     Intracellular cytokine staining (ICS) is an alternative strategy that 
detects cytokine production at the single-cell level. It is a fl ow 
cytometry-based assay designed to simultaneously phenotype 
immune cells and detect the cytokines they produce (Fig.  1 ). This 
approach has allowed for the identifi cation of immune cells capable 
of secreting multiple cytokines  simultaneously  .  

    In vitro   stimulation is required to promote cytokine production. 
During stimulation, the addition of a protein secretion inhibitor 
retains cytokines within responding cells.  Brefeldin A (BFA)   and 
 monensin   are two common inhibitors used for this purpose. While 
monensin inhibits  trans-Golgi   function, BFA inhibits transport 
between the  endoplasmic reticulum   and the Golgi [ 15 ]. Although 
monensin can be more toxic to certain cell types, BFA can affect the 
surface expression of activation markers such as  CD69   on T cells 
[ 16 ,  17 ]. As such, the choice of transport inhibitor is dependent on 
the cytokine to be detected and the cell type being analyzed. At the 
end of the stimulation, cells are washed and stained for extracellular 
markers by following a typical immunofl uorescence protocol. To 
detect intracellular molecules, cells are then fi xed and permeabilized 
for antibodies to gain access to the interior of the cell.  

   The sensitivity of ICS is dependent on the fl ow cytometer setup, 
the quality of the reagents used, and the optimization of the 
protocol. Optimization of the protocol requires the identifi cation 
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of the appropriate secretion inhibitor, activation conditions, 
permeabilization/ fi xation   solutions, and incubation times. The 
detection limit of most fl ow cytometry protocols is 2000 mole-
cule antigens per cell, which is suffi cient for common immune- 
associated antigens such as  CD4   and  CD8   (expressed at 
20,000–100,000 molecule antigens per cell). However, proto-
cols optimized for sensitivity can detect as few as 100 molecule 
antigens per cell [ 18 ].  

   In contrast to the other techniques discussed,  ICS   does not require 
a fi xed sample volume. The cells can be distributed in microwell 
plates or plastic tubes, and the sample size is largely dependent on 
the parameters of the individual experiment.  

   ICS involves two incubations of a minimum of 30–60 min, one for 
the extracellular and the other for the intracellular stain. The dura-
tion of the assay, therefore, is largely dependent on the number of 
samples and the time it takes to collect and analyze the results with 
the fl ow cytometer. ICS is easily completed in a  day  .  

   Unlike the other assays discussed so far, ICS can be used to discrimi-
nate the contribution of each cell type to the pool of cytokines present 
in the microenvironment. Moreover, cytokine production is detected 
on a single-cell level but millions of cells can be analyzed in a timely 
fashion. Signifi cantly, ICS enables simultaneous multi-parameter phe-
notyping including analysis of cytokine production, surface markers, 
other intracellular proteins, and transcription factors. The disadvan-
tage, however, is that cells often have to be “restimulated” prior to 
analysis to enable detection of the intracellular protein. As well, the 
use of drugs to block secretion can affect the surface expression of 
critical activation markers and cytokine production  itself  .    

4    Discussion 

 The technologies reviewed here will allow for a greater understand-
ing of the abundance and functionality of immune cells present in the 
TME. Generally, it is thought that type 1 immunity favors tumor 
clearance by cytolytic means and the presence of type 2 immunity 
favors tumor progression, either directly or through inhibition of 
cytolytic and pro-infl ammatory cell function. However, this model is 
greatly simplifi ed and more comprehensive studies are necessary to 
fully appreciate extent to which the “nature” (type 1, type 2, regula-
tory, suppressive) of the immune component in the TME regulates 
tumor control. While many studies have been performed that describe 
the presence of immune- related factors within the TME, these fac-
tors are seldom divided into functional groups. Furthermore, pres-
ence of mRNA transcripts (expression profi ling) does not indicate 
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that the cytokine is being produced at that moment; the capacity to 
produce a cytokine (mRNA expression) and the actual production of 
that cytokine are not equivalent. Therefore, detection of cytokine 
production is necessary to infer function and/or regulatory role of 
the cells within the TME. 

 In the future, it will be critical to correlate these fi ndings with 
the localization of cytokine-producing immune cells within the 
TME. This approach will distinguish between tumor subtypes 
capable of activating antitumor effector cells that are unable to 
migrate to the target tumor cells, from tumor subtypes which con-
tain suppressed and exhausted effector cells throughout the  TME  .     
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    Chapter 10   

 Purifi cation of Immune Cell Populations from Freshly 
Isolated Murine Tumors and Organs by Consecutive 
Magnetic Cell Sorting and Multi-parameter Flow 
Cytometry-Based Sorting                     

     Camilla     Salvagno     and     Karin     E.     de     Visser      

  Abstract 

   It is well established that tumors evolve together with nonmalignant cells, such as fi broblasts, endothelial 
cells, and immune cells. These cells constantly entangle and interact with each other creating the tumor 
microenvironment. Immune cells can exert both tumor-promoting and tumor-protective functions. 
Detailed phenotypic and functional characterization of intra-tumoral immune cell subsets has become 
increasingly important in the fi eld of cancer biology and cancer immunology. In this chapter, we describe 
a method for isolation of viable and pure immune cell subsets from freshly isolated murine solid tumors 
and organs. First, we describe a protocol for the generation of single-cell suspensions from tumors and 
organs using mechanical and enzymatic strategies. In addition, we describe how immune cell subsets can 
be purifi ed by consecutive magnetic cell sorting and multi-parameter fl ow cytometry-based cell sorting.  

  Key words     Tumor microenvironment  ,   Immune cells  ,   Myeloid cells  ,   Magnetic cell sorting  , 
  Enrichment  ,   Fluorescence-activated cell sorting (FACS)  ,   Solid tumor  ,   Preclinical mouse model  

1      Introduction 

 It is now well established that immune cells present in the tumor 
 microenvironment   play a critical role in tumor development and 
progression [ 1 ]. Most human and experimental tumors are abun-
dantly infi ltrated with various immune cell types. The presence of 
some of these immune cells, including regulatory T cells,  macro-
phages     , and myeloid-derived suppressor cells, is frequently associ-
ated with a poor prognosis [ 2 – 4 ], while other immune cells, 
including CD8 +  T cells and NK cells, frequently correlate with good 
prognosis [ 5 ,  6 ]. Experimental studies using transgenic mouse mod-
els for de novo tumorigenesis have been instrumental in identifying 
the functional signifi cance of the various immune cell subsets in 
tumor development, progression, and therapy response [ 4 ,  7 – 11 ]. 
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In these transgenic tumor models, tumors develop spontaneously in 
their natural microenvironment and immune cells evolve together 
with tumor cells, thus closely recapitulating tumor development in 
the human setting [ 12 ]. For these reasons, careful phenotypic and 
functional characterization of the complexity of the infl ammatory 
tumor microenvironment has been increasingly  important  . 

 There are various methods for the assessment of the type, the 
phenotype, and/or the activation status of immune cells in tumors 
and other organs. It is possible to either directly analyze freshly gen-
erated single-cell suspension by multi-parameter fl ow cytometry or 
isolate specifi c immune cell population by fl ow cytometry- based cell 
sorting for further culturing, protein, or RNA extraction analyses. 
Regardless of which of these techniques will be performed, single-cell 
suspensions need to be generated from tumor and organs. Here, we 
describe a protocol to mechanically and enzymatically process tumors 
and other organs to generate single- cell suspensions and to prepare 
the samples for fl ow cytometry analysis. Flow cytometry-based sort-
ing is the ultimate method for the isolation of specifi c cell popula-
tions. However, depending on the number and percentage of the 
immune cells of interest, the actual sorting procedure might be time 
consuming. In order to accelerate the sorting procedure and to 
obtain a high purity of the desired cells, we have described a two-step 

  Fig. 1    Schematic workfl ow of the immune cell subset isolation by  magnetic cell sorting   and multi-parameter 
fl ow cytometry-based cell sorting. Ticks (✓) indicate steps to collect a small sample of cells that will be ana-
lyzed by fl ow cytometry at the end of the protocol       
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method for isolation of several myeloid  cell   subsets from tumors. 
Briefl y, we fi rst enrich the samples for myeloid immune cells by the 
use of magnetic cell sorting; then, we isolate immune cell subpopula-
tions by fl ow cytometry- based sorting. A schematic overview of the 
protocol is depicted in Fig.  1 . Although here we focus on the isola-
tion of myeloid immune cells, researchers can adapt this protocol for 
the isolation of other type of cells, such as  lymphocytes  .

2       Materials 

       1.     McIlwain Tissue Chopper   (Ted Pella, Inc.) ( see   Note    1  ).   
   2.     Enzyme   digestion mix 1: 3 mg/mL  Collagenase A   in  DMEM   

(serum free) ( see   Notes    2   and   3  ).   
   3.    Enzyme digestion mix 2: 100 μg/mL  Liberase   in DMEM 

(serum free).   
   4.    DMEM medium supplemented with 8 %  fetal bovine serum 

(FBS)  , 100 IU/mL  penicillin  , 100 μg/mL streptomycin 
(P/S), and 0.5 mM  EDTA  .   

   5.    DMEM medium supplemented with 8 % FBS, P/S.   
   6.    Sorting buffer: IMDM, 2 % FBS, 0.5 % β- mercaptoethanol  , 

0.5 mM EDTA.   
   7.    Erylysis buffer: 155 mM  NH 4 Cl  , 10 mM KHCO 3 ,    0.1 mM 

EDTA in H 2 O, pH 7.2–7.4.   
   8.    5000 U.I./mL  Heparin sulfate  .   
   9.    Deoxyribonuclease I from bovine pancreas (DNase) dissolved 

to 10 μg/μL in 1× PBS.   
   10.     FACS   buffer: 0.5 % BSA in 1× PBS.   
   11.    Plunger from a 2 mL syringe.   
   12.    Water bath or MACSmix™ tube rotator from Miltenyi  Biotec  .      

2.1  Generation 
of Single-Cell 
Suspensions 
from Freshly Isolated 
Solid Tumors 
and Organs

      Table 1  
  Example of an antibody panel for the purifi cation of several myeloid cell 
populations by consecutive magnetic  cell   sorting and fl ow cytometry-
based cell sorting   

 Antigen  Marker for 
  Fluorochromes  /
dye 

  CD11b    Myeloid  cells     APC   

  F4/80     Macrophages       PE 

 Ly6G (1A8)   Neutrophils    FITC 

  Ly6C    Monocytes and neutrophils  eFluor450 

 Live/dead  405 excitation 

Immune Cell Isolation from Murine Tumors
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       1.    AutoMACS™ Rinsing Solution supplemented with 0.5 % BSA 
from Miltenyi Biotec ( see   Note    4  ).   

   2.    Magnetic Micro Beads (Miltenyi Biotec) conjugated to an 
antibody with specifi city for the  fl uorochrome   of the antibody 
used in Subheading  3.3 ,  step 3  ( see   Notes    4   and   5  ).   

   3.    QuadroMACS™ separator from Miltenyi Biotec ( see   Notes    4   
and   6  ).   

   4.    LS columns from Miltenyi Biotec ( see   Notes    4   and   7  ).   

2.2  Purifi cation of 
Immune Cell Subsets 
by Consecutive 
Magnetic Cell Sorting 
and Multi- parameter 
Fluorescence- 
Activated Cell Sorting 
(FACS)

     Table 2  
  Examples of antibody panels for the quantitative and phenotypic characterization of myeloid and 
lymphoid  cell   populations   

 Antigen  Marker for   Fluorochromes  /dye 

 Lymphoid panel 

  CD45    Immune cells  eFluor605NC 

  CD11b    Myeloid cells  APC-Cy7 eFluor780 (damp 
channel) 

  CD3     Lymphocytes    PE-Cy7 

  CD19     B cells    FITC 

  CD4    CD4 +  T  cells    PE-Cy5 

  CD8    CD8 +  T cells  PerCP 

  CD49b    NK cells   APC   

  Granzyme B a     Lymphocyte activation  PE 

 IFNγ a,   b     Lymphocyte activation  eFluor450 

 Live/ dead    Dye eFluor780 

 Antigen  Marker for   Fluorochromes   and dye 

 Myeloid panel 

  CD45    Immune cells  PerCP 

  CD11b     Myeloid cells    APC-Cy7 eFluor780 

  CD3     Lymphocytes    PE-Cy7 

 Ly6G (1A8)   Neutrophils    FITC 

  Ly6C    Monocytes and neutrophils  eFluor450 

  F4/80     Macrophages          PE 

 Live/ dead    Dye 405 excitation 

   a These are intracellular markers. For intracellular staining, we have good experience with BD Cytofi x/Cytoperm 
Fixation/Permeabilization kit from BD Bioscience. Follow the manufacturer’s instruction for the intracellular staining 
  b For IFNγ staining, before starting with Subheading  3.2 ,  step 3 , cells need to be stimulated with 50 ng/mL PMA, 

1 μM ionomycin and GolgiPlug in IMDM, 8 % FBS, and 0.5 % β- mercaptoethanol   for 3 h in the incubator at 37 °C  
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   5.    Antibodies: For the antibody combination used to isolate different 
myeloid  cell   populations, see Table  1  ( see   Notes    8   and   9  ).

              1.    96-Well U-bottom plates.   
   2.    70 μm Filter  cell strainers   that fi t on top of a 50 mL tube.   
   3.    15 and 50 mL Polypropylene tubes ( see   Note    19  ).   
   4.    5 mL Polypropylene tubes.   
   5.    Antibodies: For the antibody combination used for quantita-

tive and/or phenotypic characterization of immune cells, see 
Table  2  ( see   Note    9  ).

       6.    Flow cytometer ( see   Note    10  ).   
   7.    Sorter ( see   Note    11  ).       

3    Methods 

 Throughout the protocol, it is important to keep the samples on 
ice as much as possible, unless stated otherwise. Freshly harvested 
tissues should be collected in 1×  PBS   on ice and immediately pro-
cessed. Single-cell suspensions are prepared as  follows  . 

       1.    Mammary gland and mammary gland tumors: Chop the sample 
in a tissue chopper three times or until the tumor is dissociated 
( see   Note    1  ). It is recommended to cut the tissues in smaller 
pieces with a scalpel before chopping to facilitate the procedure. 
Once chopped, incubate the sample in 10 mL  enzyme   digestion 
mix 1 with 25 μg/mL DNase in a 50 mL tube for 1 h at 37 °C 
in a shaking water bath ( see   Notes    2  ,   3  , and   12  ). 

 After digestion, stop the reaction by adding 20 mL  DMEM  , 8 % 
 FBS  , P/S, and 0.5 mM  EDTA   and fi lter the sample through a 
70 μm  cell strainer   in a 50 mL tube at 4 °C. Wash the cell strainer 
with 5 mL of DMEM, 8 % FBS, P/S, and 0.5 mM EDTA to collect 
residual cells, centrifuge 300 ×  g  for 10 min at 4 °C, and discard 
supernatant. Immediately continue through Subheading  3.2  or  3.3 .   

   2.    Lungs: Chop the lungs three times in a tissue chopper ( see   Note  
  1  ) and incubate the sample in 2 mL digestion mix 2 in a 15 mL 
tube for 30 min at 37 °C in a shaking water bath ( see   Note    12  ). 
Stop the reaction by adding 5 mL DMEM, 8 % FBS, and P/S 
and fi lter the sample through a 70 μm cell strainer in a 50 mL 
tube at 4 °C. Wash the cell strainer with 5 mL DMEM, 8 % FBS, 
and P/S to collect residual cells, centrifuge at 300 ×  g  for 10 min 
at 4 °C, and discard supernatant. Immediately continue through 
Subheading  3.2  or  3.3 .   

   3.    Spleen and lymph nodes: Disperse the tissue through a 70 μm 
cell strainer (pre-wetted with 1× PBS) in a 50 mL tube by 
smashing it with a plunger while adding 1× PBS. Wash the cell 

2.3  Other Materials

3.1  Tissue Digestion 
and Single-Cell 
Suspension

Immune Cell Isolation from Murine Tumors
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strainer with 5 mL 1× PBS    in order to collect residual cells. 
Centrifuge at 300 ×  g  for 10 min at 4 °C and discard superna-
tant. Resuspend the pellet of the spleen in 5 mL erylysis buffer 
for 5–10 min at RT in order to eliminate erythrocytes that 
might interfere with fl ow cytometry analyses. Filter the cells 
through a 70 μm cell strainer, centrifuge at 300 ×  g  for 10 min, 
and discard supernatant. Immediately continue through 
 Subheading    3.2  or  3.3 .   

   4.    Blood: Collect 1 mL of blood in 50 μL  heparin sulfate  . Add 
5 mL erylysis buffer and incubate for 5–10 min at RT in a 
15 mL tube. Centrifuge at 300 ×  g  for 10 min at 4 °C and pour 
off the supernatant. Add again 5 mL erylysis buffer for 5–10 min 
at RT, centrifuge at 300 ×  g  for 10 min at 4 °C, and pour off the 
supernatant. Immediately continue through Subheading  3.2 .     

 Once the single-cell suspensions have been prepared, the sam-
ples can either be directly analyzed by fl ow cytometry in order to 
quantitatively and phenotypically characterize cell populations ( see  
Subheading  3.2 ) or prepared for cell sorting ( see  Subheading  3.3 ).  

             1.    Resuspend single cells in 5–10 mL  FACS   buffer (for a small 
tumor and for one lymph node we recommend 5 mL; for large 
tumors, spleen, and lung, we recommend 10 mL) and count 
the cells. Plate ≈ 2 × 10 6  cells per antibody combination in a 
96-well plate U-bottom shape.   

   2.    Centrifuge the plate in a cold plate—centrifuge at 300 ×  g  for 
2 min and fl ick out supernatant.   

   3.    Add 50 μL of antibody mix ( see   Note    9  ), gently mix by pipet-
ting, and incubate the cells for 30 min at 4 °C in the dark. In 
Table  2 , an example of an antibody combination for myeloid 
and lymphoid cells is shown.   

   4.    Wash the wells twice with 150 μL of FACS buffer, centrifuge 
the plate at 300 ×  g  for 2 min, and fl ick out supernatant. 
Resuspend in 50–100 μL of FACS buffer and analyze the sam-
ple with a fl ow cytometer ( see   Notes    9   and   10  ).     

 Although immune cell subsets can be directly sorted by fl ow 
cytometry from the prepared single-cell suspensions, it is our 
experience that a better yield and purity can be obtained by a 
two-step process involving pre-enrichment for total myeloid 
immune cells by magnetic cell sorting, followed by purifi cation of 
the desired immune cell subset(s) by multi-parameter fl ow cytom-
etry-based cell sorting. Throughout the protocol, we advise to 
collect small samples of cells for analysis by fl ow cytometry at the 
end of the procedure to check the enrichment by the column and 
the purity of the sorted  cells  .  

3.2  Quantitative 
and/or Phenotypic 
Characterization 
of Immune Cells 
by Multi- parameter 
Flow Cytometry
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              1.    Resuspend single cells in 5–10 mL of sorting buffer (for a small 
tumor and for one lymph node we recommend 5 mL; for large 
tumors, spleen, and lung, we recommend 10 mL) and count cells.   

   2.    Centrifuge cells at 300 ×  g  for 10 min at 4 °C and discard 
supernatant.   

   3.    To enrich the sample for  myeloid cells  , we use the marker 
 CD11b   ( see   Note    8  ). Resuspend the sample in sorting buffer 
containing the  fl uorochrome-conjugated   CD11b antibody 
(e.g.: CD11b-APC) and incubate for 30 min at 4 °C in the 
dark. Use 50 μL of antibody mix per 10 7  cells ( see   Note    13  ). 
We advise to collect a small sample (≈50,000 cells) and store it 
in the 96-well plate at 4 °C. This sample will be used later for 
fl ow cytometry analyses and will be referred to as the “labeled” 
fraction.   

   4.    Wash cells with 1–2 mL of sorting buffer per 10 7  cells ( see  
 Note    13  ). Centrifuge the cells at 300 ×  g  for 10 min at 4 °C 
and discard supernatant.   

   5.    Resuspend cell pellet in 80 μL of sorting buffer per 10 7  cells ( see  
 Note    13  ). Add 20 μL per 10 7  cells of magnetic Micro Beads con-
jugated with an antibody against the  CD11b  -  fl uorochrome   used 
in Subheading  3.3 ,  step 3  (e.g.: anti-APC Micro Beads) ( see  
 Notes    5  ,   13  , and   14  ). Incubate for 20 min on ice in the dark.   

   6.    Wash cells by adding 1–2 μL of sorting buffer per 10 7  cells ( see  
 Note    13  ). Centrifuge the cells at 300 ×  g  for 10 min at 4 °C 
and discard supernatant.   

   7.    Resuspend up to 10 8  cells in 500 μL of AutoMACS™ Rinsing 
Solution and fi lter the cell suspension through a 70 μm cell 
strainer on a 50 μL tube to eliminate clumps that might obstruct 
the column ( see   Note    15  ). Wash the  cell strainer   with 100 μL of 
AutoMACS™ Rinsing Solution to collect residual cells.   

   8.    Depending on the number of labeled cells, choose the appro-
priate column, and place it in the magnetic fi eld of a MACS 
separator ( see   Notes    6   and   7  ). Prepare empty 15 mL tubes 
underneath the column in order to collect the fl ow-through.   

   9.    After rinsing the column with 3 mL of AutoMACS™ Rinsing 
Solution, apply cell suspension once the fl ow-through has 
stopped. Let the column empty by  gravity  .   

   10.    Wash column three times with 3 mL of AutoMACS™ Rinsing 
Solution and collect the fl ow-through that contains the CD11b− 
cells. Add new buffer only when column reservoir is empty.   

   11.    Remove the column from the magnetic fi eld and place it into a 
new 15 mL tube. Pipette 6 mL of AutoMACS™ Rinsing 
Solution into the column and immediately fl ush out the 
CD11b+ cells by fi rmly pressing the plunger into the column 
( see   Note    16  ).   

3.3  Immune Subset 
Purifi cation 
by Consecutive 
Magnetic Cell Sorting 
( See   Note    4  ) 
and Multi- parameter 
Flow Cytometry-Based 
Cell Sorting
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   12.    Count both CD11b+ and CD11b− cell fractions. We advise to 
collect a small sample (≈50,000 cells) to put in the 96-well 
plate at 4 °C. These samples will be used later for fl ow cytom-
etry analyses and will be referred to as “CD11b−” and 
“CD11b+” fractions.   

   13.    Spin down CD11b+ cells at 300 ×  g  for 10 min at 4 °C and 
discard supernatant.   

   14.    Resuspend the CD11b+ cell fraction in the AutoMACS™ 
Rinsing Solution containing antibodies specifi c for the immune 
cell populations of interest. An example can be found in 
Table  1 . Calculate 50 μL antibody mix per 10 7  cells ( see   Notes  
  9   and   13  ). If the number of cells is low, use at least 5 μL of 
antibody mix. Incubate cells for 30 min on ice in the dark.   

   15.    Wash cells by adding 1–2 mL of AutoMACS™ Rinsing Solution 
per 10 7  cells ( see   Note    13  ). Centrifuge the cells at 300 ×  g  for 
10 min at 4 °C and discard supernatant. Resuspend cells in 
AutoMACS™ Rinsing Solution at a concentration of 20 × 10 6  cells 
per mL ( see   Notes    17   and   18  ), add  live/dead marker   if necessary, 
and take it to the sorter ( see   Note    11  ). Collect sorted cells in 5 ml 
 DMEM   and 8 %  FBS   in polypropylene tubes ( see   Note    19  ).   

   16.    An example of a gating strategy to sort  macrophages  ,  neutro-
phils  , and monocytes with markers described in Table  1  is 
shown in Fig.  2 . After gating out duplets and gating on live 
cells, plot  CD11b   and  F4/80  . After gating on the CD11b+ 
F4/80− population, plot Ly6G and Ly6C. CD11b+ F4/80+ 
cells are  macrophages  ;  Ly6G  +  Ly6C  + cells are neutrophils; 
Ly6G− Ly6C+ cells are monocytes.

       17.    We advise to collect a small sample of each sorted cell type 
(≈50,000 cells) and put it in the 96-well plate at 4 °C. These 
samples will be used for fl ow cytometry analysis.   

   18.    Analyze the samples collected in Subheading  3.3 ,  steps 3 ,  12 , 
and  17  by fl ow cytometry. These samples will give an estima-
tion of the  CD11b   enrichment by the column and the sorting 
purity.  See  Fig.  3  for an example.

  Fig. 2    Dot plots of a murine mammary gland tumor illustrating the fl ow cytometry gating strategy. After gating 
out duplets and dead cells, the  macrophage    population   is gated as CD11b+ F4/80+. In the CD11b+ F4/80− 
fraction,  neutrophils   are Ly6G+ Ly6C+ and monocytes are Ly6C+ Ly6G−       
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4                                                             Notes 

     1.    Researchers can adjust cutting speed, blade force, and blade 
travel on the tissue chopper. We have good experience with 
maximum cutting speed and blade force, and 5–10 μm blade 
travel. As an alternative to the tissue chopper, researchers can 
use razor blades, scissors, or scalpels to chop the tumors into 
very small  fragments  .   

   2.    We have optimized the digestion mix for mammary tumors. 
For other tumor types, different composition of the  enzyme   
digestion mix and different incubation time might be needed. 
An example for prostate cancer and  subcutaneous   B16 mela-
noma can be found in [ 13 ].   

   3.    If the sample is not properly digested, it is also possible to add 
trypsin at the fi nal concentration of 1.5 mg/mL to the diges-
tion mix. Trypsin might cleave some surface markers that can 
be of interest for sorting or other type of analysis. For this 
reason, before proceeding with the experiment, it should be 
established if the marker of interest is cleaved by trypsin.   

   4.    We have good experience with the MACS cell separation 
reagents from Miltenyi Biotec. However, researchers can also 
purchase magnetic separation columns from other vendors.   

   5.    This protocol describes an indirect method for magnetically 
labeling the cells of interest. Researchers should select the 
Micro Beads based on the  fl uorochrome   conjugated to the 
antibody used for column enrichment. For example, if the 
antibody is conjugated with  allophycocyanin (APC)  , research-
ers are advised to use anti-APC Micro Beads.   

  Fig. 3    Dot plots of murine mammary gland tumor samples collected during the pre-enrichment procedure for 
myeloid immune cells by magnetic cell sorting and after the isolation by fl ow cytometry-based sorting. In this 
example, F4/80+ and F4/80− cells were isolated from the tumor. ( a ) Panel  a  depicts the dot plot and gating of 
CD11b+  myeloid cells   before the magnetic column pre-enrichment. ( b ) and ( c ) show the CD11b− and CD11b+ 
fractions, respectively, obtained after the magnetic column pre-enrichment procedure. The comparison 
between ( a ) and ( c ) shows the enrichment of CD11b+ cells by the magnetic column. ( d ) and ( e ) show the purity 
of F4/80+ and F4/80− cells, respectively, after isolation by fl ow cytometry-based sorting       
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   6.    MACS separators are strong magnets with holders for columns. 
Since there are different column sizes, researchers should 
match the correct separator with the correct column holder 
( see   Note    7  ).   

   7.    Based on the number of expected magnetically labeled cells, 
researchers should select the correct column capacity. For exam-
ple, LS columns from Miltenyi Biotec can hold up to 10 8  mag-
netically labeled cells from up to 2 × 10 9  total cells. Make sure to 
match the correct MACS separator format ( see   Note    6  ).   

   8.    We have good experience with the pan-myeloid marker  CD11b   
conjugated to APC for column enrichment. However, it is also 
possible to use other markers for immune cells, like  CD45  , or 
 CD3   for the isolation of  lymphocytes     .   

   9.    According to the immune cell populations of interest, research-
ers should design their own antibody combinations. The 
choice of the  fl uorochromes   conjugated to the antibodies is 
dependent on the fl ow cytometer used. Make sure that the 
fl ow cytometer contains the right lasers and detectors to excite 
and read the fl uorochromes. An overview of our frequently 
used antibody combinations can be found in Tables  1  and  2 .   

   10.    We have good experience with BD LSRII Flow Cytometer 
with DIVA software (BD Biosciences, USA). Other machines 
can be used as long as they can detect the antibody combina-
tion used ( see   Note    9  ).   

   11.    We have good experience with BD FACSARIA II sorter with 
DIVA software (BD Biosciences, USA). Other machines can 
be used as long as they can detect the antibody combination 
used ( see   Note    9  ).   

   12.    Alternatively, we also have good experience using the 
MACSmix™ tube rotator from Miltenyi Biotec located in an 
incubator at 37 °C.   

   13.    Round up the number of counted cells and use this value to 
calculate the amount of antibodies, sorting buffer or Micro 
Beads in order to ensure that all cells are labeled. For example, if 
the researcher counts 1.2 × 10 6  cells, round it up to 2 × 10 6 .   

   14.    Prior to use, resuspend the Micro Beads by vortexing.   
   15.    Scale up the volume of sorting buffer according to the total 

number of cells.   
   16.    Miltenyi Biotec provides the correct plunger together with the 

column.   
   17.    This is the optimal concentration for cell sorting for the BD 

FACSARIA II in our facility. We suggest asking your  FACS   
facility for optimal cell concentration. In case of very few cells, 
do not add less than 500 μL of AutoMACS™ Rinsing Solution 
in order for the sorter to have enough volume.   
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   18.    Use AutoMACS™ Rinsing Solution for sorting because it is 
colorless.  Phenol red   in medium may interfere with 
 fl uorochromes  .   

   19.    Cells easily attach to the wall of polystyrene tubes. To avoid this, 
polypropylene tubes are recommended for collection of sorted 
cells. Researchers should choose the size of the polypropylene 
tube accordingly to the tube holder of the sorter  machine  .         
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    Chapter 11   

 Viral Engineering of Chimeric Antigen Receptor Expression 
on Murine and Human T Lymphocytes                     

     Joanne     A.     Hammill    *,     Arya     Afsahi    *,     Jonathan     L.     Bramson     , 
and     Christopher     W.     Helsen     

  Abstract 

   The adoptive transfer of a bolus of tumor-specifi c T lymphocytes into cancer patients is a promising 
therapeutic strategy. In one approach, tumor specifi city is conferred upon T cells via engineering expres-
sion of exogenous receptors, such as chimeric antigen receptors (CARs). Here, we describe the generation 
and production of both murine and human CAR-engineered T lymphocytes using retroviruses.  

  Key words     Chimeric antigen receptor  ,   T lymphocytes  ,   CAR-T cell  ,   Gamma-retrovirus  ,   Lentivirus  

1       Introduction 

 Cancer  immunotherapy   aims to utilize or bolster the immune 
system’s antitumor capabilities to regress or cure malignancies. One 
such strategy sees cancer patients treated with a bolus of their own 
T cells possessing specifi city against their tumor. These  adoptive T 
cell therapies   have seen signifi cant clinical success in a variety of 
malignancies [ 1 – 5 ]. Obtaining tumor-specifi c T cells on a per- 
patient basis is afforded through either the expansion of endoge-
nously occurring tumor-specifi c T cells or by genetically engineering 
peripheral T cells to express receptors with specifi city for tumor tar-
gets. Both of these strategies require the generation of large num-
bers of tumor-specifi c T cells prior to treatment through an ex vivo 
culture period. Chimeric antigen receptors (CARs)    are recombi-
nant proteins composed of an extracellular antigen recognition 
domain and an intracellular activation domain, which trigger T cell 
activation and cytotoxicity upon binding of target antigen [ 6 ]. 
Here, we focus on the production of both murine and human T 
cells engineered to express a CAR for preclinical evaluation. 

 *Authors contributed equally to this work. 
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 Genetic engineering of recombinant receptors in T lymphocytes 
is most commonly accomplished using retroviruses. Retroviruses, 
members of the  Retroviridae  family of enveloped viruses, have the 
natural capacity to integrate their genetic information into the genome 
of infected host cells. As such, a retrovirus engineered to encode a 
CAR can permit the production of T cells which stably express the 
tumor-specifi c receptor.  The protocol described herein details the produc-
tion of two different retroviruses and their use for the production of  
  CAR-T cells    : a    gamma-retrovirus     with tropism for murine cells (used 
for the generation of murine CAR-T cells) and a    lentivirus     with tropism 
for human cells (used for the generation of human CAR-T cells) . 

 Production of a gamma-retrovirus [ 7 ] is accomplished by 
combining a retroviral vector (encoding the CAR in a retroviral 
genomic backbone) with a packaging plasmid and/or packaging 
cell line (both of which contain the  gag ,  pol , and  env  genes required 
for production of functional viral particles). By providing the viral 
packaging genes  gag ,  pol , and  env  in  trans  (not encoded in the viral 
genome), the resultant gamma-retroviruses are non-replicative, 
increasing the safety profi le of the system. Here, we co-transfect 
the Platinum-E (Plat-E) packaging cell  line   [ 8 ] with our retroviral 
vector and the packaging plasmid  pCL-Eco   [ 9 ] to generate 
gamma-retroviruses. 

 Similar to the gammaretrovirus used for transduction of 
murine cells, the lentivirus utilized for transduction of human T 
cells is prepared using a conditional, split-genome packaging sys-
tem that is based off of the HIV-1 backbone [ 10 ]. This platform 
dispenses with all virulent and non-essential genes, and uses com-
plementation of  gag, pol, rev , and the vesicular stomatitis virus 
envelope protein in  trans  to generate a self-inactivating, non- 
replicative  virion  . In this protocol, we utilize the pRSV-REV and 
pCCL packaging and transfer vectors, respectively.  

2    Materials 

   All methods should be conducted in a BSL2 certifi ed biological 
safety cabinet to ensure sterility and safety. Use  fi lter tips   anytime 
you are pipetting retroviruses ( gamma-retrovirus   or  lentivirus  ) or 
retrovirally transduced cells to prevent contamination of pipettes 
with viral particles. Tissue culture incubation conditions are 37 °C, 
5 % CO 2  and ambient O 2 . Reagents for tissue culture and virus 
work should all be stored at 4 °C and preheated in a 37 °C water 
bath prior to use.  

       1.    BSL2-certifi ed biological safety cabinet.   
   2.    Tabletop centrifuge.   
   3.    1×  phosphate buffered saline (PBS)  .   

2.1  Tissue Culture 
Considerations

2.2  Common 
Materials 
and Reagents
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   4.    T cell media: RPMI  1640     , 10 % heat-inactivated fetal bovine serum 
(hiFBS), 2 mM   L -glutamine  , 10 mM  HEPES  , 0.5 mM  sodium 
pyruvate        , 1× nonessential amino acids, 55 μM β-mercaptoethanol, 
100 U/mL penicillin + 100 μg/mL streptomycin.      

       1.    T-75 tissue culture coated fl asks.   
   2.    Platinum-E (Plat-E) cells.   
   3.    Plat-E maintenance media:  Dulbecco’s Modifi ed Eagle 

Medium (DMEM)  , 10 % hiFBS, 2 mM  L -glutamine, 10 mM 
 HEPES  , 10 μg/m L blasticidin  , 1 μg/mL  puromycin  , 0.1 mg/
mL  normocin  .   

   4.    Plat-E transfection media: DMEM, 10 % hiFBS, 2 mM  L - 
glutamine, 10 mM HEPES, 0.1 mg/mL normocin.   

   5.    15 mL Falcon tubes.   
   6.     Opti-MEM media  .   
   7.    Retroviral plasmids; packaging ( pCL-Eco      [ 9 ]) and transfer 

plasmid (e.g., pRV2011 and pRV100G, however, other retro-
viral transfer  vectors   may be substituted) engineered to contain 
your gene of interest (CAR).   

   8.     Lipofectamine 2000   (Life Technologies) ( see   Note    1  ).   
   9.    15 mL 100K NMWL centrifugal fi lter.   
   10.    10 mL syringe.   
   11.    0.45 μm syringe fi lter.      

       1.    Murine donor.   
   2.     Tweezers  .   
   3.    Small, sharp scissors.   
   4.    70 %  ethanol  .   
   5.    6 cm  petri dishes  .   
   6.    Microscope slides, with frosted glass tips.   
   7.    Transfer pipettes.   
   8.    24-well, tissue culture coated plates.   
   9.    ACK lysis buffer: 0.15 M  NH 4 Cl        , 10 mM KHCO 3 , 0.1 mM 

EDTA (prepared with autoclaved Milli-Q water).   
   10.    Recombinant human IL-2.   
   11.    Anti-murine CD3e, clone: 145- 2C11  .   
   12.    Anti-murine CD28, clone: 37.51.   
   13.     Polybrene  .      

       1.    HEK293T  cells        .   
   2.    HEK293T maintenance media: DMEM, 10 % heat-inactivated 

fetal bovine serum, 10 mM  HEPES  , 2 mM   L -glutamine  , 100 
U/mL penicillin + 100 μg/mL streptomycin.   

2.3   Gamma- 
Retrovirus   Preparation

2.4  Murine  CAR-T 
Cell   Preparation

2.5  Lentivirus 
Preparation
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   3.    HEK293T transfection media: DMEM, 10 % heat-inactivated 
fetal bovine serum, 10 mM HEPES, 2 mM  L -glutamine, 
0.1 mg/mL  normocin   ( see   Note    1  ).   

   4.    T-150 tissue culture coated fl asks.   
   5.    15 cm dish.   
   6.    1× trypsin–EDTA solution (0.05 %), no  phenol red     .   
   7.    Lentiviral transfection plasmids: pRSV-Rev, pMDLg-pRRE, 

pMD2.G, pCCL/pRRL transfer plasmid.   
   8.     Lipofectamine 2000     .   
   9.    Opti-MEM media.   
   10.    1 M  sodium butyrate  .   
   11.    150 mL 0.45 μm cellulose acetate or polyenersulfone (PES) Filter.   
   12.    Ultracentrifuge with appropriate rotor and tubes suitable for 

~130k RCF and ~40 mL (such as the Beckman Coulter SW-32 
Ti Swinging Bucket Rotor and 38.5 mL Ultracentrifuge tubes).   

   13.    24-well, tissue culture coated plates.      

       1.     PBMCs   isolated from healthy donors.   
   2.    Recombinant hIL-2.   
   3.    Recombinant hIL-7.   
   4.    Gibco  Dynabeads   Human T cell Activator  CD3  / CD28      beads 

and necessary magnets (e.g., Gibco Dynabeads and Dynabeads ®  
MPC ® -S) (Magnetic Particle Concentrator).   

   5.    1× PBS + 0.1 % BSA + 2 mM EDTA.   
   6.    96-well round bottom, tissue culture coated plates.   
   7.    24-well, tissue culture coated plates.   
   8.    T-25 and T-75 tissue culture coated fl asks.       

3    Methods 

        Note: Protocols  3.1.1  and  3.1.2  are interconnected in that the 
retrovirus generated in Subheading  3.1.1  will be used to transduce 
the murine T cells in Subheading  3.1.2 ; as such, the timelines used 
are consistent between the two protocols. Refer to Fig.  1  for a 
timeline of gamma-retrovirus  production  .

    Preparation :

    1.    Seed a T-75 fl ask with retrovirus packaging Plat-E cells ( see  
 Note    2  ) in transfection media ( see   Note    3  ) such that the cells 
will be ~70 % confl uent at the time of transfection ( see   Note    4  ).    

   Day 1—transfect Plat-E cells :

2.6  Human  CAR-T 
Cell   Generation

3.1  Murine  CAR-T 
cells  

3.1.1   Gamma-Retrovirus   
Generation
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    2.    Transfection should be conducted in the  afternoon   ( see  Fig.  2  
for a visual summary). Prepare two 15 mL Falcon tubes each 
containing 2.25 mL of room temperature Opti-MEM media. 
To the fi rst, Tube A, add 10 μg of retroviral plasmid DNA and 
10 μg of packaging plasmid (pCL-Eco)  DNA  . To the second, 
Tube B, add 45 μL Lipofectamine 2000, vortex gently to mix, 
and allow to rest at room temperature for 5 min ( see   Note    5  ). 
Add Tube B to Tube A, vortex gently to mix, and incubate at 
room temperature for 20 min. Add the 4.5 mL of DNA/
Lipofectamine Opti-MEM solution to the T-75 Plat-E fl ask; 
mix by gently rocking the fl ask front-to-back and side-to-side 
( see   Note    6  ). Incubate at 37 °C and 5 % CO 2  overnight.

        Day 2—change    media   :

    3.    The next morning, carefully aspirate off the 14.5 mL of media 
from the transfected Plat-E fl ask. Replace with 10 mL of fresh, 

  Fig. 1    Timeline of gammaretrovirus preparation. A visual representation providing a broad overview of the 
steps required/timeline for preparation of a CAR-encoding gammaretrovirus. The timeline of preparation steps 
may vary depending on density of Plat-E cell seeding and is thus  unspecifi ed         

  Fig. 2    Plat-E cell transfection. Flowchart indicating amounts and procedures for transfection of Plat-E cells for 
the generation of gammaretrovirus. To be completed on day 1 of the gammaretrovirus/murine  CAR-T cell   
production process       
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pre-warmed transfection media being cautious not to disturb 
the cell layer.    

   Day 3—harvest viral supernatants :

    4.    The next morning, wash an Amicon Ultra 100K centrifugal 
 fi lter  ; add 5 mL of  PBS   to the upper chamber and centrifuge at 
2000 ×  g  for 5 min. Aspirate fl ow through from the lower 
chamber. You will require one fi lter per Plat-E fl ask.   

   5.    Collect supernatant from T-75 Plat-E fl ask. Load into a 10 mL 
syringe. Pass through a 0.45 μm syringe fi lter and into the 
upper chamber of a washed centrifugal fi lter. Concentrate 
viral supernatants 10× by centrifuging fi lters at 2000 ×  g  for 
~7–9 min; concentrate 10 mL of supernatant down to 1 mL.    

       Refer to Fig.  3  for a visual summary of murine CAR-T cell produc-
tion steps.

    Day 2—activate    splenocytes   :

    1.    Harvest donor spleen as a source of murine T cells ( see   Note  
  7  ), working in a biological safety cabinet to ensure sterility. 
Saturate all instrumentation and the fur on the left side of the 
mouse with 70 %    ethanol. Using  tweezers  , lift the skin approxi-
mately midway between the front and hind limbs and make a 
long incision with sharp scissors. Locate the spleen beneath the 
peritoneum (a deep red organ with an elongated kidney shape). 
Cut into the peritoneal cavity. Use tweezers to carefully lift the 
spleen whilst using scissors to liberate the organ, cutting away 
any fatty material. Once removed, place the spleen in ~8 mL of 
T cell media in a 15 mL Falcon tube and keep on ice.   

   2.    Decant Falcon tube contents (spleen and media) into a 6 cm 
 petri dish  . Using two scored microscope slides (use one micro-
scope slide to score the frosted area of the other slide in a 
rough crosshatch pattern and vice versa), sandwich the spleen 
between the scored areas, using pressure and swirling one slide 
against the other to compress the  spleen  . Complete this step 
above the Petri dish, rinsing the slides with the media in the 
petri  dish   as necessary, to collect  splenocytes  . Continue rinsing 
and  squishing until all that remains of the spleen is a small 
amount of white pulp, which can be discarded.   

   3.    Eliminate large debris. Use a transfer pipette to collect the 
~8 mL of media containing the liberated splenocytes into a 
15 mL Falcon tube. Allow contents to settle for ~1 min. 
Transfer the supernatant (to avoid any sediment leave ~0.5 mL 
of media behind) into a fresh 15 mL Falcon tube.   

   4.    Pellet cells (splenocytes) via centrifugation; 500 ×  g , 5 min. Aspirate 
the supernatant, being careful not to disturb the cell pellet.   

3.1.2  Murine  CAR-T Cell   
Generation
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   5.    To lyse red blood cells, resuspend the pellet in 1.5 mL of  ACK 
buffer  . Incubate at room temperature for 5 min. Add 10 mL of 
 PBS   and pellet (500 ×  g , 5 min). Aspirate the supernatant.   

   6.    Resuspend cell pellet in 4 mL of T cell media. Count cells.   
   7.    Rinse: pellet cells (500 ×  g , 5 min), aspirate supernatant, and 

resuspend in T cell media as desired.   
   8.    Plate splenocytes in a 24-well tissue  culture   dish; 3 × 10 6  sple-

nocytes per well in 1 mL T cell media  containing   100 IU/mL 
recombinant human IL-2, 0.1 μg/mL anti- CD3  , and 0.1 μg/
mL anti- CD28   ( see   Notes    8   and   9  ).   

   9.    Incubate for 22–24 h at 37 °C and 5 % CO 2 .    

  Fig. 3    Murine  CAR-T cell   generation. A fl owchart which visually summarizes the steps/timeline required for the 
generation of CAR-engineered murine T cells; details are provided in the text       
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   Day 3—transduce    splenocytes      :
    10.    Remove 600 μL of media per well, being careful not to disturb 

the cell pellet.   
   11.    Per well, add 100 μL of viral supernatant concentrate (from 

Subheading  3.1.1 ),  Lipofectamine 2000   to 2 μg/mL, and 
 Polybrene   to 1.6 μg/mL.   

   12.    Spinfection: centrifuge the 24-well plate at 930 ×  g , 37 °C, for 
1.5 h.   

   13.    Remove plate from centrifuge and incubate at 37 °C, 5 % CO 2  
for 2–4 h.   

   14.    Add 500 μL of T cell media (return to 1 mL total volume per 
well) supplemented with recombinant human IL-2 at 100 IU/
mL (use the same concentration as in  step 8 ).    

   Day 4—expand T cell cultures :

    15.    Remove 500 μL of media from each well. Transfer remaining 
500 μL ( see   Note    10  ) (pipette up and down gently to mix) 
into 20 mL of T  cell   media supplemented with recombinant 
human IL-2 (100 IU/mL, as in  steps 8  and  14 ) in a T-75 fl ask 
( see   Note    11  ).   

   16.    Lay fl ask fl at and incubate at 37 °C and 5 % CO 2 .    

   Ongoing—feed T cells :

    17.    As necessary, add T cell media supplemented with recombi-
nant human IL-2 (100 IU/mL, as in  steps 8 ,  14 , and  15 ), 
keeping T cells at a concentration of 1–1.5 × 10 6  cells/mL ( see  
 Notes    12   and   13  ).   

   18.    It is recommended to verify successful  CAR-T cells   generation 
by appropriate analytical methods, such as fl ow cytometric 
 analysis         of reporter genes encoded within the retrovirus ( see  
 Notes    14  –  16  ).    

        Refer to Fig.  4  for timeline of lentivirus production. Ideally, the 
transfer plasmid used to encode your CAR will also contain some 
form of transduction marker, such as a fl uorescent protein (e.g., 
 GFP  ) or a truncated receptor (e.g., nerve growth factor receptor), 
as this is needed for titrating the number of transducing units of 
lentivirus for the transduction of T cells.

    Day −3—Thaw    HEK293T     cells for seeding :

    1.    Thaw cryopreserved HEK293T cells in 37 °C water bath ( see  
 Note    18  ) and seed roughly 1.5–2 × 10 6  cells in 20 mL 
HEK293T maintenance media per T-150 fl ask. On average, 
two confl uent T-150 fl asks are required to obtain enough cells 
for one viral batch.    

   Day 0—Harvest    HEK293T     cells for plating :

3.2  Human  CAR-T 
Cells  

3.2.1   Lentivirus   
Preparation
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    2.    Once HEK293T cells are ~90 % confl uent in the fl ask (after ~3 
days), harvest HEK293T cells from fl asks by fi rst carefully aspi-
rating media. Then fl ush residual  media   by gently washing cells 
with 5 mL pre-warmed 1× PBS ( see   Note    19  ).   

   3.    Add 3 mL pre-warmed 1× trypsin– EDTA   (0.05 %) per T-150 
fl ask and ensure coverage of cells. Incubate in a 37 °C incuba-
tor for 5 min ( see   Note    20  ). Add 7 mL HEK293T mainte-
nance media to inactivate the trypsin– EDTA   and combine 
cells from fl asks.   

   4.    Count cells by  hemocytometer   and resuspend HEK293T cells 
at 8 × 10 6  cells/mL in HEK293T maintenance media. Plate 
1 mL of cells (i.e., 8 × 10 6 ) + 19 mL HEK293T culture media 
per 15 cm dish, for a total of three 15 cm dishes. Seed one 
T-150 fl ask with 0.5 × 10 6  cells to be used for titration purposes 
later on. Place fl ask and dishes into 37 °C incubator overnight 
( see   Note    21  ).    

   Day 1—Transfect    HEK293T      cells   :

    5.    One hour prior to transfection ( see   Note    22  ), replace the 
media on each plate carefully ( see   Note    23  ) with 12 mL of 
HEK293T transfection media containing an antibiotic suitable 
for your transfection reagent.   

   6.    Transfection with  Lipofectamine 2000   ( see  Fig.  5  for a visual 
summary) utilizes 60 μg DNA with 2 μL Lipofectamine per μg 
DNA. Prepare two series of 15 mL screw cap tubes for each 
plate as outlined in Fig.  2  ( see   Note    24  ). Once the Lipofectamine 
with DNA is added, gently swirly the dish to evenly distribute 
transfection reagents. Place the dish into the 37 °C incubator 
( see   Note    25  ).

        Day 2—Media Change :

    7.    Following transfection, roughly 12–16 h later, change the 
media on each dish carefully ( see   Note    23  ) with 12 mL 
HEK293T maintenance media supplemented with  sodium 
butyrate   (1 mM fi nal). Place the dishes back into the 37 °C 
incubator to incubate for 48 h.    

   Day 4—   Lentivirus     Harvest :

  Fig. 4    Timeline of lentivirus preparation. A visual representation providing a broad overview of the steps 
required/timeline for preparation of a CAR-encoding lentivirus       
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    8.    Prior to viral harvest, precool ultracentrifuge  buckets   and rotor 
to 4 °C ( see   Note    26  ).   

   9.    Harvest the media from the three 15 cm dishes into a 50 mL 
screw cap tube and centrifuge at 2000 RCF max  for 10 min to 
sediment any collected  HEK293T   cellular debris.   

   10.    Filter the supernatant through a 0.45 μm PES fi lter ( see   Note  
  27  ) and add the fi ltrate to ultracentrifuge tubes, toping up 
with enough cold 1× PBS to bring within 0.5 cm of the tube 
( see   Note    28  ).   

   11.    Create any necessary balance tubes and pellet the  lentivirus         at 
RCF max  of 130,000 for 1 h 40 min, 4 °C, with minimal decel-
eration ( see   Note    29  ).   

   12.    During the  ultracentrifugation  , harvest HEK293T cells from the 
T-150 fl ask seeded on day 1 as previously laid out. Plate 30,000 
cells in 0.5 mL HEK293T maintenance medium (6 × 10 4  cells/
mL) per well of a 24-well plate ( see   Note    30  ) for the purposes of 
lentivirus titration, and place in a 37 °C incubator to adhere for 3 h.   

   13.    Once centrifuged, dispense supernatant into a bleach bucket. 
Keeping the ultracentrifuge tube inverted, place onto several 
layers of paper towel for 2 min to remove residual supernatant 
( see   Note    31  ).   

   14.    Add 60 μL ice-cold 1×  PBS   to the ultracentrifuge tube and 
place on ice for 10 min ( see   Note    32  ).   

   15.    Begin resuspension by slowly and gently scraping the bottom 
of the ultracentrifuge tube using a micropipettor ( see   Note  
  33  ). Continue doing so until the pellet is mostly taken off, 
then begin slowly pipetting up and down gently to resuspend 
( see   Note    34  ).   

  Fig. 5    HEK293T  cell   transfection. Flowchart indicating amounts and procedures for transfection of HEK293T 
cells for the generation of  lentivirus  . To be completed on day 1 of the lentivirus/human  CAR-T cell   production 
process       
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   16.    Once the pellet has begun to dissolve add more ice-cold 1× PBS 
( see   Note    19  ) and transfer to a 1.5 mL microcentrifuge tube and 
resuspend until adequately homogenous ( see   Note    35  ).   

   17.    Make aliquots into 1.5 mL microcentrifuge tubes, making sure 
to make a separate aliquot of 3 μL for the purposes of titration 
( see   Note    36  ). Place aliquots into −80 °C and proceed to 
decontaminate centrifuge buckets and anything that has come 
into contact with  virus         with 70 %       ethanol.   

   18.    Once HEK293T cells have adhered for at least 3 h, prepare a 
series of dilutions using the virus aliquot frozen for titration 
(refer to Table  1  and  see   Note    38  ).

       19.    Add 500 μL of dilution to a corresponding well of the 24-well 
plate. Two wells will receive only HEK293T  maintenance   
media to act as either the unstained control, or stained non-
transduced control. Allows cells to grow for 2–3 days.    

   Day 7/8—Titer Determination :

    20.    Harvest HEK293T cells from wells into 5 mL polystyrene 
tubes using a micropipettor with  fi lter tips  .   

   21.    Stain cells using a  fl uorochrome     -conjugated antibody specifi c 
for the transduction marker included in the transfer plasmid, or 
if the vector encodes a fl uorescent molecule such as GFP sim-
ply run cells on the fl ow cytometer ( see   Notes    39   and   40  ).   

   22.    Calculate the titer based on the dilution resulting in ~10 % 
positive cells. Your fl ow data should be gated on the marker +  
population by histogram on your stained non-transduced cells. 
Then subtract the %marker +  of the stained non -  transduced 
from the rest of your samples.

   (a)    Calculation: 30,000 × positive fraction × dilution 
factor = virus titer in TU/mL.
   For example, for 17 % marker +  in 10 −5  dilution. 

 30,000 × 0.17 × 100,000 = 5.1 × 10 8  TU/ mL        .       

         In general, T cell culture media is to be supplemented with 100 U/
mL IL-2 and 10 ng/mL IL-7 immediately before use with primary 
 T   cells ( see   Note    40  ). Refer to Fig.  6  for a visual summary of human 
CAR-T cell production steps.

     1.    Human  PBMCs   isolated from healthy individuals should be 
acquired before beginning this protocol. These cells can be 
bought from commercial vendors (e.g., Normal LeukoPack; 
HemaCare Corporation) or derived from donors on site using 
various established methods (e.g., Ficoll-Paque Plus gradient 
separation [ 11 ]). Such protocols are readily available online 
through the manufacturer website.   

3.2.2  Human  CAR-T Cell   
 Generation  
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   2.    Thaw human PBMCs in 37 °C water bath, then slowly add 
cells drop wise to 7 mL T cell media (with no cytokine supple-
mentation) ( see   Note    41  ). Mix gently and remove 10 μL to 
count cells by trypan exclusion on a  hemocytometer  . In paral-
lel, spin the remaining cells at 500 ×  g  for 5 min.   

   3.    Carefully aspirate media by tilting tube horizontal so as not to 
disturb pellet. Resuspend cells to a fi nal concentration of 
1 × 10 6  cells/mL.   

   4.    If you desire to use isolated total T cells, or  CD8   or  CD4   
only T cells, use an appropriate means of sorting such as 
 FACS   or column purifi cation. We suggest negative selection 
sorting columns.   

   5.    To begin cultures start with 100,000  PBMCs   per well of a 
round bottom 96-well plate. Take 100 μL of the PBMCs pre-
pared in  step 3 , with one additional well for security ( see  
 Notes    42  ).   

   6.    anti-CD3/anti-CD28-coated  Dynabeads      are utilized to acti-
vate T cells within the PBMC mixture and begin their prolif-
eration ( see   Note    43  ). Following the manufacturer guidelines, 
briefl y vortex the beads for 30 s and transfer 2 μL beads per 
well to a 1.5 mL microcentrifuge  tube      ( see   Note    44  ). Add 
1 mL PBS + 0.1 % BSA + 2 mM  EDTA   to beads, vortex for 5 s.   

   7.    Place beads on MPC-S magnet for 1 min, then aspirate the 
supernatant with care taken to not disrupt the beads gathered 
on the side of the 1.5 mL tube.   

   8.    Remove 1.5 mL tube from the magnet and resuspend the 
beads with 100 μL T cell media supplemented with 2× cyto-
kine (200 U/mL IL-2 and 20 ng/mL IL- 7  ), referred to as 
activation media (2×), per 2 μL beads.   

   9.    Aliquot 100 μL  PBMC   (100,000 cells) per well of a round- 
bottom 96-well dish. Combine with 100 μL of  Dynabead   acti-
vator solution previously made, per well. This results in the 

   Table 1  
  Example dilutions for lentiviral titration   

 Final dilution (after 
addition to cells)  Volume of virus (μL)  Diluent to add (μL) 

 1 × 10 −3   2 of stock  998 

 1 × 10 −4   70 of previous dilution  630 

 1 × 10 −5   70 of previous dilution  630 

 1 × 10 −6   70 of previous dilution  630 

  Frozen and thawed lentiviral stocks are diluted in  HEK293T   maintenance media as below; 500 μL of each dilution is 
added to HEK293T cells plated in 500 μL in 24-well plates, resulting in fi nal dilutions. Other dilutions may be utilized 
to provide greater accuracy as per your individual virus  
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fi nal cytokine concentration of 100 U/mL IL-2 and 10 ng/
mL IL- 7  . Place into 37 °C incubator overnight.   

   10.    After 18–24 h of incubation use the titer of the virus previously 
created and transduce the culture at the desired  MOI   ( see   Note  
  45  ). To do so, remove 110 μL from each well carefully ( see  
 Note    46  ). Take necessary amount of virus for desired MOI, 
bring up to 10 μL with  PBS   if below 10 μL, and add to cells 
gently without disturbing the pellet. Place into 37 °C incuba-
tor overnight.   

  Fig. 6    Human  CAR-T cell   generation. A fl owchart which visually summarizes the steps/timeline required for the 
generation of CAR-engineered human T cells, details of which are provided in the  text         
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   11.    The following day, supplement the wells with 100 μL T cell 
media supplemented with IL-2 and IL-7.   

   12.    Check cells every day to assess growth. T cells will appear as a 
white halo surrounding a small red core of beads. When the 
halo reaches ~2–2.5 mm in diameter, the cells are ready to 
scale up ( see   Note    47  ).   

   13.    Add 900 μL cytokine supplemented T cell medium per well of 
a 24-well plate corresponding to the number of the wells used 
at the 96-well stage. Transfer the ~200 μL cells into 900 μL 
cytokine supplemented ( see   Note    48  ).   

   14.    Continue to culture the T cells in the 24-well plate until the 
wells are ~90–95 % confl uent ( see   Note    49  ). At this point, 
combine two wells and transfer to a T25 fl ask laying down, 
bringing up to 5 mL with fresh cytokine supplemented T cell 
 media   ( see   Note    50  ).   

   15.    From this point on, cells should be given fresh media with 
cytokine every 2–3 days. Attention should be paid to the color 
of the media, as well as cell density. Thus, cells should be 
counted every 2–3 days and fed accordingly to maintain a den-
sity of ~1.0 × 10 6  cells/mL. If cells are growing well, the media 
will begin to turn yellow and will need to be supplemented 
with fresh media.   

   16.    Cells can be scaled to larger fl asks as they increase in number. 
While maintaining roughly ~0.1–2 × 10 6  cells/cm 2  and 
1.0 × 10 6  cells/ mL  , when the cells reach suffi cient number 
increase the fl ask size ( see   Note    51  ).    

4                                                            Notes 

     1.    There are many commercial transfection reagents available. We 
recommend Lipofectamine as a high effi ciency reagent. Others 
may be substituted in place, however the DNA to transfection 
reagent ratios must be optimized. When  Lipofectamine 2000   
reagent is utilized, penicillin/streptomycin interferes with the 
transfection processes. In place of  penicillin/streptomycin  , 
either  normocin   antibiotic or no antibiotic should be used dur-
ing transfection. Other reagents, such as Lipofectamine 3000, 
may be less susceptible to this problem. However, we are not 
experienced with such reagents.   

   2.    We keep Plat-E cells in culture for a maximum of 2 weeks 
before thawing a fresh batch. Decreased transduction effi cien-
cies may be observed if  gamma-retroviruses   are generated from 
Plat-Es that have been in culture for extended periods.   

   3.    When thawing and over extended periods in culture, Plat-E 
cells should be passaged in maintenance media. The  puromycin   
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and  blasticidin   contained therein ensure Plat-E cells retain 
expression of the viral packaging genes  gag ,  pol , and  env . 
However, due to potential toxicities associated with increased 
cellular permeability to antibiotics during transfection, Plat-Es 
should be cultured in transfection media (containing normacin 
in lieu of puromycin and blasticidin) during this time.   

   4.    In order to generate a T-75 fl ask of 70 % confl uent PLAT-E 
cells, a T-75 fl ask may be seeded with 1.15 × 10 6  Plat-E cells 
three d before, 2.3 × 10 6  Plat-E cells two d before, or 5.6 × 10 6  
Plat-E cells the day before transfection. Alternatively, frozen 
vials of 2.8 × 10 6  Plat-E cells will generate a 70 % confl uent 
T-75 in 3 days post-thaw.   

   5.    In our experience, effi ciency of retrovirus generation is 
decreased if  Opti-MEM DNA   and Lipofectamine solutions are 
scaled up; prepare one set of two tubes (DNA and Lipofectamine 
solutions) per each T-75 fl ask of Plat-E cells being  transfected  .   

   6.    One transfected Plat-E fl ask is suffi cient to generate enough 
gamma-retrovirus for transduction of ten wells of T cells.   

   7.    One spleen from a 6–8-week-old C57BL/6 or Balb/ c   mouse 
typically yields ~100 million  splenocytes  .   

   8.     Gamma-retroviruses   require actively dividing cells for effi cient 
transduction; thus, the purifi ed retrovirus is added to T cells 
24 h post-activation with anti- CD3   and anti- CD28  .   

   9.    Altering the type and amount of cytokines in the T cell growth 
media can impact on the phenotype, and thus functionality, of 
T cells grown  in vitro   [ 12 ]; different cytokine compositions to 
yield a desired phenotype are available in the literature.   

   10.    When observing the 24-well plate under a microscope, post- 
activation, you should expect to see dense clusters of T cell 
growth rather than a homogenous dispersion of cells through-
out the well. In our experience these clusters are desirable for 
optimal T cell growth.   

   11.    If preparing multiple wells of murine T cells simultaneously, 
three wells transduced with the same virus and grown under 
the same conditions can be expanded into 60 mL of appropri-
ately supplemented T cell media in a T-150 fl ask laid fl at.   

   12.    In our experience,  CAR-T cells   are generally usable for  in vitro   
assays/in vivo experiments from 4 to 7 days post-activation. After 
this point, viability of T cell cultures begins to rapidly decline.   

   13.    Starting from 3 × 10 6   splenocytes  , one well can yield upwards 
of 10 8  cells after expansion, depending on growth conditions. 
For example, we have observed yields of between 10 and 
95 × 10 6  T cells 6 days after activation when growing spleno-
cytes in 100 IU/mL rhIL-2. It should also be noted that in 
some cases, T cell growth rate may be dependent on the con-
tents of your  gamma-retrovirus  .   
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   14.    We have observed that T cell cultures expanded from bulk 
 splenocytes   are between 80 and 95 % pure for CD4 +  + CD8 +  cells; 
the distribution between CD4 +  and CD8 +  cells can range, for 
example, from 78.6 % CD8 +  and 6.19 % CD4 +  to 47.8 % CD8 +  
and 38.9 % CD4 +  (generally CD8 +  T cells always dominate), 
depending on experimental variation and growth conditions.   

   15.    It should be noted that it is possible to begin with a purifi ed 
population of CD4 +  or CD8 +  T cells, rather than bulk PBMCs, 
if having an enriched fi nal population of either is desirable for 
your purposes. We have found that magnetic negative selection 
kits work well for this purpose.   

   16.    In our experience using this protocol, one can expect a trans-
duction effi ciency anywhere from 40 to upwards of 80 %. This 
is generally dependent on the gamma-retrovirus used as well as 
experimental variability.   

   17.    We have found that with our own  HEK293T    cells  , usage of 
freshly thawed cultures of low passage, rather than older cul-
tures, enhance lentiviral yield.   

   18.    In our experience, HEK293T cells are weakly bound to the 
culture fl ask and so will lift off quite easily. Because of this, it is 
recommended that the media be removed carefully and the 
 PBS   wash to be done gently to prevent unnecessary loss of 
cells. To facilitate this, we suggest standing the fl ask up and 
aspirating the media away from the cells. Additionally, when 
adding PBS, add the volume to the fl ask upside down and then 
slowly rotate the fl ask so the  PBS      gently washes over the cells 
once. This is suffi cient to remove residual media.   

   19.    Although  HEK293T   cells can easily come off by mechanical 
means, the cells remain clumpy. Trypsin– EDTA   is used to pre-
vent clumping and facilitate accurate cell counting and even 
spreading on the 15 cm dish.   

   20.    It is important that the dishes are level to ensure an even cover-
age of the dish with cells. We have found that three 15 cm 
dishes per viral batch are suffi cient to yield high titer. However, 
this is optimized for the Beckman Coulter SW32Ti rotor and 
tubes capable of holding 38 mL. This may be adjusted per 
your needs and ultracentrifuge.   

   21.    We suggest performing the transfection in the evening, such as 
4 or 5 pm, to easily time the post-transfection media exchange, 
and  lentivirus   harvest.   

   22.    It is important to be very gentle with exchanging media in the 
15 cm dish. The HEK293T cells are easily lifted, thus we sug-
gest removing and adding media using a pipette aid set to a 
slow setting if possible.   

   23.    We have found that preparing a master mix of DNA with 
Lipofectamine reduces the effi ciency of transfection. It is 
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therefore better to prepare a series of tubes for each dish. To 
increase productivity, you may make a master mix of the DNA 
to aliquot per tube.   

   24.    At this point, the  HEK293T   cells will begin producing  lentivi-
rus   upon transfection. It is important to follow all biosafety 
guidelines for BSL2 viruses that are in place in your institution.   

   25.    It is essential that lentivirus be kept at 4 °C or on ice through-
out the harvest once it has been pelleted, we have found this 
improves lentiviral titer.   

   26.    A fi lter smaller than 0.45 μm, such as the commonly used 0.2 μm 
fi lter, has a pore size that is very close to the diameter of a lenti-
virus and will likely fi lter out virus. Similarly, cellulose acetate or 
PES membrane fi lters are recommended as  nitrocellulose   mem-
branes will bind proteins on the lentivirus and bind up  virions  .   

   27.    This is to ensure that the ultracentrifuge tube does not collapse 
during centrifugation.   

   28.    Max deceleration may disrupt the lentivirus pellet and no 
brake requires a considerable period of time to fully stop that 
is not effi cient.   

   29.    Accurate counting is very important here as the math behind 
titration relies on the accuracy of plating 30,000 cells. Titration 
requires 6–7 wells per virus; however, it is benefi cial to make 
spare wells in case of user error.   

   30.    At this point, it is essential that the virus does not dry out and is 
kept at 4 °C to maintain a high titer of infective lentiviral parti-
cles. Thus, it is critical to ensure the tube is only kept inverted a 
minimal period of time and then promptly placed on ice.   

   31.    From this point on, the virus should be on ice at all times to 
maintain stability during the resuspension process.   

   32.    The  ultracentrifugation   process will have created a gel-like pel-
let. Scraping gently will assist in the resuspension by dislodging 
this gel. The micropipettor will naturally take up a small 
amount of liquid by doing this. It is important to be aware of 
this when resuspension by pipetting begins as it can introduce 
bubbles. The pellet will often resist complete resuspension and 
an emulsion is the best scenario at this point.   

   33.    It is very important to avoid generating bubbles at any point dur-
ing this step. We have found that exposure of  lentivirus   to bub-
bles will negatively impact yield. To prevent this from happening, 
we suggest setting the micropipettor to a lower volume.   

   34.    The amount of 1× PBS added is up to the users’ discretion and 
experience with assessing whether the yield is high titer or not. 
We fi nd the best metric to follow is the turbidity of the resus-
pended solution. Increased turbidity suggests higher yield. 
Depending on your desired number of aliquots, volume per 
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aliquot, and titer, users can add from 40 to 100 μL more 1
× PBS. We suggest starting with 40 μL for the fi rst batch.   

   35.    Often there is a white “fl uff” that is very diffi cult to fully resus-
pend, we have found that it does not impact the lentiviral effi -
cacy if this is not fully homogeneous.   

   36.    The volume of the aliquots is dependent on the titer of the 
virus. Thus, it is at your discretion and experience with the 
individual  lentivirus   being produced. We suggest 15 μL as a 
good middle ground.   

   37.    When pipetting 2 μL, it is important to utilize an appropriate 
micropipettor to ensure high accuracy and low margin of error, 
such as a P2.   

   38.    It should be noted that these cells have been exposed to  lenti-
virus   and as such should be handled accordingly under the 
necessary guidelines for your institution and state. Transduced 
cells are fi xed with 4 %  glutaraldehyde   to a fi nal concentration 
of 2 % for 20 min to inactivate lentivirus [ 13 ].   

   39.    In addition to staining for the transduction marker, it may be 
benefi cial to probe for expressed genes as well if compatible 
 fl uorochromes   are available to determine the ability of the 
CAR to reach the cell surface.   

   40.    The choice of cytokines is the determinant for much of the 
T-cell properties. It is a crucial choice that should be tailored 
to the scientists and experiments needs. For review, see 
DiGiusto and Cooper [ 14 ]. IL-2 and IL- 7   aliquots should be 
frozen to −20 °C to maintain stability, and thawed just prior to 
use in fresh T cell medium.   

   41.    Thawing cells rapidly at 37 °C enhances viability over a slower 
thaw. As the cryopreserved cells are stressed and have been 
maintained with  DMSO  , exposing cells to media slowly reduces 
osmotic shock.   

   42.    We have found that starting with two wells (i.e., 200,000 cells) 
is suffi cient to reach 15–100 × 10 6  cells by day 14 of culture, 
pending your specifi c construct. The limit of 100,000 cells is 
due to the limitations of lentivirus production. With higher 
titer virus, it may be possible to scale this step, however, we 
have not experimented with such a protocol. It should be 
noted that growth is highly construct-dependent, and is fur-
ther affect by the  MOI   (higher results in slower growth).   

   43.    VSV-G pseudotyped  lentivirus   is an excellent platform for trans-
duction and gene insertion into non-dividing cells [ 15 ]. In regard 
to T cells, expression of the VSV-G receptor, LDL- receptor [ 16 ], 
is low until activation through the TCR, affecting the potential of 
LV to transduce T cells  in vitro   [ 17 ]. In the case of  CAR-T cell   

Joanne A. Hammill et al.



155

production, this is not an issue as cultures are fi rst activated with 
activator beads.   

   44.    Beads settle very quickly, thus to ensure accurate transfer of the 
correct number of beads, pipette the required amount imme-
diately after  resuspension  . Although the manufacturer recom-
mends a ratio of 1:1 bead–T cell ratio, we utilize a slightly 
lower ratio of 0.8:1. However, the literature has used ratios as 
high as 3:1 [ 18 ], although it should be noted that these cul-
tures utilize a slightly different cytokine cocktail.   

   45.    Often a MOI of 1–10 is suffi cient to achieve transduction effi -
ciencies of >60 %. This is dependent on the individual virus 
batch and should be titrated on T cell cultures to determine 
optimal MOI. We have found that the number of transducing 
units (as determined by the MOI) added can have a signifi cant 
impact on T-cell growth. Reporter genes that show no impact 
on T-cell behavior or growth have demonstrated reduced T-cell 
proliferation at high MOI’s. In our hands, MOI’s of 10 and 
below have consistently shown to have no signifi cant impact.   

   46.    To avoid disturbing the  PBMC   pellet, tilt the plate slightly for-
ward and remove media carefully from the lower edge. As pre-
viously mentioned, cell disruption impacts cell proliferation. 
Especially in early stages of T-cell growth, a 20–30 % reduction 
in cell proliferation was observed if pellets were disrupted.   

   47.    We have found with this protocol, almost universally the cell 
pellets are suffi ciently large the second day following addition 
of 100 μL media. In the case that they are not ready by this 
point, carefully replace half media with fresh cytokine- 
supplemented media.   

   48.    This step is best completed by bringing a 100 μL micropipet-
tor close to the T cell pellet and gently aspirating. This process 
maintains the general structure of the pellet and allows you to 
transfer it over. We have found that minimal disruption is 
important to the growth of the T cells and we believe at this 
stage they are interacting with each other and the activator 
beads. You may use some of the 900 μL media to wash the 
remainder of the well for any remaining cells.   

   49.    This metric is slightly dependent on the state of the pellet when 
it was originally transferred to the 24-well plate. That is to say, 
should the pellet remain completely whole, it will not spread as 
quickly if the pellet was transferred in several pieces. We have 
found that on average this takes 2 days. Cells should be given 
fresh media every 2–3 days, if you deem a well not ready by this 
point, simply add 1 mL cytokine-supplemented T cell media.   

   50.    We have found as a general rule of thumb that 100,000 cells
/cm 2  is a low point for cell density over  surface area  . Below this 
number, we have found the proliferation of the T-cells is impacted 

Retro- and Lentiviral Engineering of CAR-T Cells



156

negatively. With two wells at ~90 % confl uence, this is about 
2–2.5 × 10 6  cells and is suffi cient. If you are unsure, it is best to 
resuspend  cells   thoroughly and count. However, to promote 
growth it is still optimal to not disturb cells at this point.   

   51.    Cell densities exceeding 300,000 cells/cm 2  may prove prob-
lematic for  nutrient   and  oxygen   exchange, thus we recommend 
maintaining within 100,000–200,000 cells/cm 2 . It is impor-
tant to have the appropriate volume of media within a fl ask of 
certain size. This is to maintain optimal oxygenation of the T 
cells. We have found that media for the T-25, T-75, and T-150 
should not exceed 6 mL, 15 mL, and 25 mL, respectively.         
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    Chapter 12   

 Methods to Evaluate the Antitumor Activity of Immune 
Checkpoint Inhibitors in Preclinical Studies                     

     Bertrand     Allard    ,     David     Allard    , and     John     Stagg      

  Abstract 

   Immune checkpoint inhibitors (ICI) are a new class of drugs characterized by their ability to enhance antitumor 
immune responses through the blockade of critical cell surface receptors involved in the maintenance of 
peripheral tolerance. The recent approval of ICI targeting CTLA-4 or PD-1 for the treatment of cancer con-
stitutes a major breakthrough in the fi eld of oncology and demonstrates the potential of immune-mediated 
therapies in achieving durable cancer remissions. The identifi cation of new immune regulatory pathways that 
could be targeted to reactivate or boost antitumor immunity is now a very active fi eld of research. In this con-
text, the use of syngeneic mouse models and immune monitoring techniques are the cornerstone of proof-of-
concept studies. In this chapter, we describe the general methodology to evaluate antitumor activity of ICI in 
immunocompetent mice. We outline protocols to reliably establish tumors in mice and generate lung metas-
tasis through tail vein injections with the aim of testing the effi cacy of ICI. We also present methods to analyze 
the composition of the tumor immune-infi ltrate by multicolor fl ow cytometry.  

  Key words     Immune-checkpoint  ,   PD-1  ,   PD-L1  ,   Immuno-oncology  ,   Cancer  

1      Introduction 

 Over the last decade, the discovery of the main pathways involved 
in the control and in the resolution of immune responses has 
enabled a better understanding of the chronic  infl ammation    pro-
cess   occurring in auto-immune disorders, infectious diseases and in 
cancer. In the case of cancers, the activation of immune inhibitory 
receptors is a critical mechanism by which tumors evade immuno-
surveillance [ 1 ]. As a consequence, the targeted blockade of piv-
otal components of these inhibitory pathways, commonly referred 
as immune checkpoints, has emerged as a ground-breaking 
approach for cancer therapy [ 2 – 4 ]. The fi rst generation of biologi-
cal therapeutics capable of blocking immune checkpoints, also 
called immune checkpoint inhibitors or ICI, have been recently 
approved for the treatment of metastatic melanoma or non-small- 
cell lung cancers (NSCLC). 
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 The fi rst ICI,  ipilimumab   (Yervoy), was marketed in 2011 and 
consists of a monoclonal antibody (mAb) targeting the inhibitory 
receptor CTLA-4 [ 5 ,  6 ]. CTLA-4 is expressed at the surface of T 
lymphocytes and transmits inhibitory signals when interacting 
with  CD80   or  CD86      expressed by antigen presenting cells (APC). 
The binding of ipilimumab on CTLA-4 blocks its interaction with 
CD80 and CD86 which prevents immunosuppressive signaling 
and promotes antitumor immune responses [ 7 ]. Ipilimumab is 
currently approved for the treatment of metastatic melanoma and 
several clinical trials are ongoing to evaluate its clinical effi cacy in 
patients with prostate cancer, NSCLC and bladder cancers. While 
the exact mechanism of action of ipilimumab is still unclear, there 
are evidence that it blocks the interaction of CTLA-4 with CD80 
and CD86 and that it can deplete CTLA-4-expressing T regula-
tory cells (Tregs) through antibody-dependent cellular cytotoxic-
ity ( ADCC  ) [ 8 – 10 ]. Notably,  transcriptome   analysis of 
tumor-specifi c CD8+ T cells following CTLA-4 blockade revealed 
increased T cell proliferation and effector memory function [ 11 ]. 

 The second ICI that has been developed and approved in cancer 
 patients      targets the PD-1/PD-L1 pathway [ 12 ]. PD-1 is an inhibi-
tory receptor mainly expressed by activated and exhausted  lympho-
cytes  . Engagement of PD-1 by its ligand  PD-L1   or PD-L2 expressed 
on APC,  myeloid cells   or tumor cells inhibits T cell activation [ 13 ] 
and restrains their antitumor functions [ 14 ]. In both preclinical 
models and cancer patients, PD-1/PD-L1 blockade promotes anti-
tumor  immunity   [ 12 ,  14 – 16 ]. From a mechanistic point of view, 
blocking PD-1 promotes antitumor effector functions and T cell 
metabolism [ 11 ]. Notably, PD-1/PD- L1         blockade modulates glu-
cose availability in the tumor microenvironment, thereby restoring 
glucose metabolism in activated T cells present in the tumor micro-
environment, thus favoring differentiation into effector T cells [ 11 , 
 17 ]. A recent report also suggested that anti- PD- 1/PD-L1 mAb 
therapies could be modulated by  Fc receptor   function [ 18 ]. 

 In the past 2 years, anti-PD-1 and anti-PD-L1 mAbs have ben-
efi ted from accelerated evaluation by the FDA through the “break-
through therapy” designation. This has led to the approval of two 
anti-PD-1 mAbs,  pembrolizumab   (Keytruda™, Merck) and 
nivolumab (Opdivo™, Bristol-Myers Squibb), for the treatment of 
melanoma and NSCLC. Importantly, both pembrolizumab and 
 nivolumab   showed greater clinical benefi t and less side-effects than 
 ipilimumab   alone in melanoma patients, and this observation may 
apply to other types of cancers [ 19 ]. With this favorable effi cacy 
and toxicity profi le, inhibitors of PD-1/PD-L1 are now the back-
bone for clinical trials involving immune-mediated therapies [ 20 ]. 

 Given the clinical successes of ICI, the search for new immune 
checkpoints contributing to tumor immune evasion is rising and the 
list of immunomodulatory targets with antitumor activities is rapidly 
expanding [ 20 ]. Many of these “second-generation” immune check-
points are currently evaluated in preclinical and clinical trials [ 20 ]. 
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 Preclinical testing of new compounds is a critical step in the drug 
development process. It enables the demonstration of therapeutic 
activity  in vivo   and the selection of lead compounds that will be evalu-
ated in phase I clinical trial. Hence, choosing the right preclinical mod-
els to test a drug candidate is of outmost importance [ 21 ]. In the fi eld 
of oncology, a large variety of preclinical cancer models are available 
and can be divided into two categories: immune-defi cient and immune-
competent models. For preclinical testing of ICI, immune-competent 
models are required as treatments are meant to stimulate the immune 
system to attack tumors in a MHC-matched manner. The most com-
mon immunocompetent models involve  subcutaneous   transplantation 
of syngeneic tumor cells in mice. Although these models present clear 
limitations, they are still important tools to test the antitumor activity 
of drug candidates. Intrinsic limitations of these models can be circum-
vented, at least in part, by testing compounds against multiple tumor 
cell lines to better recapitulate tumor heterogeneity in patients or by 
performing  orthotopic   injections. In this chapter, we describe the 
 methods   [ 22 – 32 ] we reliably use in syngeneic transplantable mouse 
models of cancer to test the antitumor activity of ICI.  

2    Materials 

       1.    Tumor cell lines ( see  American Type Culture Collection 
website).   

   2.    Cell culture medium; usually  RPMI         1640 or DMEM, supple-
mented with 5 % FBS.   

   3.    Fetal bovine  serum  .   
   4.    Antibiotics for cell culture:  penicillin/streptomycin  .   
   5.    Trypsin 0.25 %.   
   6.    1× phosphate buffer saline, without calcium and magnesium (PBS)   .   
   7.     Trypan blue   solution.   
   8.    Sterile cell culture plastics: 100 mm  petri dishes  , 15 mL or 

50 mL polypropylene tubes, pipets.   
   9.    Sterile  fi lter tips  .   
   10.    Sterile 1.5 mL microtubes.   
   11.    40 μm  cell strainers  .   
   12.    Hemocytometer.   
   13.    Tabletop centrifuge.      
        1.    Syngeneic mice; C57BL/6 or Balb/c.   
   2.    Small animal  clipper  .   
   3.     Ear tags  .   
   4.    Ear tags applier.   
   5.    Sterile 1 mL syringe.   

2.1  Cell Culture 
Before the Injection 
of Tumor Cells

2.2   Subcutaneous      
Injections

Methods to Evaluate Cancer Immunotherapy in Mice



162

   6.    Sterile 26G 5/8 or 26G 3/ 8   needles.   
   7.     Alcohol pads  .   
   8.    Digital caliper.   
   9.    Immune checkpoint blocking mAbs (BioXcell; anti-PD1, 

clone RPM4-14; anti- CTLA4  , clone 9H10).   
   10.     Euthanyl  .   
   11.    Dissection instruments and dissection  board  .   
   12.    Precision scale.      

       1.    4T1 cell line (ATCC # CRL-2539).   
   2.    Balb/c  mice  .   
   3.    RPMI 1640  medium   supplemented with 5 %  FBS  .   
   4.    Same material as in Subheading  2.2 .   
   5.    10 mL syringes.   
   6.    Pipet tips of 200 and 10 μL.   
   7.     India ink  .   
   8.    1× phosphate buffer saline.   
   9.     Fekete’s solution  : 100 mL 70 %     ethanol  , 10 mL  formalin  , 

5 mL glacial  acetic acid  .      

       1.    Tumor cell line.   
   2.    Syngeneic mice.   
   3.     Ear tags  .   
   4.    Ear tags applier.   
   5.    Heating lamp.   
   6.     Tail vein restrainer   (Braintree Scientifi c).   
   7.     Alcohol pads  .   
   8.    0.5 mL 28G ½ needles.   
   9.    Dissection instruments and dissection  board  .   
   10.    10 mL syringes.   
   11.    Pipet tips of 200 and 10 μL.   
   12.     India ink  .   
   13.    1× phosphate buffer saline.   
   14.     Fekete’s solution  .   
   15.     Bouin’s solution      (if using the B16F10 tumor model).      
       1.    EDTA  solution  .   
   2.     Collagenase IV  .   
   3.     DNAse I  .   
   4.    1× PBS.   
   5.     RPMI   1640.   

2.3  4T1 Tumor  Model  

2.4  Experimental 
 Metastasis   
Through  Tail Vein   
Injections

2.5  Analysis 
of Tumor Immune 
Infi ltrate by Flow 
Cytometry
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   6.    Dissection instruments.   
   7.    Incubator.   
   8.    Tabletop centrifuge.   
   9.    40 μm  cell strainers  .   
   10.    Strainer-cap FACS  tube  s.   
   11.     Percoll Solution     .   
   12.    FACS buffer: 1× PBS containing 2 % FBS and 5 mM EDTA.   
   13.    Digestion buffer: RPMI 1640 containing 2 % FBS, 1 mg/mL 

 collagenase IV  , 20 μg/mL  DNAse I  .   
   14.     Fluorochrome  -labeled antibodies compatible with cytometry 

( see  Table  1 ).

    Table 1  

  List of  fl uorochrome  -labeled antibodies compatible with cytometry   

 Panel 1  Panel 2 

 Antibody  Dilution  Antibody  Dilution 

 Anti-CD16/CD32 (BD)     1/100  Anti-CD16/CD32  1/100 

  Viability dye eFluor 506   (eBioscience)  1/500  Viability dye eFluor 506  1/500 

 Anti-CD45-BUV395 (BD)  1/100  Anti-CD45-BUV737 (BD)  1/200 

 Anti-CD3-BV786 (BD)     1/500  Anti-CD11b-BUV395 (BD)  1/500 

 Anti-CD4-BUV737 (BD)  1/1000  Anti- CD11c  -V450 (BD)  1/200 

 Anti-CD8-BV650 (BD)  1/500  Anti-F4/80-BV605 (BioLegend)  1/400 

 Anti- NK1.1  -Alexa 700 (BD)  1/200  Anti-merTK-biotin (Miltenyi)  1/25 

 Anti-CD19-PerCPCy5.5 (Tonbo)  1/500  Anti-Ly6C-BV711 (BioLegend)  1/500 

 Anti-CD44-APC-Cy7 (BD)  1/100  Anti-Ly6G-APC-Cy7 (BD)  1/500 

 Anti- CD62L  -PECF594 (BD)  1/100  Anti- SiglecF  -PE (BD)  1/200 

 Anti- ckit     -BB515 (BD)     1/200  Anti-MHCII-BV650 (BD)  1/1000 

 Anti- FcERIa  -PECy7 (eBioscience)  1/100  Anti-B220-BV786 (BD)  1/500 

 Anti-CD49b-BV421 (BD)  1/400  Anti- PDCA1  -FITC (BioLegend)  1/100 

 Anti-Foxp3-PE (eBioscience)     1/400  Anti-CD19-PerCPCy5.5  1/500 

 Anti- Eomes  -eFluor 660 (eBioscience)  1/400  Anti- Nkp46  -PerCPCy5.5 (BD)  1/200 

 Anti-CD3-PerCPCy5.5 (Tonbo)  1/200 

 Anti-CD206-PECy7 (BioLegend)  1/100 

      Anti- NOS2  -eFluor 660 (eBioscience)  1/400 
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3            Methods 

          1.    Tumor cells are thawed rapidly by adding 1 mL of warm 
medium to the  cryovial   and resuspended carefully. Alternately, 
the cryovial can be incubated in a 37 °C water bath for 1–2 min 
to rapidly thaw the cells.   

   2.    The cell suspension is then transferred into a 15 mL tube con-
taining 10 mL of warm medium, homogenized and dispensed 
into a 100 mm  petri dish   ( see   Note    1  ).   

   3.    Cells are incubated overnight in an incubator at 37 °C with 5 % 
CO 2 .   

   4.    The following day, cells are rinsed with  PBS   and fed with fresh 
medium.   

   5.    When the cells reach 80–90 % confl uency, the cells are detached 
using trypsin and split into several petri dishes for expansion 
( see   Note    2  ).   

   6.    The day before the  in vivo   injection, cells are rinsed with PBS 
and fresh medium is added.   

   7.    The day of the injection, the cells are rinsed with PBS and 
detached by adding 3 mL of trypsin per 100 mm petri dish and 
incubating for 2 min at 37 °C ( see   Note    3  ).   

   8.    When the cells are all fl oating, trypsin is neutralized by adding 
7 mL of medium containing  FBS  .   

   9.    The cell suspension is then transferred into a 15 mL tube and 
centrifuged at 280 × g for 5 min. If several petri dishes/fl asks 
are used, cells can be pooled in one/several 50 mL tubes.   

   10.    The supernatant is discarded and the cell pellet is resuspended 
 carefully         with a micropipette in 1 mL of PBS. Then, 9 mL of 
PBS (19 mL for a 50 mL tube) are added and the suspension 
is homogenized with a 10 mL pipette.   

   11.    The cell suspension is then passed through a 40 μm cell strainer 
adapted on a 50 mL tube. The  cell strainer   is wetted with 5 mL 
PBS before dispensing the cell suspension. The strainer is 
rinsed with 10 mL PBS after passing the cell suspension ( see  
 Note    4  ).   

   12.    The cells are centrifuge at 1200 rpm for 5 min.   
   13.    Repeat  step 10  and  12 .   
   14.    The supernatant is discarded and the cell pellet is resuspended 

in 1 mL of PBS per  petri dish  /T75 fl ask used at the begin-
ning of the procedure (increase the volume of PBS accord-
ingly if larger dishes are used). Measure the exact volume of 
the cell suspension.   

3.1  Preparation 
of the Tumor Cells 
Before  Subcutaneous      
or Intravenous 
 Injections  
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   15.    Collect 10 μL of the cell suspension and dilute it in 1 m of PBS 
containing 20 % (v/v) of  trypan blue   to count viable and dead 
cells. During the counting step, place the cell suspension on ice 
to maintain a good viability.   

   16.    Cells are counted with a Malassez’s hemocytometer  using   
10 μL of the cell solution diluted in trypan blue ( see   Note    5  ).   

   17.    Adjust the volume of the cell suspension with PBS to obtain 
the desired concentration of cells for injections. If the cells 
are too diluted, centrifuge and resuspend in a smaller 
volume.   

   18.    Split the cell suspension in several tubes (one tube par cage 
to be injected). Add more cells than needed as there will be 
some loss in the syringe (three doses more than needed is 
enough).   

   19.    Until the injection, keep the cells on ice.      

         1.    Before performing a large experiment with many mice and 
many treatments, use the injection procedure described below 
( steps 2 – 13 ) to determine the optimal number of tumor cells 
to inject  in vivo   ( see   Note    6  ).   

   2.    One day before the injections, shave the mice on their right 
fl ank and identify them with an  ear-tag   or an ear-punch.   

   3.    Prepare the cells as described in Subheading  3.1  and keep them 
on ice until the injection.   

   4.    We usually prepare one tube of cells per cage; a cage contains 
fi ve mice.   

   5.    At the animal facility, under a laminar fl ow hood, make sure 
the cell suspension is homogeneous by fl icking and inverting 
the tube of cells.   

   6.    Using a needle-free 1 mL syringe, aspirate 0.7 mL of the cell 
suspension ( see   Note    7  ).   

   7.    Attach a 26G 5/8 needle to the syringe and get rid of air bub-
bles; adjust the syringe volume to 0.5 mL to inject fi ve mice 
( see   Note    8  ).   

   8.    Wipe the needle tip with an  alcohol pad  .   
   9.    Grab a mouse and make sure it is well  restrained   ( see   Note    9  ).   
   10.    Insert the needle under the skin, on the fl ank, and locate the 

tip of needle between the third and fourth mammary gland (as 
shown in Fig.  1 ,  see   Note    10  ).

       11.    Slowly inject 100 μL of the cell  suspension  ; a bump should 
appear under the skin ( see   Note    11  ).   

3.2   Subcutaneous   
Injections 
of Syngeneic Tumor 
Cell Lines, Monitoring 
of Tumor Growth 
and Treatment 
with Immune 
Checkpoint Inhibitors
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   12.    Slowly withdraw the needle and replace the mouse in its cage.   
   13.    Repeat this procedure to inject the other mice (wipe the needle 

with an alcohol pad for each mouse,  see   Note    12  ).   
   14.    3 days after the injection, check the presence of a visible tumor 

mass in mice. Sometimes nothing is visible before day 7. On 
the contrary, with some tumor models, it is already possible to 
perform a fi rst measurement of tumor size after 3 days.   

   15.    Monitor tumor growth, two or three times per week, by measur-
ing the size of the tumors using a digital caliper ( see   Note    13  ).   

   16.    When the average tumor size reaches 20–30 mm 2 , start the fi rst 
treatment with immune checkpoint inhibitors ( see   Note    14  ).   

   17.    Treat mice with immune checkpoint inhibitors (e.g., 100 μg 
twice per week i.p. for a total of 4–6 injections), while continu-
ing to monitor tumor size.   

   18.    Sacrifi ce mice at the end of the experiment using CO 2  or a 
lethal injection of pentobarbital ( see   Note    15  ).   

   19.    Dissect  subcutaneous   tumors and weigh them.      

  Fig. 1    Technique for  subcutaneous   injection of cancer  cells  .  Left Hand Panel : Schematic diagram illustrating 
the location of the third and fourth mammary glands in rodents along with the optimal area for subcutaneous 
injection between both glands.  Right Hand Panel : A representative example of proper versus improper injection 
techniques based on the distance from the inguinal (fourth) mammary gland       
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         1.    Prepare the 4T1 cell line as described in Subheading  3.1  ( see  
 Note    16  ).   

   2.    Inject mice subcutaneously as described in Subheading  3.2  ( see  
 Note    17  ); subcutaneously inject 1 × 10 5  cells per mouse in 
100 μL PBS.   

   3.    Small tumors should be visible and measurable within 3–5 days.   
   4.    When tumors reach 20–30 mm 2  (7–10 days after tumor inocu-

lation), start treatments with immune checkpoint inhibitors as 
described in  steps 16  and  17  of Subheading  3.2 .   

   5.    Sacrifi ce mice at the end of the experiment (3–4 weeks after 
tumor inoculation) using CO 2  or a lethal injection of pento-
barbital ( see   Note    18  ).   

   6.    Dissect subcutaneous tumors and weigh them.      

        1.    After collecting and weighing the  subcutaneous   tumors, open the 
thoracic cavity being careful not to damage the lungs; completely 
remove the rib cage to expose the heart and the lungs (Fig.  2a ).

3.3  Spontaneous 
Lung  Metastasis   
Model Using the  4T1   
Tumor Cell Line

3.3.1  Tumor Growth 
and Treatment 
with Immune Checkpoint 
 Blockers  

3.3.2  Evaluation of Lung 
Metastasis Tumor  Burden     

  Fig. 2    Method to evaluate lung metastatic tumor burden in mice. ( a ) Open the thoracic cavity being careful not 
to damage the lungs; completely remove the rib cage to expose the heart and the lungs. ( b ) Expose the trachea 
over 1 cm, by removing the salivary glands and the muscle layer surrounding the trachea. ( c ) Gently insert the 
tip of a curved tweezer under the trachea to detach it from the underlying tissues. ( d ) Insert a 200 μL pipet tip 
under the trachea through the space created with the  tweezer  . ( e ) Partially cut the trachea so that a small hole 
is visible. ( f ,  g ) Perfuse the lungs, through the trachea, with 2–3 mL of the 20 %  India ink   solution. Lungs should 
swell progressively and turn black. ( h ) When all the pulmonary lobes are black, remove the syringe and dissect 
out the lungs keeping the heart attached to them       
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       2.    Expose the trachea over 1 cm, by removing the salivary glands 
and the muscle layer surrounding the trachea (Fig.  2b ).   

   3.    Gently insert the tip of a curved tweezer under the trachea to 
detach it from the underlying tissues and create a small space 
under the trachea (Fig.  2c ).   

   4.    Insert a 200 μL pipet tip under the trachea through the space 
created with the  tweezer   (Fig.  2d ).   

   5.    Using a small and sharp pair of scissors half-cut the trachea; be 
careful not to completely cut the trachea; a small hole should 
be visible (Fig.  2e ).   

   6.    Insert the tip of a 5 mL syringe adapted onto a 10 μL pipet tip, 
and loaded with a 20 %  India ink   solution in PBS, into the tra-
chea (Fig.  2f ).   

   7.    Perfuse the lungs, through the trachea, with 2–3 mL of the 
20 % India ink solution. Lungs should swell progressively and 
turn  black   (Fig.  2g ).   

   8.    When all the pulmonary lobes are black, remove the syringe 
and dissect out the lungs keeping the heart attached to them.   

   9.    Wash the lungs in a beaker containing  PBS   to remove excess 
ink.   

   10.    Fix the lungs immersing them in Feketes’s solution. At this 
step, metastatic foci should appear as white dots on the lung 
surface (Fig.  2h ). Lungs can remain in this solution until the 
tumor nodules are enumerated.   

   11.    Enumerate macroscopic metastatic nodules on the lung 
 surface     .       

         1.    Perform a preliminary experiment to select the optimal num-
ber of cells to inject ( see   Note    19  ).   

   2.    One day before the injections identify the mice with an  ear-tag   
or an ear-punch.   

   3.    Prepare the cells as described in Subheading  3.1 ; one tube of 
cells per cage with an excess volume of three doses (one dose is 
usually 100 μL for  intravenous injections  ).   

   4.    At the animal facility, under a laminar fl ow hood, place one 
cage of fi ve mice under a heating lamp for 5 min ( see   Note    20  ).   

   5.    Make sure the cell suspension is homogeneous by fl icking and 
inverting the tube of cells.   

   6.    Using a 0.5 mL syringe with 28G ½ needle, slowly aspirate 
0.4 mL of the cell suspension ( see   Note    21  ).   

   7.    Get rid of air bubbles ( see   Note    8  ); adjust the syringe volume 
to 0.3 mL to inject three mice in a row ( see   Note    22  ).   

   8.    Wipe the needle tip with an  alcohol pad  .   

3.4  Immune 
Checkpoint Inhibitors 
Testing in 
Experimental Lung 
 Metastasis   Models

3.4.1   Tail Vein   Injections
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   9.    Grab a mouse and place it in a tail-vein injection restrainer ( see  
 Note    23  ).   

   10.    Keep the tail out of the restrainer and clean the injection site 
with an alcohol pad.   

   11.    Gently pull the tail and localize the lateral tail veins (located on 
each side of the tail).   

   12.    With the bevel of the needle facing upward and the needle 
almost parallel to the vein, slide the needle into the  tail vein         ( see  
 Note    24  ).   

   13.    Slowly press the plunger to inject the cell suspension ( see   Note  
  25  ).   

   14.    Remove the needle and apply fi rm pressure to the injection site 
to prevent backfl ow of the injected cell suspension and/or blood.   

   15.    At the same time rapidly remove the plug from the restrainer 
and extract the animal from the restrainer.   

   16.    Keep pressure on the injection site for 15–20 s and release the 
animal in its cage.   

   17.    Inject the following animals.      

       1.    14–21 days after tumor cell inoculation, sacrifi ce the animals 
using an overdose of pentobarbital.   

   2.    Follow  steps 2 – 9  of the Subheading  3.3.2 , except for the 
 B16F10   model.   

   3.    If using the B16F10 melanoma model, do not perfuse lungs 
with India ink. Directly collect the lungs and fi x them in 
 Bouin’s solution   ( see   Note    26  ) before counting the tumor 
nodules.       

         1.    Euthanize mice by CO 2  asphyxiation or with an overdose of 
pentobarbital.   

   2.    Dissect  subcutaneous   tumors and place them in a 1.5 mL 
microtube fi lled with 0.5 mL of medium containing 2 % of 
 FBS  .   

   3.    Keep the samples on ice while collecting the tumors.   
   4.    With a small and sharp dissection scissor, fi nely cut the tumor 

directly in the microtube.   
   5.    Using a 1 mL pipet, transfer the tumor homogenate into a 

15 mL tube fi lled with 5 mL of digestion buffer.   
   6.    Incubate the tumor homogenate at 37 °C with vigorous agita-

tion for 30–60 min ( see   Note    27  ).   
   7.    After 30 min, check the digestion  effi ciency  ; if there are no 

tumor pieces left proceed to next step; otherwise, incubate the 
sample for 15–30 min more.   

3.4.2  Evaluation of Lung 
 Metastasis   Tumor Burden

3.5  Analysis 
of the Tumor Immune 
Infi ltrate by Flow 
Cytometry

3.5.1  Tumor 
Disaggregation 
and Isolation of Tumor 
Infi ltrating Leukocytes
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   8.    Once tumor pieces are completely  digested     , place the tubes on 
ice and add 5 mL of FACS buffer containing EDTA to stop the 
digestion process.   

   9.    Pipet the cell suspension up and down with a 10 mL pipette 
and pass it through a 40 μm  cell strainer   placed on a 50 mL 
falcon tube. Gently mash remaining aggregates with the 
plunger of a 5 mL syringe. Keep the tubes on ice.   

   10.    Add 10 mL of FACS buffer through the fi lter to rinse it.   
   11.    Spin 5 min at 1200 rpm and discard supernatant.   
   12.    Resuspend the pellet in 2.5 mL of  FACS   buffer and pass 

through a 40 μm strainer capped FACS tube ( see   Note    28  ).   
   13.    Rinse the strainer with 1 mL of FACS buffer.   
   14.    Spin 5 min at 1200 rpm, discard supernatant.   
   15.    Resuspend the pellet in 2 mL of PBS containing 30 % of Percoll.   
   16.    Gently layer the cell suspension onto a 70 %  Percoll solution   

(2 ml in a FACS tube).   
   17.    Centrifuge at 1200 rpm, at 4 °C for 30 min with no brake.   
   18.    Collect the tumor infi ltrating leukocytes located at the 

interface.   
   19.    Rinse twice with a large excess of FACS  buffer   ( see   Note    29  ).      

       1.    Resuspend in 50 μL of FACS buffer containing  Fc blocking   
antibodies (anti-CD16/CD32) and the fi xable viability dye. 
Incubate on ice for 15 min ( see   Note    30  ).   

   2.    Add 50 μL of the cell surface antibody cocktail ( see  Table  1 ) 
and incubate for 30 min on ice, protected from light.   

   3.    Rinse twice with FACS buffer.   
   4.    If no intracellular staining is performed, samples can be ana-

lyzed directly on the fl ow cytometer or fi xed with formalde-
hyde and acquired later on ( see   Note    31  ).   

   5.    If performing intracellular stainings, fi x and permeabilize the 
samples using the fi x/perm kit.   

   6.    Add 100–200 μL of the fi x/perm solution and incubate sam-
ples on ice for 30 min.   

   7.    Rinse twice using the perm/wash  buffer   ( see   Note    32  ).   
   8.    Add 100 μL of the intracellular antibody mix (diluted in perm/

wash buffer) and incubate for 30–60 min on ice.   
   9.    Rinse twice with perm/wash buffer.   
   10.    Resuspend samples in FACS buffer before acquisition.        

3.5.2  Staining for Flow 
Cytometry Analysis
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4                                     Notes 

     1.    At this step, cells can be directly plated or centrifuged once to 
completely remove the DMSO contained in the freezing 
 medium  . For most cells, diluting the freezing medium at least 
ten times with complete medium and plating the cells immedi-
ately will not affect cell viability, even if some DMSO is remain-
ing (1 % or less depending on the concentration used in the 
freezing medium). Depending on the number of cells con-
tained in the  cryovial  , the appropriate dish is used. It is com-
mon to freeze 1–10 million cells/cryovial/mL. If the cell 
recovery after thawing is good (over 70 %), plating the cells in 
a 100 mm  petri dish   or T75 fl ask should be OK to have a con-
fl uent dish a few days after thawing.   

   2.    The number of fl ask/petri dish to use for expansion depends on 
the number of cells needed for the experiment. Always plan to 
have more cells than needed, as a signifi cant fraction of the cells 
will be lost during the procedure and during the injections.   

   3.    On the day of injection, the cells should be in the log phase of 
their proliferation curve (confl uency around 70 %). Cells can 
be detached with trypsin 0.25 %, trypsin 0.05 % or with nonen-
zymatic solutions such as  Versene buffer   (PBS—8 mM EDTA) 
or  Accutase  . Most of the cells will support  trypsin   treatment 
very well and the time required to detach the cells should be 
optimized for each cell type (usually a few minutes).   

   4.    The cells are passed through the 40 μm  cell strainer   to remove 
cell aggregates and to have a uniform single-cell suspension. 
Some cells are lost during this step, but this will improve the 
reproducibility of tumor growth  in vivo  . This step is very 
important for  intravenous injection   as it will prevent mice 
dying from a pulmonary embolism that could arise from big 
cell aggregates.   

   5.    Be sure that the cell suspensions were well homogenized before 
pipetting the 10 μL needed for the dilution in  trypan blue   and 
for loading the hemocytometer cell. Using the resuspension 
volume and the dilution mentioned in  step 14  and  15  respec-
tively; there should be more than 100 and less than 500 cells to 
count. Do not count less than 100 cells. Count the bright 
refringent cells (viable) and also the ones colored in blue (dead 
cells)  located   on the grid. If there are not many cells (100–250), 
count the cells present on the whole grid (10 columns divided 
in 10 rows = 100 small squares). If there are a lot of cells, just 
count 10 or 20 small squares amongst the 100. To obtain the 
concentration in your cell suspension, divide the number of 
cells counted by the number of columns included in the count 
(if you counted the whole grid divide by 10; if you counted 20 
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small squares, which represents 2 columns, divide by 2) and 
multiply by the dilution factor used in  step 15  (here 100) and 
by 10,000. The number obtained will be your number of cells 
per mL of solution. Do this calculation for both viable and dead 
cells. The dead cells should not represent more than 10 % of the 
cells. If there are too many dead cells, the tumor growth could 
be altered. A high number of dead cells could result from an 
over-incubation with trypsin. Some cell lines are more sensitive 
to trypsin; the use of a diluted (0.05 %) trypsin or a nonenzy-
matic detaching solution could improve cell viability.   

   6.    Before starting an experiment to test the antitumor effi cacy of 
immune checkpoint inhibitors (or other antitumor com-
pounds), it is recommended to titrate the dose of tumor cells 
to inject  in vivo  . We have frequently tried to use the same dose 
as described in reference papers and found that the number of 
cells injected was too high or too low. Tumor growth is affected 
by numerous factors, including the housing temperature of the 
mouse facility, microbiota of the mice, and the  in vitro   condi-
tions used to culture tumor cell lines. As a consequence, varia-
tions in the growth of the same tumor cell line in vivo can be 
observed from lab to lab and titrating the dose of tumor cells 
to inject when testing a new model is highly recommended. To 
perform a titration experiment, inject three groups of fi ve mice 
with three different concentrations of tumor cells according to 
doses reported in the literature. Select the cell concentration 
that generates similar size tumors in every mouse with the fol-
lowing properties: (1) tumors should be visible, measurable 
with a caliper within 3–7 days, (2) 7 days after tumor injection 
the average tumor size should not exceed 30 mm 2 , (3) ideally, 
tumors should reach a size of 20–30 mm 2  within 7–12 days 
after inoculation. To observe the antitumor activity of immune 
checkpoint inhibitors or immunomodulatory compounds, an 
immune response against the tumor is often required. In mice, 
it takes approximately 7–10 days to elicit a cellular immune 
response against an antigen; therefore, ICI treatments such as 
anti-PD1 or anti-  CTLA4   are routinely initiated within 1 or 2 
weeks after tumor cell inoculation (7 days at the earliest for 
 subcutaneous   tumors) [ 22 – 24 ]. Furthermore, those treat-
ments are far less effective in vivo when tumors are too big 
(over 40 mm 2 ).   

   7.    Avoid aspirating cells with the needle attached to the syringe as 
it could damage the cells. If the syringe needs to be reloaded 
remove the  needle  .   

   8.    To eliminate air bubbles attached to the plunger, maintain the 
syringe vertically, needle up, and fl ick it once to make air bub-
bles going up just below the needle entry. Still maintaining the 
syringe vertically, slowly expulse air bubbles through the nee-
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dle. If the cell suspension is precious, collect the droplets of 
liquid expulsed during the procedure by placing a tube close to 
the needle exit. Experienced manipulators can inject fi ve mice 
in less than 2 min which means that the cell suspension usually 
remains homogeneous in the syringe along the procedure. If it 
takes more time to inject, or if the cell suspension is highly con-
centrated (more than 10 7  cells/mL), it is better to reload the 
syringe between each mouse or each two mice to be sure that 
the cells are not pelleting in the syringe during the injections.   

   9.    Some strains such as Balb/ c   mice are calm and usually do not 
move once restrained. On the contrary, C57Bl/6 are more ner-
vous and a really good contention is required; in addition, when 
restraining C57Bl/6 mice, we usually hold the back leg with 
one fi nger as those mice most often try to kick out the needle.   

   10.    The needle should be visible under the skin, easy to insert and 
the tip should be able to move. If there is resistance, the needle 
may be located in the dermis instead of the  subcutaneous   space 
(which corresponds to the hypodermis). Try not to inject too 
close to the fourth mammary fat pad as the tumor may be dif-
fi cult to measure and to discriminate from the bump created 
by the inguinal lymph node once infl amed. If using a 26G 5/ 8   
needle, do not insert the needle completely (insert a little more 
than half of the length) as tumor cells could implant in the 
needle path once the needle is removed and generate elon-
gated tumors or several tumor nodules that will be more diffi -
cult to measure.   

   11.    If there is resistance during the injection, you are probably 
located in the dermis rather than in the  subcutaneous   space. 
We observed that tumors growing too close to the skin surface 
are more susceptible to ulceration.   

   12.    If you have more than 40 mice to inject, make two groups and 
inject in two sessions.   

   13.    Usually, the tumors have an ellipsoid shape. Measure the larg-
est diameter of the tumor ( L ) and the larger distance perpen-
dicular to  L  ( W ). Then calculate tumor area multiplying  L  by 
 W . Alternately, tumor volume can be calculated using the fol-
lowing formula:  V  = ( L  ×  W  2 )/2.   

   14.    Prepare treatments in a physiological  solution   (usually  PBS   for 
immune checkpoint blocking monoclonal antibodies) and 
administer treatments in the peritoneal cavity. Use a 26G 3/8 
needle for intraperitoneal injections and inject 100 or 200 μL 
of treatment (for anti-PD-1 and anti- CTLA4      mAbs the dose is 
usually 5 or 10 mg/kg, which corresponds to 100 or 200 μg 
per mouse (an 8–12 week old female C57Bl/6 or Balb/c 
mouse weighing approximately 20 g). Alternately, depending 
on the compound, treatment can be administered by oral 
gavage, by intra-tumor injections or by  intravenous injections  .   

Methods to Evaluate Cancer Immunotherapy in Mice
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   15.    Before starting an experiment with animals, submit a protocol 
to your local animal ethic committee and wait for approval. 
Determine end points beyond which animals should be treated 
or euthanized. For subcutaneous tumor models, tumor size 
exceeding 2500 mm 3  and ulceration of the tumor are end-
points requiring euthanasia of animals.   

   16.    The  4T1 cell   line is cultured is RPMI supplemented with 5 % 
 serum        . We routinely inject 1 × 10 5  cells per mouse in 100 μL 
of  PBS  .   

   17.    The 4T1 cell line is syngeneic to Balb/c mice. When injected 
subcutaneously into Balb/c mice, 4T1 cells spontaneously 
metastasize to the lung,  liver  , lymph nodes and brain while the 
primary tumor is still growing in situ. Increased metastatic 
potential can be achieved by injecting the 4T1 cells orthotopi-
cally in the mammary fat pad. The primary tumor does not 
have to be removed to induce the growth of the metastatic 
lesions. The metastatic spread of 4T1 cells in Balb/c mice 
closely mimic what can be observed with human breast cancer. 
The 4T1 model is a relevant animal model for stage IV human 
breast cancer and triple negative breast cancer. Subclones of 
the 4T1 parental line, with specifi c metastatic tropism have 
been isolated (the 4T1.2 subclone is used as a model of breast 
cancer  metastasis   to bones).   

   18.    Tumors should be around 150 mm 2  in size to observe a signifi -
cant number of lung metastatic nodules (average of 20–30 
nodules per lung) [ 22 ].   

   19.    Inject three groups of fi ve mice with three different doses of 
cells according to the literature. In experimental lung metasta-
sis models the number of cells to inject usually range between 
1 and 5 × 10 5  cells. Select a dose of cells that will generate at 
least 100 and less than 400 tumor nodules per lung in 2–3 
weeks. With such a tumor burden, mice should not present 
clinical signs during the experiment (but this latter point 
depends on each tumor model).   

   20.    Placing mice under a heating lamp is required to dilate the  tail 
vein   before the injections. Be very careful with heating lamp as 
different heating capacities can be observed depending on the 
lamp. Overheating mice could kill or severely  injure   them so 
make sure that the temperature is not too high.   

   21.    The syringes we use for i.v. injections have permanent needles 
attached. Therefore the cell suspension has to be pipetted with 
the needle attached to the syringe. To limit the pressure applied 
to cells passing through the needle and thus limit cell damage, 
a slow pipetting is required.   

   22.    We usually inject a cage in two steps; three mice in a row and 
then two mice. This prevents cells from pelleting into the 
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syringe due to the time required for injections and limits the 
pipetting of the cells with the needle to twice. An experimented 
person can inject 30 mice/h.   

   23.    Be careful not to restrain mice too much with the plug as it 
could prevent them from breathing properly.   

   24.    When inserting the needle in the tail vein there should be no 
resistance. Moreover, you should be able to see the needle 
penetrating in the vein as lateral tail vein are superfi cial. Do not 
insert the needle too proximal as you will not be able to try a 
second time immediately after a failure. If the fi rst trial fails, it 
is also possible to try with the second lateral tail vein.   

   25.    If the needle is correctly inserted in the vein there should be no 
resistance while injecting the cell suspension and the vein will 
blanch temporarily. If the needle is not in the vein, the fl uid 
will be diffi cult to inject and will cause blanching around the 
vein or a  subcutaneous   bleb.   

   26.    The  Bouin’s solution      will color the lungs in yellow making 
black B16F10 tumor nodules easier to visualize and count.   

   27.    Place the tubes horizontally to have a good agitation of the 
tumor pieces.   

   28.    If there is a lot of blood in the pellet, lyse red blood cells resus-
pending the pellet in 2 mL of  ACK buffer      for 1 min at room 
temperature; then add 1 mL of FACS buffer to stop the lysis 
and pass the cell suspension through a 40 μm strainer-capped 
FACS tube.   

   29.    Add a large excess of FACS buffer to dilute the Percoll and to 
effi ciently pellet the cells.   

   30.    At this step, samples can be transferred in a V-shaped 96-well 
plate.   

   31.    Cell viability is decreasing over time even if samples are kept on 
ice. Hence, if you have a lot of samples, viability of the cells can 
be negatively affected due to the acquisition time. To avoid 
this problem, samples can be fi xed in 1 or 2 %  paraformalde-
hyde   for 15 min at room temperature prior the acquisition. If 
fi xing the samples, be careful of overfi xation as it could damage 
the  fl uorochromes   used to stain the cells.   

   32.    It is critical to use the perm/wash buffer for rinsing and dilut-
ing intracellular antibodies. The kit used here contains  saponin   
as permeabilizing  agent   which means that permeabilization is 
not permanent unless saponin-containing buffer are used. 
After rinsing the fi x/perm solution, cells can be stored over-
night in perm/wash buffer and intracellular stainings per-
formed the following day.         
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    Chapter 13   

 Isolation and Characterization of Low- vs. High-Density 
Neutrophils in Cancer                     

     Jitka     Y.     Sagiv    ,     Sandra     Voels    , and     Zvi     Granot      

  Abstract 

   Neutrophils are the most abundant of all white blood cells in the human circulation and serve as the fi rst 
line of defense against microbial infections. Traditionally, neutrophils were viewed as a homogeneous 
population of myeloid cells. However, in recent years accumulating evidence has suggested that neutro-
phils are heterogeneous and that distinct neutrophil subsets may play very different roles. Here, we describe 
the methodology for isolation of high- and low-density neutrophils from the murine and human circula-
tion using a density gradient and antibody based enrichment. We further describe the methodology for 
functional characterization of these different neutrophil subsets in the context of cancer.  

  Key words     Neutrophils  ,   Cancer  ,   Isolation  ,   Density  ,   Enrichment  ,   Flow cytometry  ,   Cytotoxicity  

1      Introduction 

 Neutrophils are the most abundant of all white blood cells in the 
human circulation and make the largest component of the innate 
immune system. They are short-lived  myeloid cells   with phagocytic 
properties and are usually associated with fi ghting microbial infec-
tions and with  infl ammation  . In recent years, neutrophils have 
been shown to play additional roles in various pathologies includ-
ing cancer. Intriguingly, in the context of cancer, neutrophil func-
tion remains a matter of debate as they were shown to posses both 
pro-tumor and antitumor properties. Neutrophils were shown to 
promote tumor growth [ 1 ], promote tumor  angiogenesis   [ 2 ], 
enhance tumor cell dissemination and  metastasis   [ 3 ], mediate 
 immune suppression   [ 4 ] and play a role in priming of the pre- 
metastatic niche [ 5 ]. On the other hand, neutrophils are capable of 
killing disseminated tumor cells either directly [ 6 ,  7 ] or through 
 antibody-dependent cellular cytotoxicity (ADCC)  , thereby limit-
ing metastatic seeding and tumor spread [ 8 ]. 

 Neutrophils are commonly perceived as a homogeneous popu-
lation of terminally differentiated effector cells with limited 
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 versatility and plasticity [ 9 ]. However, our recent study [ 10 ] 
together with other reports [ 11 – 14 ] suggests that rather than 
being a homogeneous population neutrophils indeed consist of 
distinct subsets. In cancer, neutrophils can be roughly divided to 
two subsets according to their density where high-density neutro-
phils provide antitumor protection and low-density neutrophils are 
tumor-permissive and promote  immune suppression   [ 10 ]. 
Accordingly, the ratio between high- and low-density neutrophils 
determines the net contribution of neutrophils. 

 Here, we describe the methodology for isolation and func-
tional characterization of high- and low-density neutrophils in the 
context of cancer. This includes the methodology for collection 
and purifi cation of circulating neutrophils from human donors and 
tumor-bearing mice. We further describe the experimental strate-
gies for functional characterization of these neutrophil subsets in 
the context of cancer.  

2    Materials 

 Neutrophils are easily activated by a wide variety of bacterially 
derived molecules. It is therefore crucial to minimize potential 
contaminations. Thus, all solutions are prepared using autoclaved 
 HPLC   grade ddH 2 O. Once prepared, the reagents used for neu-
trophil experimental procedures are fi lter-sterilized before use and 
are maintained at 4 °C if not indicated otherwise. 

        1.    Isofl urane Anesthesia Apparatus, equipped with induction 
chamber and nose cone.   

   2.    Isofl urane.   
   3.    0.3 ml syringe with a 30G × 8 mm needle (BD Micro-Fine™), 

forceps.   
   4.    Breast Cancer Cell Line as  4T1   (ATCC), E0771 (Ross Levine, 

Memorial Sloan Kettering Cancer Center, New York, NY, 
USA) or AT-3 (Scott Abrams, Buffalo, NY, USA).   

   5.    Cell Culture Medium: 10 % DMEM— Dulbecco’s modifi ed 
Eagle medium (DMEM)   containing 4.5 g/L   d -glucose   sup-
plemented with 10 % heat-inactivated  fetal bovine serum 
(FBS)  , 2 mM  d -glutamine, 100 U/ml  penicillin   G, and 100 
μg/ml streptomycin sulfate.   

   6.    1× PBS (no Ca 2+ , no Mg 2+ ).   
   7.    Trypsin.   
   8.    Female Balb/ C   or   C57BL/6     mice, 7–8 week old.   
   9.    70 % EtOH in spray bottle.      

2.1  Materials 
and Reagents 
for Cancer Cell 
Injection

Jitka Y. Sagiv et al.
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       1.    25G × 5/8′ needle, 1 ml syringe.   
   2.    Human Blood Extraction Kit (Green top, Lithium-Heparin 

tubes).   
   3.    20 mg/ml heparin solution: dissolve 100 mg heparin in 5 ml 1 

x PBS and fi lter sterilize using a syringe fi lter (0.2 μm).   
   4.    Stock solution of 5 % (w/v) bovine serum  albumin   (BSA, 

Sigma) in 10×  phosphate-buffered saline (PBS)  : Weigh 25 g 
BSA and add to 500 ml 10× PBS, put solution on shaker at RT 
until BSA is completely dissolved and fi lter sterile using a bot-
tle top fi lter (0.2 μm).   

   5.    Working solution of 2.5 % BSA/5 × PBS and 0.5 % BSA/1 × PBS: 
Dilute stock solution of 5 % BSA/10 × PBS 1:1 with ddH 2 O to 
make 2.5 % BSA/5 × PBS. Dilute 2.5 % BSA/5 % PBS 1:5 with 
ddH 2 O to make 0.5 % BSA/1 × PBS.   

   6.    Histopaque ® -1119 and Histopaque ® -1077 (Sigma), sterile fi l-
tered using bottle top fi lters (0.2 μm). Keep covered with alu-
minum foil to protect from light.   

   7.    3 % dextran/saline: Dissolve 15 g Dextran T500 (Sigma, Cat. 
No. 31392) in 500 ml saline (0.9 % NaCl)   . Filter sterile using 
a bottle top fi lter (0.2 μm).

 8. NaCl 1.6% and 0.2% (in ddH2O).
 9. Quality of ddH2O is crucial.      

    See  Table  1 .

          1.    Buffer: 0.5 % BSA/PBS × 1 and 2 mM  EDTA  . Prepared solu-
tion should be passed through 0.20 μm vacuum-driven fi ltra-
tion system for sterilization and for degassing ( see   Note    1  ). 
Keep working solution at 4 °C.   

   2.    Biotinylated mouse anti-Ly6G antibody/human anti-CD66b 
antibody.   

   3.    Anti-biotin-coated magnetic microbeads.   

2.2  Reagents 
for Low- and High-
Density Neutrophil 
Isolation

2.3  Antibodies 
for  FACS   Analysis

2.4  Neutrophil 
Enrichment

   Table 1  
  Antibodies for  FACS   analysis   

 Antibody  Clone  Working concentration (μg/ml) 

  Ly6G    1A8  2 

  Ly6C    HK1.4  2.5 

  CD11b    M1/70  2 

Neutrophil Isolation and Characterization 
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   4.    Magnetic separation column (determine column size accord-
ing to cells count), for best results should be kept at 4 °C.   

   5.    Magnet holder and magnetic stand.      

       1.    Luciferase-expressing tumor cell line.   
   2.    Optimized reduced serum medium (Opti-MEM).   
   3.     Fetal bovine serum (FBS)  .   
   4.     1 x PBS  .   
   5.    Passive Cell Culture Lysis Reagent (Promega, E153A).   
   6.    Luciferase assay solution: Add 110 μl of 10 mM  d -luciferin and 

75 μl of 0.2 M ATP to 10 ml luciferase buffer (100 mM tris- 
acetate, pH 7.8, 10 mM MgAc, and 1 mM  EDTA  ).   

   7.    Luminescence  plate reader   equipped with injector.   
   8.    White, fl at bottom 96-well  tissue culture plate  .      

       1.    Saline.
 2. Tumor cells.
 3. Purifi ed neutrophils.      

       1.    Optimized reduced  serum   medium.   
   2.    PMA (Stock Solution 100 nM or 1 μM), fMLP (Stock Solution 

100 μM).   
   3.    Latex beads coated with fl uorescently labeled rabbit IgG.   
   4.    0.5 % BSA/1 × PBS.   
   5.     Trypan Blue   Quenching Solution.      

       1.    Polystyrene 24-well plate with 5-μm-pores hanging cell culture 
inserts.   

   2.    Optimized reduced serum medium.   
   3.     FBS  .   
   4.    Breast cancer cell line ( see  Subheading  2.1 ).      

       1.    Hank’s balanced salt solution without  phenol red   (HBSS).   
   2.    White 96-fl at-bottom well plate.   
   3.    Luminescence  plate reader   with injector.   
   4.    500 μM Luminol solution in HBSS (stock 50 mM Luminol: 

8.8 mg Luminol (5-amino-2,3-dihydro-l,4-phthalazinedione 
in 1 ml  DMSO)  . Aliquots are stored at −20 °C protected from 
light.   

   5.    PMA (phorbol myristate acetate).   
   6.    fMLP ( N -formylmethionyl-leucyl-phenylalanine).
 7. HRP - Horse Radish Peroxidase (400u/ml).       

2.5  Cytotoxicity 
Assay

2.6  Modifi ed 
Winn Assay

2.7  Phagocytosis 
Assay

2.8  Chemotaxis 
Assay

2.9  Oxidative 
Burst Assay
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3    Methods 

         1    Seed at least 5 × 10 5  breast carcinoma cells in 10 %  DMEM   in a 
10 cm dish and grow until approx. 80 % confl uent ( see   Note    2  ).   

   2    Aspirate medium, wash once with  PBS   and incubate with 2 ml 
trypsin until cells detach from the plate.   

   3    Stop trypsin by adding 10 ml medium containing 10 %  FBS   
and spin down cells at 300 ×  g  for 5 min, RT.   

   4    Wash once more in PBS and resuspend in PBS for counting 
( see   Note    3  ).   

   5    Resuspend cells at a fi nal concentration of 2 × 10 7  cells/ml in 
PBS. Keep cells on ice.   

   6    Fill a 30G × 8 mm syringe with the cell suspension and tap to 
eliminate air bubbles before injection.   

   7    Anesthetized the mice in an induction chamber receiving iso-
fl urane (3–5 %) in  oxygen   under a slow fl ow rate.   

   8    Confi rm proper anesthesia by pinching the paw and transfer 
the mouse to a surgical pad.   

   9    Lay the mouse on the back and place head inside the nose cone 
to provide continuous fl ow of isofl urane. Spray lower abdomen 
with 70 % EtOH.   

   10    Using  forceps   gently grab the inguinal teat of the mouse 
(located in the lower left quarter of the abdomen). Lift it up to 
get a tent-like structure of the skin.   

   11    Insert tip of the needle into the middle of the triangular skin 
fl ap and slowly inject 50 μl of the cell suspension. Wait a 
moment before slowly pulling out the needle (Fig.  1 ).

       12    Place the mouse back in the cage and monitor until it regains 
consciousness.   

   13    After 3–4 weeks, the primary tumor will have reached a size of 
about 2 cm 3  and the mice have to be euthanized. Neutrophil 
populations can be analyzed at various time  points  .      

        1.    Sacrifi ce mice under slow fl ow of CO 2 . Immediately after the 
mouse stops breathing, check refl ex by pinching the mice paw 
and draw blood by cardiac puncture using a 25G × 5/8′ needle 
pretreated with heparin.   

   2.    Lay the mouse on its back, spray the area around the sternum 
with 70 %  ethanol  . Insert the needle under the right side of the 
sternum at an angle of approx. 20°. Insert the needle approx. ¾ 
of the way to penetrate the heart and gradually pull the plunger 
to draw blood. If no blood is coming out, try to adjust the 
needle with small movements penetrating deeper, pulling the 
needle out a bit or by slightly rotating the needle’s opening. 

3.1   Orthotopic   
Injection of Mammary 
Tumor Cell Lines

3.2  Isolation 
of Circulating Mouse 
Neutrophils
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Make sure not to take the needle out of the thoracic cavity. The 
plunger has to be pulled slowly to avoid collapse of the heart 
chambers. If air bubbles appear, stop pulling the plunger and 
try to readjust the needle. When done, push the plunger slightly 
back in to avoid sucking in air when pulling out the needle from 
the thoracic cavity (Fig.  2  and  see   Note    4  ).

        Important—All following steps are carried out inside a tissue 
culture hood. 

  Fig. 1    Mammary fat pad injection. Lay the anesthetized mouse on its back and pull the inguinal nipple upwards 
using  forceps  . Insert the needle into the tent shaped structure and into the mammary fad pad ( red circle  in 
 inset ). Slowly and gradually inject up to 50 μl of cell suspension       

  Fig. 2    Collection of murine blood via cardiac puncture. The mouse was euthanized under slow CO 2  fl ow. 
Immediately after the mouse has taken its terminal breath, it is laid on its back and a 1 ml heparinized syringe 
is inserted at the base of the sternum (to the right) until reaching the heart. Slowly pull on the plunger to aspi-
rate the blood       
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    3.    Transfer the blood into a conical 15 ml tube and adjust the 
volume to 6 ml with 0.5 % BSA/1 × PBS ( see   Note    5  ).   

   4.    Prepare the Histopaque ®  gradient in a 15 ml conical tube. 
Pipette 3 ml of Histopaque ® -1119 and carefully overlay with 
3 ml of Histopaque ® -1077 to avoid any perturbations ( critical 
step !). Overlay gradient very slowly with 6 ml of blood–BSA 
mixture.   

   5.    Centrifuge at 700 ×  g  for 30 min at RT with no brake ( critical , 
 see   Note    6  ).   

   6.    Carefully remove the gradient from the centrifuge ( see   Note    7  ) 
and aspirate overlaying BSA/PBS until 5 mm above the ring of 
low-density cells. Use 1 ml pipette to collect cells of low-den-
sity ring ( see   Note    8  ) and transfer into 10 ml 0.5 % BSA/1 × PBS 
in a fresh conical 15 ml tube. Aspirate until reaching 5 mm 
above the high-density cell ring. Collect high-density cells ( see  
 Note    9  ) and transfer to 10 ml 0.5 % BSA/1 × PBS in a fresh 
15 ml tube. Invert collection tubes at least two times. Spin 
down collected cells at 400 ×  g , 10 min, RT (Fig.  3 ).

       7.    Aspirate supernatant and lyse red blood cells by resuspending 
the pellet in 8 ml ddH 2 O. Pipette fi ve times up and down and 
incubate for no longer than 25 s (altogether) before adding 

  Fig. 3    Gradient isolation of mouse neutrophils.  Left : Layer 3 ml of Histopaque 
1077 slowly on top of 3 ml Histopaque 1119 in a 15 ml tube. Layer the diluted 
blood (6 ml) slowly on top of the Histopaque gradient.  Right : Following centrifu-
gation the blood is fractionated to red blood cells (R) in the pellet, a granulocytic 
fraction (G) containing high-density neutrophils and a mononuclear fraction (M) 
containing low-density neutrophils       
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2 ml of 2.5 % BSA/5 × PBS and invert 2–3 times to regain iso-
tonicity. Centrifuge for 10 min, 400 ×  g , RT.   

   8.    Resuspend cells in 10 ml 0.5 % BSA/1 × PBS and count with 
 hemocytometer  . Often a pre-dilution of 1:4 or higher, includ-
ing  trypan blue   to check viability, is required due to the high 
number of cells.    

          1.    Human blood is collected in green top Lithium-Heparin tubes 
( see   Note    10  ). Start by mixing the blood with equal volume of 
3 % dextran in saline by inverting at least 20 times in a 50 ml 
tube. Incubate at RT for 20 min to let the red blood cells sedi-
ment to the bottom of the tube. Collect leukocyte-rich 
supernatant.   

   2.    Prepare a 50 ml conical tube with Histopaque ® -1077 (same 
volume as collected leukocyte-rich supernatant) and carefully 
overlay the leukocyte suspension ( critical step ,  see   Note    11  ). 
Centrifuge for 30 min without brake, 400 ×  g , RT (Fig.  4 ).

       3.    Aspirate till 5 mm above the interface between BSA/ PBS   and 
Histopaque ® -1077. Collect ring of low-density cells using a 
1 ml pipette and transfer into 10 ml 0.5 % BSA/1 × PBS. Aspirate 
the remaining supernatant without perturbing the pellet. 
Resuspend the pellet in 12 ml 0.5 % BSA/1 × PBS ( see   Note    12  ) 
and centrifuge for 10 min, 160 ×  g , RT (Fig.  4 ).   

3.3  Neutrophil 
Isolation of Human 
Blood Samples

  Fig. 4    Gradient isolation of human neutrophils.  Left : Layer the leukocyte rich 
supernatant slowly on an equal volume of Histopaque 1077 in a 50 ml tube. 
 Right : Following centrifugation the blood is fractionated to give a mix of red blood 
cells and granulocytes containing high-density neutrophils (R+G) in the pellet 
and a mononuclear fraction (M) containing low-density neutrophils       
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   4.    Aspirate supernatant and lyse contaminating RBC by adding 
10 ml  NaCl   0.2 % to the cell pellet. Pipette fi ve times up and 
down and incubate for no longer than 25 s. Stop lysis by add-
ing 10 ml NaCl 1.6 %. Spin down at 160 ×  g , 10 min, RT and 
resuspend in 10 ml 0.5 % BSA/1 × PBS for counting.      

       1.    Take 0.2–1 × 10 6  cells from each fraction and spin down at 
400 ×  g  (for mouse neutrophils) or 160 x g (for human neutro-
phils), 10 min, RT.   

   2.    Resuspend cells in 50 μl 0.5 % BSA/1 × PBS containing FcR 
blocker and incubate for 5 min.   

   3.    Prepare antibody staining dilutions in 0.5 % BSA/1 × PBS.   
   4.    Add 50 μl of antibody solution ( Ly6G  ,  Ly6C  , and  CD11b   for 

mouse;  CD15  , CD66b, and CD11b for human) and incubate 
for 15 min at RT. Add 1 ml 0.5 % BSA/1 × PBS to wash sam-
ples and spin down 400 ×  g  (for mouse neutrophils) or 160 x g 
(for human neutrophils), 10 min, RT ( see   Notes    13   and   14  ).   

   5.    Resuspend cells in 200 μl 0.5 % BSA/1 × PBS and analyze with 
fl ow cytometer (Fig.  5  and  see   Note    15  ).

              For functionality assays, neutrophils isolated on a density gradient 
are further enriched for Ly6G/CD66b positive cells only. While 
the high-density fraction purity in tumor-bearing mice is usually 
above 95 % the low-density fraction consists of less than 50 % 

3.4  Analysis 
of Neutrophil Purity 
in the Low- and High-
Density Fractions 
Using Flow Cytometry

3.5  Neutrophil 
Enrichment

  Fig. 5    Flow cytometry analysis of neutrophils in high- and low-density fractions. High-density granulocytic 
fraction and low-density mononuclear fraction were isolated from the circulation of a Balb/ C   mouse 3 weeks 
after  4T1   tumor injection into the mammary fat pad. ( a ) The granulocytic fraction consists almost exclusively 
(>98 %) of Ly6G high Ly6C int  neutrophils. ( b ) The mononuclear fraction contains Ly6G high Ly6C int  neutrophils as well 
as Ly6G neg Ly6C high  monocytes and Ly6G neg Ly6C neg   lymphocytes         
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 neutrophils. In human samples, the purity is even lower. 
Nevertheless, both fractions should go through the same enrich-
ment process to eliminate any potential bias. There are several 
protocols for neutrophil enrichment and here, we will describe 
positive selection using neutrophil specifi c antibodies, magnetic 
beads, and separation columns.

    1.    Centrifuge cells of low- and high-density fraction (Subheadings 
 3.2  and  3.3 ) at 400 ×  g  for 10 min, RT. Aspirate supernatant 
completely.   

   2.    Resuspend cell pellet in 200 μl of buffer per 10 8  total cells ( see  
 Note    16  ).   

   3.    Add 50 μl of biotinylated anti-Ly6G/CD66b antibody. Mix 
well and incubate for 10 min (2–8 °C,  see   Note    16  ).   

   4.    Resuspend cells by adding 150 μl of buffer per 10 8  total cells. 
Pipette gently.   

   5.    Vortex the anti-biotin-coated magnetic microbeads stock solu-
tion. Add 100 μl of the microbead solution to the cell suspen-
sion. Mix well and incubate for 15 min (2–8 °C).   

   6.    Wash cells by adding 10 ml of buffer per 10 8  total cells and 
centrifuge at 300 ×  g  for 10 min, RT.   

   7.    Aspirate supernatant completely, and gently resuspend cells in 
500 μl buffer. Insert a magnetic separation column ( see   Note  
  17  ) into the magnetic holder and rinse it with 500 μl of cold 
buffer.   

   8.    Apply the cell suspension onto the column. The fl ow-through 
contains Ly6G/CD66b neg  cells. Wait until the column stops 
dripping.   

   9.    Rinse the column gently by adding 500 μl of buffer. Additional 
Ly6G/CD66b neg  cells will be in the fl ow-through.   

   10.    Repeat the washing step once more.   
   11.    Remove the column from the magnet and place it on a 15 ml 

collection tube. Add 1 ml buffer, and fl ush out the magneti-
cally labeled cells by fi rmly pushing the plunger into the col-
umn. Enriched neutrophils are released from the column. 
Count the cells. Once the purity of the isolated neutrophils is 
determined by fl ow cytometry, they can be used for  in vitro   
and  in vivo   functional assays.      

         1.    Seed 5 × 10 3  luciferase-labeled (transduced with a luciferase 
expression vector) tumor cells ( see  Subheading  3.1 ,  steps 1  and 
 2 ) in 100 μl optimized reduced serum medium containing 
0.5–2 %  FBS   ( see   Note    18  ), in each well of a white 96-fl at- 
bottom tissue-culture well plate.   

   2.    Prepare a neutrophil cell suspension with a density of 2 × 10 6  
cells/ml. Control wells should get 50 μl medium without 

3.6  Functional 
Assays

3.6.1  Cytotoxicity Assay
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 neutrophils (see Note 19 ). Following 4 h of incubation, add 
1 × 10 5  neutrophils from Subheading  3.5 ,  step 11  in 50 μl 
optimized reduced  serum   medium containing 0.5–2 % FBS 
and incubate overnight.    

   3.    On the next day, gently aspirate the supernatant and wash each 
well with 200 μl PBS. Aspirate the  PBS   and add 50 μl of lucif-
erase assay lysis buffer ( see   Note    20  ).   

   4.    Cover the plate with aluminium foil and incubate while shak-
ing at 150 rpm for 20 min, RT.   

   5.    Place the plate in an injector equipped luminescence  plate 
reader  . Inject well-wise 50 μl luciferase assay solution, and read 
the  chemiluminescence   for 10 seconds per well.   

   6.    Cytotoxicity of neutrophils should be calculated as the decrease 
in luminescence in wells where tumor cells were cocultured 
with neutrophils (high or low density) compared with tumor 
cells cultured alone.      

       1.    Prepare column purifi ed neutrophils (12 × 10 7 /ml) (high or 
low density, Subheading  3.5 ) and cancer cells (40 × 10 6 /ml) 
(Subheading  3.1 ) in saline in separate vials, keep on ice.   

   2.    Shave the fl ank prior to tumor engraftment to allow accurate 
measurements of tumor size.   

   3.    Mix the neutrophils and cancer cells solutions right before 
injection in the ratio of 1:1 and inject fi nal volume of 50 μl/
mouse. (1 × 10 6  tumor cells (25 μl) and 3 × 10 6  neutrophils (25 
μl)).   

   4.    Inject the cells subcutaneously to the fl ank of 6–8 week old 
naïve Balb/C  mice  .   

   5.    Measure tumor size daily, starting on day 5 post-engraftment 
( see   Note    21  ).      

       1.    Culture 5 × 10 5  tumor cells in 7 ml optimized reduced serum 
medium supplemented with 0.5 %  FBS   in a 25 cm 2  tissue cul-
ture fl ask and incubate for 24 h at 37 °C.   

   2.    Collect the conditioned media and centrifuge at 700 ×  g  5 min 
to pellet unwanted cells and cell debris. Transfer 800 μl of the 
supernatant to the bottom chamber of a 24-well plate equipped 
with 5 μm pore hanging inserts.   

   3.    Resuspend 2 × 10 5  of purifi ed low/high-density neutrophils 
(Subheading  3.5 ) in 400 μl of optimized reduced  serum   
medium supplemented with 0.5 % FBS. Apply the cell suspen-
sion to the top chamber and incubate for 2 h at 37 °C.   

   4.    At the end of incubation, remove the top chamber (be careful 
to do it gently and uniformly to all samples to avoid contami-
nations) and count the number of neutrophils that have 

3.6.2  Modifi ed 
Winn Assay

3.6.3  Neutrophil 
Chemotaxis Assay
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migrated to the bottom chamber. Image wells at the end of the 
assay. Migrating cells can be quantifi ed manually (analysis of 
cell number in well images) or using  FACS   (Ly6G +  cells in the 
lower chamber).      

       1.    Prepare a 1.1 × 10 6 /ml purifi ed neutrophil suspension (low or 
high density, Subheading  3.5 ) in Hank’s balanced salt solution 
without  phenol red  . Plate 180 μl of the suspension (2 × 10 5  
neutrophils/well) in a white 96-fl at-bottom well plate.   

   2.    Place the plate in a luminescence  plate reader  . Inject well-wise 
20 μl of a 500 μM Luminol solution (10 μl Luminol 50mM, 
100 μl HRP 400 U/ml, 890 μl HBSS)to each well to get a 
fi nal concentration of 50 μM. Read the basal  chemilumines-
cence   for 1 second in a time course of 5 min with 10 second 
intervals.   

   3.    Prepare a 10× concentrated solution of stimulant in Hank’s 
balanced salt solution without phenol red (e.g., PMA working 
concentration 100 nM or 1 μM; fi nal concentration 10 or 100 
nM, fMLP working concentration of 100 μM; fi nal concentra-
tion, 10 μM). Add 22 μl of the concentrated stimulant to the 
respective wells. To control wells add 22 μl HBSS.   

   4.    Measure the chemiluminescence in the plate reader in a short 
(every 10 seconds for 5 min) and a long (every minute for 1 hour) 
time course to monitor both immediate and long term responses.      

       1.    Prepare a 1 × 10 6  cells/ml neutrophil suspension in optimized 
serum free medium. Neutrophils may also be stimulated with 
PMA or fMLP prior (see above) to performing the assay.   

   2.    Place 100 μl of the suspension in a 1.5 ml tube.   
   3.    Add Rabbit IgG-FITC Latex Beads directly to each tube to a 

fi nal dilution of 1:100.   
   4.    Incubate cells at 37 °C for 1 hour or more.   
   5.    To assess degree of phagocytosis, centrifuge the cells at 400 ×  g  

for 10 min, RT. Remove the supernatant, and resuspend the 
cells in 100 μl of  FACS   buffer for further staining with neutro-
phil markers or live/dead dyes (such as propidium  iodide  ). 
Process the samples in dark to prevent changes in the FITC 
fl uorescence. Cells are analyzed by fl ow cytometry or by a  fl uo-
rescence   microscope capable of measuring FITC fl uorescence. 
Cells may also be visualized by cytospin centrifugation and 
nuclear staining with  DAPI  .   

   6.    To distinguish cells which have phagocytosed the beads from 
those simply binding the beads at the surface, a short (1–2 
min) incubation with  Trypan Blue   Quenching Solution, fol-
lowed by a wash with 5 % BSA/PBS, will quench surface FITC 
fl uorescence.        

3.6.4  Neutrophil 
Oxidative Burst

3.6.5  Phagocytosis 
Assay
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4                         Notes 

     1.    Buffer and solutions used for column separation have to be 
free of bubbles as these decrease column effi ciency. Buffer can 
be degassed by prolonged vacuum fi ltration or by centrifuga-
tion. Cell suspension to be loaded has to be pipetted gently 
without creating bubbles. Dead cells in the suspension also 
decrease effi ciency and should be avoided. The process of neu-
trophil enrichment has to be done quickly as neutrophils may 
be activated by antibodies used.   

   2.    Other breast carcinoma cell lines like AT-3 and E0771 are also 
cultivated in 10 %  DMEM  . The different carcinoma cell lines 
have different growth kinetics  in vitro   and  in vivo   with  4T1   
showing the most rapid tumor growth, E0771 moderate 
growth and AT-3 the slowest. The extent of LDN mobiliza-
tion corresponds with tumor size [ 10 ]. Due to their origin, 
4T1 are injected to Balb/ C   mice and E0771 and AT-3 to 
  C57BL/6     mice.   

   3.    Contaminating  serum   could lead to additional immune 
responses.   

   4.    Usually 800 μl to 1 ml blood can be withdrawn from a tumor- 
bearing mouse. For healthy control mice it is around 700 μl.   

   5.    Working reagents as BSA solutions and Histopaque have to be 
taken out of 4 °C before starting the isolation protocol as cold 
reagents may affect downstream procedures.   

   6.    Be careful when handling the tube with the prepared gradient 
(transfer to centrifuge and back) to avoid any perturbations.   

   7.    At the bottom of the tube a pellet of red blood cells (RBC) will 
be visible. In a conical 15 ml tube, the ring of granulocytes will 
be around the 3 ml mark at the interface between the 1.119 g/
ml and the 1.077 g/ml layers, the ring of mononuclear cells 
(including  lymphocytes  , monocytes, low-density neutrophils) 
is at the 6 ml mark, the interface between 1.077 g/ml sucrose 
and 0.5 % BSA/1× PBS.   

   8.    Usually 1.5–2 ml is collected.   
   9.    High-density fraction is often contaminated with RBC, 

whereas low-density fraction barely contains RBC. Nevertheless 
the osmotic shock in the following step has to be done for 
both samples, as the treatment needs to be exactly the same.   

   10.    A blood sample volume of 10 ml from a healthy donor usually 
contains around 20 × 10 6  neutrophils in the high-density 
fraction.   

   11.    As the volume of the leukocyte suspension often exceeds 10 ml 
the gradient is prepared in a conical 50 ml tube.   

Neutrophil Isolation and Characterization 
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   12.    Pellet contains high-density neutrophils and RBCs. Be very 
careful when discarding the interface between low- and high- 
density fraction while remaining cells from the low-density 
fraction may stick and slide on the walls of the tube and con-
taminate the high-density fraction.   

   13.    If the staining is done the fi rst time, single stains must be 
included to adjust  compensation   matrix.   

   14.    PI (propidium  iodide  ) staining (or other viable staining) may 
be included to exclude damaged/dead cells.   

   15.    The high-density fraction usually is pure to 95 % and higher. 
The percentage of neutrophils in the low-density fraction 
depends on the stage of the tumor and typically lies between 
20 and 60 %.   

   16.    All the separation process should be done using cold buffer (4 
°C) and the incubation in all steps is done in the fridge. Using 
ice is not recommended. As cells tend to sediment quickly dur-
ing the incubation, the solution may be gently mixed from 
time to time.   

   17.    During the enrichment process, the column should be kept 
wet, anyhow between every new loading all the liquid has to 
enter from the reservoir into the column itself. Avoid loading 
neutrophil suspension that contains any clots, as this will 
occlude the column. If having such a problem, the solution 
should be passed through single cell mesh.   

   18.    The amount of  FBS   (0.5–2 %) needs to be adjusted for each 
cell line used.   

   19.    Luciferase assay is “noisy” and therefore each experimental set-
ting should be repeated multiple times.   

   20.    For easily detaching cells (such as AT-3 cells), do not wash in 
 PBS  . Add the lysis buffer immediately after aspirating the 
growth medium.   

   21.    Winn assays may also include cytotoxic T-cells towards evaluat-
ing the immune suppressive properties of high or low- density 
neutrophils.         
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    Chapter 14   

 Analysis of Extracellular Vesicles in the Tumor 
Microenvironment                     

     Khalid     Al-Nedawi      and     Jolene     Read     

  Abstract 

   Extracellular vesicles (ECV) are membrane compartments shed from all types of cells in various physiological 
and pathological states. In recent years, ECV have gained an increasing interest from the scientifi c com-
munity for their role as an intercellular communicator that plays important roles in modifying the tumor 
microenvironment. Multiple techniques have been established to collect ECV from conditioned media of 
cell culture or physiological fl uids. The gold standard methodology is differential centrifugation. Although 
alternative techniques exist to collect ECV, these techniques have not proven suitable as a substitution for 
the ultracentrifugation procedure.  

  Key words     Exosome  ,   Microvesicle  ,   Ultracentrifugation  ,   Tumor microenvironment  

1      Introduction 

 Extracellular vesicles (ECV) are membrane compartments shed from 
all types of cells in a variety of physiological and pathological states 
[ 1 ,  2 ]. There are two main types of extracellular vesicles, namely 
microvesicles, and  exosomes  .  Microvesicles   are generated from the 
direct outward budding and vesiculation of the  plasma   membrane 
into the extracellular milieu [ 3 ]. Exosomes, on the other hand, are 
generated by invagination of the limiting membrane of a  multive-
sicular body (MVB)   to form  intraluminal vesicles (ILV)   [ 4 ]. Upon 
fusion of the MVB with the plasma membrane, ILV are released into 
the extracellular environment, where they are termed exosomes [ 4 ]. 
In general, microvesicles have average diameters of 200–1000 nm, 
whereas exosomes range from 50 to 200 nm. The molecular cargo 
of both classes of ECV comprises proteins, mRNAs [ 5 ], miRNAs 
[ 6 ], and even DNAs [ 7 ,  8 ]. In recent years, ECV have garnered 
much attention for their role in modulating the tumor microenvi-
ronment through their role as mediators of intercellular communi-
cation [ 9 – 12 ]. Furthermore, ECV have been shown to affect tumor 
growth by horizontal  transfer of oncogenic molecules or tumor 
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suppressor proteins among tumor cells and possibly stromal cells 
[ 13 ]. The transfer of such receptors to indolent cells via ECV con-
fers oncogenic and angiogenic phenotypes to target cells [ 9 ,  14 ]. In 
addition, ECV can transfer mRNA transcripts that can be translated 
into functional proteins in recipient cells [ 5 ], or miRNAs that can 
regulate translation of target proteins [ 6 ]. 

 Further to their role in the tumor microenvironment, ECV are 
considered a novel source for diagnostic and predictive biomarkers 
in bodily fl uids [15]. Circulating  ECV      in blood provide a simple, 
noninvasive platform to look for biomarkers of cancer and other 
pathologies. Herein, we describe optimal procedures for collection 
of ECV from cell culture,  serum  , or  plasma   samples. In addition, 
we also describe how to treat cells with ECV and study their effects 
on a variety of acceptor cells.  

2    Materials 

       1.    Cell lines. Almost all cell types produce ECV, including primary 
and immortalized cell lines; therefore ECV can be harvested 
from the conditioned medium of any cell line of interest.   

   2.    Cell medium. The type of medium and supplements added will 
be dependent on the cell line used.   

   3.    Tissue culture grade vented fl asks (e.g., 75 cm 2 ).   
   4.    Biosafety cabinet, pipet aids, etc. used for basic mammalian cell 

culture.   
   5.    Hemocytometer.      

       1.    Centrifuges. Refrigerated low speed centrifuge, refrigerated 
high-speed centrifuge, and ultracentrifuge with fi xed angle 
rotor.   

   2.     Centrifuge tubes  . 50 mL centrifuge tubes and appropriately 
sized ultracentrifuge tubes for rotor being used.   

   3.     Phosphate-buffered saline (PBS)  , pH 7.4.   
   4.    0.2 μm low-protein-binding fi lter.      

       1.    2× Protein Sample Buffer (65.8 mM Tris–HCl, pH 6.8, 26.3 % 
(w/v)  glycerol  , 2.1 % sodium dodecyl  sulfate  ).   

   2.    DC BioRad Protein Assay or CBQCA Protein Assay.   
   3.     Microplate reader  .   
   4.    Nanoparticle Tracking  Analysis   such as NanoSight LM10.      

       1.     Scanning electron microscope (SEM)  .   
   2.    0.1 M phosphate buffer, (pH 7.4).   
   3.    2.5 %  glutaraldehyde   in 0.1 M phosphate buffer.   

2.1  Cell Culture

2.2  Isolation of ECV

2.3  Quantifi cation 
of ECV Concentration

2.4  Purity 
Assessment of  ECV      
Preparation

Khalid Al-Nedawi and Jolene Read
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   4.    0.1 M cacodylate buffer (4.28 g  sodium cacodylate     , 25 g 
CaCl 2 , 2.5 mL 0.2 N hydrochloric  acid  , diluted to 200 mL 
with ultrapure water, pH 7.4).   

   5.    1 %  osmium tetraoxide  .      

       1.    Cell lines.   
   2.    Complete growth medium and serum-free growth medium 

(components will vary depending on the cell type employed).   
   3.    Tissue culture grade dishes (e.g., 100 mm 2 ).   
   4.    Biosafety cabinet, pipet aids, etc. used for basic mammalian cell 

culture.       

3    Methods 

       1.    Grow the mammalian cells using recommended cell culture 
protocol for the given cell type. Complete growth medium 
should contain suitable supplements and bovine  serum   (BS;  see  
 Note    1  ). Grow cells in an incubator with a fi xed temperature 
of 37 °C and 5 % CO 2 .   

   2.    Examine cells daily for growth estimation. For adherent cells, 
estimate the percentage of confl uence. For cells growing in 
suspension, mix the cell suspension well, remove 100 μL of the 
cell suspension, and estimate the cell number by hemocytom-
eter or  automated cell counter  .   

   3.    When cells reach 70 % confl uence (adherent cells) or approximately 
0.5 × 10 6  cells/mL (suspension cell lines), replace the growth 
medium with ECV-depleted growth medium ( see   Note    2  ).   

   4.    Grow cells for 24–48 h in the ECV-depleted  medium     . Then 
collect the conditioned medium in appropriately sized conical 
tubes and store on ice.      

    Samples should be kept on ice and all centrifugations should be done 
at 4 °C. The workfl ow of this procedure is summarized in Fig.  1 .

     1.    Cell debris and large vesicles are removed by passing condi-
tioned medium through a low protein-binding 0.2 μm fi lter. 
Centrifuge the fi ltrate at 300 ×  g  for 10 min, collecting the 
supernatant and discarding the pellet.   

   2.    Transfer the supernatant to a fresh  centrifuge tube   and centri-
fuge the sample at 12,000 ×  g  for 20 min to remove any remain-
ing cellular debris or large vesicles.   

   3.    Collect the supernatant and transfer sample to fresh ultracentri-
fuge tubes. Pellet ECV by centrifuging at 100,000 × g for 2 h in 
ultracentrifuge ( see   Note    3  ). Carefully remove supernatant, 

2.5  Analyzing 
Transport of ECV- 
Associated Proteins 
to Recipient Cells

3.1  Cell Culture

3.2  Isolation of ECV

Extracellular Vesicles in Tumor Microenvironment
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taking care not to disturb the pellet. Resuspend the pellet (ECV) 
in a limited volume (100–200 μL) of  phosphate-buffered saline 
(PBS)   or serum-free cell culture medium ( see   Note    4  ).   

   4.    Transfer ECV-suspension into a sterile  microfuge    tube  . Reserve 
a small aliquot of the sample to determine protein 
concentration.    

     There are different procedures to quantify  ECV     ; here we list the 
most popular ones.

    1.    Quantifi cation of Total Protein Concentration. Mix the ECV 
suspension by pipetting, and withdraw 20 μL for protein assay. 
Mix sample with an equal volume (i.e., 20 μL) of 2× protein 
sample buffer lacking  bromophenol blue  . Boil the mixture for 
5 min at 95 °C to lyse ECV. Protein concentration may be 
determined using a  colorimetric method   or a fl uorimetric 
method;  see   Note    5  .   

   2.     Nanoparticle Tracking Analysis (NTA)  . This is a light scatter-
ing technique that is useful for rapid assessment of ECV size 
and number ( see   Note    6  ). This procedure has been criticized 
for the lack of standardization, but generally provides accept-
able measurement of the size and number of ECV [16]. The 
potential causes of error related to size assessment include 
inaccurate measurement of temperature, incorrect assessment 
of viscosity and external vibration. The ECV concentration 

3.3  Quantifi cation 
of ECV Concentration

  Fig. 1    Collection of extracellular vesicles (ECV)       from cells’ conditioned media. Cells were grown in suitable 
growth media supplemented with ECV-depleted FBS. Conditioned media containing cell debris, apoptotic anti-
bodies, large vesicles, and microvesicles were collected and subjected to sequential centrifugation steps to 
collect ECV. First, conditioned media were subjected to 300 ×  g  centrifugation for 5 min to eliminate cell debris. 
Second, Supernatants from the fi rst step were subjected to 12,000 ×  g  centrifugation for 20 min in a high- 
speed refrigerated centrifuge to remove apoptotic antibodies and large vesicles. Third, the supernatants from 
the second step were collected and subjected to 100,000 ×  g  centrifugation for 2 h at 4 °C in an ultracentrifuge 
to pellet the ECV. The pelleted ECV were resuspended in 100–200 μL of cold PBS       
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assessment is dependent on factors such as camera, laser wave-
length, depth of  laser   beam, cleanliness/wear of the metallized 
glass optical fl at surface, duration of measurements, optical 
alignment, vibration, and operator profi ciency. Take the pre-
cautions necessary for the specifi c  NTA   instrument available 
for your laboratory to get sustainable results from the different 
measurements.    

     To assess the purity of ECV preparations, you will require continu-
ous access to a scanning or transmission electron microscope ( see  
 Note    7  ). To prepare ECV for  scanning electron microscopy 
(SEM)  , use the following procedure.  Immunoblotting   can also 
achieve assessment of ECV purity ( see   Note    8  ).

    1.    Collect ECV from conditioned media, blood  plasma  , or  serum   
using the multistep centrifugation procedure as described in 
Subheading  3.2 .   

   2.    Spread 50 μL of the ECV suspension on a cover slip.   
   3.    Fix with 2 %  glutaraldehyde   in 0.1 M  sodium cacodylate   buffer, 

pH 7.4.   
   4.    Rinse 2× in 0.1 M sodium cacodylate buffer, pH 7.4, then 

post- fi xed in 1 % osmium tetroxide in 0.1 M sodium cacodylate 
buffer for 1 h.   

   5.    Dehydrate the sample through a graded ethanol series ( 50  ,  70  , 
70,  95  , 95, 100 %), 10–15 min for each step.   

   6.    Expose the sample to critical point drying ( see   Note    9  ). Keep 
the samples immersed in 100 % EtOH, then place the samples 
in wire baskets and transfer to a precooled (18 °C) chamber of 
the critical point dryer (Ladd Research Industries, Williston, 
VT). Seal the chambers and fl ush several times with liquid 
CO 2 . Heat the CO 2  fi lled chamber to 39 °C and increase the 
pressure in the chamber to above 1100 psig to change CO 2  
from liquid phase to gaseous phase. The gas should then to be 
vented slowly from the chamber until atmospheric pressure is 
reached; in this stage, the samples were dehydrated without 
surface tension damage.   

   7.    Mount the  coverslips   onto  SEM   stubs with double-sided car-
bon tape and silver paste.   

   8.    Expose the samples to sputter-coating with gold. The coating 
is achieved by placing the stubs in the chamber of a Polaron 
Model E5100 sputter coater (Polaron Equipment Ltd., 
 Watford, Hertfordshire) and deposit approximately 20 nm of 
gold onto the stubs.   

   9.    Inspect the specimens with the SEM. Verify the size of  ECV      
under different magnifi cations to assess the homogeneity of your 
preparation. Take photographs for your reference ( see   Note    10  ).    

3.4  Purity 
Assessment of ECV 
Preparation

Extracellular Vesicles in Tumor Microenvironment
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     This protocol may be used to assess  in vitro   uptake of ECV by 
recipient cells. The functional outcome of ECV-treatment may be 
measured by western blotting, microscopy, cellular proliferation 
assays, or real-time  PCR  .

    1.    Grow recipient cells to 60 % confl uency in complete growth 
medium.   

   2.    Wash cells three times with sterile, warmed  PBS  . Replace 
medium with serum-free medium for 24 h.   

   3.    Add desired ECV concentration to fresh, pre-warmed serum- 
free medium ( see   Notes    11   and   12  ). Add directly to cell 
culture.   

   4.    Perform a time course to determine optimal incubation time. 
In our experience, 24 h post-treatment works well, although 
this will depend on the functional assays being used.    

4                   Notes 

     1.    The percentage of FBS is dependent on the cell type. The gen-
erally accepted percentage is 10 %, but some cells grow better in 
5 % (see the data sheet for the cell line) or perform a simple 
experiment to fi nd out the optimal concentration for your cells.   

   2.    FBS is known to contain ECV, which may affect the yield and 
purity of ECV harvested from the conditioned medium. Using 
sterile technique, centrifuge FBS at 100,000 ×  g  (ultracentri-
fuge) for 16 h to remove all ECV. Use the depleted FBS to 
supplement your media.   

   3.    Special precautions and training for the use of the ultracentri-
fuge are required, as any misuse of this equipment may result 
in personal injury or damage to this expensive machine.   

   4.    For maximum ECV-retrieval, resuspend the  ECV      pellet repeat-
edly in a small volume (i.e., 3 × 50 μL).   

   5.    The advantage of the latter assay includes a lower detection 
threshold and greater tolerance for high phospholipid 
concentrations.   

   6.    A ratio of protein content determined from a protein assay and 
particle number determined by Nanoparticle Tracking Analysis 
may be used as a straightforward protocol for determining 
ECV purity [17]. A ratio of 1 × 10 10  to 3 × 10 10  particles per μg 
protein has been proposed. This ratio helps provide informa-
tion on the amount of contaminating protein that is co- pelleted 
throughout the ECV isolation procedure.   

   7.    Preparations for scanning electron microscopy are easier and 
less time consuming than the transmission electron micros-
copy preparation.   

3.5  Uptake of ECV 
by Recipient Cells
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   8.    Purity of exosome preparations should be assessed using a 
panel of marker antibodies. Common marker proteins include 
CD9, CD63, CD81, Hsp70, Alix, TSG101, and Flotillin-1.   

   9.    This procedure helps to preserve ECV surface morphology 
better than air dehydration. In this procedure, the water 
within the specimen will be replaced with an exchange fl uid 
such as ethanol or acetone. The exchange fl uid then will be 
replaced with liquid CO 2 . The liquid CO 2  is then exposed to 
its critical point (31 °C and 74 bar) to be converted to the 
gaseous phase by decreasing the pressure at constant critical 
point temperature.   

   10.    Although this procedure seems to be time consuming, in fact 
it is not, and if you have access to a reasonably good EM facil-
ity, this is one of their daily procedures. You need to use this 
procedure at least once when you begin collecting the ECV 
from the given specimen to familiarize yourself with the mor-
phology and structure of  ECV     .   

   11.    We recommend performing a quantitative dose–response 
curve to determine the optimal working concentration for 
your system.   

   12.    It is important to use systematic negative controls to validate 
data obtained. For example, “mock ECVs” (e.g., culture 
medium that has not been conditioned by cells of interest) 
provide a baseline of background functional activity. ECVs 
from BS contain functional miRNAs and proteins that may 
impact measurements [18].         
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    Chapter 15   

 Visualizing the Tumor Microenvironment of Liver 
Metastasis by Spinning Disk Confocal Microscopy                     

     Liane     Babes      and     Paul     Kubes      

  Abstract 

   Intravital microscopy has evolved into an invaluable technique to study the complexity of tumors by visualizing 
individual cells in live organisms. Here, we describe a method for employing intravital spinning disk confocal 
microscopy to picture high-resolution tumor–stroma interactions in real time. We depict in detail the surgical 
procedures to image various tumor microenvironments and different cellular components in the liver.  

  Key words     Spinning disk confocal microscopy  ,   Liver  ,   Intravital imaging  ,   Metastasis  ,   Mouse models  , 
  Transgenic mice  ,   Imaging  ,   Tumor microenvironment    

1     Introduction 

 Intravital microscopy has made a tremendous impact in the fi eld of 
cancer biology [ 1 ]. It is a powerful technique to pursue in real- time 
the relationship of subpopulations of stromal cells and cancer cells in 
whole organs of living animals. High-resolution imaging techniques 
such as confocal and two-photon microscopy are used to perform 
intravital microscopy of fl uorescently labeled objects [ 2 – 4 ]. Two-
photon microscopy is extensively used to conduct intravital imaging 
of different tumor environments deep into tissues (300–500 μm) 
with high resolution [ 5 ,  6 ]. However, high sensitivity to tissue 
movement restricts detailed observation of fast moving objects. 

 In confocal  microscopy           , lasers are used to excite  fl uorophores   
with a single photon in a small area on the specimen.  Fluorescence   in 
the specimen is generated at different depths because  fl uorochromes   
are activated in different focal planes. The fl uorescence emitted from 

 Electronic supplementary material:   The online version of this chapter (doi:  10.1007/978-1-4939-3801-8_15    ) 
contains supplementary material, which is available to authorized users. Videos can also be accessed at   http://
link.springer.com/chapter/10.1007/978-1-4939-3801-8_15     
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the specimen is focused back from the confocal plane due to the use 
of pinholes. The narrow aperture of the lens and pinholes exclude 
fl uorescent light emitted outside of the confocal plane thereby 
increasing spatial resolution [ 7 ]. In spinning disk confocal microscopy, 
the instrument is equipped with a rotating disk (Nipkow disk) con-
taining approximately 20,000 pinholes. Multiple light beams excite 
the specimen as the disk rotates and allows simultaneous illumination 
of the entire fi eld of  view   leading to increased temporal resolution 
and reduced motion artifacts during image acquisition [ 8 ]. This per-
mits long-term imaging with reduced photobleaching. Fluorescent 
light passing the pinhole is then focused through a dichroic mirror 
and is directed to a digital camera. The resolution depth of a spinning 
disk confocal microscope is smaller than 100 μm. Limitation in speed 
occurs when  fl uorochromes   with weak  fl uorescence   are used because 
prolonged exposure is needed. 

 Spinning disk confocal microscopy has been substantially used 
to visualize the tumor microenvironment in mouse breast cancer 
models in order to investigate tumor and stromal cell interactions 
and the effect of therapeutic agents [ 1 ,  9 – 11 ]. Our liver metastasis 
mouse model allows monitoring the tumor microenvironment in 
the liver of various cancers that have the capability to grow in the 
liver [ 12 ]. The model permits the use of miscellaneous fl uorescent 
reporter mice which evades the requirement of expensive antibod-
ies or lack of antibodies to label certain cell populations. 

 We present here our  in vivo   protocol using confocal spinning 
disk microscopy, to visualize dynamic cellular interactions and cel-
lular functions with high resolution in the tumor microenviron-
ment of the  liver           .  

2    Materials 

 We use a customized inverted spinning disk confocal microscope 
equipped with xyz-stage (Applied Scientifi c Instrumentation, 
MS-2000 with piezo-z insert) for and EM-CCD cameras. Our 
 image acquisition software   is Velocity (PerkinElmer). For image 
analysis, we use Velocity (PerkinElmer) and  ImageJ   (National 
Institute of Health). 

       1.    Turn on Multichannel Spinning Disk Confocal Microscope 
system: main power switch, computer, laser keys for  lasers   that 
will be used, and open acquisition software (Velocity) (Fig.  1 ).

       2.    Clean the heating stage with 70 %  ethanol   and fi x microscope 
cover glass (thickness 0.12–0.19 mm) with transparent tape on 
the imaging port of the heating stage.   

   3.    Place a  gauze   compress on the stage and a cotton tip applicator 
(Fig.  2a ).

       4.    Turn on the stage (set for 37 °C).      

2.1  Microscope 
Setup

Liane Babes and Paul Kubes
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        1.    Prepare anesthetic solution in 0.9 % saline mixture of  ketamine   
(fi nal concentration: 200 μg/g mouse) and xylazine (fi nal con-
centration: 10 μg/g mouse).   

   2.    For the catheter buildup, use a 1 ml syringe,  polyethylene tub-
ing   (Ø 0.28 mm, length 15 cm) and a 30G × 1/2 in. needle.   

   3.    Fill the above syringe with 100 U heparin in saline and clip the 
needle on the syringe.   

   4.    Slip tubing over the needle and fi ll tubing with heparin con-
taining saline. Avoid air bubbles in the catheter (Fig.  2b ).      

       1.    Sterile (autoclaved) scissors and two small  forceps   with butt 
bent tip (Fig.  2c ).   

   2.    Black braided silk. Prepare three short (7–8 cm) silks (black 
braided, size 3-0) and one long (12 cm) silk with a loop in the 
middle (Fig.  2e ).   

   3.     Surgical board   (Fig.  2d , clean with 70 %  ethanol   before use).   
   4.    Small vessel  cauterizer              .   
   5.    Transparent tape (Fig.  2h ),   
   6.    Kimwipes.   
   7.    Mineral oil.   
   8.    30G × 1/2 in. needle (Fig.  2g ).   

2.2  Anesthesia 
and Catheter 
Preparation

2.3  Surgical Tools 
and Other Instruments

  Fig. 1    Spinning disk confocal microscope for intravital microscopy. The inverted microscope is connected with 
the Yokogawa spinning disk scanner and two CCD cameras. The system is equipped with four lasers for mul-
ticolor imaging. The motorized stage is placed over the objective and can be moved in  xy  and  z   direction                  

 

Intravital Microscopy of TME in Liver Metastases



206

   9.    30 mL syringe fi lled with sterile saline.   
   10.    Insulin syringe (Fig.  2f ).       

3    Methods 

 We have collated procedures for visualizing metastases and their inter-
action with various immune cells in the microenvironment of the liver 
using an inverted spinning disk confocal microscope ( see   Note    1  ). 

   Our lab uses an experimental metastasis model for transplanta-
tion of tumor cells into the liver. We label tumor cells with fl uo-
rescent membrane  dyes   (suitable for experiments up to 5 days; 
e.g.,  see  legend to Movie  1 ) or use genetic manipulations in estab-
lished cell lines to express fl uorescent proteins constitutively. 
Another option is to isolate tumor cells from transgenic reporter 
mice. Before tumor cell transplantation, wash cells several times 
in balanced salt solution ( PBS   or HBSS). Dilute appropriate 
number of tumor cells in 100 μL volume of balanced salt solution 
and store cells on ice until  use           . 

3.1  Preparation 
of Tumor Cells 
for Transplantation

  Fig. 2    Instruments for animal surgery. ( a ) Heated stage with fi xed microscopy cover glass,  gauze   compress and 
cotton tip applicator. ( b ) Catheter (syringe with false colored tubing in white). ( c ) Scissors and  forceps  . ( d ) 
 Surgical board   with silk and transparent tape for position of animal head. ( e ) Short silks (three) and one long silk 
with loop. ( f ) Insulin syringe and 30 ml syringe with saline. ( g ) Needle with bent tip for cannulation. ( h ) Black silk, 
transparent tape, and Kimwipes. In addition, ethanol 70 % is prepared, mineral oil and gauze compresses       
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       1.    Inject mice intraperitoneal (i.p.) with ketamine– xylazine   mix 
( see  Subheading  2.2 ) using an insulin syringe or a syringe with 
a 29Gx 1/   2    needle.   

   2.    Place the mouse back into the cage and after 10 min, check 
refl exes (toe-pinch withdrawal refl ex) by pinching (with your fi n-
gertips or  forceps  ) the footpad of the mouse. Do not start the 
surgery as long as the mouse shows refl exes ( see   Note    2  ).       

       1.    Place mouse onto its dorsum with the head pointing towards 
yourself and use surgical tape to fi x the front feet onto the  sur-
gical board  . Next, hook the short silk into the front upper 
teeth. Carefully stretch the neck and fi x the head in this posi-
tion by taping the silk on the board (Fig.  3a ).

       2.    Dip the cotton tip into the mineral oil and apply some oil onto 
the right ventral side of the neck up to the lower jaw.   

   3.    Lift the skin on the right hand side of the mouse lower jaw and 
make an incision along the neck up to the clavicle. Separate the 
skin from the viscera and expose right sublingual lymph node 
and the external jugular vein by removing the surrounding fat 
tissue. Do not rupture the vein!   

   4.    Now gently lift the lymph node and pull with a second  forceps   
a short silk below the external jugular vein. Very carefully 
tighten the vein and fi x the ends of the silk with tape on the 
 surgical board   (Fig.  3b ).   

   5.    Take two additional short silks and place them below the exter-
nal jugular vein at the site before the external jugular vein anas-
tomoses into the subclavian vein (Fig.  3b ).   

   6.    Take a 30G × 1/2 in. needle and bend it with your scissors so 
that the tip has a 45° angle (Figs.  2g  and  3b ).   

   7.    Hold needle in your left hand and the tip of the catheter tub-
ing with a forceps in your right hand.   

   8.    Puncture the exposed external jugular vein by inserting the 
needle 2–3 mm into the vein and next slide the tubing along 
the needle into the vein. As soon as the tip of the tubing is in 
the lumen of the vein, gently remove the needle. Once the 
catheter is placed (4–6 mm) into the vein, tie the silk around 
the tubing and make a knot (Fig.  3c ) and slowly try to aspirate 
blood in order to check the fl ow through catheter ( see   Note    3  ).   

   9.    Take the silk tightening the vein from  step 4  and tie it as well 
around the catheter. Last, cut all silks used to fi x the catheter 
short (Fig.  3d ).   

   10.    Additional anesthesia (10–50 μL max. i.v.) can now be injected 
via the catheter. Antibodies and fl uorescent probes can be 
administered to label cell surface molecules and other objects 
for  visualization            ( see   Note    4  ).      

3.1.1  Anesthesia of Mice

3.2  Catheter 
Placement (5 min)
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   Continuously check vitals while performing the surgery. Always 
have additional anesthetic solution prepared.

    1.    Turn the  surgical board   so that the head of the mouse is facing 
away from you and apply mineral oil onto the abdomen.   

   2.    Lift with your  forceps   the skin on the top of the bladder and 
make an incision along the midline of the abdomen up to the 
sternum with scissors.   

   3.    Separate the skin on the left and right side from abdominal 
muscles using your scissors and cauterize the veins on the 
inside of both skin fl aps. Avoid any bleeding (Fig.  4a ).

       4.    Cauterize the  blood vessels   on both skin fl aps.   
   5.    Make a cut through the cauterization point to remove the skin 

fl aps on both sides (Fig.  4b ).   

3.3  Abdominal 
Surgery for Intravital 
Imaging (10–12 min)

  Fig. 3    Catheter placement. ( a ) The anesthetized mouse is fi xed on the  surgical board   with transparent tape. 
The neck is placed into a stretched position and fi xed with black silk. ( b ) Short silks are placed underneath the 
external jugular vein. The silk close to the right sublingual lymph node is used to hold the vein stretched so that 
the catheter can be easily introduced into the vein. ( c ) The two silks are tied around the tubing to retain tubing 
in the vessel. ( d ) The third silk is also tied around the tubing and afterwards silks were cut short       
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   6.    Now make an incision along the linea alba of the abdomen and 
expose the xiphoid cartilage.   

   7.    Use the cauterizer to remove abdominal muscles starting from 
the xiphoid cartilage along the left rib cage to the lower 
 abdomen and do the same for the right side (Fig.  4c ). Use 
cauterizer instead of scissors to avoid any bleeding. Also always 
use cauterizer to stop bleeding if bleeding reoccurs.   

   8.    Take the long silk (12 cm) and tie it around the xiphoid cartilage.   
   9.    Lift the thorax with the silk so that you can see the transparent 

ligament that connects the gall bladder with the diaphragm 
and sever it with your scissors (Fig.  4d ).   

   10.    In this step, tumor cells will be injected into the spleen. If 
tumor cells had already been injected intrasplenically by using 

  Fig. 4    Abdominal surgery. ( a ) Skin is cut along the midline and separated from the peritoneal skin.  Blood ves-
sels   on the inside of the left and right skin fl ap are cauterized. ( b ) Left and right skin fl aps are then removed. 
( c ) Peritoneal skin around the abdomen is removed with a cauterizer. ( d ) The ligament between the gall bladder 
and the diaphragm is cut without touching the  liver         

 

Intravital Microscopy of TME in Liver Metastases



210

isofl urane for long-term experiments ( see   Note    5  ), proceed 
with  step 11 . Gently lift the spleen with your  forceps   and inject 
tumor cells. Within 1 min tie the  blood vessels   (lineal vein and 
artery) and remove the spleen. Avoid bleeding.   

   11.    Moisturize the  gauze   with saline on the heated stage (37 °C) 
and place the mouse lying on the right hand side onto the stage 
(Fig.  5a ). Do not forget to move the catheter with the mouse.

       12.    Move the right front paw behind the head and moisturize the 
cotton tip applicator with saline.   

   13.    Pull the ends of the silk tied around the xiphoid cartilage and 
stretch it parallel to the upper body.   

   14.    Carefully use the cotton tip to move the intestine away from 
the  stomach           .   

   15.    Next, the ventral side of the liver must be gently fl ipped onto 
the microscope cover glass. The stomach will be used to fl ip 
the liver. Use the cotton tip to guide the stomach (Fig.  5b ). 
Never touch the liver with the cotton tip.   

   16.    After you have fl ipped the liver, gently move the stomach close 
to the intestine and cut the small transparent ligament that 
connects the liver with the stomach (Fig.  5c , white arrow). 
This reduces movement caused by breathing. Be very careful 
not to touch the liver lobe.   

   17.    Now wrap the moisturized  gauze   around stomach and intes-
tine. This will avoid contact and weight on top of the liver by 
internal organs, which would cause increased movement and 
irregular blood fl ow in the liver.   

   18.    Cut a small piece (double the size of the mouse liver) from the 
Kimwipes and slowly cover the liver with it. Moisturize 
Kimwipes with saline and gently pull the liver away from the 
abdomen so that the liver does not touch the abdomen 
(Fig.  5d ). This will also reduce movement ( see   Note    6  ).   

   19.    Move heated stage to the microscope and start the imaging of 
the liver.   

   20.    Check vitals (toe-pinch withdrawal refl ex and breathing) every 
5–10 min and keep Kimwipes moist and start the imaging.   

   21.    After imaging is fi nished the mouse receives an overdose of the 
anesthetic (100 μL) and 2 min later, cervical dislocation is per-
formed to ensure that the mouse has been euthanized.   

   22.    Turn off the microscope: (a) turn the laser keys off, (b) turn off 
main power, (c) copy imaging data and turn off computer.   

   23.    Clean all instruments with 70 %  ethanol   and autoclave surgical 
 tools           .       
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  Fig. 5    Animal setup on stage. ( a ) Place the mouse on its right hand site and lean 
the mouse with its belly towards the cover glass so that the liver is touching the 
glass. ( b ) Use the cotton tip applicator to move intestine and fat tissue onto the 
 gauze   compress and move the stomach with the tip to fl ip the liver. ( c ) Hold the 
stomach with the cotton tip and cut the thin ligament ( arrow  indicates the posi-
tion of the ligament) without cutting into the liver. ( d ) Wrap the gauze around the 
inner organs and away from the liver. Use a small piece of Kimwipes to place it 
on top of the liver and moisturize with saline       
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4    Results 

 Intravital imaging of the liver using spinning disk confocal 
microscopy permits visualizing the tumor microenvironment of 
the liver. Our multichannel system allows capture of up to four 
different  fl uorophores  . This is benefi cial for imaging multiple 
cell populations in the tumor microenvironment. Due to very 
rapid image acquisition through spinning-disk technology, we 
can track cell dynamics of fast moving cells in the vasculature at 
high spatial and lateral resolution. This reveals detailed informa-
tion about cell dynamics, different cell–cell interactions, and 
alterations in blood fl ow and morphological changes in the 
tumor microenvironment. Image acquisition is not limited to 
one fi eld of  view  . We can acquire images along the  x -/ y -axes and 
align them together to obtain an overview image of the organ, 
what we call a “stitched image.” Figure  6  is a representative 
picture of a stitched image of the liver recorded 10 days after 
intrasplenic colon adenocarcinoma cell transplantation.

   The resolution obtained by spinning disk confocal microscopy 
 in vivo   is dependent on the depth of imaging. High-resolution 
images can be obtained up to 20 μm (Movie  1 ). Image acquisition 
deeper into the tissue beyond 20 μm minimizes resolution due to 
light aberrations induced by tissue absorption and scattering which 
leads to weak detectable signal. 

 One of the advantages of using spinning-disk confocal for intra-
vital imaging is the ability to capture high resolution images very fast, 
which reduces breathing artifacts and photobleaching of fl uores-
cently labeled objects over long-term periods (Movies  2 ,  3 , and  4 ). 

  Fig. 6    Tumor  microenvironment   in the liver of live  mice           . Murine colon carcinoma cells expressing iRFP ( blue ) 
were injected intrasplenically and visualized 10 days later in the liver. Liver vasculature is pictured with an 
antibody against CD31 ( red ) and autofl uorescent liver tissue appears in  dark green . ( a ) Single images (10× 
lens) were recorded with an electronic computer-controlled stage and subsequently joined together (10 % 
overlap).  Yellow rectangle  depicts a single image. Scale bar represents 1 mm. ( b ) Enlarged single image. Scale 
bar represents 100 μm. The images have been modifi ed to improve contrast and brightness       
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 Movie  2  shows high magnifi cation (20× lens) cell dynamics of 
 Kupffer cells   (which were visualized with fl uorescently labeled 
antibody) and  NKT cells   (reporter mice) during basal conditions 
in liver sinusoids. 

 In the environment of colon carcinoma metastases, NKT cells 
retain their dynamic behavior and interact vigorously with tumor 
cells (Movie  3 ). 

 After melanoma cell transplantation into LysM-eGFP 
 transgenic mice  , neutrophils and tumor cells were observed 
over 3.5 h in the liver (Movie  4 ). Tumor cell death was detected 
with propidium  iodide  . No photobleaching was detected within 
this time  span           .  

5          Notes 

     1.    The procedures for the conducted experiments were approved 
by the Animal Care Committee of the University of Calgary and 
were in compliance with the Canadian Council for Animal Care.   

   2.    If the mouse still has the toe-pinch withdrawal refl ex 30 min 
after the initial injection of anesthetic, inject additional 
50 μL i.p., and wait for 5–10 min. If necessary repeat injection 
and wait for 5–10 min. Note that overdosing of anesthetic can 
cause death of the animal.   

   3.    While testing the fl ow through the catheter, be careful not to 
inject air bubbles and test if the injection of saline operates 
smoothly. This ensures that the catheter is placed in the vessel 
lumen and the vessel wall was not punctured. It can happen 
that quick aspiration makes the tubing become stuck to the 
vessel wall, therefore draw slowly.   

   4.    Additional dosage of anesthesia intravenously should not 
exceed 50 μL due to high sensitivity which would lead to ani-
mal death. Right antibody dosage used to label cells and  fl uo-
rophores   have to be tested separately. Liver tissue can have very 
high   autofl uorescence   depending on the genetic background 
of the mouse used. Injection (i.v.) of 2.5 mM propidium  iodide   
can be used to visualize cell death  in vivo  . Injections of 
10 μL/25 g mouse should be repeated every 2 h.   

   5.    For long-term observation of tumors in the liver intrasplenic, 
transplantation of tumor cells can be performed using isofl u-
rane. The procedure involves laparotomy of the upper left 
abdomen and exteriorization of the spleen. Tumor cells are 
then injected into the spleen. Splenectomy is carried out after 
 blood vessels  , which connect to the spleen, are tied off. The 
incision is then sutured. Mice are treated with buprenorphine 
to reduce pain and can be imaged at any desired time point 
after tumor transplantation.   
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   6.    Avoid air bubbles when placing Kimwipes on top of the liver. 
Keep it moist during the entire imaging period. Also continu-
ously moisturize  gauze   compress that holds  organs           .         
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            Video Captions 

     Movie 1:    3D reconstitution of liver metastasis. Melanoma cells 
(B16F10) were labeled in vitro with lipophilic membrane dye DiI 
( red ) and intrasplenically transplanted into genetically engineered 
LysM-eGFP mice. Neutrophils (rounded cell morphology) are 
depicted in  bright green  and reside inside the vasculature (AF647- 
albumin,  blue ). Kupffer cells are located in the vasculature and 
labeled with anti-F4/80 ( white ). Hepatic stellate cells ( bright 
green ) can be distinguished from neutrophils by their elongated 
cell shape situated outside of hepatic vasculature. Autofl uorescent 
hepatocytes are represented in dark green. 5 days after melanoma 
cell injection confocal  z  planes (20× lens) were recorded every 
1 μm and reconstructed into a movie. Scale bar: 200 μm. Images 
were corrected for contrast and brightness (AVI 533219 kb)     

    Movie 2:    Visualizing immune cells in liver vasculature by spinning 
disk confocal microscopy. NKT cells ( bright green ) in the liver are 
visualized in CXCR6-GFP transgenic mice. Kupffer cells ( red ) are 
labeled with anti-F4/80. Autofl uorescent hepatocytes are shown 
in  dark green . Representative picture (20× lens) of a 30 min long 
image sequence with 10 s between frames. Scale bar: 68 μm. 
Images were corrected for contrast and brightness (AVI 41511 kb)     

    Movie 3:    Visualizing NKT cell dynamics in the liver tumor micro-
environment. CXCR6-GFP transgenic mice were injected with 
colon adenocarcinoma cells (C26 cells labeled with DID mem-
brane dye). 3 days later, metastases ( blue ) and NKT cells ( bright 
green ) are pictured in the liver. Autofl uorescent hepatocytes are 
shown in  dark green . The 1 h image sequence was recorded with 
15 s between frames. Scale bar: 140 μm. Images were corrected for 
contrast and brightness (AVI 68991 kb)     

    Movie 4:    Long-term imaging of liver tumors. Neutrophils are visu-
alized in LysM-eGFP transgenic mice. Image acquisition was per-
formed right after tumor cells (B16F10 labeled with DID membrane 
dye ( blue )) were intrasplenically injected. Dying tumor cells were 
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    Chapter 16   

 Intravital Microscopy for Imaging the Tumor 
Microenvironment in Live Mice                     

     Victor     Naumenko    ,     Craig     Jenne  *     , and     Douglas     J.     Mahoney  *      

  Abstract 

   The development of intravital microscopy has provided unprecedented capacity to study the tumor 
microenvironment in live mice. The dynamic behavior of cancer, stromal, vascular, and immune cells can 
be monitored in real time, in situ, in both primary tumors and metastatic lesions, allowing treatment 
responses to be observed at single cell resolution and therapies tracked in vivo. These features provide a 
unique opportunity to elucidate the cellular mechanisms underlying the biology and treatment of cancer. 
We describe here a method for imaging the microenvironment of subcutaneous tumors grown in mice 
using intravital microscopy.  

  Key words     Tumor microenvironment  ,   Intravital microscopy  ,   Multiphoton imaging  ,   Confocal imag-
ing  ,   Mouse models  ,   Subcutaneous tumors    

1     Introduction 

 The tumor microenvironment (TME) is a complex structure 
comprising both malignant and non-malignant cells, often sup-
ported by a dense matrix of extracellular protein and a disorga-
nized network of  blood vessels   [ 1 – 3 ]. Indeed, cancer biology is 
increasingly being viewed through the lens of the TME as a tis-
sue. Within the TME, various behaviors of noncancer cells such 
as infl ammatory and immune cells and their interactions with 
malignant cells are now recognized as “hallmarks of cancer” [ 4 ]. 
Increasingly, new treatments are being developed to target non-
cancer cells within the TME, such as the antiangiogenesis and 
 immunotherapy   classes of medicines [ 5 – 8 ]. Developing these 
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therapies effectively, however, is predicated upon a deep appre-
ciation of how cancer and noncancer cells function and interact 
within the TME. Unfortunately, until recently, our ability to 
study cellular behavior within the TME was limited to snapshots 
in time provided by biochemical or histological analyses. 

 Microscopic imaging of the  TME    in vivo   using intravital micros-
copy (IVM) represents a powerful new technique for overcoming 
this limitation [ 9 – 11 ]. IVM enables the visualization of fl uorescently 
labeled cells within the TME over space and time. With IVM, indi-
vidual cancer and noncancer cells can be tracked, their interactions 
with one another analyzed, and their behavior studied—all in live 
mice [ 12 ,  13 ]. IVM can reveal cellular responses within the TME 
relevant to most, if not all hallmarks of cancer, from deregulated cell 
growth to metastasis to  angiogenesis   to the recruitment of infl amma-
tory cells [ 14 ]. Treatment responses can be monitored at the cellular 
level, and indeed many therapies themselves can be labeled and 
tracked at high resolution [ 15 ]. Moreover, as Turnkey systems are 
now available from a variety of commercial venders, IVM is an acces-
sible technique for most modern cancer biology laboratories [ 16 ]. 

 The general principle behind IVM is that cells labeled with 
fl uorescent reporters, typically conjugated to an antibody injected 
into the mouse or genetically expressed in a reporter mouse strain, 
can be visualized in situ by exciting  fl uorophores   within the tumor 
and collecting and separating the specifi c  fl uorescence   signal from 
the out-of-focus light. Accomplishing this with suffi cient spatial 
and temporal resolution to observe individual moving cells, with-
out damaging the tissue, is typically achieved using a scanning or 
spinning-disk confocal fl uorescence microscope or a multiphoton 
fl uorescence microscope, equipped with a variety of detectors and 
fi lters. In general, confocal platforms are cheaper, easier to use, and 
more amenable to multiplexing (visualizing multiple markers in 
the same animal), but limited by an imaging depth of approxi-
mately 70–100 μm in most tumors. Thus, although the tumor sur-
face, its vasculature and the leukocytes within are easily imaged 
using a confocal platform, limitations in imaging depth prevent 
clear visualization of the  TME   much beyond the surface. In con-
trast, multiphoton microscopes provide an imaging depth of 300–
500 μm in most tumors, which enables deeper and more complete 
imaging of the TME. The downside of this platform, however, is 
its expense and operational complexity. 

 Below we provide a detailed method for performing IVM of 
the microenvironment in transplantable tumors established subcu-
taneously in mice. While we have developed our protocol in the 
 CT26   model system, we have validated it in B16,  4T1  , and  EMT6   
tumors and feel confi dent that it can be applied to most other  sub-
cutaneous   models. Moreover, while we do not provide a method 
for imaging  orthotopic  , visceral tumors by IVM, others have 
imaged cancers growing in the liver, brain, and lung, amongst 
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other places, demonstrating that IVM can be used to image pri-
mary and metastatic lesions in most organs.  

2    Materials 

       1.    Tumor-derived cell line.   
   2.    Phosphate buffered  saline   ( NaCl   9 g/L,  KH 2 PO 4    144 mg/L, 

 Na 2 HPO 4    795 mg/L).   
   3.    Insulin syringe (0.3 cc 31G).   
   4.     Gauze  .   
   5.    Single-edged  razor  .      

       1.    Inverted confocal  fl uorescence   microscope, preferentially 
resonant scanning with spectral detection and multiphoton 
 laser   ( see   Note    1  ).   

   2.    Computer with appropriate microscope drivers and image cap-
ture software ( see   Note    2  ).   

   3.     Heated microscope stage  .   
   4.    Glass  coverslip      (thickness 0.12–0.19 mm).   
   5.     Blenderm ®  tape  .      

       1.     Ketamine  .   
   2.    Xylazine.   
   3.    0.9 % saline.   
   4.    100 U heparin solution in 0.9 % saline.   
   5.    1 mL slip tip syringe.   
   6.     Polyethylene tubing   (Ø 0.28 mm, 15–20 cm length).   
   7.    30G × 1/2 in. needles (×2).   
   8.     Hemostat  .   
   9.     Heat lamp  .   
   10.    70 %  ethanol  .   
   11.     Gauze     .   
   12.     Transpore ®  tape     .      

       1.    Sterile (autoclaved) scissors.   
   2.    Small sterile (autoclaved)  forceps   with blunt, bent tip (×2).   
   3.     Surgical board   (20 cm × 20 cm plastic board).   
   4.    Needle holder.   
   5.     Sutures   (PERMA-HAND silk 5-0, c-31 reverse cutting).   
   6.    Small vessel  cauterizer  .   

2.1  Tumor Cell 
Implantation

2.2  Intravital 
Imaging 
System Set-Up

2.3  Anesthesia 
and  Tail Vein   Catheter 
Insertion

2.4  Surgical Tools 
and Other Instruments
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   7.    Fiber-optic positionable  surgical lamp  .   
   8.    30G × 1/2 in. needles.   
   9.     Transpore ®  tape  .   
   10.    35 mm  petri dish  .   
   11.    Glass slides (25 × 75 mm).   
   12.    Mineral oil.   
   13.     Cotton swabs  .   
   14.    30 mL syringe fi lled with sterile 0.9 % saline.   
   15.    70 %  ethanol  .   
   16.    Kimwipes ®  tissues,  gauze     .      

       1.    1 mL slip-tip syringe.   
   2.    Pipette,  fi lter tips   (2–20 μL).   
   3.    1.5 mL  microfuge    tube  .   
   4.    Desired fl uorescently conjugated antibodies.       

3    Methods 

       1.    Shave the hair around the injection site ( see   Note    3   and Fig.  1a, 
b ) using a single-edge  razor  .

       2.    Wash and resuspend the tumor cells in cold  PBS   at the desired con-
centration ( see   Note    4  ). Keep the cells on ice until the injection.   

   3.    Slowly draw up 50 μL of cell suspension into an insulin syringe.   
   4.    Inject the cell suspension into the animal’s fl ank at the desired 

location ( see   Note    3   and Fig.  1a, b ). Pinch the skin between 
your index fi nger and thumb, and gently pull it away from the 
mouse’s body. Inject the cell suspension slowly and evenly into 
the pouch created by your fi ngers. This should lead to a single 
bubble of cells beneath the skin.   

   5.    Begin measuring the tumor’s size 4 days after injection, using 
skin calipers. Tumors are ready for IVM when they reach 
4 × 4 mm–6 × 6 mm which, depending on the tumor cell line 
used and the number of cells injected, is usually between 5 and 
10 days post-implantation ( see   Note    5  ).      

       1.    Turn on the Compact Supply Unit, Metal-Halide Power 
Supply, confocal imaging components and computer. Open 
the software ( see   Note    6  ).   

   2.    Fix a microscope cover glass (thickness 0.12–0.19 mm) using 
surgical  Blenderm ®  tape   so that it overlays the imaging port 
located within the heating  stage  .   

2.5  Injection 
of Labeling Antibodies

3.1  Establishing 
the Tumor

3.2  Setting Up the 
Imaging System
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  Fig. 1    Schematics for the location of tumor implantation and  surgery  . ( a ) 
Schematic for tumor cell injection into the dorsal fl ank at a location ( 1 ) 
5–10 mm lateral to midline and ( 2 ) 20–30 mm cranial to base of tail. ( b ) 
Schematic for tumor cell injection into the fourth mammary fat pad at a loca-
tion ( 1 ) 10–20 mm caudal to xyphoid process of sternum and ( 2 ) 5–10 mm 
lateral to midline. ( c ) Surgical schematic for dorsal tumors: ( 1 ) midline incision 
from 5 mm above base of tail to near apex of shoulder, ( 2 ) location of two 
 suture   attachment points along midline incision used to stabilize the tissue, ( 3 ) 
separation skin fl ap from underlying tissue and refl ection. ( d ) Surgical sche-
matic for ventral tumors: ( 1 ) midline incision from 5 mm above pubic symphy-
sis to 10 mm above xyphoid process of sternum, ( 2 ) location of two suture 
attachment points along midline incision used to stabilize the tissue, ( 3 ) sepa-
ration skin fl ap from underlying tissue and refl ection       

   3.    Turn on the heated stage power supply. Set the temperature 
to 37 °C.      

       1.    Prepare the anesthetic solution in saline (0.9 %): a mixture of 
 ketamine   (fi nal concentration 200 μg/g mouse) and xylazine 
(fi nal concentration 10 μg/g mouse).   

   2.    Inject the anesthetic mix into the intraperitoneal (i.p.) cavity 
using an insulin syringe.   

   3.    After 10 min, verify the depth of anesthesia by checking the 
animal’s refl exes (toe-pinch withdrawal refl ex—pinching with 
your fi ngertips or  forceps   the footpad of the mouse). The 
 catheter insertion and surgery should not be started until the 

3.3  Anesthetizing 
the Mouse 
and Inserting  Tail Vein   
Catheter ( See   Note    7  )
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animal is deeply anesthetised and no longer demonstrates the 
toe-pinch withdrawal refl ex.   

   4.    To assemble the venous catheter, a 1 mL syringe,  polyethylene 
tubing   (Ø 0.28 mm, length 15 cm) and two 30G × 1/2 in. 
needles are required. Using a  hemostat  , bend one of the 
needles back and forth until it cleanly breaks off from the hub. 
Insert the blunt end of the needle into one end of the catheter 
tubing. The needle insertion is aided by holding it with a 
hemostat or forceps. Fill a 1 mL slip-tip syringe with 100 U 
heparin in 0.9 % saline and attach the second 30G needle. Slip 
the tubing over the second needle and dispense the contents of 
the syringe to fi ll the tubing with heparin containing saline and 
remove air bubbles.   

   5.    Position the anesthetised mouse on its side so the tail vein 
(located laterally on the tail) is positioned facing up. Clean the 
tail with 70 %  alcohol  .   

   6.    Warm the tail using a heating lamp or warm water, to dilate 
the vein.   

   7.    Using your dominant hand to hold the catheter, grasp the tail 
between the thumb and index fi nger of your other hand, thumb 
on top, then pull back slightly so the tail is taut. Using forceps, 
hold the catheter needle bevel up and pierce the skin at a fl at 
angle. Advance the needle ahead several mm into the vein.      

   8.    To verify the catheter was properly inserted and the vein was 
not perforated, draw back on the syringe to check for a “fl ash” 
of blood entering the catheter. If blood is observed, dispense a 
small amount of saline into the tail vein. The plunger will move 
easily and the dark colored vein will become clear if the cathe-
ter was positioned  correctly  .   

   9.    Secure the catheter in place with  Transpore ®  tape  .      

       1.    Place the mouse onto the  surgical board  . Turn the surgical 
board so that the head of the mouse is facing away from you. 
Use surgical tape to fi x the front and back feet ( see   Note    8  ). 
Check the mouse’s vital signs. Administer anesthetic as needed 
to ensure the maintenance of an appropriate level of sedation.   

   2.    Disinfect the surgical area by cleaning with  gauze   soaked in 
70 %  alcohol  . Dip a cotton tip swap into mineral oil and apply 
oil onto the surgical area to coat the animal’s fur. This will help 
prevent hair from contaminating the surgical incision.   

   3.    Make an initial incision through the skin:

   (a)    For dorsal surgery, follow the animal’s spine, starting 
about 0.5 cm from the base of the tail to the top curve of 
the spine (Fig.  1c ).   

3.4  Preparing 
the Tumor for Imaging
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  (b)    For ventral surgery, follow along the linea alba from 0.5 cm 
above pubic symphysis to 1 cm above xyphoid process (Fig.  1d ).       

   4.    Using  forceps   and scissors carefully separate the skin and tumor 
from the underlying tissues. Ensure this “skin fl ap” remains 
attached, laterally, to maintain blood supply ( see   Note    9  ).   

   5.    Fix the tissue stabilization pedestal (35 mm  petri dish   or 
customer- built Plexiglas platform) with  Transpore ®  tape   along-
side of the mouse at the position of the tumor.   

   6.    Extend the skin fl ap with the tumor over the tissue stabiliza-
tion pedestal and secure it along the edge using 5.0  sutures   
with a needle holder and tape (Fig.  2 ).

       7.    Carefully remove the connective tissue overlaying the tumor 
without disrupting or damaging the vasculature. To do this, gen-
tly loosen the tension placed on the sutures stretching and secur-
ing the skin, lift the connective tissue immediately adjacent to the 

  Fig. 2    Tumor preparation for imaging.  Arrow  indicates dorsal tumor implants 
( a ,  c ), and ventral tumor implants ( b ,  d ). Refl ected skin fl aps are stretched over a 
pedestal (an overturned 35 mm  petri dish  ) and secured using the attached 
 sutures  . This positioning of the skin fl ap allows for surgical removal of connective 
tissue overlaying the tumor. Once the tumor area has been prepared, the sutures 
are released (not removed) and the animal is transferred to the microscope stage       
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tumor with  forceps  , and carefully dissect out the membrane- like 
connective tissue with scissors. Ensure that no vessels are dam-
aged or cut during this process. ( see   Notes    10   and   11  ).   

   8.    Check tumor vasculature for bleeding and cauterize vessels as 
needed. Rinse the tumor with 0.9 % saline and remove excess 
saline with Kimwipes ®   tissues  .   

   9.    Remove the tape securing the animal to the  surgical board   and 
transfer the mouse to the microscope stage.

   (a)    For dorsal tumors, place the mouse on its back with the 
skin fl ap refl ected out sideways so that the  subcutaneous   
surface of the tumor is in contact with the microscope 
stage (Fig.  3a, c ).

      (b)    For ventral tumors, place the mouse on its abdomen with 
the skin fl ap refl ected out sideways so that the subcutane-

  Fig. 3    Tumor positioning on the microscope stage for imaging. Dorsal ( a ) and 
ventral ( b ) tumor preparation, top view. Dorsal ( c ) and ventral ( d ) tumor prepara-
tion, viewed from underneath the microscope stage to illustrate the positioning 
of the skin fl ap,  arrow  indicates tumor. Once the animal is placed on the stage, 
the skin fl ap is extended and secured/stabilized using the attached sutures. A 
glass microscope slide is placed over the outside of skin fl ap to slightly fl atten 
the tissue and to further stabilize the preparation       
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ous surface of the tumor is in contact with the microscope 
stage (Fig.  3b, d ).   

   10.    Take a glass microscope slide and position it over the skin fl ap so 
that it overlays the outside of the skin and is in direct contact with 
the fur. This should slightly fl atten the tumor surface against the 
microscope stage. The slide itself should not contact the hind 
limbs ( see   Note    12   and Fig.  3 ). Make sure the tumor feeding 
vessels are adequately perfused and not restricted by the pressure 
of the microscope slide. This is accomplished by looking at blood 
fl ow through the microscope, which is approximated by visual-
izing the shadows of red blood cells and leukocyte.    

             1.    Prepare a mixture of antibodies in a 1.5 mL  microfuge    tube   
using pipette and  fi lter tips   ( see   Notes    13  –  17  ).   

   2.    Draw back the plunger of a slip-tip 1 mL insulin syringe to get 
a 200 μL air space and then load antibody mix into the tip 
syringe using a pipette. The antibody mix will remain as a 
single volume of liquid held by surface tension within the tip 
of the syringe.   

   3.    Connect the syringe containing you antibodies to the  tail vein   
catheter. Slowly push the plunger until the antibodies are 
injected into the catheter, stopping once the preloaded air 
space located behind the antibody mixture reaches the needle 
supporting the catheter. Remove the syringe used for adminis-
tering the antibodies and replace it with a syringe containing 
heparinized 0.9 % saline. Avoid the introduction of air bubbles. 
Dispense 100 μL of saline to fl ush the antibody mix out of the 
catheter tubing to ensure the animal receives the full adminis-
tration of labeling antibodies.   

   4.    Make sure the surgical preparation is stable. If necessary, 
tighten the stabilization  sutures   or reposition the glass slide 
fl attening the tissue. Ensure the animal is continually anesthe-
tised. Additional anesthesia can be injected via the  catheter  .   

   5.    Image the TME using the appropriate microscope settings ( see  
 Notes    2   and   14  ; Figs.  3  and  4 ; Supplemental Videos  1 ,  2 , and  3 ).

       6.    Optimal imaging strategies and microscope confi guration is 
dependent on the specifi c questions being addressed with IVM 
and the desired data to be obtained.

   (a)    Some tumors have a high degree of background  autofl uo-
rescence  . In these tumors, it may be essential to select label-
ing  fl uorophores   and reporter dyes that are spectrally 
distinct and separate from the wavelength(s) associated 
with the observed autofl uorescence. As this phenomenon is 
tissue-specifi c, empirical determination of autofl uorescence 
spectrums must be completed for each new tumor imaged.   

3.5  Injecting 
Antibodies 
and Imaging
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  (b)    Imaging fast moving cells/processes (such as cells within a 
tumor vessel) requires rapid image acquisition (high frame 
rate). To achieve this, platforms such as resonant scanners or 
spinning-disk are required. Rapid image acquisition requires 
extensive exposure of fl uorophores to excitation lasers 
resulting in the potential for photo-bleaching. As such, care 
must be taken to select stable fl uorophores ( see   Note    16  ).   

  (c)    Extended, time-lapsed imaging can be used to document 
slower processes ( cell migration   within the TME, cellular 
recruitment to a tissue following treatment). Imaging 
 processes that occur over hours allows for much slower image 
acquisition rates (one frame every few minutes). This approach 

  Fig. 4    Representative imaging of tumor  microenvironment  . ( a ) Low magnifi cation 
image of vesicular stomatitis virus (VSV) infection ( green ) of tumor ( red ), Ly6G+ 
( cyan ), F4/80+ ( blue ) cells, and the tumor vasculature ( magenta ), scale bar 
200 μm. Image is a composite of 25 higher magnifi cation images tiled and 
stitched. ( b ) 3D-reconstruction of tumor microenvironment: tumor cells ( red ), 
vessels ( gray ), VSV infection ( green ), collagen/second harmonic ( cyan ). Image is 
composed of a z- stack   of ten optical sections (8 μm per section) (also suppl. 
Video 1). ( c ) IVM of  lymphocyte   populations within the tumor vasculature:  CD4   
( green ),  CD8   ( blue ) and NK cells ( red ), scale bar 30 μm (also suppl. Video 2). ( d ) 
IVM of  CD11b   ( red ) and  Ly6G   ( green ) stained cells within tumor vasculature, 
scale bar 25 μm, (also suppl. Video 3)       
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allows for smaller data fi les and protects photo-sensitive dyes, 
allowing for longer optimal imaging windows.   

  (d)    Visualizing deep within the  TME   is optimally achieved 
with an MP imaging platform. Several factors must be con-
sidered and controlled. Increasing laser power is required 
as imaging progresses deeper through a tissue. Increased 
laser power has the potential to cause thermal damage to 
the tissue resulting in cellular death and sterile  infl ammation  . 
Optimal deep imaging is achieved with  fl uorophores   that 
excite/emit towards the near-IR range of the spectrum as 
these wavelengths are less susceptible to absorption/scat-
tering by the tissue.   

  (e)    Capturing multiple focal planes ( z-stacks  ) and reassem-
bling them into a single image allows for the generation of 
3D reconstructions of the TME. To ensure optimal 3D 
model generation, rapid image acquisition is required so 
that the cells within the TME do not move during capture 
of the focal planes. Additionally, the use of MP imaging 
generally results in higher resolution 3D models as this 
imaging modality captures thinner optical sections at each 
focal plane with less out-of- focus light originating from 
above or below the imaging plane.           

4                       Notes 

     1.    For the described experiments, we used a Leica SP8 inverted 
microscope (Leica Microsystems, Concord, Ontario, Canada), 
equipped with 405-, 488-, 552-, and 638-nm excitation lasers, 
8 kHz tandem scan head, and spectral detectors (conventional 
 PMT   and hybrid HyD detectors) for superfi cial imaging (up to 
100 μm). This platform is also equipped with a tuneable mul-
tiphoton (MP)  laser   (700–1040 nm) (Newport Corporation, 
Irvine, CA) and external PMT and HyD detectors (Leica) for 
imaging deeper into the tumors (up to 500 μm). Spectral 
detection combined with resonant scanning confocal allows 
for multicolor imaging of moving cells (both in simultaneous 
and sequential mode). This permits the study of interactions 
between tumor cells and different populations of host immune 
and non-immune cells within the TME.   

   2.    For the described experiments we used Leica Application 
System X Version 1.8.1.0.13370. The dye separation software 
is useful for 5–6 color imaging.   

   3.    For most  subcutaneous   tumor model systems, inject the cells 
directly under the skin of the right or left hind fl ank, 10–15 mm 
lateral to the midline, 20–30 mm superior to the base of the 
animal’s tail (Fig.  1a ). For  orthotopic   models of breast cancer, 
inject the cells into the right or left mammary fat pad, 5–10 mm 
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lateral to the midline, 20–30 mm caudal to xyphoid process 
(Fig.  1b ). This specifi c location is crucial for optimal surgical 
access and intravital imaging.   

   4.    Tumor cell concentration depends on the aggressiveness of the 
cell line and the rate of tumor growth. To get palpable tumors 
within 5 days, we use 2 × 10 6  cells/mL for  4T1   and  EMT6   and 
2 × 10 7  cells/mL for B16 and CT26 cell  lines  .   

   5.    Many tumors are not suffi ciently vascularized for high-quality 
IVM before 4–5 days post-implantation. After 10 days post- 
implantation, the thick capsule established by many tumors 
impedes clear visualization of the  TME  .   

   6.    For MP imaging, specifi c equipment start-up procedures must 
be followed to ensure optimal performance. The Electro- 
Optical Modulator must be switched on fi rst as it requires at 
least 15 min to “warm up” before achieving full modulation 
depth. The super-HyD detector’s power and cooling unit 
should be turned on before the Compact Supply Unit to pro-
tect the circuitry.   

   7.    A  jugular vein catheter   can be substituted for  tail vein   
cannulation.   

   8.    Place the mouse onto its dorsum for imaging tumors growing 
in mammary fat pad or onto its abdomen for imaging tumors 
growing on the back.   

   9.    A stable surgical preparation depends upon a clean separation 
of tumor from the muscles and other underlying tissues. For 
best results:

   (a)    The tumors should be smaller than ~6 × 6 mm, as larger 
tumors are more likely to grow into deeper tissues, which 
makes the tumor preparation more diffi cult;   

  (b)    The tumor cells should be injected at the specifi c anatomi-
cal sites outlined in Fig  1a, b , to allow for ease of surgical 
access.   

   10.    Dissecting away the connective tissue from the tumor is crucial 
for successful imaging. For best results:

   (a)    The tumors should be smaller than ~6 × 6 mm, as larger 
tumors develop a thick capsule.   

  (b)    Use a dissecting microscope to visualize the overlaying 
connective tissue that must be removed.   

  (c)    Frequently moisten the surface with 0.9 % saline to pre-
serve tissue health and aid in removal of connective 
tissue.   
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   11.    Dissecting the connective tissue overlaying the mammary fat pads 
is more surgically challenging than from tumors grown on the 
fl ank, due to increased vasculature and propensity for bleeding.   

   12.    The application of a microscope slide helps to gently fl atten the 
tumor, which increases the imageable area and allows for 
deeper imaging. Additionally, this approach helps stabilize the 
surgical preparation, reducing movement in the tissue being 
imaged. Optimal imaging is dependent on injecting tumor 
cells at specifi c anatomical location ( see   Note    7  ), as cells 
injected too proximal or distal to the mid-line will establish 
tumors that are more challenging to surgically prepare. 
Additionally,  Transpore ®  tape   can be used to stabilize the 
microscope slide, but care must be taken to ensure that tumor 
feeding  blood vessels   are not restricted by the additional pres-
sure. Tumors should not be bigger than ~6 × 6 mm post- 
implantation as it is more challenging to “fl atten” larger solid 
tumors without blocking at least some blood vessels.   

   13.    Although the antibody concentration should be adjusted indi-
vidually, 5–10 μg per mouse can be used as a starting  point  .   

   14.    The selection of  fl uorophores   will depend upon the micro-
scope confi guration and imaging conditions. In our system, we 
can use up to 6 colors on the confocal platform and four colors 
by MP imaging. For confocal IVM, we have found that com-
bining BV421 (BD Biosciences), QD655 (Life Technologies) 
(excited by 405 laser), Alexa  488  ,  phycoerythrin (PE)  , 
PerCP-Cy 5.5 (excited by 488 laser), and Alexa  647   (excited 
by 638-laser) provides excellent 6-color imaging. Four-color 
MP imaging at 980 nm-excitation wavelength can be achieved 
using BV421, Alexa 488, PE and QD655 together with the 
following fi lter sets; dichroic 560 nm followed by light path 
1—dichroic 495 nm followed by a 460/50 nm fi lter for BV421 
and a 525/50 nm fi lter for Alexa 488, and light path 2—620 nm 
dichroic followed by a 575/15 nm fi lter for PE and a 
661/20 nm fi lter for QD 655.   

   15.    Administration of fl uorophore-conjugated antibodies for  in vivo   
labeling of cells has the potential for biological effects (blocking 
the function of specifi c proteins (i.e., adhesion molecules), cel-
lular activation through  Fc-receptors  , complement activation, 
cellular depletion). As such, each antibody used for  in vivo   label-
ing must be fully characterized and vetted in carefully controlled 
experiments prior to drawing conclusions from IVM.   

   16.    Care must be taken when selecting  fl uorophores   to ensure 
adequate photo-stability and limit quenching during periods 
of extended imaging. Some fl uorophores, such as PE, are sus-
ceptible to photo-bleaching. Such fl uorophores are not amend-
able to the repeated and extended excitation associated with 
long-term time-lapsed imaging. Better alternatives include the 
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broad class of sulfonated dyes (e.g., Alexa Fluor ® ) or nanocrys-
tal based dyes (e.g., Qdots ® ). These fl uorophores demonstrate 
remarkable photo-stability and intense brightness making 
them optimal for IVM. Additionally, when multiplexing imag-
ing, selection of dyes that are spectrally distinct and with lim-
ited emission overlap is important for effi cient separation of 
individual fl uorescent signals.   

   17.    The use of fl uorescently conjugated antibodies to label cells 
and structures in vivo is dependent on permeability of the tis-
sue to the labeling antibody. Poorly perfused or dense tumors, 
or tumors with a thick, impenetrable capsule frequently afford 
poor access for vascular-administered antibodies resulting in 
suboptimal (or complete absence of) labeling of desired tar-
gets. Some of these limitations can be overcome by using cells 
expressing genetically encoded fl uorescent reporter proteins 
although this approach has its own potential limitations 
(changes in expression level of reporter genes following a spe-
cifi c treatment, lack of cell-lineage specifi city)   .                  
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    Chapter 17   

 Development of a Patient-Derived Xenograft Model Using 
Brain Tumor Stem Cell Systems to Study Cancer                     

     Chirayu     Chokshi*     ,     Manvir     Dhillon*     ,     Nicole     McFarlane    ,     Chitra     Venugopal    , 
and     Sheila     K.     Singh      

  Abstract 

   Patient-derived xenograft (PDX) models provide an excellent platform to understand cancer initiation and 
development in vivo. In the context of brain tumor initiating cells (BTICs), PDX models allow for characteriza-
tion of tumor formation, growth, and recurrence, in a clinically relevant in vivo system. Here, we detail proce-
dures to harvest, culture, characterize, and orthotopically inject human BTICs derived from patient samples.  

  Key words     Patient-derived xenograft (PDX)  ,   Brain tumor-initiating cell (BTIC)  ,   Flow cytometry  , 
   In vitro  self-renewal assay  ,   In vitro proliferation assay  ,   Lentivirus  ,   Intracranial injections  , 
  Immunohistochemistry  ,   NOD-SCID    

1     Introduction 

 Current cancer treatments are largely unsuccessful in preventing 
disease progression, relapse, and overall survival of the patient. A 
rare fraction of cells with stem cell-like properties, known as  cancer 
stem cells (CSCs)  , may be responsible for maintaining neoplastic 
clones and contributing to treatment failure [ 1 ,  2 ]. In addition, 
current treatments are challenged by extensive intratumoral het-
erogeneity across multiple solid tumors [ 3 ]. The development of 
novel therapeutic  treatments      that target CSCs may reduce relapse 
rate and mortality in cancer patients. 

 Intratumoral heterogeneity is characterized by the presence of 
several malignant stem cell-like subpopulations, with correspond-
ing phenotypic diversity. Cell surface markers that identify tumor- 
initiating cells include  CD133   [ 4 – 7 ], stem cell antigen 1 (Sca1) 
[ 8 – 11 ],  CD44   [ 12 ,  13 ],  CD24   [ 14 ,  15 ], and epithelial-specifi c 
 antigen   (ESA) [ 14 ,  16 ]. Several studies demonstrate that a fraction 

 Authors contributed equally to this chapter. 



232

of CD133+ cancer cells within brain tumors are capable of multi-
lineage differentiation, clonal tumorsphere formation in vitro, and 
serial tumor transplantation  in vivo   [ 7 ,  17 – 19 ]. This stem cell-like 
subpopulation, termed brain tumor-initiating cells (BTICs),  is   
resistant to current therapeutic regimens and may be responsible 
for relapse in many pediatric and adult brain tumors [ 19 – 21 ]. 

 Xenograft mouse models of brain tumors are an excellent plat-
form to study BTICs in a living system. These models allow for 
investigation of in vivo BTIC tumorigenicity, interaction of BTIC 
populations with the surrounding microenvironment, and the role 
of BTICs in causing tumor relapse after treatment [ 7 ,  20 ,  22 ]. 
Some of the fi rst patient-derived xenograft models of human brain 
malignancy involved the injection of human brain tumor cells into 
the brains of both immune-competent and immune-defi cient mice 
[ 23 – 25 ]. However, recent xenograft models typically take advan-
tage of newer immune-defi cient mouse strains such as NOD SCID, 
NRG, and NSG mice, which carry combinations of mutations in 
RAG1/2 (recombination activating genes), VDJ recombination 
machinery,  IL2   receptor gamma chain, and the  SCID  (severe com-
bined immune defi ciency)    gene [ 26 ]. The effi ciency of tumor 
 engraftment      is increased due to minimal rejection of human tissue 
by a compromised murine immune system. 

 Here, we detail methods to develop a patient-derived murine 
xenograft model for brain cancer studies. First, a primary human 
brain tumor is dissociated into single cells and cultured in condi-
tions that enrich for BTICs. This initial cell culture can be charac-
terized using fl ow cytometry and sorted for specifi c cell populations 
based on surface markers. These cell populations can be injected 
intracranially into immune-defi cient mice. Resulting tumors can be 
harvested for  immunohistochemistry (IHC),   examination of vas-
cularity and size, fl ow cytometric analysis of marker expression, or 
serial tumor transplantation in vivo.  

2    Materials 

       1.    1× Dulbecco’s  phosphate-buffered saline (PBS)  .   
   2.    100 mm glass  petri dish  .   
   3.    Surgical  forceps   and scissors.   
   4.    RNA later  ®  stabilizing reagent.   
   5.     Liberase   TM (Roche).   
   6.    Ammonium chloride  solution      (0.8 % NH 4 Cl, 0.1 mM EDTA 

in water; STEMCELL Technologies).   
   7.    Falcon ®  70 μm nylon mesh  cell strainer  .   
   8.    Neural stem cell (NSC)    complete media: 1 % N 2  supplement 

(Invitrogen), 0.2 % 60 μg/mL   N -acetylcystine   (Sigma), 2 % 
neural survival factor-1 (Lonza), 1 % HEPES (Wisent), 6 mg/

2.1  Patient Brain 
Tumor Processing 
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Culturing
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mL glucose (Invitrogen) in 1:1 Dulbecco’s Modifi ed Eagle 
 Medium   and F12 media (Invitrogen), supplemented with 1× 
antibiotic–antimycotic (Wisent), 20 ng/mL human epidermal 
growth factor (Invitrogen), 20 ng/mL basic fi broblast growth 
factor (Invitrogen), and 10 ng/mL  leukemia inhibitory factor   
      (Chemicon) ( see   Note    7  ).   

   9.    Grenier Bio-One CELLSTAR ®  cell-repellent surface 50 or 
100 mm dish.      

       1.    PBS.   
   2.     Liberase   TM.   
   3.     DNAse I   (Worthington Biochemical Corporation).   
   4.     Trypan blue  .   
   5.    BD Falcon ®  12 × 75 mm tubes with 35 μm  cell strainer   cap.      

       1.    BD Falcon ®  12 × 75 mm tubes.   
   2.    Antibodies to the desired cell marker and matched  isotype 

controls   (where available).   
   3.    PBS + 2 mM EDTA (PBS– EDTA  ).   
   4.    Viability dyes:  7-amino-actinomycin D (7-AAD)   excitation 

488/emission 655 (Beckman Coulter) and Live/Dead ®  
Fixable Near-IR Dead Cell Stain Kit (Life Technologies).   

   5.    BD Cytofi x/Cytoperm™ Fixation/Permeabilization Kit (BD 
Biosciences):

 ●     Fixation  /Permeabilization solution, ready to use.  
 ●   10× BD Perm/Wash™ buffer, dilute 1:10 with sterile 

ddH 2 O before use.         

       1.     PBS  .   
   2.    Rodent gas anesthesia instrument equipped with a vaporizer, 

isofl urane,  oxygen   tank, charcoal scavenger fi lters, induction 
chambers, and nose cones.   

   3.    Refresh Lacri-Lube (56.8 % Petrolatum, 42.5 % mineral oil).   
   4.    Surgical detergent and povidone–iodine surgical scrub.   
   5.    Size 24 disposable safety scalpel.   
   6.    Hamilton ®  10 μL Model 1701 RN Neuros Syringe.   
   7.    17 mm Vicryl-coated absorbable  suture  ; violet, braided.   
   8.    3 M Vetbond Tissue adhesive.   
   9.    3 μg/mL buprenorphine/PBS.   
   10.    Sterile 0.9 % sodium  chloride   for injection/injectable USP.      

       1.    2.5 %  2,2,2-tribromoethanol (Avertin)  : Dissolve 5 g of Avertin 
powder in 5 mL of tert-amyl alcohol ( see   Note    1  ). Add 2.5 mL 
of Avertin- tert -amyl alcohol solution to 97.5 mL of pre-

2.2  Tumorsphere 
Dissociation for 
In Vitro and In Vivo 
Assays

2.3  Flow Cytometry

2.4   Intracranial 
Injections  

2.5  Mouse Brain 
Harvesting

Patient-Derived Xenografts of Brain Tumors



234

warmed PBS. Filter through 0.22 μm  fi lter   and aliquot into 
glass Vacutainer tubes. Wrap the tubes in foil and store at 4 °C.   

   2.    1-in sharp-ended scissors, 3-in sharp-ended scissors, 3-in 
blunt- ended scissors.   

   3.    6-in sharp-ended  forceps  , 8-in blunt-ended forceps.   
   4.    One 1cc syringe and one ½ cc insulin syringe per mouse.      

       1.     21G   needles to attach to saline and  formalin   lines.   
   2.    1000 USP units/mL heparin sodium  injection     .   
   3.    Saline solution.   
   4.    0.9 % sodium chloride 1000 mL bag.   
   5.    10 % formalin.   
   6.    1.0 mm coronal mouse brain slicer matrix and two razor 

blades.   
   7.    50 % and 70 % ethanol.   
   8.    One tissue-embedding cassette per mouse brain.       

3    Methods 

 Ensure that all tools, equipment and reagents are sterile to prevent 
contamination. All procedures must be performed in a Biosafety 
Level 2 cabinet, unless otherwise stated. 

        1.    Place 15 mL of  PBS   and 200 μL of  Liberase   TM into a 50 mL 
Falcon tube. Incubate in a 37 °C water bath (for use in  step 6 ).   

   2.    Place the patient brain tumor sample in the 100 mm glass  petri 
dish  .   

   3.    Gently pipette 5–10 mL of PBS onto the  sample      to wash away 
red blood cells (RBCs) and other fl uids. Discard these fl uids.   

   4.    Using  surgical scissors   and  forceps  , dissociate the tumor sam-
ple into a homogenous consistency ( see   Note    2  ).   

   5.    Aliquot and freeze a small amount of tumor sample (~1 mm 3 ) 
in 1 mL of RNA later  at −30 °C for gene expression analysis ( see  
 Note    3  ).   

   6.    Transfer the tumor suspension into the pre-warmed 50 mL 
Falcon tube prepared in  step 1 . Incubate at 37 °C for 15 min 
in an incubator-shaker (30 rpm) ( see   Note    4  ).   

   7.    After incubation, fi lter the tissue lysate through a 70 μm nylon 
mesh  cell strainer   into another 50 mL Falcon tube to remove 
undigested tissue ( see   Note    5  ).   

   8.    Centrifuge fi ltrate at 300 ×  g  for 5 min. Remove supernatant 
carefully and resuspend pellet in 1 mL of PBS.   
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   9.    Add 4–12 mL of ammonium chloride  solution   and incubate at 
room temperature for 5 min ( see   Note    6  ).   

   10.    Add the same amount of PBS as lysis buffer in  step 9  to the cell 
suspension. Centrifuge at 300 ×  g  for 5 min.   

   11.    Remove supernatant, resuspend cell pellet in 1 mL of NSC 
complete media ( see   Note    7  ). Transfer the cell suspension to 
either a 50 mm or a 100 mm ultra-low binding tissue culture 
dish, with fi nal volumes of 3 mL and 7 mL NSC complete 
media, respectively ( see   Note    8  ).   

   12.    When cell culture media changes from red to orange, add 2–4 
mL of NSC complete media to the cell culture dish. Change 
cell culture media completely when media color turns slightly 
yellow ( see   Note    9  ).      

          1.    Observe cell culture under microscope for the presence of 
tumorspheres (Fig.  1 ). In the absence of tumorspheres, clumps, 
and aggregates, proceed to  step 5 .

       2.    Transfer cell culture to an appropriate size Falcon tube. Collect 
any remaining cells by rinsing the culture dish with 4–5 mL of 
PBS, and add it to the same Falcon tube. Centrifuge cell sus-
pension at 300 ×  g  for 5 min.   

   3.    Remove supernatant carefully and resuspend cell pellet in 1 
mL of  PBS  . Add 10 μL of  Liberase   TM and 10 μL of  DNase I  . 
Incubate in a 37 °C water bath for 5 min ( see   Note    4  ).   

   4.    After incubation, triturate gently using a micropipette to facili-
tate complete cell dissociation.   

   5.    Add 5–10 mL of PBS to the cell suspension.  Centrifuge      at 
300 ×  g  for 5 min. Remove supernatant and resuspend cell pel-
let in 500–1000 μL of PBS.   

   6.    Filter the cell suspension into a 12 × 75 mm tubes with 35 μm 
 cell strainer   cap.   

   7.    Determine cell number and viability using  Trypan Blue   solu-
tion.       Adjust cell count as required for specifi c assays.      

        1.    Using the tumorsphere dissociation protocol (Subheading 
 3.2 ), obtain a single cell suspension with live cell concentration 
of 1.0 × 10 6  cells/mL.   

   2.    Label the required number of 12 × 75 mm tubes and add 
appropriate amount of antibody or  isotype control   (as 
 predetermined by antibody titration) ( see   Notes    10   and   11  ). 
Add 100 μL cell suspension to each tube.   

   3.    Incubate cell suspension for 15 min at room temperature.   
   4.    Wash cells by adding 1 mL of PBS + 2 mM  EDTA (PBS-EDTA) 

  to each sample and centrifuge at 300 ×  g  for 3 min. Remove 
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supernatant by decant and blot method ( see   Note    12  ). Gently 
tap tubes to loosen pellets.   

   5.    Resuspend pellets in 250 μL PBS–EDTA with 2 % 7AAD for 
10 min at room temperature.      

        1.    Using the tumorsphere dissociation protocol (Subheading 
 3.2 ), obtain single cell suspension with live cell concentration 
of 1.0 × 10 6  cells/mL.   

   2.    Add 1 μL of Live/Dead ®  fi xable dead cell  stain      to every 1 mL 
of cell suspension and incubate on ice for 20 min.   

   3.    Add an equal volume of PBS–EDTA and centrifuge at 300 ×  g  
for 3 min. Carefully remove supernatant and resuspend pellet 
well.   

   4.    Add 250–300 μL of  Fixation  /Permeabilization solution, gen-
tly swirl tube to resuspend and incubate on ice for 20 min.   

   5.    Label the required number of 12 × 75 mm tubes, and add anti-
bodies and  isotype controls   (as predetermined by titration).   

   6.    Add 1 mL Perm/Wash™ buffer to the fi xed cell suspension and 
centrifuge at 300 ×  g  for 3 min. Carefully remove supernatant.   

3.4  Flow Cytometry: 
Internal Staining

  Fig. 1     BTIC   populations form tumorspheres in culture. Dissociated brain tumor 
cells plated in NSC complete media form ( a ) tumor spheres, ( b ) cell aggregates, 
and ( c ) cellular debris       
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   7.    Resuspend cell pellet in suffi cient Perm/Wash™ buffer to add 
2 × 10 5  live cells per 100 μL of cell suspension to every tube 
prepared in  step 5 . Incubate on ice for 30–45 min.   

   8.    Add 1 mL Perm/Wash™ buffer to each test tube and centri-
fuge at 300 ×  g  for 3 min. Carefully remove supernatant.   

   9.    Resuspend in 250 μL of PBS– EDTA  .      

       1.    Follow  steps 1 – 3  from the internal staining procedure, i.e., 
addition, incubation and washing of Live/Dead ®  fi xable dead 
cell stain. Resuspend cells in suffi cient PBS–EDTA to add 100 
μL to each staining tube required, then follow surface staining 
 steps 2 – 4 , resuspending pellets well after washing.   

   2.    Fix each test tube of stained cells by adding 250 μL Fixation/
Permeabilization solution and incubating on ice for 20 min.   

   3.    Add 750 μL Perm/Wash™ buffer to each tube and centrifuge 
at 300 ×  g  for 3 min. Carefully remove supernatant.   

   4.    Add appropriate amounts of internal antibodies/isotype con-
trols and incubate on ice for 30–45 min.   

   5.    Follow wash  steps 8  and  9  from internal staining procedure 
(Subheading  3.4 ).      

        1.    Use the negative control sample to establish cytometer set-
tings: adjust forward and side  scatter   to view all cells and create 
a gating region around the cells of interest (Fig.  2a ) ( see   Notes  
  13   and   14  ). Adjust required  fl uorescence   detectors to position 
negatives within the fi rst decade and a half (Fig.  2b ).

       2.    Create a second gating region around the viable  cells      (i.e., cells 
that are negative for the viability dye) (Fig.  2c ). Both the 
forward- side scatter and the viability of gating regions should 
be applied to all fl uorescence plots before establishing statisti-
cal regions which will defi ne the positives (Fig.  2d, e ).   

   3.    If more than one  fl uorophore   is used, run single stained con-
trols and establish color  compensation   values (Fig.  3 ).

           Immunodefi cient mice must be used for engraftment of patient 
derived cells. All procedures must be performed in a BSL 2 cabi-
net, within a clean room.

    1.    Follow  steps 1 – 6  from Subheading  3.2 .   
   2.    Resuspend desired number of patient-derived cells in 10 μL of 

 PBS  , and keep cell suspension on ice.   
   3.    Assemble and turn on the rodent anesthesia instrument.   
   4.    Weigh mouse and place in gaseous induction chamber.       After 

2–3 min, the mouse should be unresponsive to a toe pinch ( see  
 Note    15  ).   
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  Fig. 2    Flow cytometric analysis of  BTIC    population  . ( a ) Light scatter plot providing an image of all cells, includ-
ing debris. A region has been drawn around potential cell population based on size (FSC)    and  granularity   (SSC)   . 
( b ) Required  fl uorescence   detectors are adjusted to position negatives within the fi rst decade and a half. ( c ) 
Dead cells that stain with viability dye (7- AAD      or IR) are eliminated from further analysis. ( d ) Matched  isotype 
control   is used to position the statistical quadrants. ( e ) Glioblastoma BTICs are stained and quantifi ed with 
surface markers CD133-APC and CD15-PE       
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   5.    Place the mouse on a platform, and insert its nose properly 
into the maintenance tube of the rodent anesthesia instrument. 
Gently secure the mouse to a stereotactic frame ( see   Note    16  ).   

   6.    Use a  cotton swab   to clean the top of the mouse head with 
surgical detergent, followed by sterile water and then a povi-
done–iodine surgical scrub.   

   7.    Use a scalpel to make a cut down the midline of the mouse’s 
head, between the eyes to the ears (Fig.  4 ).

       8.    Spread the skin to locate the sagittal and coronal  sutures  , and 
identify the point located 2 mm behind the coronal suture, and 
3 mm to the right of the sagittal suture. Drill a burr hole by 
tapping the drill bit lightly against the skull. Drill until a red-
dish area is visible, or until a  Hamilton syringe   can penetrate 
through the remaining skull ( see   Note    17  ).   

   9.    Using a 10 μL  Hamilton syringe   fi lled with 10 μL of cell sus-
pension, insert the syringe 3 mm into the burr hole at either 
90° or 60° from the horizontal plane.   

   10.    Inject the 10 μL of cell suspension in one slow, smooth, and 
uninterrupted motion into the mouse right frontal lobe. 
 Gently tap the end of the syringe 2–3 times before removing 
it to ensure that cell suspension remains in the brain.   

   11.    Clean any spilled blood with  gauze  , and suture the cut with 
2–3 stitches using a simple interrupted technique. Add two 

  Fig. 3    Color  compensation   between PE and FITC. ( a ) Uncompensated signal overlap between  phycoerythrin 
(PE)   and fl uorescein (FITC). ( b ) Compensation subtracts the FITC signal from the PE signal       
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extra throws after the initial knot has been tied and cut off any 
excess suture thread.   

   12.    Apply a small amount of tissue adhesive to the sutured cut and 
mark the mouse as necessary (i.e. tail mark or ear notch).   

   13.    Inject 1 mL of sterile 0.9 % sodium  chloride   and 0.5 mL of 
buprenorphine (Temgesic) subcutaneously.   

   14.    Place mouse in a recovery cage on a piece of gauze, and posi-
tion part of the cage near a heat source ( heat lamp   or heat pad) 
until the mouse is awake ( see   Note    18  ).   

   15.    Repeat  step 13 , 24 h after surgery.   
   16.    Observe mouse for required length of time or until experimen-

tal  endpoint     .      

       1.    Retrieve and weigh the mouse. Administer 18 μL of 2.5 % 
Avertin per gram weight by intraperitoneal injection using a 1 
cc syringe.   

   2.    Return the animal to its cage and, after 3–4 min, it should be 
unresponsive to a toe pinch.   

   3.    Perform cervical dislocation as instructed by your animal facility.   
   4.    Decapitate the mouse at the site of dislocation and remove the 

skin from the base of the head to the nose, exposing the scalp.   
   5.    Using small sharp-ended scissors, pierce the skull at the base of 

the head and carefully cut the ridge between the eyes.   

3.8  Preparation 
of Mouse Brain 
for Harvesting

  Fig. 4    Representative anatomical landmarks of mouse skull. The main anatomical landmarks are outlined. The 
approximate location of burr hole and site of injection is marked by  X        
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   6.    Using sharp-ended  forceps  , remove the skull by carefully pull-
ing it away from the brain until all of the brain is exposed ( see  
 Notes    19   and   20  ).   

   7.    Carefully lift the brain out of the skull in a scooping manner.   
   8.    Place it in 15 mL of sterile PBS and culture the mouse  brain      as 

mentioned previously in Subheading  3.1 .     
 The cultured cells could be reinjected (follow steps from 

Subheading  3.7 ) for serial transplantation, or reanalyzed by fl ow 
cytometry (follow steps from Subheading  3.3 – 3.6 ).  

         1.    Follow  steps 1  and  2  from Subheading  3.8 .   
   2.    Place the anesthetized mouse on an inclined surface with abdo-

men facing up. Spread the paws as wide as possible and secure 
with tape.   

   3.    Using blunt-ended  forceps  , grab skin at the level of the dia-
phragm and cut with blunt-ended scissors to expose the  liver   
and heart. Cut laterally and then through the ribs. Ensure that 
organs are not damaged to avoid unnecessary interference with 
the  circulation   ( see   Note    21  ).   

   4.    Inject 20 μL of heparin using ½ cc syringe into the left ventri-
cle. After 10–12 heart beats, hold the heart gently with forceps 
and insert the saline needle 2–3 mm into the left ventricle (~2 
mL/min). Immediately cut the right ventricle. Let the blood 
drain from the right ventricle until the liver changes color to 
light brown.   

   5.    Replace the saline needle with 10 mL of 10 % formalin (~2 
mL/min) into the same hole ( see   Note 22 ).   

   6.    Decapitate and remove the mouse brain as detailed in  steps 
3 – 7  from Subheading  3.8 . Put brain in 10 mL of 10 % 
 formalin  .   

   7.    Store brain at 4 °C for at least 48 h for  fi xation  .   
   8.    Place the mouse brain in a 1 mm coronal mouse brain sliver 

matrix, and slice the brain at every other channel using sharp 
razor blades (Fig.  5 ). This procedure does not need to be per-
formed in a BSL2 hood.

       9.    Place mouse brain slices in cassettes and dehydrate in 50 % eth-
anol for 5 min, followed by 70 % ethanol for at least 24 h. This 
step prepares the brain slices for paraffi n embedding. 
  Hematoxylin   and  eosin   staining is performed to visualize 
tumor size and immunohistochemistry may now be performed 
for analysis of specifi c marker expression (Fig.  6 ).
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4                                   Notes 

     1.    Dissolution of Avertin is aided by vigorous stirring and placing 
the mixture in an incubator-shaker (30 rpm) set at 50 °C.   

   2.    Minimize exposure of brain tumor tissue to air for extended 
periods of time to prevent  cell      death.   

   3.    Ensure that the RNA later  aliquot of the dissociated tumor 
sample contains the tumor itself rather than fatty tissue sur-
rounding the tumor.   

   4.    Prolonged incubation with  Liberase   TM is toxic to cells; do 
not extend incubation beyond 5 min.   

  Fig. 5    Preparation of excised  mouse      brain for  immunohistochemistry  . ( a ) 10 % formalin-fi xed mouse brain is 
placed on the 1 mm coronal mouse brain sliver matrix. ( b ) The mouse brain is sliced at every other channel 
using razor sharp blades. ( c ) Following dehydration using ethanol,  hematoxylin   and  eosin   staining is performed 
to visualize tumor size (5 mm black scale bar)       

  Fig. 6    Representative H&E and IHC-stained mouse xenograft. ( a ) H&E staining of coronal section of mouse 
brain reveals large tumor masses ( arrow ). ( b ) COX-IV IHC  staining      identifying human xenograft within the 
mouse brain ( arrows )       
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   5.    To increase yield, withdraw additional fi ltrate from the bottom 
side of the nylon mesh  cell strainer   without puncturing it.   

   6.    The Ammonium  Chloride   solution used for RBC lysis is very 
gentle on all other cells.   

   7.    Neurocult™ NS-A Proliferation Kit (Human) from 
STEMCELL Technologies can be used to replace NSC com-
plete media for patient brain tumor processing and primary 
cell culturing.   

   8.    Increased growth of patient-derived tumor cells has been 
observed when initial cell density is high. Therefore, use a 
50 mm culture dish with 3 mL of NSC complete media when 
the cell pellet is less than 1 mm thick. However, when the 
thickness is greater than 1 mm, use the 100 mm culture dish 
with 7 mL of NSC complete media.   

   9.    Growing cells at high-density with few passages may lead to a 
signaling environment similar to the original tumor  microen-
vironment  , facilitating robust growth and viability. Cells may 
develop as free-fl oating clusters of spheroid bodies called 
tumorspheres (Fig.  1 ). Many tumorspheres are clonal colonies 
derived from a single brain  tumor   initiating cell or progenitor 
cell, and are enriched for stem-cell-like populations. However, 
cultures from different patients may behave differently due to 
intertumoral and intratumoral heterogeneity. Thus, careful 
inspection and evaluation of each sample is necessary.   

   10.    Always consult antibody technical data sheets provided by the 
supplier for recommended incubation times, temperatures and 
amount of antibody. Starting with the recommended amount, 
prepare a serial dilution of decreasing antibody concentrations 
and add each dilution to 100 μL of sample. Select the anti-
body dilution that delivers the greatest separation between 
positive and negative cells.   

   11.    The emission spectra of some  fl uorochromes   spill over into 
other detectors and must be subtracted. We use BD™ 
CompBeads in order to determine the appropriate  compensa-
tion   values.   

   12.    After centrifugation of the cell suspension, decant the super-
natant by turning the tube upside down over a waste con-
tainer. Carefully blot the edge of the tube to remove excess 
liquid, then turn the tube upright and gently resuspend. Do 
not turn the tube upside down again as the resuspended cell 
pellet may be lost.   

   13.    This scatter pattern allows  end users to view  live and dead cells 
in the sample, including debris.   

   14.    The specifi cs of acquisition, analysis, and sorting are 
instrument-dependent.   
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   15.    The vaporizer of the isofl urane  anesthetic      machine can be set 
between 3 and 5 % when the mouse is in the induction 
chamber.   

   16.    The mouse must be kept under maintenance anesthesia 
(vaporizer dial at 2.5 %) to ensure that the mouse does not feel 
pain or wakes during surgery.   

   17.    We have found that a burr hole is usually achieved after 
approximately ten gentle taps of the drill bit against the mouse 
skull.   

   18.    While placing the mouse on  gauze  , make sure that its air pas-
sages are unobstructed to allow for proper respiration. This 
promotes better recovery post-surgery.   

   19.    The skull can be removed in small pieces to prevent damage to 
the brain.   

   20.    Be careful around the olfactory bulbs as they are easy to dam-
age. Make sure that the entire skull is removed around the 
olfactory bulbs to prevent damage while removing the brain.   

   21.    Free the heart by tearing any connective tissue with  forceps   
and not scissors.   

   22.    A good indication of how well the animal is being fi xed is to 
test tail fl exibility, which should be stiff.         
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    Chapter 18   

 Modeling Breast Tumor Development with a Humanized 
Mouse Model                     

     Lisa     M.     Arendt      

  Abstract 

   The tumor microenvironment plays a critical role in breast cancer growth and progression to metastasis. 
Here, we describe a method to examine stromal–epithelial interactions during tumor formation and pro-
gression utilizing human-derived mammary epithelial cells and breast stromal cells. This method outlines 
the isolation of each cell type from reduction mammoplasty tissue, the culture and genetic modifi cation of 
both epithelial and stromal cells using lentiviral technology, and the method of humanizing and implanta-
tion of transformed epithelial cells into the cleared mammary fat pads of immunocompromised mice. This 
model system may be a useful tool to dissect signaling interactions that contribute to invasive tumor behav-
ior and therapeutic resistance.  

  Key words     Human-in-Mouse model  ,   Human mammary epithelial cells  ,   Breast cancer  ,   Stroma  , 
  Mammary gland  ,   Stromal–epithelial interactions  

1      Introduction 

 Breast cancer is a complex disease, resulting from pathogenic 
genetic changes that occur in  epithelial cells   leading to unregu-
lated epithelial cell proliferation. Tumor growth is supported 
through the recruitment of a reactive  stroma  , comprised of can-
cer associated  fi broblasts   and adipocytes, recruited immune cells, 
endothelial and lymphatic networks, and extracellular  matrix  . 
Functionally, this stromal compartment can promote tumor 
growth through increased  angiogenesis  , secretion of immuno-
modulating cytokines, and creation of niches for cancer stem-
like cells [ 1 – 3 ]. An increasing body of evidence suggests that 
formation of the tumor stroma is a major regulator of tumor 
progression [ 4 – 7 ]. However, since many xenograft models reca-
pitulate advanced disease, understanding the signaling interac-
tions between epithelial and stromal cells during early tumor 
development is challenging. Here, we describe a xenograft model 
to study tumor progression. Both the breast epithelial cells and 
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stromal cells are of human origin, and these human-derived cells 
can be genetically modifi ed in order to model genetic changes 
observed in human breast tumors then transplanted into the 
mammary fat pads of immunocompromised mice. This method 
allows for the stepwise progression of breast  tumors   from cir-
cumscribed hyperplasias to disorganized tumors (Fig.  1 ).

   For this model, human mammary epithelial cells (HMEC)    
and stromal cells are isolated using collagenase digestion of 
breast tissue from reduction mammoplasty surgeries (Fig.  2 ). 
Stromal cells can be immortalized with  lentiviruses      encoding 
human telomerase (hTERT) and genetically modifi ed to express 
growth factors or other proteins of interest [ 8 ]. These stromal 
cells are then transplanted into the cleared mammary fat pads of 
NOD/ SCID   mice in order to generate connective tissue to sup-
port the growth of HMEC.  HMEC      can be transduced with len-
tiviruses encoding oncogenes observed in breast cancer subtypes 
to generate breast tumors [ 9 ,  10 ]. As the tumors develop, the 
human-derived stromal cells are replaced by immune cells and 
myofi broblasts from the recipient mouse [ 11 ]. This protocol 
outlines the methods for the isolation of epithelial and stromal 
cells used in this model, the surgical procedures for clearing and 
humanizing the mouse mammary gland, and the transplant of 
transformed  epithelial cells   into humanized mammary glands in 
order to generate tumors.

  Fig. 1    Tumor progression utilizing the Human-in-Mouse (HIM) model. Following transplant of genetically modi-
fi ed mammary  epithelial cells      into humanized mammary fat pads, epithelial cells form hyperplasias which can 
be detected using green fl uorescent protein (GFP) within 1.5 weeks. The tumors grow from approximately 
1–2 mm in diameter at 3 weeks to large masses (1 cm in diameter) within 8–12 weeks. This timeline for 
growth may be altered due the oncogenes used to induce tumor formation as well as genetic variation in the 
epithelial cells utilized. Scale bar = 100 μm       
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  Fig. 2    Human-in-Mouse (HIM) model fl owchart. Breast tissue from a reduction mammoplasty surgery is 
minced and digested overnight in collagen. The resulting suspension can be separated into a stromal fraction 
and organoids for use in culture or frozen in aliquots in liquid nitrogen for  later   use. The stromal fraction can 
be immortalized using lentivirus encoding  human telomerase (hTERT)   and then further genetically modifi ed 
using additional lentiviral particles to express other genes of interest. The resulting stromal cell lines are used 
to humanize the cleared mammary fat pads of NOD/ SCID   mice. Two to three weeks later,  epithelial cells   from 
the organoid fraction can be dissociated into single epithelial cells, transduced with lentiviruses encoding 
oncogenes, co-mixed with stromal cells and implanted into the humanized glands for breast tumor  formation         
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2       Materials 

       1.    Biosafety cabinet.   
   2.    37 °C incubator with tube rotator.   
   3.    Tissue culture incubator held at 37 °C and 5 % CO 2 .   
   4.    Water bath set to 37 °C.   
   5.    Centrifuge.   
   6.     Isofl uorane   vaporizer, induction chamber,  anesthesia   circuits 

with nose cone, heating pad.   
   7.     Hemocytometer  .   
   8.     Heat lamp  .   
   9.    Hair  clipper  .      

       1.     Reduction mammoplasty tissue   ( see   Notes    1   and   2  ).   
   2.    21-day-old NOD/ SCID   (NOD.CB17-Prkdcscid/J) female 

mice ( see   Notes    3   and   4  ).   
   3.    Mayo scissors or razor blades.   
   4.    15 and 50 mL conical tubes ( see   Note    5  ).   
   5.    100 mm × 20 mm  tissue culture plates  .   
   6.     Cryovials  .   
   7.    Plastic aspirating pipettes ( see   Note    6  ).   
   8.    Dulbecco’s Modifi ed Eagle’s medium.   
   9.    DMEM– F12 medium  .   
   10.    0.05 % trypsin– EDTA  .   
   11.     Calf serum  .   
   12.    Antibiotic–antimycotic.   
   13.     Epidermal growth factor (EGF)  .   
   14.     Insulin  .   
   15.     Hydrocortisone  .   
   16.     Collagenase A  .   
   17.     Hyaluronidase  .   
   18.    Red blood cell lysis buffer: (0.15 M  NH 4 Cl     , 0.01 M KHCO 3 , 

0.03 mM EDTA).   
   19.    1×  phosphate buffered saline (PBS).        
   20.    Dimethyl sulfoxide (DMSO)   .   
   21.     DNAse I  .   
   22.    Lentiviral particles encoding human  telomerase   (hTERT;  see  

 Notes    2   and   7  ).   
   23.    Lentiviral particle encoding oncogene of interest ( see   Note    8  ).   

2.1  Equipment

2.2  Reagents
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   24.     Protamine sulfate   ( see   Note    9  ).   
   25.     Bleomycin sulfate   (2 mU/mL).   
   26.    0.1 %  bovine serum albumin (BSA)   in PBS, fi lter sterilized.   
   27.    Growth factor-reduced  Matrigel  .   
   28.    Rat tail type I collagen.      
   29.    0.1 N  NaOH  .   
   30.    0.01 N glacial  acetic acid  .   
   31.    40 μm basket fi lter.   
   32.    Low adherence 24-well plates.   
   33.    10 mL syringes and 18 g needles.   
   34.    pH indicator paper.   
   35.     Parafi lm  .      

       1.     Epithelial Cell   Media: Mammary epithelial cell  basal   media 
supplemented with 52 μg/mL  bovine pituitary extract  , 
0.5 μg/mL  hydrocortisone  , 10 ng/mL human EGF, 5 μg/
mL  insulin  .   

   2.    Organoid Media: DMEM–F12 media supplemented with 5 % 
 calf serum  , 10 μg/mL insulin, 10 ng/mL EGF, 0.5 μg/mL 
hydrocortisone, and 1 % antibiotic–antimycotic.   

   3.    Digestion Media: Organoid Media supplemented with 3 mg/
mL collagenase and 600 μg/mL  hyaluronidase  .   

   4.    Fibroblast Media:  DMEM   supplemented with 10 %  calf serum   
and 1 % antibiotic–antimycotic.   

   5.    Wash Buffer: PBS + 5 % calf  serum  .      

       1.     Analgesic   ( see   Note    10  ).   
   2.    Ophthalmic lubricant (such as Dechra NDC).   
   3.     Betadine solution   (1 % iodine).   
   4.    Cotton tip applicators.   
   5.    Alcohol  wipes   (70 % ethanol).   
   6.    9 mm Autoclips.   
   7.    Autoclip applicator.   
   8.    Autoclip remover.   
   9.     Hamilton syringe   100 μL size.   
   10.    Hamilton syringe needles 22G, 2″, point style 2.   
   11.    1 mL syringes and  27G   needles.   
   12.     Surgical scissors  .   
   13.    Surgical  forceps  .       

2.3  Media

2.4  Surgical 
Supplies
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3    Methods 

       1.    Transfer tissue into a biosafety cabinet, and  mince   the sample 
with sterile razor blades or Mayo scissors until tissue pieces 
measure approximately 5 mm 3  ( see   Notes    11   and   12  ).   

   2.    Fill a 15 mL conical tube with 10 mL of Digestion Media. Add 
minced tissue to fi ll the tube to the 15 mL marker (approxi-
mately 2 g of tissue). Cover the tube and seal with  Parafi lm  . 
Invert the tube to make sure that the tissue can mix with the 
media. If the tissue does not mix, remove tissue from the top 
of the tube to create more space ( see   Note    12  ).   

   3.    Incubate fi lled 15 mL tubes at 37 °C with rotation for approxi-
mately 8–10 h.   

   4.    Remove the tubes from the incubator, then centrifuge the 
tubes for 1 min at 9 ×  g  to separate the Digestion Media into an 
oil/fat layer, middle aqueous layer enriched for stromal cells, 
and bottom organoid pellet.   

   5.    Remove oil/fat layer ( see   Note    13  ).   
   6.    Separate the stromal and organoid fractions into 50 mL coni-

cal tubes. Centrifuge the tubes for 5 min at 300 ×  g . Aspirate 
the supernatant.   

   7.    Resuspend the organoid and stromal cell pellets in 2 mL of red 
blood cell lysis buffer. Incubate at room temperature for 2–5 min.   

   8.    Add 10 mL of Wash Buffer and centrifuge for at 300 ×  g  for 5 min.   
   9.    Repeat  step 8  three times.   
   10.    The fractions can be used for further experiments now or fro-

zen for later use. Centrifuge cells at 300 ×  g  for 5 min, and 
remove supernatant. Resuspend the stromal fraction in 
Fibroblast Media + 10 %  DMSO  ; resuspend the organoid frac-
tion in Organoid  Media      supplemented with an additional 5 % 
 calf serum   and 10 %  DMSO   ( see   Note    14  ).      

       1.    Thaw or use the stromal fraction pellet as generated in 
Subheading 3.1 ( see   Note    15  ).   

   2.    Plate cells onto 100 mm × 20 mm plates in Fibroblast Media 
and allow stromal cells to adhere to the plastic overnight. Cells 
should be grown in a tissue culture incubator.   

   3.    Culture cells in Fibroblast Media, feeding every other day, 
until they approach 80 % confl uence.   

   4.    To split the cells, aspirate the media from the plate. Add  tryp-
sin  , and incubate the cells at 37 °C for 5 min. Gently tap the 
plate to dislodge remaining adherent cells. Quench the trypsin 
with Fibroblast Media, collect the cells into a conical tube, and 
centrifuge at 300 ×  g  for 5 min. Aspirate the supernatant.   

3.1  Dissociation 
of  Reduction 
Mammoplasty Tissue  

3.2  Generation 
of Immortalized 
Stromal Cells
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   5.    Resuspend the cells in Fibroblast Media and count the number 
of cells using a  hemocytometer  .   

   6.    Plate and infect the cells using  lentivirus         encoding  hTERT  , 
according to the manufacturer’s instructions, and subsequently 
select the cells using a mammalian selection marker or by fl uo-
rescence activated cell sorting (FACS) depending on the viral 
construct backbone ( see   Note    7  ).   

   7.    Expand the number of  fi broblasts   in culture prior to human-
izing. Each mammary gland that is humanized will require 
2.5 × 10 5  untreated and 2.5 × 10 5  bleomycin-treated fi broblasts. 
The fi broblasts should not reach confl uence during growth as 
this may have a negative effect on the engraftment during 
humanization ( see   Note    16  ).   

   8.    24 h prior to surgery, add 2 mU/mL  bleomycin sulfate   to the 
media of half of the fi broblasts to be used for humanizing. 
Incubate the cells for 30 min at 37 °C, then aspirate off the 
media, wash the cells with PBS, and add fresh Fibroblast Media.   

   9.    On the day of the surgery, wash the cells with  PBS  , trypsinize 
and count cells ( see  Subheading 3.2  step 4 ). Prepare enough 
cells to inject at least four extra glands for both bleomycin- 
treated and untreated fi broblasts. Pool the correct number of 
treated and untreated cells, centrifuge at 300 ×  g  and resuspend 
in 25 μL Fibroblast Media per gland prepared. Keep the cells 
on ice until the mice are ready for humanizing.      

       1.    Clean surgical area with disinfectant and sterilize surgical 
instruments. Inject mice with  analgesic   prior to the start of 
surgery ( see   Note    10  ).   

   2.    Place a mouse in the induction chamber of the anesthesia 
machine, and induce anesthesia using 1–3 %  isofl uorane   with 
an O 2  fl ow rate of 1–2 L/min. When the mouse no longer 
withdraws its foot in response to pinching its toes, the mouse 
is in a surgical plane of anesthesia. Apply ophthalmic ointment 
to its eyes and place the mouse in lateral recumbency with a 
nose cone to supply anesthesia.   

   3.    Shave a 2–3 cm area extending from the rib cage to the leg. 
Disinfect the shaved area completely with betadine applied 
with a cotton tip  applicator  , and then wash the skin with 70 % 
   ethanol wipes. The lymph node should be visible though the 
skin as a small, dark oval at the level of the kneecap.   

   4.    Make a 1 cm incision in the skin over the surface of the mam-
mary gland at the level of the lymph node. Expose the lymph 
node, and with  forceps  , lift the lymph node and cut the mam-
mary gland dorsal to the lymph node. Retract the mammary 
gland gently from the skin with the forceps, and excise the 
mammary gland ventrally toward the nipple. This will remove 
the lymph node and the endogenous mammary epithelium.   

3.3  Humanizing 
Mammary Fat Pads
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   5.    Using forceps gently retract the remaining mammary fat pad. 
Using a  Hamilton syringe   and needle, slowly inject 25 μL of 
immortalized  fi broblasts   into the remaining mammary fat pad. 
Insert the needle deeply enough into the fat pad to prevent 
leakage around the needle. Slowly withdraw the needle, and 
twist the syringe upon removal to prevent leakage.   

   6.    Pull the skin together and tent over the injection site to avoid 
puncturing the injected mammary gland. Apply wound clips to 
close skin incision.   

   7.    Turn mouse over and repeat  steps 3 – 6  on the contralateral 
mammary gland.   

   8.    Place mice in clean cage with an area of the cage under a  heat 
lamp  , and monitor the mice until they are able to walk on their 
own. Continue to monitor mice daily post-surgically. Surgical 
clips can be removed after 10–14 days ( see   Note    17  ).      

       1.    Injections of epithelial cells for both tumor studies and normal 
outgrowths should be made 2–4 weeks following humaniza-
tion for the best results.   

   2.    Expand  fi broblasts   for co-injection with epithelial cells. For 
this injection 2.5 × 10 5  fi broblasts are co-mixed with epithelial 
cells at the time of the injection.   

   3.    24 h before injection, thaw a vial of collagenase pellet gener-
ated in Subheading 3.1 in a 37 °C water bath. Resuspend the 
pellet in 10 mL of Fibroblast  Media   and plate on a 
100 mm × 20 mm plate. Incubate in a tissue culture incubator 
for 1–2 h ( see   Note    18  ).   

   4.    Decant the non-adherent cells into a 50 mL conical tube with 
a pipette, and wash the plate with 10 mL  PBS   to remove any 
remaining organoids ( see   Note    19  ). Centrifuge cells at 300 ×  g  
for 5 min. Aspirate and discard the supernatant.   

   5.    Add 10 mL of 0.1 % BSA in PBS, and resuspend the pellet by 
it passing though an 18 g needle attached to a 10 mL syringe 
8–10 times.  Centrifuge   at 300 ×  g  for 5 min. Aspirate and dis-
card the supernatant.   

   6.    Resuspend the pellet in 2 mL  trypsin  . Triturate the solution 
with a 1 mL pipette for 1 min to break up the organoids. 
Incubate the tube in a 37 °C water bath for 5 min. Triturate 
the solution again, and then continue the incubation in the 
water bath for an additional 5 min.   

   7.    Add 10 mL of Fibroblast Media to quench the trypsin and 
100 μL of DNAse to remove cellular clumping due to cell 
death. Mix thorough with a 10 mL pipette until the cell clumps 
disperse, then fi lter through a 40 μm basket fi lter into a 50 mL 
conical tube. Wash the fi lter with an additional 10 mL of 
Fibroblast Media.   

3.4  Preparation 
of Human Mammary 
Epithelial  Cells  
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   8.    Centrifuge cells at 300 ×  g  for 5 min and resuspend the pellet in 
Epithelial Cell Media. Count cells with a  hemocytometer  . 
Centrifuge cells at 300 ×  g  for 5 min and resuspend the cells in 
Epithelial Cell Media at a concentration of 1 × 10 6  cells/mL.   

   9.    Aliquot 500 mL of the resuspended epithelial cells into each 
well of a 24-well non-adherent plate. Add  lentivirus   encoding 
oncogenes to the cells in the presence of 5 μg/mL  protamine 
sulfate   (se e   Note    20  ). Incubate the epithelial cells with the 
lentivirus in a tissue culture incubator overnight.   

   10.    Using a 200 μL pipette tip, triturate the transduced mammary 
epithelial cells to break up clumps that formed overnight. Collect 
the epithelial cells into a conical tube. Wash each well with 1 mL 
Wash Buffer, and collect the wash fraction with the infected cells 
in the conical tube. Centrifuge at 300 ×  g  for 5 min.   

   11.    Aspirate off the supernatant and wash cell  pellet   with 10 mL of 
Wash Buffer.  Centrifuge   at 300 ×  g  for 5 min. Aspirate the 
supernatant and repeat the wash step two additional times.   

   12.    Resuspend cells in 5 mL Epithelial Cell Media and count the 
cells. The target number of cells for injection to make tumors 
is between 1 and 2 × 10 5  cells/gland. Remove the number of 
cells necessary to complete the injections, including enough 
cells for at least four additional injections, and put the cells in 
a conical tube on ice until the  fi broblasts   and matrix compo-
nents have been prepared.   

   13.    Aspirate off media from fi broblasts, wash with  PBS  , and trypsin-
ize as described in Subheading 3.2  step 4 . Count fi broblasts 
using a hemocytometer and remove the number of cells neces-
sary for the injections. The total number for each gland is 
2.5 × 10 5 , and enough  fi broblasts   should be prepared to inject 
four additional glands. Place the correct number of fi broblasts in 
a 15 mL conical tube on ice until the matrix has been prepared.   

   14.    The fi broblasts and  epithelial cells   are mixed in a mixture of 
collagen and Matrigel for injection. Matrigel should be thawed 
and maintained on ice, because it will gel at 37 °C. For tumor 
growth, use a 1:1 mixture of collagen and Matrigel. Dilute 
stock collagen to a concentration of 2 mg/mL with 0.01 N 
glacial  acetic acid     , then add 0.1 N NaOH dropwise until the 
pH reaches approximately 5.0 when measured with  pH paper  .   

   15.    Combine collagen and Matrigel together. The mixture will 
turn yellow/clear due to the low pH of the collagen. Keep on 
ice. Check the pH of the mixture using pH paper. Add 0.01 N 
NaOH to the mixture dropwise, mixing well, and check the 
pH frequently until it reaches approximately 7–7.5. The color 
of the matrix mix should be pale rose pink.   

   16.    Combine fi broblast and epithelial cells into one conical tube 
and centrifuge at 300 ×  g  for 5 min. Aspirate the supernatant 
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and resuspend the cell pellet in collagen–Matrigel. The amount 
of matrix used for each injection is 30 μL. Keep the cells in 
matrix on ice until  surgery  .      

       1.    Prepare the surgical area and induce anesthesia as in Subheading 
3.3  steps 1  and  2 .   

   2.    Re-shave the area from the humanization surgery, scrub with 
Betadine, and wash with 70 %  ethanol wipes  .   

   3.    Make a small incision dorsal to the scar formed from the previ-
ous humanization incision. Gently retract the skin from the 
mammary gland with a  forceps  . The area of humanization will 
be evident as a whitish, striated area in the gland.   

   4.    Redistribute the cells in the collagen–Matrigel mixture by 
fl icking the tube, and draw 30 μL into a  Hamilton syringe  .   

   5.    Inject the 30 μL bolus slowly in the same area that was used to 
humanize. Turn the needle while withdrawing to prevent leak-
age from the gland.   

   6.    Close the wound as described in Subheading 3.3  step 6 . Repeat 
Subheading 3.3  steps 2 – 5  on contralateral gland. Recover the 
mice and monitor as described in Subheading 3.3  step 8 .   

   7.    Monitor mice weekly for tumor formation. Tumors may be 
palpable (approximately 2 mm in diameter) within 3 weeks fol-
lowing  epithelial cell   injection.       

4                            Notes 

     1.    Human breast tissue for these studies is obtained from patients 
undergoing elective breast reduction mammoplasty surgeries. 
All studies should be performed in accordance with guidelines 
for human research subjects and institutional policies.   

   2.    Working with cells from human breast tissue and lentiviruses 
requires the utilization of biosafety containment procedures. 
Human breast tissue may be a source of blood-borne pathogens. 
Risk assessments should be carried out in conjunction with insti-
tutional  guidelines   for biosafety prior to starting any procedures.   

   3.    All animal procedures must be conducted in accordance with 
institutional animal care and use committees and ethical guide-
lines. All surgeries should be conducted under sterile condi-
tions with aseptic technique.   

   4.    We typically use 21-day-old NOD/ SCID   females that weigh 
between 8 and 10 g of body weight. If a pup weighs less than 
7 g, it is advisable to wait until the pup gains weight in order 
to improve viability following surgery. Mice greater than 12 g 
of body weight should be avoided, because they might be 
older than suspected. The  mammary ductal   epithelium 

3.5  Injection into 
Humanized Glands
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continues to grow allometrically, and increasing age may 
reduce the ability to remove the endogenous epithelium by 
clearing the fat pad.   

   5.    We recommend using polypropylene  centrifuge tubes   with a 
plug cap. This type of tube is less likely to leak or crack during 
rotation, reducing the potential for laboratory contamination 
from the human breast tissue.   

   6.    The use of plastic aspirating pipettes greatly reduces the possi-
bility of sharp injuries from glass potentially contaminated with 
blood-borne pathogens.   

   7.    Lentiviral particles are available from a number of commercial 
sources.  Lentivirus   is particularly good for generating stable 
lines from primary stromal cells, because the virus infects both 
proliferating and non-proliferating cells. Alternatively, vectors 
encoding  hTERT   for generation of lentivirus or retrovirus as 
well as packaging and envelope plasmids are available from 
Addgene. For generation of viruses in the laboratory,  293T   
packaging cells can be obtained from ATCC (CRL-3216). 
After selection, the immortalized stromal cells can be further 
modifi ed to overexpress other genes,  growth factors   and pro-
teases, such as transforming growth factor beta, hepatocyte 
growth factor, or vascular endothelial growth factor. 
 Lentiviruses   can also be purchased to create stable cell lines 
encoding these genes. When selecting a second lentiviral con-
struct, it is necessary to choose lentiviruses that encode a sec-
ond selectable target, such as resistance to a different antibiotic 
or expression of a separate fl uorescent protein.   

   8.    In order to generate tumors, our laboratory routinely uses lentivi-
rus for SV40 T antigen and mutant KRas G12V, which are both 
commercially available (abm and GenTarget, Inc, respectively). 
Other oncogenes may be utilized and are available from other 
commercial vendors. Alternatively, constructs for oncogenes in 
lentivirus  plasmids   as well as packaging and envelope plasmids can 
be obtained from Addgene and 293T cells from ATCC (CRL-
3216) for generation of lentivirus in the laboratory.   

   9.    We have found that  protamine sulfate   is less toxic to primary 
 epithelial cells   than  polybrene   (hexadimethrine bromide). 
Polybrene can be used in place of protamine sulfate at a con-
centration of 8 μg/mL.   

   10.    For analgesia, we treat mice with  ketoprofen   at a dose of 
2–5 mg/kg subcutaneously every 12–24 h. Alternatively, 
buprenorphine may be administered subcutaneously or intra-
peritoneally at a dose of 0.05–0.1 mg/kg. However, buprenor-
phine is a controlled substance and has strict regulations for its 
usage. The institutional laboratory animal veterinarian can 
provide guidance for analgesia as necessary.   
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   11.    After clearance with Surgical Pathology, the tissue should 
remain in a closed specimen cup on ice until mincing and col-
lagenase digestion. Recovery of viable cells is maximal if the 
tissue is processed on the same day as the surgery.   

   12.    Following incubation, if the digestion media contains tissue 
pieces >2 mm 3 , the tissue may not have been minced enough 
in Subheading 3.1  step 1  or the tubes were fi lled with too 
much tissue which inhibited collagenase digestion (Subheading 
3.1  step 2 ).   

   13.    The oil/fat layer is enriched for mature adipocytes, although 
the cells that grow in culture will not be a pure population of 
adipocytes. This layer can be plated in Fibroblast Media on  tis-
sue culture plates  , and adipocytes without lipid droplets will 
grow within 3–7 days.   

   14.    To aliquot cells for freezing, we usually freeze one vial for each 
15 mL digestion tube. Although this method usually results in 
2–3 × 10 6   epithelial cells   in each vial, the number of epithelial 
cells isolated from organoids can be variable depending on the 
patient tissue sample. To enhance viability after thawing, each 
vial of cells should be cooled to −80 °C in an  isopropanol  - 
based cooling chamber, then transferred to liquid nitrogen for 
long-term storage.   

   15.    Thaw vials of cells quickly in 37 °C water bath. Immediately after 
the media in the  cryovial   is thawed, dilute the cells in Fibroblast 
Media and plate on tissue culture 100 mm × 20 mm plates.   

   16.    Immortalized  fi broblasts   grow quickly and may become con-
fl uent in several days. We recommend expanding the fi bro-
blasts following selection and freezing back  stocks   for storage 
in liquid nitrogen. Immortalized fi broblasts may grow poorly 
and need to be replaced by a different stock if the cells are 
grown too sparsely or confl uently. During passaging, the cells 
will optimally be split at a 1:3 or 1:4 dilution. To minimize 
genetic variations between experiments, we maintain a culture 
of fi broblasts for ten passages, and then replace them with 
 frozen stocks. Generally, an 80–90 % confl uent 150 mm × 25 mm 
plate will yield 2–4 × 10 6  cells.   

   17.    Surgical clips should be removed at least 1–2 days prior to the 
next surgery for implanting mammary  epithelial cells  . This 
allows any remaining swelling in the tissue to reduce prior to 
the next surgical procedure.   

   18.    The organoid pellet is enriched for mammary epithelial cells. 
However, there are still fi broblasts present in the pellet. Plating 
the cells in Fibroblast Media for 2 h depletes the fi broblasts in 
our experience by approximately 50 %, although this may be 
patient sample-dependent or dependent upon the collagenase 
digestion effi ciency.   

Lisa M. Arendt
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   19.    The fi broblasts depleted from the organoid fraction can be 
maintained by feeding the cells that adhered to the plate with 
Fibroblast Media. The fi broblasts grow faster than any remain-
ing epithelial cells, leading to a pure culture of stromal cells 
within a couple of passages. Fibroblasts cannot be easily dif-
ferentiated from adipocytes growing in this culture, since adi-
pocytes grown in culture lose their lipid droplets.   

   20.    We generally add 1 × 10 6  colony forming units of lentiviral par-
ticles to 5 × 10 5   epithelial cells      for a multiplicity of infection of 
3. However, depending on the size of the target gene, it may 
be necessary to titer the appropriate amount of the virus 
needed to obtain acceptable infections. In planning the num-
ber of epithelial cells to infect for each experiment, we plate 
and infect 2–3 times more cells than the number that we will 
need for the injections the following day. Dissociation of cryo-
preserved organoids and overnight infection with  lentiviruses   
decreases epithelial cell viability. By plating at least twice the 
number of cells that we need for our experiment, we will have 
an acceptable yield of viable  cells   the following day.         
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    Chapter 19   

 CRISPR/Cas9 Genome Editing as a Strategy to Study 
the Tumor Microenvironment in Transgenic Mice                     

     Yojiro     Yamanaka      

  Abstract 

   Development of engineered site-specifi c endonucleases like zinc fi nger nucleases (ZFNs), transcription 
activator-like effector nucleases (TALENs), and CRISPR/Cas9 has been revolutionizing genetic 
approaches in biomedical research fi elds. These new tools have opened opportunities to carry out targeted 
genome editing in mouse zygotes without the need for manipulating embryonic stem cells, which have a 
higher technical burden and many constraints in strain availability. Specifi c genetic modifi cations can be 
directly generated in working genetic backgrounds. This new approach saves time and costs associated 
with generation and backcrossing of genetically modifi ed animals and will facilitate their use in various 
cancer research fi elds.  

  Key words     CRISPR/Cas9  ,   Double strand DNA breaks (DSBs)  ,   Nonhomologous end joining 
(NHEJ)  ,   Homology directed repair (HDR)  ,   Mouse zygotes  ,   Blastocysts  ,   sgRNAs  

1      Introduction 

 Cancer is not a simple disease caused by abnormally proliferating cells 
but rather a complex disease generated by the interaction between 
abnormal cancer cells and the host noncancerous microenvironment 
[ 1 – 3 ]. The host  microenvironment         can initiate immunological reac-
tions that reject cancer cells. But it can also facilitate cancer growth, 
invasion and even  metastasis  . Thus, the tumor microenvironment 
created by interactions between cancer and host cells has been a rec-
ognized critical factor in cancer progression. Many cancer research 
laboratories use mouse animal models, particularly genetically modi-
fi ed mice. However, the majority of these studies focus on the muta-
tions causing cancer instead of the permissive host microenvironment 
facilitating cancer progression. Alternatively, there are isograft and 
xenograft cancer models used to study invasion and metastasis but 
once again, most studies using these models focus on the changes in 
cancer cells and not in the host. Since the cancer-host interactions are 



262

so important for cancer progression, and thus for patient survival, a 
strategy to study genes important for cancer progression in normal 
host cells is much needed. 

 Engineered site-specifi c endonucleases like ZFNs/TALENs/
CRISPR/Cas9 are a novel genome manipulation tool [ 4 ]. They can 
be engineered to recognize a specifi c DNA sequence in the genome 
to introduce DNA double strand breaks (DSBs)   . Since ZFNs and 
TALENs use a protein–DNA interaction for DNA sequence recogni-
tion, designing and assembling them to target new DNA loci requires 
considerable expertise and intensive molecular biology work. 
However, the CRISPR/Cas9 system, which was originally identifi ed 
as a bacterial adoptive immune system [ 5 ], is signifi cantly easier to 
design and construct for targeting new loci due to its RNA-DNA 
based interaction; demanding a lower threshold for biotechnology 
expertise and time commitment. The ease of making highly specifi c 
and effi cient genome targeting tools makes the CRISPR/Cas9 sys-
tem an appealing option in various medical research fi elds [ 6 ]. The 
current CRISPR/Cas9 system often used in eukaryotic cells, consists 
of two components: a codon-optimized Cas9 endonuclease, derived 
from  Streptococcus pyogenes , fused with nuclear localization signal 
(NLS), and a  small guide RNA (sgRNA)   which forms a complex with 
the Cas9 protein (Fig.  1 ). The protospacer adjacent motif (PAM) 
sequence is the minimum sequence requirement for target site selec-
tion in the genome, but is usually managed without signifi cant trad-
eoffs due to its small sequence (e.g., the PAM sequence for 
 Streptococcus pyogenes  Cas9 is 5′-NGG- 3′). Generally, the 19–20 nt 
sequence upstream of the PAM sequence is used as a guide sequence 
to design specifi c sgRNAs. The last 10–12 nt adjacent to the PAM 
sequence, called the seed sequence, is critical for sgRNA specifi city.

   When the sgRNA/Cas9 complex is reconstituted in cells, it 
effi ciently introduces  DSBs   at a specifi c DNA locus. This activates 
the DNA repair mechanisms in  cells         (Fig.  2 ) [ 4 ,  6 ]. When 
 homologous donor DNA is not available, the nonhomologous 

5’

Cas9 sgRNA (small guide RNA)

PAM
3’

3’

5’

NLS

20nt guide sequence

  Fig. 1    Diagram of a sgRNA/Cas9 complex recognizing a targeting DNA sequence. A 19–20 nt guide sequence at the 
5′ end of  sgRNA   is used for DNA sequence recognition. DNA double strand breaks are generated 3–4 bp upstream 
of the PAM sequence.  PAM  protospacer adjacent motif,  NLS  nuclear localization signal,  sgRNA  small  guide   RNA       
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end-joining (NHEJ)    pathway, which is generally considered to be 
error-prone, is activated. The two break ends are directly ligated, 
but a small indel (insertion or deletion) mutation is often created 
during ligation. Alternatively, when homologous donor DNA is 
available, the homology-directed repair (HDR)       pathway is acti-
vated. Similar to homologous recombination in ESCs, this process 
allows making precise specifi c genome modifi cations.

   In this chapter, we focus on two experimental approaches to use 
the CRISPR/Cas9 system in mice: NHEJ-based  mutagenesis   to 
study loss of function of genes and HDR-based introduction of 
small genome modifi cations with single strand oligo DNAs. There 
are no mouse strain restrictions to use these approaches. Desired 
genetic modifi cations can be directly generated in researchers’ work-
ing genetic backgrounds (e.g., C57/B6,  FVB   and  NOD-SCID  ).  

2    Materials 

       1.    pX330-U6-Chimeric_BB-CBh-hSpCas9: encoding codon- 
optimized Cas9 endonuclease and U6 promoter-driven sgRNA 
cassette (Addgene).   

   2.    Cas9 mRNA (Millipore-Sigma).      

2.1  sgRNA and  Cas9  

DNA double strand break (DSB)

Non-Homologous End Joining (NHEJ)

Indel mutation

single strand DNA donor
(e.g. ss oligo DNAs)

*
Homology Directed Repair (HDR)

60-80nt homology arm60-80nt homology arm

*
*

  Fig. 2    Two DNA repair mechanisms activated by DNA double strand  breaks        . DNA-DSBs can activate two DNA 
repair mechanisms in a cell. ( Top ) When there is no homologous donor DNA, the nonhomologous end-joining 
(NHEJ)    pathway is activated. The two break ends are directly ligated, but a small indel (insertion or deletion) 
mutation is often created during ligation. ( Bottom ) Single strand oligo (ssOligo) DNA can be the donor DNA for 
the  homology directed repair (HDR)    pathway        . Specifi c sequence modifi cations can be introduced in ssOligo 
DNAs. Homology arms of 60–80 nt at both ends of the modifi cation are required for effi cient HDR events       
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       1.    PCR primers:

   T7-N 1–20 -sgRNA  scaffold        : (60 nt, 5′-TTAATACGA
C T C A C T A T A G G — N  1 – 2 0  — G T T T T A G A G C T A
GAAATAGC-3′).  
  sgRNA-R: (20 nt, 5′-AAAAGCACCGACTCGGTGCC-3′).      

   2.    10× PCR buffer (100 mM Tris–HCl, pH 8.3, 500 mM  KCl  , 
15 mM MgCl 2 ).   

   3.     TAE buffer   (40 mM Tris, 20 mM  acetic acid     , 1 mM EDTA).   
   4.    Taq DNA polymerase or high stringency DNA polymerase.   
   5.    Gel/PCR DNA fragments extraction kit (Geneaid or 

equivalent).   
   6.    MAXIscript T7 kit (Thermo Fisher) or equivalent.      

       1.    A pair of genomic PCR primers for a targeting site.   
   2.    REDExtract-N-Amp™ Tissue PCR kit (Millipore-Sigma).   
   3.    T7 endonuclease I (New England Biolabs).   
   4.    10× NEBuffer 2 (New England Biolabs; 500 mM  NaCl  , 

100 mM Tris–HCl, pH7.9, 100 mM MgCl 2 , 10 mM  DTT  ).      

       1.    KSOM/M2/mineral oil (Zenith Biotech).       

3    Methods 

       1.    The gene information and genomic structure of a gene of 
interest are retrieved from the MGI database (  http://www.
informatics.jax.org/    ).   

   2.    Potential targeting areas (250–500 bp) are selected based on 
project goals, its intron–exon structure and protein functional 
domains ( see   Note 1 ).   

   3.    Identify potential targeting sites using Web-based sgRNA 
designing platforms ( see   Note 2 ).   

   4.    Select 2–3 potential targeting sites based on predicted specifi c-
ity and effi ciency ( see   Note 3 ).   

   5.    Order 60 nt T7-N 1-20 -sgRNA scaffold and sgRNA-R primers.      

         1.    PCR reaction solution (20 μL/tube × 4 tubes/single sgRNA 
reaction): 

 5 μL  2 μM T7-N 1–20 -sgRNA 
scaffold primer 

 5 μL  2 μM sgRNA-R primer 

 2 μL  10× PCR buffer 

2.2  sgRNAs 
Synthesis

2.3  Genotyping

2.4  Mouse Embryo 
Culture

3.1  Selecting 
Genome Targeting 
Sites and Designing 
 sgRNAs           

3.2  sgRNA  Synthesis  

3.2.1  PCR Generation 
of T7 Promoter- Attached 
sgRNA DNA  Templates  
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 0.2 μL  20 mM dNTPs 

 1 μL  pX330 (40 ng/μL) 

 6.55 μL   H 2 O         

 0.25 μL   Taq polymerase   

       2.    PCR condition: 

 5 min  94 °C 

 30 s  94 °C 

      

 30 cycles 

 40 s  58 °C 

 40 s  72 °C 

 5 min  72 °C 

 Hold  12 °C 

       3.    After the PCR reaction, purify the PCR product with a PCR 
purifi cation kit (Geneaid or equivalent) following the instruc-
tion of the  kit  .   

   4.    Transfer and combine the reaction product (~80 μL) to a new 
1.5 mL tube.   

   5.    Following the kit’s instruction, add 400 μL of DF buffer and 
mix well.   

   6.    Transfer the sample mixture to a column.            
   7.    Centrifuge at 20K ×  g , 30 s and discard the fl ow-through.   
   8.    Add 600 μL of  washing buffer   and centrifuge again.   
   9.    Centrifuge at 20K ×  g , 3 min to dry the column matrix.   
   10.    Elute the PCR product with 30 μL of the elution buffer 

(10 mM Tris–HCl, pH 8.5).   
   11.    Measure DNA concentration and check the integrity of the 

product on a 2 % agarose gel run in 1×  TAE buffer  .      

       1.     T7 RNA polymerase   reaction is performed with the MAXIscript 
T7 kit, following the kit’s instruction (20 μL/tube): 

 10 μL  30–50 ng/μL purifi ed 
T7-sgRNA PCR- 
amplifi ed template 

 2 μL  10× T7 reaction buffer 

 4 μL  2.5 mM NTPs 

 2 μL   H 2 O         

 2 μL  T7 RNA polymerase 

3.2.2   In Vitro      RNA 
Transcription for  sgRNA  

CRISPR/Cas9 Genome Editing
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       2.    Incubate at 37 °C for 1–2 h.   
   3.    Add 1 μL of DNaseI and incubate at 37 °C for 15 min.   
   4.    Add 115 μL of RNase-free water and 15 μL of 5 M Ammonium 

acetate.   
   5.    Add an equal volume of  phenol         and CHCl 3  and mix vigorously.   
   6.    Centrifuge at 20K ×  g  for 10 min and transfer the aqueous 

phase to a new 1.5 mL tube.   
   7.    Add an equal volume of  isopropanol   and mix well. Store at 

−20 °C for 30 min or overnight.   
   8.    Centrifuge at 20K ×  g  for 10 min and discard the supernatant. 

Rinse the pellet twice with 70 %  ethanol           .   
   9.    Completely remove the liquid with a 20 μL pipette. Do not let 

the pellet dry ( see   Note 4 ).   
   10.    Add 5–10 μL of  RNase-free water   and dissolve the RNA pellet 

completely.   
   11.    Measure the RNA concentration.   
   12.    Store at −20 °C.       

   It is very important to design a pair of genomic PCR primers and 
validate if they can generate a single PCR product from mouse tis-
sue DNA samples before microinjection experiments.

    1.    Using Primer3Plus (  http://www.bioinformatics.nl/cgi-bin/
primer3plus/primer3plus.cgi/    ), a pair of genomic PCR prim-
ers are designed such that the size of a PCR product is 300–
800 bp encompassing the CRISPR targeting site.   

   2.    Test and optimize PCR conditions with genomic DNA from 
mouse tissues (e.g., tails, ear punches, or  blastocysts  ).      

   Microinjection of  sgRNA     /Cas9 mRNA solutions into zygotes is 
performed as traditional pronuclear or cytoplasmic microinjec-
tions. You may need to discuss this with the technicians responsible 
for such microinjections in your core facility.

    1.    Prepare 10 μL sample solution in a 1.5 mL tube ( see   Note 5 ).

   10–100 ng/μL of sgRNAs  
  10–100 ng/μL of Cas9 mRNA  
  1 μM of ssOligo DNA for  HDR   with ssOligo DNA in 
RNase-free H 2 O (or in 10 mM  KCl  ).      

   2.    Centrifuge at 20K ×  g  for 15 min to remove small debris poten-
tially clogging the microinjection  pipets        .   

   3.    Gently transfer 7 μL of the supernatant to a new 1.5 mL tube.   
   4.    Proceed with microinjection.    

3.3  Designing 
and Validation 
of a Pair of Genomic 
PCR Primers 
for Genotyping

3.4  Microinjection, 
Embryo Culture, 
and Implantation
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  The injected zygotes are cultured overnight in KSOM droplets 
under mineral oil in a 35 mm dish at 37 °C in a 5 % CO 2  incubator. 
The embryos developed to the 2-cell stage are transferred to oviducts 
of pseudopregnant females. Some injected embryos can be cultured 
for another 3–4 days for  blastocyst   genotyping ( see   Note 6 ).  

         1.    3–4 days after injection, the cultured injected embryos should 
become  blastocysts        .   

   2.    Each embryo is transferred into DNA extraction solution 
(4.4 μL of extraction solution + 1.1 μL of tissue preparation 
solution/tube) in a PCR tube using a mouth pipette under a 
dissecting microscope.   

   3.    Run the program below on a PCR  machine  . 

 20 min  25 °C 

      

 1 cycle 

 30 min  56 °C 

 5 min  95 °C 

 Hold  12 °C 

       4.    Add 4.4 μL of neutralizing solution and mix well. Store in a 
−20 °C freezer.      

       1.    PCR reaction solution (20 μL/tube) 

 10 μL  REDExtract-N-Amp PCR Ready Mix
 (Millipore-Sigma or equivalent) 

 1 μL  10 μM forward primer 

 1 μL  10 μM reverse primer 

 5.5 μL  H 2 O 

 2.5  μL             DNA extract from single blastocysts 

       2.    PCR condition 

 5 min  94 °C 

 30 s  94 °C 

      

 40 cycles 

 40 s  54–65 °C 

 45 s  72 °C 

 5 min  72 °C 

 Hold  12 °C 

       3.    The PCR product can be used for the T7E1 assay, restriction 
fragment length polymorphism (RFLP) assay and Sanger 
sequencing to analyze mutations ( see   Note 7 )       

3.5   Blastocyst   
Genotyping [ 7 ]

3.5.1  Genomic DNA 
Preparation 
from Blastocysts

3.5.2  Genomic PCR 
from Single Blastocysts

CRISPR/Cas9 Genome Editing
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       1.    Denature and reanneal the PCR product. 

 PCR machine conditions: 

 3 min  95 °C 

 5 min  90 °C  RAMP at −0.1 °C/s 

 5 min  85 °C  RAMP at −0.1 °C/s 

 5 min × 11 steps  every −5 °C 

 5 min  25 °C  RAMP at −0.1 °C/s 

 Hold  12 °C. 

       2.    T7E1 assay (10 μL/tube) 

 10× NEBuffer 2  1 μL 

 Annealed PCR product  7 μL 

 H 2 O  1.9 μL 

 T7E1  enzyme             0.1 μL 

       3.    Incubate at 37 °C for 20–30 min ( see   Note 8 ).   
   4.    Run samples on a 2 % agarose gel in 1×  TAE buffer   with con-

trols (i.e., no T7E1 enzyme).       

4    Notes 

     1.    Selecting targeting genome areas

   1.1     For NHEJ-based    mutagenesis    [ 8 ] 

 A protein coding exon should be targeted. Theoretically, 
two thirds of indel mutations would be frame-shift muta-
tions, but one third would be in-frame mutations. 
Depending on targeting sites, in-frame mutations could 
generate fully functional proteins, reduced functions 
(hypomorph) or dominant- negative proteins. 
 We consider three points for successful  sgRNAs   design for 
NHEJ based mutagenesis:

   1.    Targeting an early exon: 

 Advantage: when a frame-shift mutation is introduced, 
the chance of introducing a nonsense mutation early on 
is high and it is more likely to create a null allele. 
Nonsense- mediated mRNA decay would be also induced. 
 Risk: an in-frame mutation would create a fully func-
tional protein.   

3.6  T7 Endonuclease 
I  Assay        

Yojiro Yamanaka
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   2.    Targeting an  exon         coding a highly conserved functional 
domain: 

 Advantage: Unlike targeting an early exon, even an in- 
frame mutation will yield a functionally compromised pro-
tein due to the relative importance of eliminating key 
catalytic/structural amino acids within the domain. 
 Risk: Partial products or dominant-negative forms might 
be inadvertently created.   

   3.    Targeting a splice donor/acceptor: 
 Advantage: A proper exon–intron structure could be 
destroyed. The number of indel sizes is not an issue. 
 A general limitation of NHEJ-based  mutagenesis   is that, if 
a targeting gene has alternative start sites or splicing vari-
ants, the effect of mutations would be  limited     .    

     1.2     For HDR-based genome    modifi cation     with ssOligo DNAs  
[ 9 ,  10 ] 

 The HDR-based genome modifi cation with ssOligo DNAs 
is a very powerful strategy to introduce sequence-specifi c 
genome modifi cations (e.g., introducing SNPs, inserting a 
tag sequence and a loxP site, and deleting transcriptional 
factor recognition sites). 60–80 nt homology arms at the 
both end of modifi cation are often used (Fig.  2 ). To have 
effi cient HDR events,  DSB   and a modifi cation site should 
be closer (less than 50 bp is recommended) [ 11 ]. If the 
selection of  sgRNAs   is limited in specifi city, double Nickase 
approaches could be considered [ 12 ].    

      2.    Web-based  sgRNA   designing platforms 
 There are many useful sites to design sgRNAs with various 
selection criteria. We often use the following three sites 
and compare their  outcomes        .

 ●    CHOPCHOP (  https://chopchop.rc.fas.harvard.
edu/index.php    ) [ 13 ].   This site is useful to select 
sgRNAs for NHEJ mutagenesis. By entering a gene of 
interest, the site will provide potential  targeting sites 
with its exon–intron structure and ranking of 
specifi city.  

 ●   CRISPR/Resources (MIT Zhang lab.   http://crispr.
mit.edu/    ).  To use this site, a targeting area (smaller 
than 250 bp) in the genome should be selected. By 
submitting the sequence of interest, the site will pro-
vide potential targeting sites with potential off-target-
ing sites and ranking of specifi city. In this site, sgRNAs 
targeting intronic and noncoding genomic regions can 

CRISPR/Cas9 Genome Editing
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be designed. This site also provides information for 
double Nickase approaches.  

 ●   Sequence Scan for CRISPR (  http://crispr.dfci.har-
vard.edu/SSC/    ) [ 14 ].  This site provides predictive 
values of targeting effi ciency of  sgRNAs  . It has been 
recognized as a variation of targeting effi ciency in 
sgRNAs. Xu et al. identifi ed preferential seed sequence 
patterns in sgRNAs effi ciently cutting targeting sites 
[ 14 ]. By entering a potential targeting sequence, the 
site provides potential sgRNAs with positive and nega-
tive predictive values of targeting effi ciency.      

   3.    It is worthwhile generating 2–3  sgRNAs   to a single targeting 
area and testing their effi ciency in embryos (e.g.,  blastocyst   
genotyping) or in cultured cells to select the best one.   

   4.    RNA pellets need to be fully dissolved in water for microinjec-
tion. Don’t let them dry. It is very diffi cult to fully dissolve 
dried RNA pellets.   

   5.    The microinjection conditions can be modifi ed depending on 
the effi ciency/specifi city of  sgRNAs        , lethality of target gene 
modifi cations and goals of experiments. For example, if the 
goal is to recover homozyogous mutants in high frequency in 
the F0 generation, the concentration of sgRNA/Cas9 mRNA 
can be set higher. However, if the goal is to recover heterozy-
gous mutants, it can be lower.   

   6.    It is important to check the targeting effi ciency of each  sgRNA   
in  blastocysts   before setting up larger experiments to establish 
mouse lines.   

   7.    Sanger sequencing can be performed directly on PCR products 
or after subcloning. For precise characterization of mutations, 
sequencing after subcloning is recommended. Due to the timing 
of DNA repair events, more than three alleles could be identifi ed 
(i.e., the repair events happen after the S-phase of the zygote). In 
this case, the embryo/mouse becomes genetically mosaic.   

   8.    To minimize false  positives  , the T7E1 assay is performed with 
fresh PCR products. Do not exceed 40 min for the T7E1 reac-
tion. Longer incubation would cause nonspecifi c digestion and 
generate false positives.     

  Other useful websites : 

 CRISPR/Cas9 Plasmids and  Resources         (Addgene,   https://www.
addgene.org/crispr/    ). 
 E-CRISP (German Cancer Research Center, http://www.e- crisp.
org/E-CRISP/). 
 OMIC Tools (  http://omictools.com/crispr-cas9-c1268-p1.
html    ).     
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    Chapter 20   

 Metabolomics Analyses of Cancer Cells in Controlled 
Microenvironments                     

     Simon-Pierre     Gravel    ,     Daina     Avizonis    , and     Julie     St-Pierre      

  Abstract 

   The tumor microenvironment is a complex and heterogeneous milieu in which cancer cells undergo 
metabolic reprogramming to fuel their growth. Cancer cell lines grown in vitro using traditional culture 
methods represent key experimental models to gain a mechanistic understanding of tumor biology. This 
protocol describes the use of gas chromatography–mass spectrometry (GC-MS) to assess metabolic 
changes in cancer cells grown under varied levels of oxygen and nutrients that may better mimic the tumor 
microenvironment. Intracellular metabolite changes, metabolite uptake and release, as well as stable iso-
tope ( 13 C) tracer analyses are done in a single experimental setup to provide an integrated understanding 
of metabolic adaptation. Overall, this chapter describes some essential tools and methods to perform com-
prehensive metabolomics analyses.  

  Key words     Metabolomics  ,   Microenvironment  ,   Hypoxia  ,   Nutrients  ,   Stable isotope  ,   Methoximation  , 
  Silylation  ,   GC-MS  

1      Introduction 

 Tumor cells evolve in a complex and multifaceted  microenvironment  . 
In addition to the infl uence of stromal cells, immune infi ltrates, 
extracellular  matrix,      cytokines, and growth factors [ 1 ], tumors 
experience substantial variations in  oxygen   and  nutrient   levels that 
may limit their capacity to grow and proliferate. It is now appreci-
ated that cancer cells have the ability to adapt to nutrient stress by 
modulating or rerouting various metabolic pathways to meet their 
survival and biosynthetic needs [ 2 – 6 ]. This biological adaptation is 
known as metabolic reprogramming, an emerging hallmark of  can-
cer  . The tumor microenvironment, especially in solid tumors, is 
limited in oxygen levels [ 7 ,  8 ]. Cancer cells deprived of oxygen or 
exhibiting mitochondrial dysfunctions rely on compensatory 
mechanisms to support ATP synthesis and fuel their growth. 
Increased reliance on  glycolysis   and reductive carboxylation of glu-
tamine are examples of such metabolic adaptations [ 9 ,  10 ]. 
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Ultimately, cancer cells shape their microenvironment and promote 
structural changes such as  angiogenesis   to promote their growth. 
A proper understanding of cancer metabolic reprogramming can 
reveal metabolic vulnerabilities of cancer cells and therefore help 
fi nd novel therapeutic targets to fi ght cancer [ 11 ,  12 ]. 

 Cancer cells have been classically grown in adapted growth 
media that contain, but are not limited to,   D -glucose  , essential and 
nonessential amino acids, cofactor precursors, salts, buffering sys-
tems, and optional pH indicators, as well as less well-defi ned com-
ponents such as animal  serum   or pituitary extracts [ 13 ]. Cells are 
placed in a temperature-, CO 2 -, and humidity-controlled incuba-
tor and monitored on a daily basis for the presence of suffi cient 
growth media and optimal  confl uency  . Since standard tissue cul-
ture conditions cannot recapitulate the three-dimensional (3D)    
complexity of a tumor, 3D-cultures or spheroid models have been 
developed in an attempt to better mimic cells evolving in a com-
plex tumor  microenvironment   [ 14 ,  15 ]. 

 Furthermore, cultured cells are usually grown under  oxygen   
and nutrient levels that are much higher than those found in 
tumors. Increasing media  nutrient   concentrations is convenient to 
lighten maintenance labor and eliminate the need for continuous 
media replacement devices (such as the Nutrostat [ 16 ]). 
Nevertheless, traditional 2D cell culture techniques under low 
oxygen or nutrient conditions remain an important and attractive 
research tool due to the high plasticity of culture conditions, the 
setup of large-scale experiments at low expense, and easy monitor-
ing of cell survival and growth properties. In simplifi ed 2D tissue 
culture systems, strictly controlled environmental experiments 
allow for a hypothesis-driven approach that may provide more 
physiologically relevant data. 

 Metabolomics is a continuously evolving research fi eld that 
permits the metabolite profi ling of virtually any biological system 
(model organisms, cells in culture, tissue samples, patient materi-
als, and bio fl uids). Metabolomics approaches have been success-
fully applied in cancer research using cultured cells [ 17 ,  18 ]. Given 
the diverse nature of metabolites, ranging from molecular size, 
charge, and polarity, there is no unique methodology to precisely 
study all metabolites in a given sample. The extraction procedure 
and chromatography conditions dictate which class of metabolites 
can be measured with optimal accuracy. Although the combination 
of sequential extraction procedures coupled with the use of multi-
ple chromatographic columns allows to broaden metabolite cover-
age, simple methodologies using only one extraction procedure 
and one chromatographic method are most commonly used for 
targeted analysis of specifi c metabolite classes. There are numerous 
methodologies available depending on the pathway of interest. 
One common experimental approach is the GC- MS      methods for 
methoxime-TBDMS ( tert -butyldimethylsilyl) derivatized samples. 
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They have been applied successfully to amino acids and small 
metabolites of central metabolic pathways ( glycolysis  ,  citric acid 
cycle  ) in a variety of studies [ 19 – 21 ]. This methodology involves 
two sequential reactions. First, labile α-ketoacid species, such as 
pyruvate and α- ketoglutarate  , are converted to methoximes, 
improving their stability and limiting the number of potential 
chromatographic peaks that can result from enolization  reactions  . 
Second,  silylation   with  MTBSTFA ( N - tert -butyldimethylsilyl- N -
methyltrifl uoroacetamide)   increases the volatility of compounds 
and greatly improves resistance to hydrolysis. Metabolite identifi -
cation requires knowledge of derivatized metabolite structures and 
fragmentation pattern (for electron ionization MS), as well as com-
parison with known MS patterns from publicly available or home-
made libraries and authentic standards. 

 In addition to permitting metabolite quantifi cation in culture 
media or inside cells, the GC- MS   methods for methoxime-TBDMS 
derivatized samples allow researchers to study the fate of substrates 
into metabolic pathways using stable isotope tracers. Stable iso-
topes are nonradioactive atoms that possess extra mass units due to 
the presence of supernumerary neutrons. Commonly used stable 
isotope tracers are  nutrients  , such as  D -glucose,   L -glutamine  , or 
cell-permeable metabolites where carbons ( 12 C) or nitrogens ( 14 N) 
are replaced with  13 C ( 12 C + 1 atomic mass) or  15 N ( 14 N + 1 atomic 
mass), respectively. Tracer molecules where deuterium is replaced 
by hydrogen can also be used, but great care must be taken to 
ensure that there is no hydrogen–deuterium exchange under the 
experimental conditions used, and no effect on metabolism due to 
the heavy deuterium atom replacement. The choice of labeling 
pattern (specifi c atoms or all atoms) within a tracer compound is an 
essential part of the experimental design. Cells will use the stable 
isotope tracer indistinctly from unlabeled counterparts (except for 
the potential case when deuterium labeling is used). The tracer will 
progressively fi ll the metabolic pathways until saturation of metab-
olite pools where additional mass units ( m  + 1, +2, etc.) can be 
monitored by MS. Importantly, two types of analyses can be made 
from these experiments. First, detailed kinetics analyses of metabo-
lite labeling allow an estimation of the speed at which metabolite 
pools are being labeled within a metabolic pathway. Second, label-
ing to saturation (isotopic steady state) allows for the determina-
tion of the fraction of metabolite being labeled from a given tracer 
(fractional contribution) [ 22 ,  23 ]. Before undertaking stable  iso-
tope   tracer analysis, it is important that the pathways and pathway 
branch points be studied to select for the most informative labeled 
compound. Also, many preliminary studies are required to deter-
mine tracer exposure time and dose as well as detection by GC-MS 
or other techniques. Therefore, this technique requires extensive 
planning and pilot studies to ensure that the global experimental 
setup is optimal for the desired information. 

Metabolomics Analyses of Cancer Cells
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 The GC- MS   methods for methoxime-TBDMS analysis 
outlined in this chapter allow for the quantifi cation of intracellular 
metabolite levels as well as culture media analysis for uptake or 
release studies. We provide only select modifi ed cell culture condi-
tions of the many that are possible to mimic the complex tumor 
 microenvironment  . These serve only as an avenue to provide some 
advice for successful experimental planning. Finally, the funda-
mental steps of stable isotope tracer experiments are based on a 
detailed and recent comprehensive review written by leaders in 
metabolomics [ 24 ]. With proper experimental  planning  , as out-
lined here, it is possible to set up all of the necessary cell culture 
conditions to perform the following three experimental analyses 
(Figs.  1  and  2 ): (1) Media dynamics (uptake/release of metabo-
lites); (2) Cellular steady-state metabolite levels; and (3) Stable 
isotope tracer  analysis   for specifi ed pathways. Together, these 
analyses will provide a comprehensive understanding of the meta-
bolic reprogramming of cancer cells under conditions that aim to 
better mimic the tumor microenvironment.

2        Materials 

       1.     BT-474   human breast cancer cell line ( see   Note    1  ).   
   2.    Basal culture media: add 50 mL  fetal bovine serum (FBS)   

and 5 mL of a 100×  penicillin/streptomycin      solution to a 
500 mL sterile bottle of DMEM containing 25 mM 
(4.5 g/L)   d - glucose  , 4 mM (584 mg/L)   L -glutamine  , 
sodium bicarbonate, 1 mM (110 mg/L)  sodium pyruvate  , 
and  phenol red  . All components should be certifi ed sterile, 
otherwise fi lter the prepared media into an autoclaved bot-
tle using a 0.2 μm bottle- top fi lter under a certifi ed tissue 
culture hood.   

   3.    Tumor  microenvironment   mimicry media ( see   Note    2  ): this 
media consists of  D -glucose,  L -glutamine, and  sodium pyruvate   
defi cient DMEM in which the following components are 
added (1/7 of the basal media concentration): 3.57 mM 
 D -glucose, 571.4 μM  L -glutamine ( see   Note    3  ), 1.43 % dia-
lyzed FBS, and 1×  penicillin/streptomycin  . All components 
should be certifi ed sterile, otherwise fi lter the prepared media 
in an autoclaved bottle using a 0.2 μm bottle-top fi lter under a 
certifi ed tissue culture hood.   

   4.    Normoxic incubator: for basal conditions, use a water-jacketed 
incubator set at 5 % CO 2  and 37 °C. Follow the manufacturer’s 
instructions for CO 2  and humidity control.   

   5.    Hypoxic incubator set at 3 % O 2 , 5 % CO 2  and 37 °C, with 
nitrogen tank. Follow manufacturer’s instructions for N 2 /O 2 , 
CO 2 , and humidity  control  .   

2.1  Culture of 
Human Cancer Cells 
and Tumor 
Microenvironment 
Mimicry
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   6.    Certifi ed laminar hood (HEPA fi lters).   
   7.    37 °C water bath to warm up media.   
   8.    Aspiration device.   
   9.    Sterile Pasteur pipets and serological pipets (i.e., 5, 10, 25 mL).   
   10.    Sterile phosphate buffer saline (PBS 1×, commercial).   
   11.    Sterile 0.25 %  trypsin   in 0.53 mM  EDTA   solution.   

Cancer cells

13C-tracersMedia Collection

Cell counting

Quenching, extraction

Derivatization

GC/MS

Metabolite identification and validation

Uptake/release Intracellular 
concentration

Stable isotope tracer analysis

Internal standard(s)

Authentic standard
dilutions

Regular or tumor microenvironment 
mimicry cultures

Mass isotopomer 
distributions

  Fig. 1    Experimental  workfl ow  .  Blue : steps involving handling of cancer cells. These steps are performed in a 
laboratory equipped with certifi ed laminar fl ow hoods and cell incubators (normoxia and  hypoxia  ). All steps are 
performed under sterile conditions, except endpoint assessment of cell counts.  Orange : steps involving manip-
ulation of cell extracts. Samples should always be kept at 4 °C before derivatization steps.  Red : Steps involving 
data analysis and calculations. Cell counts are necessary to calculate metabolite exchanges with media as 
well as intracellular metabolite levels.  Stable isotope tracer analysis (SITA)   allows for the determination of the 
fraction of a labeled metabolite at a given time and the maximal labeling of the pool. To determine the absolute 
amount of labeled metabolite, it is essential to take into account the metabolite pool size, previously calculated 
using cell counts       
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   12.    Tabletop centrifuge that can accommodate 15 mL tubes.   
   13.    Pipets (i.e., 20 μL, 200 μL, 1 mL) and sterile tips.   
   14.    Stable isotope tracer:  D - 13 C 6 -glucose ( see   Note    4  ).   
   15.    Analytical balance.   
   16.    35 mm individual plates or 6-well plates, 10 cm plates, 15 cm 

plates.   
   17.    Hemocytometer or an automated cell counting device.   
   18.    70 % (v/v)  ethanol   in water to sterilize surfaces and glassware.   
   19.    Sterile Pyrex bottles with caps.      

Cancer cell
amplification

Stable isotope tracing (min)

No labeling Cell counting

3-5 plates

Media alone

0 0.5 2 10 30 120 360 

Stable isotope tracing (min)

No labeling Cell counting

Media collection

Media alone

Basal media + normoxia

0 0.5 2 10 30 120 360 

Media collection

Tumor microenvironment
mimicry media + hypoxia

a

b

120 min 360 min

360 min

120 min

Treatment

30 min

10 min

120 min

Equilibration Incubation with stable isotope tracer

Quenching

  Fig. 2    Schematic depicting a typical experimental setup that permits the quantifi cation of intracellular and 
extracellular metabolite amounts and the execution of stable isotope tracer experiments. ( a ) Cancer cells can 
be amplifi ed using multiple 10 or 15 cm plates. Smaller dishes (e.g., 35 mm) are suitable for GC- MS   studies. 
All datasets are minimally composed of biological triplicates. The number of replicates required will depend on 
the expected biological differences between groups. The setup shown is for 1 day of treatment. Long-term 
experiments require more plates and daily media changes. ( b ) Typical experimental setup for a stable isotope 
tracing experiment.  Solid lines  represent unlabeled conditions,  dashed lines  represent incubation with stable 
isotope tracer.  Open triangle  represents media change. Time is in min       
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       1.    Ice-cold saline (9 g/L  NaCl   in  HPLC-grade water  ).   
   2.    80 % (v/v) HPLC-grade methanol in HPLC-grade water.   
   3.    25 mm cell scrapers.   
   4.    Fume hood.   
   5.    Aspiration device.   
   6.    −80 °C freezer.   
   7.    Ultrasonic bath, kept in a cold room.   
   8.    Benchtop vacuum concentrator and pump. The vacuum cen-

trifuge must be able to control the temperature of the samples 
at 4 °C or colder during the drying process.   

   9.    Chemicals:  acetone   (ACS grade);  methoxyamine hydrochlo-
ride   (≥98 %);  anhydrous pyridine      (99.8 %);  N - tert - 
butyldimethylsilyl-  N -methyltrifl uoroacetamide (MTBSTFA); 
800 ng/μL  myristic acid-D 27    (C/D/N stable isotopes) in 
anhydrous pyridine ( see   Note    5  ).   

   10.    Gas-tight syringes (10, 50, 100, 500 μL).   
   11.    Heat-plate set at 70 °C and suitable for GC- MS   injection vials.   
   12.    Amber glass injection vials, 200 μL glass inserts, and gas-tight caps.   
   13.    Hand crimper.   
   14.    Sonicator, held at room temperature.   
   15.    1.5 or 2 mL polystyrene tubes.   
   16.    Refrigerated  benchtop centrifuge   that accommodates 1.5 or 

2 mL tubes.   
   17.    Tube holders.   
   18.    Analytical balance.      

        1.    Agilent 5975C series GC-MSD with Triple-Axis HED/EM 
 Detector   coupled to a 7890A gas chromatograph, equipped 
with a 7693 auto sampler. Other vendor equivalent instru-
ments can also be used.   

   2.    DB-5MS + DG capillary column, 30 m length, 10 m Duraguard 
deactivated fused silica tubing, 0.25 mm internal diameter, 
0.25 μm  fi lm   thickness.   

   3.    Ultra-inert liners, splitless, single tapered.   
   4.    Helium (He) tank.   
   5.    Chemicals: Hexanes (≥98.5 %), ethyl acetate (99.9 %).       

3    Methods 

 Although individual experimental procedures are divided into 
subsections, all the following steps can be performed in a single 
experimental setup (Fig.  2 ). 

2.2  Quenching, 
Extraction, 
and Derivatization

2.3  GC-MS 
Instrumentation
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         1.    Plate 200,000–500,000  BT-474 cells   ( see   Note    1  ) per well in 
35 mm plates in 2 mL basal growth media, such that cells are 
at 10–25 % confl uence the next day. Ensure that enough plates 
are prepared for the whole experimental procedure (Fig.  2 ). 
Let the plates sit undisturbed in a normoxic incubator for 24 h.   

   2.    After the 24 h period, aspirate media and replenish with 2 mL 
of fresh, pre-warmed basal growth media or mimicry media 
( see   Note    6  ).   

   3.    Place cell plates growing in basal media in a normoxic  incuba-
tor  , and cell plates growing in mimicry media in a hypoxic 
incubator. Let sit undisturbed for 24 h.   

   4.    The same day, generate control plates by adding 2 mL of basal 
or mimicry media to empty dishes and place them in their 
respective incubators ( see   Note    6  ).   

   5.    The next day, assess the confl uency of cells by estimating the 
surface occupied by cells in the dish.   

   6.    Collect 5–10 μL of media from cell plates that will be used for 
cell counting and cell-free control dishes with control media 
alone. Transfer to a prechilled 1.5 mL tube on ice. Add 600 μL 
80 % (v/v)  methanol  – HPLC   water solution to each tube. For 
further handling of media samples, proceed immediately to 
Subheading  3.3 ,  step 10 .   

   7.    For cell counting, aspirate media from wells and carefully rinse 
cells with 2 mL room temperature PBS 1×.   

   8.    Aspirate PBS 1× completely and add 250 μL  trypsin      EDTA 
solution. Ensure the surface is entirely covered and place the 
dishes in the normoxic incubator until cell detachment from 
the plate is visible. Gently tap the plate when only 10 % or less 
of the cells are remaining attached to the plate.   

   9.    Add 250 μL basal growth media and pipet up and down using 
a pipet while rinsing the well with the cell suspension. Visually 
inspect that cells are single cells and not clusters of cells under 
the microscope. Transfer the cell suspension (approx. 0.5 mL) 
in a 1.5 mL tube.   

   10.    Rinse the empty well with an additional 0.5 mL basal media 
and pool with the previous suspension such that the volume is 
now close to 1 mL.   

   11.    Count cells with a hemocytometer or an automated counting 
device.   

   12.    Repeat  steps 2 – 11  as many times as needed to generate a cell 
growth curve ( see   Note    7  ).   

   13.    Generate a cell growth curve for each culture condition by 
plotting the number of cells (million cells) as a function of 
time (days).      

3.1  Growth of Cancer 
Cells and Media 
Collection

Simon-Pierre Gravel et al.
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       1.    The next day following the beginning of treatment, aspirate 
media from plates, replace with pre-warmed unlabeled media 
(basal or mimicry), and allow cells to equilibrate in their respec-
tive incubator for at least 2 h ( see   Note    6   and Fig.  2b ).   

   2.    Weigh powdered stable isotope tracer into an empty 1.5 mL 
tube using an analytical  balance  .   

   3.    For the two environmental conditions described here weigh 
enough  13 C 6 -glucose to generate suffi cient 25 mM (basal) and 
3.57 mM (tumor mimicry) solutions for the full experiment. 
This is achieved by solubilizing the powder in a small amount 
of glucose-free media using a 1 mL pipet and pipetting up and 
down. This is then added to the full volume required for the 
experiment and the tube is rinsed twice to ensure that no con-
centrated stable isotope tracer is left in the tube and that the 
desired fi nal concentration is reached.   

   4.    Pre-warm the tracing media in a 37 °C water bath.   
   5.    Aspirate media from wells and replace with 1–2 mL tracing media.   
   6.    Leave cells in the corresponding incubator for time periods 

ranging from seconds to hours (i.e., 30 s, 2 min, 10 min, 
30 min, 2 h, 6 h ( see   Note    8  )), by changing media in retrograde 
fashion starting with media for the longest time points (Fig.  2b ).   

   7.    Additional cell plates where standard glucose or glutamine (or 
other non-labeled tracer) is used instead of the isotopically labeled 
compounds are also prepared. They serve as control plates to vali-
date metabolite detection and quantitation ( see   Note    9  ).   

   8.    Stop the experiment by following the instructions in 
Subheading  3.3 .      

      Rinsing and quenching of cells must be done as quickly as possible 
after plate retrieval from incubators. Prepare a workspace in advance 
that has all of the necessary equipment and prechilled solutions 
handy. Work consistently and keep samples cold at all times. Select 
plates from the incubator at random to minimize bias. All samples/
plates should be extracted at once.

    1.    Prechill labeled 1.5 mL tubes and 80 % (v/v)  methanol  –water 
solution on crushed dry ice.   

   2.    Aspirate media, place  tissue culture plates   on ice, and rinse 
twice with 2 mL ice-cold saline solution, being careful not to 
dislodge cells from the plate.   

   3.    Add 300 μL 80 % (v/v) methanol–water per plate or well and 
thoroughly scrape off cells using a cell scraper.   

   4.    Transfer the slurry (liquid and precipitate) to the prechilled  tubes  .   

3.2  Incubation 
with Stable Isotope 
Tracers

3.3  Sample 
Collection, Quenching, 
Extraction, 
and Storage
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   5.    Repeat  steps 3  and  4  one additional time to ensure complete 
sample collection.   

   6.    Close the 1.5 mL tubes and let sit for a minimum of 10 min 
on dry ice.   

   7.    At this stage, tubes can be transferred for storage in a −80 °C 
freezer, or immediately used for extraction. If extraction is to 
continue, turn on the vacuum centrifuge system to prepare the 
cold solvent trap and chill the sample vacuum centrifuge area.   

   8.    Fill the ultrasonic bath with a mixture of crushed ice and cold 
water.   

   9.    Sonicate the tubes following the manufacturer’s recommenda-
tion and using time and power settings optimized for maximal 
metabolite recovery.   

   10.    Centrifuge the tubes for 10 min at ≥13,000 ×  g  at ≤ 4 °C.   
   11.    Prechill labeled 1.5 mL tubes on ice while samples are in the 

centrifuge ( step 10 ).   
   12.    Transfer supernatants to prechilled labeled tubes taking care 

not to disturb the pellets.   
   13.    Under a fume hood, carefully add 1 μL of  myristic acid-D 27    

solution per tube. It is unnecessary to mix at this stage.   
   14.    Quick spin the tubes to ensure that no solution remains in the 

cap, then transfer the opened tubes, in the vacuum centrifuge 
at −4 °C.   

   15.    When tubes are completely dry (few hours to overnight—depend-
ing on the vacuum centrifuge), these can be stored in a −80 °C 
freezer or immediately used for derivatization (Subheading  3.4 ).      

         1.    If the tubes were stored in a −80 °C freezer, allow them to 
equilibrate at room temperature for 10–20 min, otherwise 
proceed immediately to  step 2 .   

   2.    Prepare GC- MS   vials by inserting 200 μL glass insert into each 
vial, capping and labeling the vials.   

   3.    Dissolve 10 mg methoxyamine (MOX) hydrochloride per mL 
in  anhydrous pyridine         ( see   Note    5  ). Vortex to ensure complete 
dissolution, quick spin.   

   4.    Add 30 μL MOX/pyridine solution to each tube using a gas- 
tight syringe. Vortex tubes for 30 s and sonicate for 30 s in a 
room temperature sonicator bath.   

   5.    Centrifuge for 10 min at room temperature.   
   6.    Carefully transfer supernatants to GC-MS vials containing 

glass inserts and incubate for 30 min at 70 °C in a dry bath.   
   7.    Add to each vial 70 μL  MTBSTFA   ( see   Note    5  ). Vortex briefl y.   
   8.    Incubate for 1 h at 70 °C in a dry bath.   

3.4   Methoximation   
and Derivatization
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   9.    Samples are ready to be loaded onto the GC-MS auto-sampler 
(Subheading  3.5 ).      

     The GC-MS analyses can be performed on instruments from 
various suppliers. We present essential parameters for methoxime- 
TBDMS- derivatized sample analysis using the Agilent system 
previously described (Subheading  2.3 ).

    1.    For consistent retention times, use  myristic acid-D 27    as an internal 
standard, set the He carrier gas fl ow rate such that myristic acid-
D 27  has a retention time of 18 min. Note that the helium fl ow and 
pressure will need to be adjusted each time the column is cut. The 
fl ow and pressure will be instrument- and column-dependent.   

   2.    Set the injector to 280 °C and the auxiliary heater to 300 °C.   
   3.    Set the run so that the GC temperature starts at 60 °C for 

1 min followed by an increase of 10 °C/min up to 320 °C.   
   4.    Set Bake-out at 320 °C for 9 min.   
   5.    Operate in full scan mode with a range of 50–700 Da 

(2.28 scan/s or faster).   
   6.    Set the ion source chamber to 230 °C.   
   7.    Perform the standard tune procedure using gain factor 1 

(=1600 V) in EMV mode. Electron energy is set at 69.9 eV.   
   8.    Inject 1 μL of MOX/TBDMS-derivatized samples (splitless      ). 

Start acquiring data after a solvent delay of 8.6 min. A sample 
run lasts around 40 min including bake-out. Samples should 
be run in a random order to minimize bias. A blank should be 
run every three or four sample run. Plan derivatization and 
data collection such that all sample data are collected within a 
48 h period, or preferably a 24 h period. Samples are suscep-
tible to oxidation over time.   

   9.    Ensure to program GC syringe washes with ethyl acetate and 
hexanes before and after each sample.   

   10.    Run blanks ( methoximation   and derivatization reactions alone) 
before, throughout and after the run.   

   11.    Ensure that the instrument is tuned and calibrated before the 
start of the study.    

           1.    For assessment of metabolite levels present in media, prepare 
dilutions of the metabolites of interest in the corresponding 
tissue culture media (following  steps 2 – 4 ).   

   2.    Prepare a 30 mM solution of the desired metabolite in cold cell 
culture media on ice.   

   3.    Prepare serial-fold dilutions (e.g., 10, 3, 1, 0.3, 0.1, 0.03 mM) 
of the 30 mM solution in cold cell culture media. Mix well 
between each step.   

3.5  GC-MS  Method  

3.6   Standard Curve   
Preparation
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   4.    Remove 5 μL of each dilution and proceed to metabolite 
extraction as done for media samples from tissue culture dishes 
(Subheading  3.3 ).   

   5.    For assessment of intracellular metabolite levels, perform 
standard addition to cell extracts.   

   6.    After derivatization (Subheading  3.4 ) and GC- MS   analysis 
(Subheading  3.5 ), plot the ratio of the area under the curve for 
the metabolite of interest to the area under the curve of the 
internal standard  myristic acid-D 27    as shown for  lactate   in 
Fig.  3a . For all calibrated metabolites, identify the linear range 
as well as limits of detection where the lower limit of detection 
is defi ned as peak signal to noise of 2 and limit of  quantitation   
is defi ned as a peak having signal to noise of 10 ( see   Note    10  ).

              1.    Identify metabolites by matching retention time, mass spec-
trum from previously run standards under the same GC- MS   
conditions. Select the M-57 (loss of t-butyl group) as the 
quantifying ion and other unique qualifying ion(s) (Table  1 ). 
Ensure that the integrations are within detection limits 
(Subheading  3.6 ,  see   Note    10  ).

       2.    Report metabolite and internal standard ( myristic acid-D 27      ) 
integrations for the quantifying ions.   

3.7  Metabolite 
Identifi cation 
and Quantifi cation

a
Intracellular lactate

b c
Lactate release in media

  Fig. 3    Typical GC- MS    analyses   using  lactate   as an example. ( a ) Lactate standard curve prepared by serial-fold 
dilutions in basal growth media. This experiment shows that lactate integration is in the linear range between 
0.1 and 30 mM. Such tests are performed at least three times independently over a period of time to ensure 
reproducibility of the curve. ( b ) Intracellular lactate level from  BT-474   cells grown for 24 h under normal condi-
tions or tumor  microenvironment   mimicry conditions (3 % O 2  and reduced  nutrient   concentrations). Integration 
values for the  m  + 0 from unlabeled cell extracts have been divided by integrations for the internal standard 
 myristic acid-D 27    and by cell number. Values are reported as fold change over normal conditions that are set 
at 1. Such results are usually obtained using 3–5 biological replicates per experiment, and each experiment is 
repeated at least three times independently. ( c ) Lactate release by BT-474 cells. In this example, cells were 
counted every day and media was collected, diluted in dry ice cold 80 % (v/v)  methanol  – HPLC-grade water   
and stored in a −80 °C freezer until all samples were collected. The samples were analyzed together by 
GC- MS  . Such experiment has to be performed at least three times independently       
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   3.    For metabolite concentration measurements, divide the metab-
olite quantifi er integration by the internal standard quantifi er 
integration ( see   Note    11  ). Further divide the result by cell 
count (million cells) (Subheading  3.1 ) (Fig.  3b ).   

   4.    For metabolite concentration in media for uptake/release 
experiments, divide the metabolite quantifi er integration by 
the internal standard quantifi er integration for both spent cell 
media and cell-free media. Subtract ratio values of spent cell 
media from ratio values from cell-free media. Positive values 
represent uptake, while negative values indicate release.   

   5.    Divide the values by cell number for relative uptake/release 
quantifi cation (Fig.  3c ).   

   6.    For absolute measurements, calculate the metabolite uptake or 
release using equations derived from  standard curves   
(Subheading  3.6 ).      

        1.    For a given metabolite, report integration values for quantifi er 
( m  + 0) and all possible  isotopomers   ( m  + 1,  m  + 2,  m  + 3, etc.).   

   2.    Sum up all the previous integrations to obtain the total amount 
of metabolite detected in a sample.   

   3.    Divide  m  + 0 and all  isotopomers   individually by the sum 
obtained in 2 to obtain the uncorrected  mass isotopomer dis-
tribution (MID)   vector [ 25 ]. All isotopomers are expressed as 
a fraction of the total metabolite pool.   

   4.    Remove the contribution of naturally occurring stable isotopes 
( see   Note    12  ) to obtain the corrected MID. Express  m  + 0 and 

3.8  Stable Isotope 
Tracer  Analysis  

   Table 1  
  Identifi cation features of selected glycolytic and  citric acid cycle   metabolites typically found in cell extracts   

 Metabolite 
 MOX-TBDMS M-57 fragment 
formula 

 Quantifying 
ion 

 Qualifying 
ion 

 Typical Rt 
(min) 

  Internal standard myristic 
acid-D 27    

  C 16 D 27 H 6 O 2 Si    312  132  17.986 

 Dihydroxyacetone 
phosphate ( DHAP  ) 

 C 18 H 43 N 1 O 6 P 1 Si 3   484  383  20.365 

  Pyruvate oxime    C 6 H 12 NO 3 Si 3   174  115  8.958 

  Lactate    C 11 H 25 O 3 Si 2   261  233  11.777 

  Citrate     C 20 H 39 O 6 Si 3     459  431  22.459 

 α-ketoglutarate  oxime    C 14 H 28 N 1 O 5 Si 2   346  258  17.349 

  Succinate    C 12 H 25 O 4 Si 2   289  331  14.852 

  Fumarate    C 12 H 23 O 4 Si 2   287  329  15.225 

  Malate     C 18 H 39 O 5 Si 3     419  287  18.279 
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all isotopomers as fractions of total metabolite pool, as done in 
 steps 2  and  3 . (Fig.  4a ).

       5.    Multiply the corrected MID by the relative metabolite  amount   
present in a sample (Subheading  3.8 ) to take into account the 
metabolite pool size (Fig.  4b ).       

4                      Notes 

     1.    This method has been adapted for the HER2+ luminal B breast 
cancer cell line  BT-474     . These cells were chosen for their slow 
growing rate that allows working under pseudo- constant  nutri-

a

b

Correction for natural
isotopic abundance

Lactate MID Lactate corrected MID

Lactate corrected MID

13C6-glucose Lactate ( t = 10 min)

Multiply by relative
metabolite level

m+3 onlyAll ions

c

  Fig. 4    Stable isotope tracer  analysis      using lactate as an example. ( a ) Mass  isotopomer      distribution (MID) [ 25 ] 
of lactate has to be corrected for the presence of naturally occurring isotopomers. BT-474 cells were incubated 
with  13 C 6 -glucose for 10 min (dynamic range) following a 24 h incubation period under normal or tumor envi-
ronment mimicry (3 % O 2  and reduced  nutrient   concentrations) conditions. ( b ) Multiplying corrected  MID   by 
relative metabolite amounts permits the evaluation of the absolute metabolite labeling. Data can be presented 
by stacking  m  + 0 and isotopomers so that changes in specifi c isotopomer amounts are easily discernable. 
Alternatively, specifi c isotopomer enrichments can be shown. ( c ) Example of various dynamic ranges for 
selected metabolites. Incubation with  13 C 6 -glucose leads to a quick saturation (isotopic steady state) of DHAP 
(dihydroxyacetone  phosphate  ), a glycolytic intermediate, while  citrate    m  + 2 (generated from labeled  acetyl- 
CoA  ) has a longer dynamic range.  Citrate    m  + 4 is discernable at even longer time points and refl ects a second 
cycling within the  citric acid cycle         
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ent   supply when they are maintained at low densities. This 
method can be adapted to virtually any cell line, as far as their 
growth profi le has been well characterized ( see  Subheading  3.1 ). 
For other cell lines, follow the supplier’s recommendations for 
media formulations and culture protocols.   

   2.    Specifi c media formulations are obtained through numerous 
manufacturers. Common formulations are   D -glucose  - and/or 
  L -glutamine  -depleted, but virtually any compound can be 
excluded for the formulation ( phenol red  , sodium bicarbonate, 
specifi c amino acids, etc.) and then replenished to the desired 
concentration using labeled or unlabeled metabolite. Prior knowl-
edge of  in vivo   specifi c metabolite concentration is defi nitively of 
great help in designing media composition. A good starting point 
for determining metabolite  concentrations in different bio fl uids 
can be found in the human metabolome database [ 26 ].   

   3.    We recommend the use of   L -glutamine   powder.  L -glutamine is 
a photosensitive amino acid that rapidly degrades into pyroglu-
tamate (or 2-oxoproline) and ammonia. Commercial or home-
made  L -glutamine solutions that have experienced temperature 
changes are not reliable.   

   4.    The choice of tracer and/or stable isotope is dictated by the 
research hypothesis and/or interest in a specifi c metabolic 
pathway. For example, stable isotope tracers of  L -glutamine can 
include  13 C 5 -glutamine.  15 N-glutamine, and  13 C 5 ,  15N2 - 
glutamine.  15 N-tracers are often used to follow transamination 
reactions. For example, serine biosynthesis involves a transami-
nation step that can be monitored using  15 N-glutamine.   

   5.    Chemicals and samples used for  methoximation   and derivatiza-
tion must be free of water. Water can compete for derivatiza-
tion, resulting in poor detection of metabolites. Place stock 
solutions in a  desiccator   and use sealed bottles whenever pos-
sible. When removed from 4 °C storage, allow bottles to fully 
equilibrate at room temperature to prevent condensation.   

   6.    Ensure that any media is equilibrated at 37 °C using a water 
bath prior to media change. Alternatively, equilibrate media for 
a few hours or overnight in the CO 2  incubator used for cul-
tured cells. This will allow pH equilibration and avoid any 
metabolic  disturbance  .   

   7.    For experiments performed over numerous days, it is crucial to 
change media daily. As cells grow to higher densities,  nutrient   
depletion from media will increase, as well as metabolic side 
products accumulation. Undesirable metabolic stresses occur 
due to complete loss of essential nutrients thus skewing and 
potentially confusing results.   

   8.    It is required to perform detailed labeling kinetics experiments 
in order to evaluate dynamic range and steady isotopic labeling 
(saturation). Each metabolite will have a unique labeling 
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kinetics. For example, glycolytic intermediate pools will be 
labeled rapidly in cells fed with  13 C-glucose, while  citric acid 
cycle   intermediates will show slower labeling (Fig.  4c ). Thus, 
one single time-point cannot be chosen for the study of both 
glycolytic and citric acid cycle intermediates, as the former will 
be at isotopic steady state while the latter will still be in a 
dynamic state.   

   9.    When cells are allowed to equilibrate in fresh media prior to 
labeling kinetic experiments, the intracellular metabolite 
amounts from unlabeled and labeled samples should be as close 
as possible. If signifi cant differences occur between unlabeled 
and labeled samples, optimize the pre-incubation time (more 
than 2 h), and ensure proper calculations for tracers and unla-
beled counterparts. Make sure that the same basic components 
are used for all media preparation (e.g., do not use media that 
were prepared on distinct days and in which components such 
as   L -glutamine   or pH may differ). If dialyzed  FBS   is used, make 
sure it is used for both unlabeled and labeled samples. The use 
of dialyzed FBS should be done days in advance to ensure that 
cells are able to adapt and reach steady state metabolite levels.   

   10.    The dynamic range of metabolites measured by GC- MS   can be 
very large. Intracellular glutamate and  lactate   are usually highly 
abundant species, while alpha- ketoglutarate   and isocitrate dis-
play low abundance. Above the limit of detection, integration of 
peak areas is invalid and samples should be diluted (dilute dried 
samples in larger volumes of MOX/pyridine, and then take only 
a fraction of this solution for subsequent steps). Below limit of 
detection, integration of peaks areas is imprecise and close to 
background values. This can be fi xed by working with cells at 
higher densities, grown on larger surfaces, or by performing 
 single ion monitoring (SIM)  . Alternatively,  methoximation   and 
derivatization temperatures and incubation times can be opti-
mized for specifi c metabolites. Note that if one opts to use a split 
confi guration for GC- MS   sample introduction, all calibration 
curves must be collected under the same injection conditions.   

   11.    For quantitation of endogenous metabolites, the gold stan-
dard is to use stable isotope dilution where each endogenous 
metabolite is compared to its isotopically labeled standard. 
While this technique is recognized as the best approach for 
MS-based  quantitation  , the availability of isotopically labeled 
standards and their costs are prohibitive. As an alternative, 
other internal standards can be used. The ideal internal stan-
dard will have similar retention time and chemical properties 
to the metabolite of interest. Note that when using  myristic 
acid-D 27    as a general internal standard, its extraction may vary 
with sample pH. To ensure the most consistent extraction, 
adjust sample pH such that all samples have the same pH.   
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   12.    Any metabolite fragment analyzed by MS has its specifi c 
proportion of naturally occurring stable  isotopes   ( 2 H,  13 C, etc.) 
Although changes in  isotopomer   enrichments upon labeling 
with a stable isotope tracer can be measured from raw data, they 
do not refl ect the actual tracer contribution, since any isoto-
pomer has its own naturally occurring isotopic distribution. For 
this reason, removal of unlabeled sample values for  m  + 1,  m  + 2, 
etc. from labeled samples is not correct, as it will give erroneous 
values. For the same reason, expressing raw (uncorrected) iso-
topic enrichments as ratio to  m  + 0 (i.e.,  m  + 3/ m  + 0) is incor-
rect. Given the potential infi nite possibilities of labeling patterns 
within a metabolite pool, it is essential to correct for natural 
isotopic abundances using metabolite- specifi c correction matri-
ces. Such matrices are prepared using dedicated software based 
on proper mathematical modeling [ 22 ,  27 ,  28 ].         
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    Chapter 21   

 Analysis of the Tumor Microenvironment Transcriptome 
via NanoString mRNA and miRNA Expression Profi ling                     

     Marie-Noël     M’Boutchou     and     Léon     C.     van     Kempen      

  Abstract 

   Gene expression analysis in the tumor microenvironment using archived clinical samples is challenging 
because of formalin fi xation, RNA degradation, and limiting sample volume. NanoString gene expression 
profi ling is a RNA–DNA hybrid capture technology that does not require PCR and can accurately quantify 
the expression of to 800 transcripts in a single reaction. The technology requires 50–100 ng of RNA, 
which can be degraded (EDITOR: is this correct?) to a 200 bp fragment size. In contrast to amplifi cation 
technologies, nanoString counts the actual numbers of transcripts that are captured with transcript-specifi c 
and fl uorescently-barcoded probes. This chapter describes protocols for RNA extraction, quantifi cation, 
mRNA and miRNA profi ling and data analysis.  

  Key words     NanoString  ,   mRNA and miRNA expression profi ling  

1      Introduction 

 Analysis of  gene expression profi les      in formalin-fi xed and paraffi n- 
embedded (FFPE) tissues was challenging in the past. PCR-based 
expression analysis technologies require good quality RNA and a 
correct design of the assay as described in the MIQE guidelines [ 1 ]. 
After validation of the PCR assay, the analysis of multiple targets in 
a series of samples remains labor intensive and prone to technical 
errors when sample processing is not automated. The introduction 
of nCounter gene-expression profi ling (also known as “nanoString”) 
has signifi cantly contributed to the accurate analysis of gene expres-
sion up to 800 different genes in a single experiment with as little 
as 100 ng of total RNA [ 2 ]. NanoString profi ling is based on 
RNA– DNA      hybrid capture technology using a biotinylated cap-
ture probe and a fl uorescently labeled detection probe for each 
target of interest (Fig.  1 ). The two juxtaposed probes cover a 
100 nt region of the gene of interest, and array of six fl uorescent 
molecules (red, green, yellow, blue) functions as a target specifi c 
barcode. The small target that is required for hybridization makes 



  Fig. 1    Schematic overview over the nanoString technology. ( a ) Targets of interest are hybridized with two 
juxtapositioned probes: a biotinylated capture probe and uniquely fl uorescently-labeled reporter probe for 
each target. A target–probe complex is formed during hybridization with a RNA sample. ( b ) After removal of 
excess probes, the target–probe complexes are immobilized and aligned on the surface of a fl ow cell. These 
steps are automated on a liquid handler. ( c ) Images of nonoverlapping fi elds on the fl ow cell are taken. The 
unique sequences of the reporter probes are counted and translated into the number of counts per target. 
© 2015 NanoString Technologies, Inc. All rights reserved       
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nanoString profi ling an excellent expression analysis tool using 
RNA extracted from  formalin  -fi xed and formalin-embedded mate-
rial in which fragmentation of RNA is common. The absence of a 
PCR step allows for an accurate counting of fl uorescent barcodes, 
which directly correlates with the amount of RNA molecules in the 
sample. With exception of preparing the RNA–probe mixtures and 
overnight hybridization, all subsequent procedures are performed 
on a liquid handler. A scanner is used to count the fl uorescent bar-
codes in each sample. NanoString profi ling is an excellent method 
for targeted  gene expression profi ling   for a large number of genes 
in single sample.

   NanoString profi ling on  formalin     -fi xed tissues demonstrates 
excellent reproducibility when comparing matched frozen and 
FFPE tissues. Regardless of the differences in quality of RNA 
extracted from snap-frozen, cryopreserved or FFPE  liver   samples, 
a very good concordance is observed between the expression pro-
fi le of 96 genes in frozen and matched FFPE tissues (Fig.  2a, b ). 
These data demonstrate that source and quality of RNA does not 
strongly impact an accurate quantifi cation of RNA molecules in a 
given samples. A direct comparison of gene expression analysis in 
frozen and FFPE tissue confi rmed that the nanoString method 
achieves superior gene expression quantifi cation results when com-
pared to qPCR (SYBR Green) in archived samples [ 3 ]. This has 
opened doors for measuring the expression of mRNAs and miR-
NAs in FFPE sections [ 4 ]. The ability to use small FFPE samples is 
an important attribute of this technology for tumor microenviron-
ment research because material obtained with  laser microdissection   
will yield suffi cient amounts of RNA for multiplex profi ling of gene 
expression by tumor stromal cells [ 5 ,  6 ].

   The nanoString company (  http://www.nanoString.com/    ) 
offers off-the-shelf CodeSets (i.e., a collection of probes) for the 
for expression analysis of mRNAs, microRNAs, and long noncod-
ing RNAs of mouse and human origin, as well as CodeSets for 
single cell gene expression analysis and copy number variation 
analysis. Custom codes sets can be prepared to include the research-
er’s genes of interest (up to 800 genes). A recent feature is the 
ability to analyze the expression of 30 cell surface proteins and 770 
genes (RNA–protein) that are involved in immune responses in a 
single sample of cryopreserved intact cells (e.g., PBMC or cell 
lines). Whereas  nanoString         has established a protocol for RNA–
protein profi ling in cell lines, there is not yet a validated protocol 
for (laser microdissected)  formalin  -fi xed and paraffi n-embedded or 
frozen tissue samples. Therefore, this chapter only describes the 
protocols for mRNA and miRNA  nanoString expression profi ling  , 
because these are currently most relevant to study the dynamic 
immune responses in disease.  
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2    Materials 

   Any RNA extraction method can be used to purify 100 ng of RNA 
( see   Note    1  ) from frozen or FFPE samples (whole sections or 
microdissected fragments;  see   Note    2  ). However, it is advisable to 
use the same extraction method for all samples in one experiment. 
Alternatively, any tissue lysate can be used directly in a profi ling 
experiment without the need for RNA purifi cation (crude lysate). 
A drawback of using lysates is that equal loading of RNA into the 

2.1  RNA Extraction 
from  FFPE   (Crude 
Lysate)

  Fig. 2    Variation in pre-analytical variables does not negatively affect nanoString 
counts. ( a ) A bioanalyzer profi le reveals that strong degradation of RNA isolated 
from FFPE heart ( orange line ) compared to RNA isolate from fresh ( grey line ) or 
frozen ( green line ) heart. ( b ) Despite these difference in RNA integrity, highly 
similar target counts were obtained from matched frozen and  FFPE   heart tissue. 
© 2015 NanoString  Technologies     , Inc. All rights reserved       
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experiment is not possible without RNA quantifi cation. For 
miRNA profi ling, RNA purifi cation is required.

    1.     Microtome   with clean blade in an RNAse-free environment 
( see   Note    3  ).   

   2.     Xylene  .   
   3.    100 % ethanol.   
   4.    10 mM 2-( N -morpholino)ethanesulfonic acid ( MES     ), pH 6.5 

containing 0.5 % SDS.   
   5.    20 mg/mL  Proteinase K  .       

     RNA concentrations measured by Qubit are more accurate than by 
 NanoDrop         because of the saturating dye that binds to RNA spe-
cifi cally rather than optical properties of nucleic acids. In order to 
minimize the variation in content normalization ( see  Subheading  3.5 , 
Analysis,  step 10 ), it is recommended to accurately measure the 
RNA concentration.

    1.    RNA sample obtained with an extraction of choice ( see   Note    4  ).   
   2.    QuBit RNA HS Buffer provided with the kit (Invitrogen).   
   3.    RNA dye provided with the kit.   
   4.    RNA Standards (STDs) #1 and #2 provided with the kit.   
   5.    RNA samples at a concentration of approximately 50 ng/μL as 

measured by NanoDrop.   
   6.    0.5 mL microtubes (1/sample + 2 for standards).   
   7.    1 × 15 mL tubes.    

         1.    nCounter XT gene expression assay  Capture probe set   and 
 Reporter CodeSet  .   

   2.     RNase Free water      (not DEPC treated) in 1.5 mL tubes.   
   3.    100 ng of total RNA per sample normalized to 20 ng/μL.   
   4.    nCounter Prep Pack: Tips, tip sheaths, strip tubes (0.2 mL), 

hybridization buffer, and adhesives, all stored at room tempera-
ture. Cartridge ( see   Note    5  ; in sealed pouch stored at −20 °C), 
two 96 well reagent plates (Prep Plates, stored a 4 °C).   

   5.     Picofuge   (for 1.5 mL tubes and 6-strip tubes).   
   6.    Rack for strip tubes.   
   7.     Thermocycler   (with heated lid).   
   8.     Filter tips   for P2.5 and P10, P20, P200.      

       1.    nCounter Human miRNA Expression Assay  kit        .   
   2.    nCounter Human miRNA  sample preparation      kit.   
   3.    RNase Free water (NOT DEPC-treated) in 2 × 1.5 mL tubes.   

2.2  RNA 
Quantifi cation ( Qubit  )

2.3  mRNA Profi ling

2.4  miRNA Profi ling
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   4.    100 ng of total RNA per sample normalized to 33 ng/μL 
( see   Note    6  ).   

   5.    nCounter Prep Pack: Tips, tip sheaths, strip tubes (0.2 mL), 
hybridization buffer, and adhesives, all stored at room tempera-
ture. Cartridge ( see   Note    7  ; in sealed pouch stored at −20 °C), 
two 96-well reagent plates (Prep Plates stored a 4 °C).   

   6.    Sterile microcentrifuge tubes (1.5 mL) RNAse-free. Three 
tubes are needed and are labeled: (1) miRNA ctrl, (2) Ann 
MM, (3) Lig MM.   

   7.     Picofuge   (for 1.5 mL tubes and 6-strip tubes).   
   8.    Two Racks for strip tubes.   
   9.     Thermocycler   (with heated lid).   
   10.     Filter tips   for P2.5 and P10, P20, P200.       

3    Methods 

       1.    Cut two 10 μm FFPE sections (0.2–1 cm 2  each,  see   Note    8  ) 
with a new blade in an RNAse-free environment.   

   2.    Collect the curls in a 1.5 mL microcentrifuge tube ( see   Note    9  ).   
   3.    Add 1 mL of  xylene   and vortex for 10 s.   
   4.    Centrifuge 4 min at maximum speed in a benchtop microcen-

trifuge at room temperature.   
   5.    Remove supernatant by pipetting, leaving 100 μL of superna-

tant behind. Be careful not to disturb pellet.   
   6.    Add 1 mL of 100 %  ethanol  . Vortex. Spin down the pellet at 

maximum speed for 2 min in benchtop microcentrifuge.   
   7.    Repeat  steps 4  and  5 .   
   8.    Remove as much supernatant as possible without disturbing 

pellet. Let dry at room temperature for 30 min with the tube 
open. Make sure all ethanol has evaporated.   

   9.    Resuspend the pellet in 45 μL 10 mM MES, pH 6.5, 0.5 % 
 SDS  , and 5 μL  Proteinase       K   (20 mg/mL) ( see   Note    10  ). 
Vortex briefl y.   

   10.    Incubate at 55 °C for 15 min.   
   11.    Flick tubes and incubate at 80 °C for 15 min to inactivate the 

proteinase K.   
   12.    Centrifuge maximum speed for 30 s in a benchtop 

microcentrifuge.   
   13.    Remove and keep supernatant (50 μL). Discard the pellet.   
   14.    Store the supernatant containing the RNA at −80 °C. Use 

5 μL of supernatant per nCounter hybridization ( see   Note    11  ). 
RNA aliquots can be made accordingly.      

3.1  RNA Extraction 
from FFPE (Crude 
Lysate)   
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       1.    Touch the QuBit to turn it on.   
   2.    Calculate how much of the working solution (WS) is needed.
    (a)    For every 200 μL of HS buffer, add 1 μL of dye.   
   (b)     Calculate the total volume needed for  x  number of samples 

plus 2 STDs + 1 dead volume  sample  .       
   3.    Mix the WS by  pipetting      up and down without bubbles.   
   4.    Samples: Pipet 199 μL of WS in each tubes. Add 1 μL of RNA 

sample (conc of ≈50 ng/μL). 
 Standards: Pipet 190 μL of WS in each of the two tubes. Add 
10 μL of STD #1 or #2.   

   5.    Vortex. Spin down.   
   6.    On the  QuBit  :
    (a)    Choose RNA (NOT “RNA broad range”).   
   (b)    Read new standards? YES.   
   (c)    Put STD #1 in the  QuBit. Read  .   
   (d)    Put STD #2 in the QuBit. Read.   
   (e)    Insert sample tubes. Read.   
   (f)    Calculate stock conc (volume of sample used): 1 μL.   
   (g)    Choose units: ng/μL.   
   (h)    Record the RNA concentration.   
   (i)    Read next sample ( see   Note    12  ).    

                1.    Remove one tube of both the  Reporter CodeSet            (green cap) 
and Capture probe set reagent (silver cap) from the freezer 
(−80 °C) and thaw on ice ( see   Note    13  ).   

   2.    Thaw RNA samples on ice.   
   3.    Invert all tubes several times to mix well. Do NOT vortex or 

pipet vigorously! Briefl y spin down reagent with  picofuge   
( see   Note    14  ).   

   4.    Create a master mix: Add 70 μL of hybridization buffer directly 
to the Reporter CodeSet tube.   

   5.    Invert to mix and spin down with the  picofuge     .   
   6.    Label a provided 12 tube strip and cut in half so it will fi t in a 

picofuge.   
   7.    Add 8 μL of master mix to each of the 12 tubes. Use a fresh tip 

for each pipetting.   
   8.    Add total RNA sample, maximum 5 μL for a total of 100 ng 

(5 μL of 20 ng/μL). Total volume per tube is 13 μL.   
   9.    Preheat the  thermocycler   to 65 °C ( see   Note    15  ).   
   10.    Add 2 μL of  Capture probe set  , cap the tubes, and mix by 

inverting several times and fl icking with your fi nger.   

3.2  RNA 
Quantifi cation ( Qubit  )

3.3  mRNA Profi ling

3.3.1  mRNA  Sample 
Preparation   Protocol
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   11.    Briefl y spin down.   
   12.    Place the tubes immediately in the PCR block at 65 °C 

( see   Note    16  ).   
   13.    Incubate hybridization assays for at least 12 h. Max incubation 

time should not exceed 30 h because it will increase the back-
ground signal ( see   Note    17  ).   

   14.    After hybridization, remove the tubes from the PCR block and 
allow cooling down to room temperature. Do NOT store the 
samples at 4 °C.   

   15.    Proceed immediately with binding sample to the nCounter 
fl ow cell on the nCounter Prep Station.      

        1.    Before the end to the hybridization ( step 14 ), remove the car-
tridge from the freezer and reagents plates from the fridge and 
allow to reach room temperature before using ( see   Note    19  ).   

   2.    Centrifuge the plates at 2000 ×  g  for 2 min.   
   3.    Turn on the Prep Station and press ‘Start processing’ on the 

touch screen.   
   4.    Select the plate type that is provided with the CodeSet.   
   5.    Select the desired sensitivity (standard or high) when asked 

( see   Note    20  ).   
   6.    The next screen is the sample selection screen: select the num-

ber of samples that are to be processed ( see   Note    21   ).    
   7.    The next screen prompts the user to place the Prep plates 

(without the clear lids, but with intact foil cover) on the deck 
at the indicated positions.   

   8.    Load the tips and foil piercers onto the aluminum carrier and 
place the loaded tip carrier back onto the Prep station and for-
ward to the next screen.   

   9.    Place the tip sheaths on the deck and press fi rmly into place 
and forward to the next screen.   

   10.    Place an empty 12-strip tube (supplied with the CodeSet) on 
the deck and close the aluminum cover securely.   

   11.    The next screen instructs to load to cartridge on the deck and to 
secure the electrode fi xtures over the cartridge ( see   Note    22  ).   

   12.    Place the sample strip on the deck and confi rm that tube 1 
aligns with position 1 on the sample holder ( see   Note    23  ). 
Remove all caps and make sure that all tubes are seated fully 
and evenly in the rack ( see   Note    24   ).    

   13.    Close the door of the liquid handler.   
   14.    When the system is connected to the Internet, the user can 

enter his e-mail address. The user will receive and e-mail after 
completion of the run.   

3.3.2  Processing 
of the Samples 
on the nCounter Prep 
 Station      ( See   Note    18  )
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   15.    Start the run.   
   16.    When processing is complete, it is important to immediately 

close the wells of the cartridge with the cartridge well seal to 
prevent evaporation. Do not leave the cartridge in direct sun-
light or at temperatures higher than room temperature. The 
 cartridge      can be stored in the pouch at 4 °C for up to 3 week 
with minimal loss of signal if it cannot be scanned within 1 h 
after the run.      

         1.    If the cartridge is stored at 4 °C, let the pouch come to 
room temperature before removing the cartridge to minimize 
condensation.   

   2.    Turn on the nCounter digital analyzer.   
   3.    In the main menu, select upload fi les and upload the RLF fi le 

(Reporter Library File) onto the digital analyzer. The RLF fi le 
is located on the USB key that is delivered with the CodeSet 
and contains the information required to convert fl uorescent 
bar code counts into gene counts ( see   Note    26  ).   

   4.    Select ‘start counting’.   
   5.    The Select Stage Position screen appears.   
   6.    On the screen, select the position where the cartridge is placed.   
   7.    In the next screen, enter the cartridge information: cartridge 

ID and Fields Of View ( FOV  ) counts ( see   Note    27  ).   
   8.    Place the cartridge in one of the six available positions 

(s ee   Note    28  ) and close the magnetic clips gently to secure the 
cartridge in position.   

   9.    Shut the instrument door and press start the Initiate Imaging 
 screen      ( see   Note    29   ).    

   10.    Once imaging begins, the Counting Cartridge ID screen will 
appear with current time, time left for scanning the current 
cartridges, time left for scanning all cartridges and expected 
fi nish time.   

   11.    After the run, insert the USB key provided by nanoString with 
the CodeSet and press download RCC (Reporter Code Count) 
data ( see   Note    30  ).   

   12.    Proceed with Subheading  3.5  Data analysis.       

          1.    Verify the different protocols on the Bio-Rad C1000 PCR 
machine: Annealing Protocols, Ligation Protocol, Purifi cation 
Protocol, and Hybridization at 65 °C ( see  Tables  1  and  2 ).

        2.    Remove RNA, miRNA Assay Controls (clear cap) from the 
−80 °C freezer and the Annealing Buffer (clear cap) and 
nCounter miRNA Tag Reagent (clear cap), Ligase buffer (red 
cap), Ligase (blue cap), and PEG from the −20 °C freezer.   

3.3.3  Scanning 
of the Cartridge 
on the nCounter Digital 
Analyzer ( See   Note    25  )

3.4  miRNA Profi ling

3.4.1  miRNA  Sample 
Preparation   Protocol
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   3.    Thaw all tubes on ice.   
   4.    Let PEG and Ligase equilibrate to room temperature.   
   5.    Normalize RNA samples to 33 ng/μL using RNAse-free 

ddH 2 O.   
   6.    Prepare a 1:500 dilution of the miRNA Assay Controls (clear 

cap) (−80) in a 1.5 mL tube: 499 μL of RNAse-free 
ddH 2 O + 1 μL of miRNA Assay Controls.   

   7.    Vortex for 1 min (time it), spin down in  picofuge  , and store on 
ice.   

   8.    Prepare an annealing master mix: 13 μL of Annealing Buffer + 
26 μL of nCounter miRNA Tag Reagent + 6.5 μL of the 1:500 
miRNA Assay Controls dilution (prepared in  step 6 ).   

   9.    Mix well by pipetting up and down. Do NOT vortex.   
   10.    Cut strip of 12 tubes (0.2 mL strip tubes) in half with scissors 

so it will fi t in the picofuge. Number the tubes.   
   11.    Aliquot 3.5 μL of the annealing master mix ( step 8 ) into each 

tube. Use clean tip for each tube.   
   12.    Add 3 μL (100 ng) of RNA sample to the corresponding tube.   
   13.    Cap tubes and fl ick gently to mix. Spin down briefl y in  picofuge     .   
   14.    Place strip in  thermocycler   and initiate Annealing protocol 

(6.5 μL total volume)  See  Table  1 .   
   15.    Prepare a ligation master mix by combining: 16 μL of Ligase 

Buffer + 24 μL PEG ( see   Note    31   ).    

     Table 1  
  Annealing and ligation protocols   

 Temperature  Time 

 94 °C  1 min 

 65 ° C       2 min 

 45 °C  10 min 

 48 °C  Hold 

 48 °C  3 min 

 47 °C  3 min 

 46 °C  3 min 

 45 °C  5 min 

 65 °C  10 min 

 4 °C  Hold 

 Total time  37 min 
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   16.    Mix well by pipetting up and down. Keep at room 
temperature.   

   17.    Following completion of the Annealing protocol (approx. 
15 min), when the  thermocycler   has reached 48 °C: Pause the 
thermocycler to keep the temperature at 48 °C.   

   18.    Remove tubes from the machine and remove the caps.   
   19.    Add 2.5 μL of the ligation master mix (prepared in  step 15 ) to 

each tube. Cut a new strip of lids in two (6-6) and place on 
tube.   

   20.    Flick gently to mix. Spin down.   
   21.    Return tubes to 48 °C thermocycler, close lid, and incubate at 

48 °C for 5 min (9 μL total).   
   22.    Open thermocycler. At this point, do NOT remove the tubes 

from the 48 °C heat block.   
   23.    Carefully remove caps from tubes, leaving strips in place in the 

heat block add 1.0 μL of Ligase ( see   Note    32  ) directly in the 
bottom of each tube while incubating at 48 °C.   

   24.    Check the pipette tip to make certain all of the ligase was added 
to the reaction. Do not pipet up and down. Recap tubes with 
new caps while leaving the tubes in the block ( see   Note    33  ).   

   25.    Immediately after addition of the Ligase to the fi nal tube 
(10 μL total volume), close  thermocycler   lid, and continue 
with the Annealing and Ligation Protocol ( see  Table  1 ).   

   26.    After completion of Ligation Protocol, add 1.0 μL Ligation 
Clean-Up  Enzyme   to each reaction. Tubes can be removed 
from the heat block.   

   27.    Flick gently to mix. Spin down in  picofuge  .   
   28.    Return tubes to  thermocycler   and initiate Purifi cation Protocol 

(11 μL total volume).  See  Table  2 .   
   29.    After completion of Purifi cation Protocol ( see   Note    34   ) , 

remove tubes and set thermocycler to 85 °C forever for the 
 miRNA      Hybridization Protocol ( see  Subheading  3.4.2 ).   

    Table 2  
  Purifi cation protocol   

 Temperature  Time 

 37 °C  2 h 

 70 °C  10 min 

 4 °C  Hold 

 Total  time       2 h 10 min 
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   30.    Add 40 μL of RNAse-free ddH 2 O to each sample (51 μL total). 
Mix well and spin down. Proceed immediately with the miRNA 
CodeSet Hybridization Protocol ( see  Subheading  3.4.2 ).      

         1.    Thaw the  Reporter CodeSet   (green cap) and Capture probe 
set reagent (silver cap) on ice.   

   2.    Invert the Reporter CodeSet (green cap) and  Capture probe 
set   reagent (silver cap) several times to mix well and briefl y spin 
down reagent with picofuge.   

   3.    Create a Master Mix containing: 130 μL of the Reporter 
CodeSet + 130 μL of hybridization buffer. Add the hybridi-
zation buffer to the tube containing the Reporter CodeSet 
( see   Note    36  ).   

   4.    Invert to mix and spin down in  picofuge  .   
   5.    Label a provided 12-tube strip and cut in half so it will fi t in a 

picofuge.   
   6.    Add 20 μL of Master Mix ( step 3 ) to each of the 12 tubes. Use 

a new tip for each pipetting step.   
   7.    Denature samples from the miRNA sample prep protocol 

(Subheading  3.4.1 ,  step 30 ) at 85 °C for 5 min.   
   8.    Place the samples on ice.   
   9.    Add 5 μL denature RNA ( step 8 ) to each tube (25 μL total 

volume) ( see   Note    37  ).   
   10.    Preheat  thermocycler   to 65 °C ( see   Note    38  ).   
   11.    Add 5 μL of  Capture probe set   to each tube immediately 

before placing at 65 °C.   
   12.    Cap tubes and mix by inverting several times and fl icking with 

your fi nger.   
   13.    Briefl y spin down in picofuge.   
   14.    Place in the center block of the thermocycler at 65 °C 

( see   Note    39  ).   
   15.    Incubate hybridization assays for at least 12 h but it should not 

exceed 30 h ( see   Note    40  ).   
   16.    After hybridization, do not store at 4 °C, but continue with 

the nCounter Prep Station.     
 The processing of samples on the nCounter Prep Station is 

identical for mRNA or  miRNA      profi ling:  See  Subheading  3.3.2 . 
 The scanning of the cartridge on the nCounter digital analyzer 

is identical for mRNA or miRNA profi ling:  See  Subheading  3.3.3 .   

      nSolver is a software package designed by nanoString for the 
 analysis of counts generated by the nCounter digital analyzer. The 
current version (2.6) includes graphical presentation of the data in 
a  heat map  , scatter plot, violin plot, box plot and histograms.

3.4.2  miRNA CodeSet 
Hybridization Protocol 
( See   Note    35  )

3.5  Data Analysis
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    1.    Install and open the nSolver analysis software from a work 
 station ( see   Note    41  ).   

   2.    Import the CodeSet RLF File ( see   Note    42  ).   
   3.    Import the RCC Files from the USB key ( see   Note    43  ).   
   4.    The RCC fi les are automatically sorted to the correct RLF 

fi les ( see   Note    44  ).   
   5.    Create a new study and within this study create a new 

experiment.   
   6.    This will open up the Experiment design wizard. By selecting 

the RLF fi le under which the RCC fi les are collected, the sam-
ples can be highlighted for analysis ( see   Note    45  ).   

   7.    Samples can now be annotated if necessary ( see   Note    46  ).   
   8.    Background subtraction. Every CodeSet contains eight nega-

tive controls ( see   Note    47  ). The mean of negative controls plus 
a desired amount of standard deviations will be subtracted from 
the experimental counts ( see   Note    48  ). Alternatively a blank 
lane can be selected as the negative control ( see   Note    49  ).   

   9.    Next, normalization parameters are identifi ed. Each CodeSet 
contains 6 positive controls at different concentrations that are 
not homologous to any known organism. The mean value of 
these positive controls is used to calculate a normalization fac-
tor that correct for inter-sample variability of hybridization 
effi ciency.   

   10.    A second normalization can be performed on CodeSet  con-
tent     . Every CodeSet contains a set of genes that have been 
identifi ed as reference of housekeeping genes. These are 
selected by the nSolver software automatically for normaliza-
tion. However, true reference genes (those whose expression 
does not change with experimental conditions) are rare. 
Therefore whole content normalization is preferred. This can 
be done by selecting all genes in the CodeSet.   

   11.    If desired, the next step allows for the selection of the reference 
sample(s) against which a fold difference in expression will be 
calculated for each sample ( see   Note    50  ).    
  When completed, the data set will be built and results in four 

fi les collected within the experiment (raw data, normalized data, 
grouped data, ratio data, and analysis data). 

       1.    Highlight all samples in the Raw data folder and run the QC 
analysis by pressing the QC button. Standard values for imag-
ing, binding density, positive control linearity and positive con-
trol limit of detection are set automatically but can be changed 
upon the user’s preference for stringency. If this analysis results 
in a QC issue, then the sample will be fl agged with the specifi c 
QC problem. Caution needs to be taken with the interpreta-
tion of that specifi c sample.   

3.5.1  Quality Control 
(QC) of the Raw 
and Normalized Data Must 
Be Performed to Determine 
Data Quality
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   2.    In the Normalized data folder, values for positive normalization 
and content normalization can be found ( see   Note    51  ). The 
positive normalization factors will fl uctuate closely around one 
and indicates comparable probe hybridization effi ciency 
for each sample. The whole content normalization factors are 
commonly more variable, but should be between 0.8 and 1.2 
when RNA input in the assay was normalized. A sample with a 
normalization fl ag should be interpreted with caution as this 
indicates a problem with hybridization effi ciency or total 
counts (i.e., RNA input).      

   nSolver is a great tool for the visualization of data, but lacks a sta-
tistical analysis component.  Heat maps  , scatter plots, violin plots, 
box plots, and histograms can be generated from both the raw or 
normalized data.

    1.    Select the samples of interest and click the Analysis button 
( see   Note    52   ) .   

   2.    Within the analysis menu select the graph type and subsequent 
the samples for which the data needs to be presented graphi-
cally (Fig.  3 ).

          The graphical presentation of data results in the visualization of 
RNA counts, but without information of statistically relevant 
 differences in expression. To this end, the data can be analyzed 
by the user-preferred statistical analysis software. A script in R 
(NanoStringNorm) has been made available to the scientifi c com-
munity [ 7 ] ( see   Note    53  ). NanoStriDE [ 8 ] ( see   Note    54  ) is a 
 Web- based analysis program to calculate differential expression 
from RCC fi les. With the release of the Mouse PanCancer 
Immunology and Human PanCancer Immunology CodeSet, 
nanoString also released a comprehensive advanced analysis tool 
for pathway analysis. These advanced analysis tools can be down-
loaded from the nanoString website ( see   Note    55  ).    

4                                                           Notes 

     1.    100 ng of RNA when analyzing <400 transcripts and 50 ng of 
RNA when analyzing >400 transcripts. The amount of RNA 
needs to be reduced for large CodeSets because of the possibil-
ity to saturate the fl ow cells. With the lowering of the amount 
of RNA, an increase in the variation of counts for genes that 
are expressed at low levels (<200 counts) must be anticipated.   

   2.    The number of sections or area of microdissected  tissue      that is 
required to yield 100 ng of total RNA depends on different 
variables such as cellularity, cell type and tissue type. This 
required amount of tissue needs to be established empirically.   

3.5.2  Data  Visualization     

3.5.3  Data Analysis
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   3.    Wipe all  microtome   components that can be in contact with 
the tissue sections and blade with RNAse-away before section-
ing. Also, clean  forceps   with RNAse-away solution. This mini-
mizes the risk of carryover of RNAses when the tissue in an 
aqueous solution.   

   4.    All commercial RNA isolation kits yield RNA of suffi cient 
quality and quantity for nanoString analysis.   

  Fig. 3    Data presentation. ( a ) Gene expression data of four different biological 
triplicates presented as an agglomerative cluster ( heat map  ). ( b ) Violin plot of the 
expression of nine genes in control and experimental samples. Each cloud per 
gene presents the distribution of counts in the control and experimental samples 
combined. A  sand clock shape  or separation of the cloud suggests that the gene 
is differential expressed in the two groups. ( c ) Box plots vizualizing the expression 
of IL11, and IL8 in the control (Ctrl) and experimental (Exp) sample are shown       
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   5.    For 12 samples.   
   6.    Note the higher concentration of total RNA that is required 

for miRNA profi ling.   
   7.    For 12 samples.   
   8.    Increasing the number of sections will result in a less effi cient 

removal of paraffi n. Additional  xylene   steps may then be 
necessary.   

   9.    Collect the sample in an RNase-free tube.   
   10.    Pipet up and down to disrupt the pellet.   
   11.    This is the maximum volume of sample that can be added into 

a nanoString reaction ( see  Subheading  3.3.1 ,  step 8 ). The vari-
ation in counts in between different tissue samples is diffi cult 
to anticipate when RNA concentration is not measured.   

   12.    Make sure there are no bubbles.   
   13.    A nanoString assay is performed with 12 samples. Use one vial 

per 12 samples.   
   14.    Quick spin all reagents in a minicentrifuge to collect the 

 volumes in the bottom of the tubes.   
   15.    Program the PCR machine with a PCR volume of 30 μL and 

use a heated lid. The 65 °C temperature should be maintained 
for the whole time.   

   16.    Minimizing the time between the addition of the  Capture 
probe set   and the placement of the reaction at 65 °C will 
increase the sensitivity of the assay.   

   17.    In order to minimize the variation hybridization effi ciency in 
between experiments, the laboratory should standardize the 
hybridization time, e.g., 18 h for every experiment.   

   18.    A detailed manual can be downloaded from the nanoString 
website:   http://www.nanoString.com/media/pdf/MAN_
nCounter_Prep_Station_GEN2.pdf       

   19.    If the cartridge and reagent plates are not at room temperature 
prior to processing, an increase in the assay variability may 
occur. The  cartridge      pouch should not be opened before 
room temperature is reached to prevent condensation of the 
cartridge.   

   20.    There are two types of plates: white and green plates. One can 
only select high sensitivity with the green plates. The high sen-
sitivity option increases the processing time from 2.5 to 3 h 
because of an increased binding time of the probes to the fl ow 
cell surface.   

   21.    Less than 12 samples can be processed. The deck will be loaded 
with two Prep plates: one for lanes 1–6 and the second on for 
lanes 7–12. Therefore, if selecting 6 samples, choose position 
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1–6. If seven samples, then load the samples in position 1–7, 
but both Prep plates need to be loaded.   

   22.    The 24 electrodes should insert into the 24 wells of the 
cartridge.   

   23.    If the sample tubes are inverted, the sample specifi c informa-
tion will be assigned to the incorrect data fi le.   

   24.    Centrifuge the tubes briefl y to collect the reagents in the bot-
tom before opening the tubes.   

   25.    A detailed manual can be downloaded from the nanoString web-
site   http://www.nanoString.com/media/pdf/MAN_nCounter_
Digital_Analyzer_GEN2.pdf    .   

   26.    You only need to upload RLF fi les when you fi rst receive a new 
CodeSet. Once an RLF has been uploaded, it will always be 
available until it is manually deleted from the digital analyzer.   

   27.    FOV setting: low, medium, high, or max. The  FOV   dimension 
of the nCounter MAX system is 216 × 165 μm, with 25, 100, 
280, and 555 FOVs for the low, medium, high, and max set-
ting, respectively. The FOV that is required for accurate quan-
tifi cation depends on the RNA input and abundance of the 
target. It is advisable to start with High FOV and subsequently 
analyze the total counts and counts for the negative control 
( see  Subheading  3.5   step 8 ). In case of low or high counts, 
recount at medium or max FOV, respectively. The absolute but 
not relative counts for each target will change and is especially 
important to discriminate changes in expression of low abun-
dance targets from fl uctuations in the noise.   

   28.    The analyzer can analyze up to six cartridges in one run.   
   29.    Once imaging starts, the door remains locked.   
   30.    This will automatically download the Reporter Code Counts 

to the RCC folder located in the USB key.   
   31.    PEG is very viscous. Pipet very slowly.   
   32.    Bring Ligation Cleanup Enzyme to room temperature before 

adding it to the mixture.   
   33.    Do six tubes at a time (remove caps of these 6 and when done, 

close caps; make six more tubes).   
   34.    After the completion of this PCR step, the purifi ed  sample 

preparation   reactions may be stored at −20 °C for up to 2 
weeks. If no stop-step is included but when the hybridization 
assay will be continued, then 1 h before the end of the 2 h 
15 min Purifi cation  Protocol     , tubes of both the  Reporter 
CodeSet      (green cap) and Capture probe set reagent (silver cap) 
must be taken from the freezer (−80 °C) and thawed on ice.   

   35.    These instructions are for 12 samples.   
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   36.    Do NOT add the Capture probe set to the master mix.   
   37.    Leftover RNA can be stored at −80 °C.   
   38.    Program using 30 μL volume, heated lid. Do NOT set to ramp 

down to 4 °C at the end of the run.   
   39.    Minimizing the time between the addition of the Capture 

probe set and the placement of the reaction at 65 °C will 
increase the sensitivity of the assay.   

   40.    Standardizing the hybridization time will greatly increase the 
inter-experiment reproducibility.   

   41.    Free download with the purchase of an off-the-shelve of 
 custom CodeSet.   

   42.    RLF File is the reporter library fi le that contains a table that 
enables the conversion of the fl uorescent bar code into a gene 
name. The RLF fi le can be found on the thumb drive that is 
delivered with the reagents.   

   43.    The data produced by the nCounter Digital Analyzer are 
exported as a Reporter Code Count (RCC) fi le. RCC fi les are 
comma-separated text (.csv) fi les that contain the counts 
for bar code in a sample. The RCC fi le can be downloaded 
from the analyzer with a thumb drive ( see  Subheading  3.3.3 , 
 step 11 ).   

   44.    Before the fl ow cell was imaged on the digital analyzer, the 
instrument instructed the user to upload the RLF fi le to the 
analyzer and instruct the software to link barcode counts to 
gene expression counts.   

   45.    All experiments that are performed with the same CodeSet 
(i.e., RFL fi le) are collected under the same RLF name. For 
analysis of specifi c samples, individual samples can be high-
lighted and selected for the next steps.   

   46.    The report fi le that will be created at the end contains long 
sample names that are not easily identifi ed (experiment name 
position on fl owcell.RCC). The annotation that is added 
here (e.g., sample name or condition) will also be shown in the 
report fi le.   

   47.    The series of negative controls are established by the External 
RNA Control Consortium (ERCC). The ERCC control 
sequences are synthetic sequences molecules and are not 
homologous to any known organism, are applicable and trans-
ferable in all CodeSets, and generate consistent results in gene 
expression analyses.   

   48.    Commonly mean + 3 standard deviation of the raw counts all 
negative controls is used to avoid any count that is a possible 
variation in noise. In general, the lower threshold value is 
between 30 and 50.   
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   49.    A  nanoString      experiment is performed with 12 samples 
 simultaneously. It is not cost effi cient to analyze less than 12 
samples. Blank lane subtraction is not an optimal control 
because it does not take the complexity of the samples in which 
a specifi c binding of the negative probes can occur into account.   

   50.    Pair wise analysis can also be performed afterwards.   
   51.    Also note that the counts for the negative control probes are 

reduced to 1 and that the counts for the targets genes sub-
tracted with the mean count of all negative values plus × times 
the SD, and subsequently normalized against the positive con-
trol, and the user-defi ned CodeSet content (e.g., reference 
genes or whole content).   

   52.    The Advance analysis option allows the user to import specifi c 
analysis tools that can be downloaded from the nanoString 
website, e.g., PanCancer Immune Profi ling Analysis Module 
(human and mouse) that are used in conjunction with specifi c 
CodeSets.   

   53.     See  also: cran.rproject.org/web/packages/NanoStringNorm/
vignettes/NanoStringNorm_Introduction.pdf.   

   54.     See  also:   http://nanostride.soe.ucsc.edu    .   
   55.    A description of the analysis pipeline is out of the scope of this 

chapter. For detailed information, download the white paper 
describing the PanCancer pathway module from the nanoString 
website:    http://www.nanoString.com/products/pancancer_
pathways/analysis_module    .         
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    Chapter 22   

 RNA-Seq as a Tool to Study the Tumor Microenvironment                     

     Pudchalaluck     Panichnantakul    ,     Mathieu     Bourgey    ,     Alexandre     Montpetit    , 
    Guillaume     Bourque    , and     Yasser     Riazalhosseini      

  Abstract 

   The transcriptome is composed of different types of RNA molecules including mRNAs, tRNAs, rRNAs, and 
other noncoding RNAs that are found inside a cell at a given time. Analyzing transcriptome patterns can shed 
light on the functional state of the cell as well as on the dynamics of cellular behavior associated with genomic 
and environmental changes. Likewise, transcriptome analysis has been a major help in solving biological issues 
and understanding the molecular basis of many diseases including human cancers. Specifi cally, since targeted 
and whole genome sequencing studies are becoming more common in identifying the driving factors of cancer, 
a comprehensive and high-resolution analysis of the transcriptome, as provided by RNA-Sequencing (RNA-
Seq), plays a key role in investigating the functional relevance of the identifi ed genomic aberrations. Here, we 
describe experimental procedures of RNA-Seq and downstream data processing and analysis, with a focus on 
the identifi cation of abnormally expressed transcripts and genes.  

  Key words     RNA-Seq  ,   Tumor microenvironment  ,   Next-generation sequencing  ,   Bioinformatics  

1      Introduction 

 In human cancers, tumors are often heterogeneous at both the 
genome and phenome levels. Even in a given tumor type, these 
variations exist, and are referred to as  inter-tumor heterogeneity  
(i.e., differences observed between tumors of individuals affected 
with the same tumor type) and  intra-tumor heterogeneity  (i.e., dif-
ferent subpopulations of malignant cells that exist within a tumor; 
subclones). In a tumor bulk, subclones may differ at genetic, epi-
genetic, and/or  transcriptome   levels. These heterogeneous pat-
terns not only play a large part in the proliferative progression of 
the tumor as a whole, but also foster other complications such as 
the resistance to therapeutic drug treatments, and tumor  metasta-
sis   as revealed by recent  next-generation sequencing (NGS)   studies 
( see  examples in refs.  1 ,  2 ). 

 In addition to different subpopulations of malignant cells, 
another layer of heterogeneity occurs within a tumor bulk where 
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intrinsic tumor cells are surrounded by  stroma  . Interestingly, 
variations in the composition and abundance of stromal cells—as 
important constituents of tumor microenvironment—have been 
linked to the disease course [ 3 ,  4 ]. Consequently, understanding 
the interaction between tumor cells and their microenvironment 
have brought signifi cant insight into our knowledge about molec-
ular mechanisms involved in tumor formation and progression, 
that may open new therapeutic avenues. In this regard,  transcrip-
tome   sequencing of RNA samples isolated from each compartment 
can provide valuable information. To this end, it is important to 
obtain pure cell subpopulations without contamination from the 
other cell types. Microdissection is the method of choice in many 
laboratories to enrich for tumor or stromal cells. 

 RNA-Seq is a state-of-the-art technique used to analyze the 
transcriptome in a global yet high-resolution manner through 
direct sequencing of  complementary DNA (cDNA)  .  RNA-Seq      
experiments begin with the production of cDNA from extracted 
RNA (fragmented or polyadenylated to mark coding from non-
coding  RNA  ) followed by an amplifi cation step before the use of 
 NGS   to sequence from one end (single-end) or both ends (pair- 
end) of the cDNA molecules. Once sequencing is complete, the 
obtained sequence reads can be aligned to the reference genomes/
transcripts to generate tabulated counts for the expression level of 
genes/transcripts. Reads obtained from RNA-Seq have to be nor-
malized to remove inherent biases in preparation steps, particularly 
in the sequencing depth of a sample and the length of RNA species 
involved. These biases are corrected in the form of either RPKM 
(reads per kilobase per million reads)    or FPKM (fragments per 
kilobase per million reads)    since reads are commonly proportional 
to the abundance and length of transcripts [ 5 ,  6 ]. 

 Popular alternatives to RNA-Seq are  cDNA   microarrays, in 
which the abundance of fl uorescently tagged cDNA molecules, 
generated from RNA samples, is measured after hybridization to 
arrayed DNA probes with complementary sequences. Although 
microarrays are relatively inexpensive, they have several limitations. 
Due to the limited dynamic range of detection caused by back-
ground signals, transcripts in low or high abundance may not be 
accurately measured by microarrays. This is not the case with RNA- 
Seq where an almost unlimited dynamic range is achievable by 
applying appropriate depth of sequencing coverage, thereby 
enabling quantifi cation of transcripts undetectable by microarrays 
[ 7 ,  8 ]. Moreover, arrays can only measure abundance of transcripts 
for which complementary probes can be designed, limiting their 
use to known transcripts [ 9 ,  10 ], and to species for which the 
genome is available, whereas RNA-Seq can provide information 
about new transcripts with no previous annotations [ 8 ,  11 ]. In 
addition, because  RNA-Seq      has a single-base resolution, informa-
tion about exon connectivity can be obtained in addition to 
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sequence variations observed at the transcript level, thus enabling 
detection of splicing events as well as chromosomal rearrangements 
resulting in abnormal transcripts such as fusion genes. As of late, 
RNA-Seq advancements have allowed researchers to understand 
the  transcriptome   in greater details. For instance, the protocol for 
RNA-Seq can be modifi ed to obtain information about the strand 
of origin (either sense or antisense) of a read; this is particularly 
important for the detection of alternative splicing events as well as 
noncoding RNAs (ncRNA)    that can act as key regulators of gene 
expression [ 12 ]. Strand-specifi c RNA-Seq has signifi cantly contrib-
uted to our knowledge about antisense transcripts  (asRNAs) that 
are active regulators of their sense strands (usually protein coding) 
[ 13 ]. The identifi cation of ncRNAs and asRNAs are proven to be 
important in modern molecular biology due to their function as 
genomic regulators and their recent association with multiple can-
cers [ 14 ,  15 ]. An emerging powerful RNA-Seq approach that can 
be employed to dissect intra-tumor heterogeneity is single-cell 
RNA-Seq, which when applied across several individual cells of a 
given tumor, can provide insight to the genome-wide  transcrip-
tome   heterogeneity at a single-cell resolution [ 16 ,  17 ]. 

 In this chapter, we describe the experimental procedures of gen-
erating sequencing libraries for stranded RNA-Seq based on the 
Illumina TruSeq Stranded  ribosomal RNA (rRNA)  -depleted proto-
col, and bioinformatics analysis of the corresponding sequencing data.  

2    Materials 

       1.    Filtered tips (10, 20, 100, 200, 1000 μL).   
   2.    1.5 and 1.7 mL boil-proof microtubes clear tubes.   
   3.    Thermowell ®  GOLD 96-well PCR plates (96-well half-skirt) 

(e.g., Corning).   
   4.    Full skirted 96-well plates.   
   5.    Sealing fi lm, AxySeal.   
   6.    50 mL  centrifuge tubes  .   
   7.    Reservoir.   
   8.    TruSeq ®  Stranded Total RNA LT (with Ribo-Zero Gold) 

(Illumina).   
   9.    Agencourt RNA clean XP (Beckman Coulter).   
   10.    Agencourt Ampure XP (Beckman Coulter).   
   11.    Ultrapure distilled  RNase-free water  .   
   12.     SuperScript II reverse transcriptase  .   
   13.    RNA adapter index tubes.   
   14.    100 %  ethanol  .   

2.1  Library 
Generation and Quality 
Control

RNA-Seq-based Cancer Transcriptome Analysis
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   15.    80 %  ethanol  .   
   16.    20 %  ethanol  .   
   17.    2 N  NaOH  .   
   18.    Buffer EB (Qiagen)      .   
   19.    Polysorbate 20 ( Tween 20  ).   
   20.    HT1 (Hybridization buffer), prechilled (Illumina).   
   21.    PhiX control kit (Illumina).   
   22.    Library Quantifi cation kit—Illumina/Universal (Kapa).   
   23.    1 M Tris–HCl, pH 8.0.   
   24.    Nuclease-free water.   
   25.    MicroAmp clear adhesive fi lm.   
   26.    Powder-free gloves.   
   27.    Mix mate with accessories.   
   28.    LightCycler 480 (or other real-time instruments).   
   29.    LightCycler 480 Multiwell Plate 384-well (or other 384-well 

plate compatible with the available real-time machine).   
   30.     Thermocycler   (with heated lid).   
   31.    Magnetic Stand-96.   
   32.    Mini centrifuge.   
   33.    Plate centrifuge.   
   34.    Vortex.      

       1.     SAMtools  . Software download on SourceForge:   http://
sourceforge.net/projects/samtools/fi les/    

   (a)    Use version 0.1.19 or later.    
      2.    R or other statistical  software     .

   (a)    Command to install on  Linux systems  :
   sudo apt-get update.  
  sudo apt-get install r-base.      

   (b)    Install directions available at   http://cran.r-project.org/    .   
   (c)    Use version 3.1.1 or later.    

      3.    DESeq. In an R session use the command:

   (a)    source(“  http://www.bioconductor.org/biocLite.R    ”) 
 biocLite(“DESeq”).   

  (b)    Use version 3.1.2_3.0 or later.       
   4.     EdgeR  . In an R session use the command:

   (a)    Source (“  http://www.bioconductor.org/biocLite.R    ”) 
 biocLite(“edgeR”).   

  (b)    Use version 2.2.0 or later.    

2.2  Data Processing 
and Analysis
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      5.    goseq. In an R session use the command:      

   (a)    Source (“  http://www.bioconductor.org/biocLite.R    ”) 
 biocLite(“goseq”).   

  (b)    Use version 1.18.0 or later.    
      6.     STAR alignment software  . Software download on GitHub: 

  https://github.com/alexdobin/STAR/releases.    

   (a)    Use version 2.4.0f or later.   

  (b)    Installation directions available in the STAR manual: 
  https://rna-star.googlecode.com/files/STARmanual_
2.3.0.1.pdf    .    

      7.     PICARD tools  . Software download on github:   https://
github.com/broadinstitute/picard/releases    .

   (a)    Use version 1.123 or later.   

  (b)    Requires Java  installed     .    
      8.     Bwa aligner  . Software download on sourceforge:   http://

sourceforge.net/projects/bio-bwa/fi les/    .

   (a)    Use version 0.7.10 or later.   

  (b)    After you acquire the source code, simply use make to 
compile and copy the single executable bwa to the destina-
tion you want. The only dependency required to build 
BWA is zlib.    

      9.    Bvatools tools kit. Software available on Bitbucket:   https://
bitbucket.org/mugqic/bvatools    .

   (a)    Use version 1.5 or later.   

  (b)    Requires Java.    
      10.    Cuffl inks software. Binary version available at:   http://cole- 

trapnell- lab.github.io/cuffl inks/install/    .

   (a)    Use version 2.2.1 or later.   

  (b)    Installation directions:   http://cole-trapnell-lab.github.
io/cuffl inks/getting_started/#installing-a-pre-compiled-
binary-release          .    

      11.    Java openjdk-jdk1.7.0_60 platform available at:   http://down-
load.java.net/jdk7u60/archive/b07/binaries/jdk-7u60-ea- 
bin-b07-linux-x64-19_feb_2014.tar.gz    .   

   12.    Rnaseqc software available at:   http://www.broadinstitute.
org/cancer/cga/rnaseqc_download    .

   (a)    Use version 1.1.7 or later.   

  (b)    Requires Java.    
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      13.    Trimmomatic   http://www.usadellab.org/cms/uploads/
supple mentary/Trimmomatic/Trimmomatic-0.33.zip    .

   (a)    Use version 0.33 or later.   

  (b)    Requires Java.    
      14.    UCSC userApp tool kit available at:   http://hgdownload.cse.

ucsc.edu/admin/exe/    .

   (a)    Use version 305 or later.    

3           Methods 

   The text below provides instructions for RNA-Seq library prepara-
tion. Here, we focus on stranded  RNA-Seq      using the Illumina 
TruSeq Stranded rRNA-depleted protocol. The protocol starts 
with  ribosomal RNA (rRNA)   depletion followed by fi rst and sec-
ond strand  cDNA   synthesis, purifi cation, and ligation of  adapters  . 

       1.    Remove the Ribo-Zero rRNA Removal Mix, Resuspension 
Buffer, Elution Buffer, the rRNA Binding Buffer and Elute, 
Prime, Fragment, High Mix from the −20 °C storage and let 
them thaw at room temperature (RT). Once thawed, put on 
ice. Also remove the rRNA Removal Beads from the 4 °C stor-
age and bring them at RT.   

   2.    On ice, in a 96-well half-skirt plate, bring 500 ng of each total 
RNA sample to a fi nal volume of 10 μL with ultrapure distilled 
 RNase-free water  .   

   3.    In a 1.5 mL boil-proof microtubes clear tube, prepare a mix 
with rRNA Binding Buffer and rRNA Removal Mix according 
to Table  1 .

       4.    Add 10 μL of the mix prepared in the previous step to each 
sample. Using a multichannel, gently pipette the entire volume 
up and down six times to mix thoroughly.   

3.1  RNA-Seq Library 
Preparation

3.1.1   Ribosomal RNA 
(rRNA)   Depletion and RNA 
Fragmentation

   Table 1  

  rRNA depletion  mastermix        

 Reagent  For 1 reaction 
 For  X  
reactions 

 rRNA binding buffer  5 μL  5 μL ×  X  

 rRNA removal mix  5 μL  5 μL ×  X  

 Total  10 μL  10 μL ×  X  
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   5.    Seal the plate with a MicroAmp™ clear adhesive fi lm, put the 
sealed plate in the plate centrifuge and spin for 15 s at maxi-
mum speed.   

   6.    In a thermal cycler, preheat the lid to 100 °C, and incubate the 
plate for 5 min at 68 °C. Place the sealed 96-well half-skirt 
plate on the thermal cycler when it reaches 68 °C. Remove the 
plate from the thermal cycler when it reaches 4 °C.   

   7.    In a plate centrifuge, spin the plate for 15 s at maximum speed.   
   8.    Incubate the 96-well half-skirt plate at RT for 1 min.   
   9.    Vortex the rRNA Removal Beads vigorously until the beads are 

completely resuspended.   
   10.    Add 35 μL of rRNA Removal Beads to each well of a new 

96-well half-skirt plate.   
   11.    Using a multichannel pipette, transfer the entire samples 

(20 μL) to the 96-well half-skirt plate containing the rRNA 
Removal Beads and pipette up and down 20 times to mix 
thoroughly.   

   12.    Incubate the 96-well half-skirt plate at RT for 1 min.   
   13.    Place the 96-well half-skirt plate on the magnetic stand at RT 

for 1 min.   
   14.    Using a multichannel pipette, transfer all of the supernatant 

from each well (45 μL) to a new 96-well half-skirt plate.   
   15.    Place the 96-well half-skirt plate on the magnetic stand at RT 

for 1 min.   
   16.    Using a multichannel pipette, transfer all of the supernatant 

from each well (45 μL) to a new 96-well half-skirt plate.   
   17.    Repeat the two previous steps until no beads  remain        .      

       1.    Remove the RNA Clean XP Beads from the 4 °C storage. Let 
them reach RT for at least 30 min prior to use.   

   2.    Vortex the RNA Clean XP Beads until they are completely dis-
persed, and pour in a reservoir.   

   3.    Using a multichannel pipette, add 99 μL of the RNA Clean XP 
Beads to each sample. Gently pipette the entire volume up and 
down ten times to mix.   

   4.    Incubate at RT for 15 min.   
   5.    Place the 96-well half-skirt plate on a magnetic stand at RT for 

5 min to make sure that all the beads are bound to the side of 
the wells.   

   6.    Remove and discard 135 μL of the supernatant with a multi-
channel pipette. Do not disturb the beads. Some liquid will 
remain in the bottom of each well.   

3.1.2  Cleanup
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   7.    Add 200 μL of 70 %  ethanol   to each well of the 96-well half- skirt 
plate while the plate is still on the magnetic stand without disturb-
ing the beads. Pour the ethanol on the opposite side to the beads.   

   8.    Incubate at RT for 30 s, then remove and discard all of the 
supernatant using a multichannel pipette.   

   9.    Repeat the last two steps ( steps 7  and  8 ).   
   10.    Leave the 96-well half-skirt plate on the magnetic stand for 

15 min to dry off all the ethanol. When the beads are dry, they 
will become opaque.   

   11.    Vortex the Elution Buffer for 5 s and pour it in a new reservoir.   
   12.    Remove the 96-well half-skirt plate from the magnetic stand 

and resuspend the beads completely with 11 μL of the Elution 
Buffer. Using a multichannel pipette, gently pipette the vol-
ume up and down ten times to mix  thoroughly     .   

   13.    Incubate the 96-well half-skirt plate at RT for 2 min.   
   14.    Place the 96-well half-skirt plate on a magnetic stand at RT for 

at least 5 min.   
   15.    Using a multichannel, transfer 8.5 μL of the supernatant to a 

new 96-well half-skirt plate. Do not disturb the beads.   
   16.    Using a multichannel, add 8.5 μL of Elute, Prime, Fragment 

High Mix to each well and gently pipette up and down ten 
times to mix thoroughly. Seal the plate with a MicroAmp™ 
clear adhesive fi lm.   

   17.    Put the sealed 96-well half-skirt plate in the plate centrifuge 
and spin for 15 s at maximum speed.   

   18.    In a thermal cycler, preheat the lid to 100 °C, and incubate the 
plate for 8 min at 94 °C. Place the sealed 96-well half-skirt 
plate on the thermal cycler when it reaches 94 °C. Remove the 
plate from the thermal cycler when it reaches 4 °C.   

   19.    Put the sealed 96-well half-skirt plate in the plate centrifuge 
and spin for 15 s at maximum speed, and proceed immediately 
to First Strand  cDNA   Synthesis.      

       1.    Remove the tube of First Strand Synthesis ActD Mix from 
storage and thaw at RT. Once thawed vortex and centrifuge at 
maximum speed for 5 s and then put on ice.   

   2.    Immediately before use, bring the SuperScript II in a CryoBox 
to the bench.   

   3.    In a 1.5 mL boil-proof microtubes clear tube, prepare the First 
Strand Act D Master Mix at RT according to Table  2 .

       4.    Add 8 μL of the First Strand Master mix prepared in the previ-
ous step to each sample. Using a multichannel pipette, pipette 
the entire volume up and down 6 times to mix thoroughly.   

3.1.3  First Strand cDNA 
 Synthesis  
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   5.    Seal the plate with a MicroAmp™ clear adhesive fi lm. Put the 
sealed 96-well half-skirt plate in the plate centrifuge and spin 
for 15 s at maximum speed.   

   6.    Place plate in a thermal cycler and run the following program. 
When the temperature reaches 25 °C, place the sealed 96-well 
half-skirt plate and close the lid. Remove the plate from the 
thermal cycler when it reaches 4 °C and place it on  ice     .

   (a)    Choose the preheat lid option and set to 100 °C.   

  (b)    25 °C for 10 min.   

  (c)    42 °C for 15 min.   

  (d)    70 °C for 15 min.   

  (e)    Hold at 4 °C.    
      7.    Put the sealed 96-well half-skirt plate in the plate centrifuge 

and spin for 15 s at maximum speed, and proceed immediately 
to the Second Strand cDNA  Synthesis  .      

       1.    Remove the Second Strand Master Mix, End Repair Control, 
and Resuspension Buffer from storage and put them on ice.   

3.1.4  Second Strand 
cDNA  Synthesis  

   Table 2  

  First strand mastermix   

 Reagent  For 1 reaction 
 For  X  
reactions 

 First strand synthesis act D mix  9 μL  9 μL ×  X  

 Super script  II       1 μL  1 μL ×  X  

 Total  10 μL  10 μL ×  X  

   Table 3  

  Second strand mastermix   

 Reagent  For 1 reaction 
 For  X  
reactions 

 Diluted end repair control  5 μL  5 μL ×  X  

 Second strand mix  20 μL  20 μL ×  X  

 Total  25 μL  25 μL ×  X  
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   2.    Once thawed, vortex all the tubes and spin at maximum speed for 
5 s. Put the tubes back on ice except for the Resuspension Buffer.   

   3.    In a 1.5 mL boil-proof microtubes clear tube, prepare a 1:50 
dilution of the End Repair Control.   

   4.    In a new 1.5 mL boil-proof microtubes clear tube, prepare the 
Second Strand Master Mix according to Table  3 .

       5.    Add 25 μL of the Second Strand Master Mix to each sample. 
Using a multichannel pipette, gently pipette the entire volume 
up and down six times to  mix     .   

   6.    Seal the 96-well half-skirt plate with a MicroAmp™ clear adhe-
sive fi lm, and spin the plate for 15 sec at maximum speed in a 
plate centrifuge.   

   7.    In a thermal cycler, incubate at 16 °C for 1 h. When the tem-
perature reaches 16 °C, place the sealed 96-well half-skirt plate 
and let the lid open. Remove the plate from the thermal cycler 
when it reaches 4 °C and place it on ice.   

   8.    Spin the plate for 15 s at maximum speed in a plate centri-
fuge, and proceed immediately to the Double stranded 
cDNA  purifi cation  .      

       1.    Remove the Agencourt Ampure XP Beads from the 4 °C stor-
age. Let them reach RT at least 30 min prior to use.   

   2.    Remove the 96-well half-skirt plate from the ice and bring the 
samples to RT.   

   3.    Vortex the Agencourt Ampure XP Beads until they are com-
pletely dispersed.   

   4.    Add 90 μL of the Agencourt Ampure XP Beads to each sam-
ple. Gently pipette the entire volume up and down ten times to 
mix, and incubate at RT for 15 min.   

   5.    Place the 96-well half-skirt plate on a magnetic stand at RT for 
5 min to make sure that all the beads are bound to the side of 
the wells.   

   6.    Remove and discard 135 μL of the supernatant. Do not disturb 
the beads. Some liquid may remain in the bottom of each well.   

   7.    Add 200 μL of 80 %  ethanol   to each well of the plate on the 
magnetic stand, without disturbing the beads (Pour the etha-
nol on the opposite side to the beads).   

   8.    Incubate at RT for 30 s, then remove and discard all of the 
supernatant.   

   9.    Repeat the last two steps ( steps 7  and  8 ).   
   10.    Leave the 96-well half-skirt plate on the magnetic stand for 

15 min to dry off all the ethanol. When the beads are dry, they 
will become opaque.   

3.1.5  Purifi cation 
of Double Stranded cDNA
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   11.    Vortex the Resuspension Buffer for 5 s.   
   12.    Remove the 96-well half-skirt plate from the magnetic stand 

and resuspend the beads completely with 17.5 μL of the 
Resuspension Buffer. Using a multichannel pipette, gently 
pipette the volume up and down ten times to mix  thoroughly     .   

   13.    Incubate at RT for 2 min.   
   14.    Place the 96-well half-skirt plate on a magnetic stand at RT for 

at least 5 min.   
   15.    Using a multichannel, transfer 15 μL of the supernatant to a new 

96-well half-skirt plate. Do not disturb the  beads   ( see   Note    1  ).      

       1.    Remove the A-Tailing Mix and A-Tailing Control from stor-
age and put them on ice.   

   2.    Once thawed, vortex all the tubes and spin at maximum speed 
for 5 s. Put the tubes back on ice.   

   3.    In a 1.5 mL boil-proof microtubes clear tube, prepare a 1:100 
dilution of A-Tailing Control in Resuspension Buffer.   

   4.    In a new 1.5 mL boil-proof microtubes clear tube, prepare the 
A-Tailing Master Mix according to Table  4 .

       5.    Using a single pipette, add 15 μL of the A-tailing Master Mix 
to each sample and pipette up and down six times to mix 
thoroughly.   

   6.    Seal the plate with a MicroAmp™ clear adhesive fi lm, and spin 
the plate for 15 s at maximum speed in a plate centrifuge.   

   7.    Place plate in a thermal cycler and run the following program. 
Place the sealed 96-well half-skirt plate on the thermal cycler 
when it reaches 37 °C. Remove the 96-well half-skirt plate 
from the thermal cycler when it reaches 4 °C.

3.1.6  Adenylation

   Table 4  

  Adenylation mastermix   

 Reagent  For 1 reaction 
 For  X  
reactions 

 Diluted A-tailing control  2.5 μL  2.5 μL ×  X  

 A-tailing  mix       12.5 μL  12.5 μL ×  X  

 Total  15 μL  15 μL ×  X  
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    (a)    Choose the preheat lid option and set to 100 ° C     .   
   (b)    37 °C for 10 min.   
   (c)    70 °C for 5 min.   
   (d)    Hold at 4 °C.       

   8.    Spin the plate for 15 s at maximum speed in a plate centrifuge, 
and proceed immediately to the Ligation of  Adapters  .      

       1.    Remove the RNA Adapter Indexes, Stop Ligation Buffer, and 
Ligation Control from storage and let them thaw at RT.   

   2.    Once thawed, vortex all the tubes and spin at maximum speed 
for 5 s. Put the tubes back on ice.   

   3.    Immediately before use, bring the Ligation Mix to the bench 
in a cryobox.   

   4.    Vortex the Ligation Mix and spin at maximum speed for 5 s. 
Put the tube back in the cryobox.   

   5.    In a 1.5 mL boil-proof microtubes clear tube, prepare a 1:100 
dilution of Ligation Control in Resuspension Buffer.   

   6.    In a new 1.5 mL boil-proof microtubes clear tube, prepare the 
Ligation Master Mix according to Table  5 .

       7.    Remove the MicroAmp™ clear adhesive fi lm from the 96-well 
half-skirt plate.   

   8.    Using a single channel pipette, add 2.5 μL of the desired 
Adapter Index to each sample (one index per sample)      .   

   9.    Using a single channel pipette, add 5 μL of the Ligation Master 
Mix to each sample and pipette up and down 6 times to mix 
thoroughly.   

   10.    Seal the 96-well half-skirt plate with a MicroAmp™ clear adhe-
sive fi lm, and spin the plate for 15 s at maximum speed in a 
plate centrifuge.   

3.1.7  Ligation 
of  Adapters  

   Table 5  

  Ligation mastermix   

 Reagent  For 1 reaction 
 For  X  
reactions 

 Diluted ligation control  2.5 μL  2.5 μL ×  X  

 Ligation mix  2.5 μL  2.5 μL ×  X  

 Total  5 μL  5 μL ×  X  
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   11.    In a thermal cycler, incubate at 30 °C for 10 min. When the 
temperature reaches 30 °C, place the sealed 96-well half-skirt 
plate and close the lid. Remove the plate from the thermal 
cycler when it reaches 4 °C.   

   12.    Put the sealed 96-well half-skirt plate in the plate centrifuge 
and spin for 15 s at maximum speed.   

   13.    Remove the seal, and add 5 μL of the Stop Ligation Buffer to 
each sample, and pipette up and down ten times to mix 
 thoroughly  .      

       1.    Vortex the Agencourt Ampure XP Beads until they are 
completely dispersed.   

   2.    Add 42 μL of the Agencourt Ampure XP Beads to each sam-
ple. Gently pipette the entire volume up and down 10 times to 
mix, then incubate at RT for 15 min.   

   3.    Place the 96-well half-skirt plate on a magnetic stand at RT for 
5 min to make sure that all the beads are bound to the side of 
the wells.   

   4.    Remove and discard 79.5 μL of the supernatant with a multi-
channel pipette. Do not disturb the beads. Some liquid may 
remain in the bottom of each well.   

   5.    Add 200 μL of 80 %  ethanol   to each sample in the 96-well half-
skirt plate on the magnetic stand, without disturbing the beads 
(Pour the ethanol on the opposite side to the beads).   

   6.    Incubate at RT for 30 s, then remove and discard all of the 
supernatant.   

   7.    Repeat the last two steps ( steps 5  and  6 ).   
   8.    Leave the 96-well half-skirt plate on the magnetic stand for 

15 min to dry off all the ethanol. When the beads are dry, they 
will become opaque.   

   9.    Vortex the Resuspension Buffer for 5 s and pour it in a new 
reservoir.   

   10.    Remove the 96-well half-skirt plate from the magnetic stand 
and resuspend the beads completely with 52.5 μL of the 
Resuspension Buffer. Using a multichannel pipette, gently 
pipette the volume up and down ten times to mix thoroughly, 
and incubate at RT for 2 min.   

   11.    Place the 96-well half-skirt plate on a magnetic stand at RT for 
at least 5 min.   

   12.    Transfer 50 μL of the supernatant to a new 96-well half-skirt 
plate. Do not disturb the beads.   

   13.    Add 50 μL of the Agencourt Ampure XP Beads to each sam-
ple. Gently pipette the entire volume up and down ten times to 
mix, and incubate at RT for 15 min.   

3.1.8  Cleanup
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   14.    Place the 96-well half-skirt plate on a magnetic stand at RT for 
5 min to make sure that all the beads are bound to the side of 
the  wells     .   

   15.    Remove and discard 95 μL of the supernatant with a multi-
channel pipette. Do not disturb the beads. Some liquid may 
remain in the bottom of each well.   

   16.    Remove the 96-well half-skirt plate from the magnetic stand and 
resuspend the beads completely with 22.5 μL of the Resuspension 
Buffer. Using a multichannel pipette, gently pipette the volume 
up and down 10 times to mix thoroughly, and incubate at RT 
for 2 min.   

   17.    Place the 96-well half-skirt plate on a magnetic stand at RT for 
at least 5 min.   

   18.    Using a multichannel, transfer 20 μL of the supernatant to a new 
96-well half-skirt plate. Do not disturb the beads ( see   Note    2  ).      

       1.    Remove the PCR Master Mix and PCR Primer Cocktail from 
storage and let them thaw at RT.   

   2.    Once thawed, vortex all the tubes and spin at maximum speed 
for 5 s. Put the tubes back on ice.   

   3.    In a new 1.5 mL boil-proof microtubes clear tube, prepare the 
PCR Mix according to Table  6 .

       4.    Using a multichannel pipette, add 30 μL of the PCR Mix to each 
sample and pipette up and down 6 times to mix thoroughly.   

   5.    Seal the plate with a MicroAmp™ clear adhesive fi lm, and spin 
the plate for 15 s at maximum speed in a plate  centrifuge     .   

   6.    Place the plate in a thermal cycler and run the following pro-
gram. Place the sealed 96-well half-skirt plate on the thermal 
cycler when it reaches 98 °C. Remove the plate from the ther-
mal cycler when it reaches 4 °C.

3.1.9   cDNA   Fragment 
Enrichment by PCR

   Table 6  

  PCR mastermix   

 Reagent  For 1 reaction 
 For  X  
reactions 

 PCR primer cocktail  5 μL  5 μL ×  X  

 PCR  mix       25 μL  25 μL ×  X  

 Total  30 μL  30 μL ×  X  
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   (a)    Choose the preheat lid option and set to 100 °C.   
  (b)    98 °C for 30 s.   
  (c)    15 cycles  of  :

 –    98 °C for 10 s.  

 –   60 °C for 30 s.  

 –   72 °C for 30 s.      

  (d)    72 °C for 5 min.   
  (e)    Hold at 4 °C.       

   7.    Spin the plate for 15 s at maximum  speed  .      

       1    Remove the MicroAmp™ clear adhesive fi lm from the 96-well 
half-skirt plate.   

   2    Vortex the Agencourt Ampure XP Beads until they are com-
pletely dispersed and pour in a reservoir.   

   3    Using a multichannel pipette, add 50 μL of the Agencourt 
Ampure XP Beads to each sample. Gently pipette the entire 
volume up and down ten times to mix, and incubate at RT for 
15 min.   

   4    Place the 96-well half-skirt plate on a magnetic stand at RT for 
5 min to make sure that all the beads are bound to the side of 
the  wells     .   

   5    Remove and discard 95 μL of the supernatant with a multi-
channel pipette. Do not disturb the beads. Some liquid will 
remain in the bottom of each well.   

   6    Add 200 μL of 80 %  ethanol   to each sample in the 96-well half- 
skirt plate on the magnetic stand, without disturbing the beads 
(pour the ethanol on the opposite side to the beads), and incu-
bate at RT for 30 s.   

   7    Using a multichannel pipette, remove and discard all of the 
supernatant.   

   8    Repeat the last two steps ( steps 6  and  7 ).   
   9    Leave the 96-well half-skirt plate on the magnetic stand for 

15 min to dry off all the ethanol. When the beads are dry, they 
will become opaque.   

   10    Vortex the Resuspension Buffer for 5 s and pour it in a new 
reservoir.   

   11    Remove the 96-well half-skirt plate from the magnetic stand 
and resuspend the beads completely with 32.5 μL of the 
Resuspension Buffer. Using a multichannel pipette, gently 
pipette the volume up and down 10 times to mix thoroughly.   

   12    Incubate at RT for 2 min.   

3.1.10  PCR Cleanup
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   13    Place the 96-well half-skirt plate on a magnetic stand at RT for 
at least 5 min.   

   14    Using a multichannel, transfer 30 μL of the supernatant to a 
new Thermowell ®  GOLD 96-well PCR plate. Do not disturb 
the beads.   

   15    Seal the plate with a MicroAmp™ clear adhesive fi lm, and pro-
ceed with the library quality control by quantifi cation through 
qPCR.       

   This section addresses the quantifi cation of the  cDNA   library by 
qPCR. It uses the KAPA SYBR ®  FAST Universal qPCR Kit (cat # 
KK4824). Quantifi cation by qPCR provides more accurate results 
than fl uorometric methods since it only measure molecules that 
have the proper adapters at each ends regardless whether they are 
single or double stranded. Here, we use LightCycler 480 (LC480), 
and present the instructions for using this system; however, the 
assay can be performed on other real-time  instruments     . 

       1.    Remove the qPCR master mix tube from −20 °C and bring it 
to RT (minimum 30 min).   

   2.    Once thawed, aliquot it in a 96-well Eppendorf full skirted 
plate. Depending on the total number of libraries to be quanti-
fi ed, fi ll each well with 29 μL starting with column 1. A total 
of 21 wells (A01-G03) need to be fi lled regardless since they 
will be also used for the  standard curve  .   

   3.    Seal the master mix plate with an AxySeal sealing fi lm and spin 
down 30 s at 1000 rpm (134 ×  g ) in a plate centrifuge.   

   4.    Identify one LightCycler 480 Multiwell Plate 384.   
   5.    Distribute four times (4×) 6 μL from each well of the master 

mix plate to the four quadrants of the LC480 Multiwell Plate 
384 using a multichannel or a liquid handling robot.      

       1.    Transfer to a new full skirt 96-well plate all libraries selected for 
the QC (fi ll from column 1).   

   2.    For quality control purpose (and if a well is empty), add 30 μL 
of a control library to one well.   

   3.    Place the plate in the mix mate and mix for 5 min at 1200 rpm 
(195 ×  g ). Spin down 1 min at 4000 rpm (2120 ×  g ).   

   4.    Place the plate on a magnet.   
   5.    Identify four new full skirt 96-well plates to prepare samples 

with the appropriate dilution factor (1:7.5, 1:80, 1:800, 1:8000).   
   6.    Using a multichannel pipette (or liquid handling robot) dis-

tribute 32.5 μL of Tris–HCl, pH 8.0 in plate 1:7.5 (only to the 
corresponding wells of the library plate), 145 μL of Tris–HCl, 

3.2  Quantifi cation 
of Libraries Using 
qPCR

3.2.1  Preparation 
of the Master Mix

3.2.2  Preparation 
of the Dilution Plates
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pH 8.0 in corresponding wells of plate labeled 1:80 and 180 μL 
of Tris–HCl, pH 8.0 in corresponding wells of plates labeled 
1:800, and 1:8000.   

   7.    Transfer 5 μL of each library to plate 1:7.5. Mix up and down 
ten times.   

   8.    Change tip. Transfer 15 μL of each diluted library from plate 
1:7.5 to plate labeled 1:80. Mix up and down ten times.   

   9.    Change tip. Transfer 20 μL of each diluted library from plate 
1:80 to plate labeled 1:800. Mix up and down ten times.   

   10.    Change tip. Transfer 20 μL of each diluted library from plate 
1:800 to plate labeled 1:8000. Mix up and down ten  times     .      

       1.    From plate 1:8000, transfer 4 μL of each well to the fi rst three 
quadrants of the Lightcycler 480 Multiwell plate (384-well) 
that contains the master mix.   

   2.    Transfer 4 μL of the six dilutions of the  standard curve   (which 
consist of successive tenfold dilutions from 0.0002 to 20 pM) 
in triplicate to the fourth quadrant of the LC480 Multiwell 
plate.   

   3.    Seal the plate with a Light Cycler optimal sealing fi lm. Do not 
touch the sealer face with fi ngers as this may interfere with the 
results. Use a scraper to seal the plate and remove the white 
sides of the seal.   

   4.    Spin down the plate at 4000 rpm (2120 ×  g ) for 1 min.   
   5.    If the plate could not be read immediately, place it in the dark.   
   6.    Set up the following assay parameters in a LC 480 system:

    Reaction volume : 10 μL.  

   Detection Format : SYBR Green/HRM dye.  

   Pre-incubation : one cycle; analysis: none; target temperature: 
95 °C; acquisition mode: None; ramp rate : 4.8 °C/s.; 
hold: 5  min     .  

   Amplifi cation : 35 cycles; analysis mode: Quantifi cation; tem-
perature: cycles of 95 °C for 30 s and 60 °C for 45 s.  

   Melting : one cycle; analysis mode: melting curve.  

   Cooling : one cycle/analysis none.      
   7.    Load the plate in the LC480 system and Click “Start Run”.   
   8.    After the run is complete, go to the “Analysis” module and 

select “Abs Quant/2nd Derivative Max” in the “Create a new 
analysis” window.   

   9.    Select the “High Sensitivity” option in the next window and 
click on “Calculate”.   

3.2.3  Loading the qPCR 
Plate and Performing 
the Assay
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   10.    After the calculation is complete, export the data table as a text 
fi le to a USB key.      

       1.    Microsoft Excel can be used for analysis. Calculate the regres-
sion parameters of the  standard curve  . The  R  2  value should be 
over 0.99. If not, the qPCR experiment should be redone.   

   2.    If the average concentration of a library falls outside the 
dynamic range of the DNA standards, repeat the experiment 
for this library using a different dilution.   

   3.    If one of the three replicates appears to be an outlier, it may be 
omitted from the calculation. If more than one of the three 
replicates appears to be outliers, the assay should be repeated.   

   4.    Calculate the average concentration of each library by multiplying 
by the factor of dilution (8000 in this example)      .      

       1.    Evaluate the average size of each library using an electrophoresis- 
based method for example Agilent DNA Bioanalyzer, the 
Caliper LabChip GX, or Agilent TapeStation. The DNA 
 BioAnalyzer   can process up to 12 samples at a time while the 
LabChip and Tape Station can analyze 96 samples at once.   

   2.    Calculate the size-adjusted concentration by multiplying the 
concentration by the ratio of 452/(average size of the library).       

   This section addresses the dilution and denaturation of the  cDNA   
libraries that must be performed immediately prior to the cluster-
ing on a cBot, a MiSeq, or a HiSeq. It is recommended to run four 
barcoded libraries per HiSeq lane to obtain at least 40 M reads for 
each sample. 

       1.    The HT1 tube is provided in the TruSeq PE (or SR) Cluster 
kit v3 cBot-HS (Box 2 of 2). Thaw the reagents according to 
the type of run (single-read (SR) or paired-end (PE)), at 4 °C 
overnight if possible. If not, it should take about 60 min using 
a water bath at room temperature, and then keep the reagent 
plate at 4 °C until used.   

   2.    Transfer 2 μL of each library to be sequenced in separate wells 
of a new full skirt 96-well plate.   

   3.    Dilute each DNA template and phiX (10 nM) using Buffer EB 
with  Tween 20   1 % to 2 nM depending on the initial concen-
tration. For libraries with an initial concentration below 2 nM 
refer to Subheading 3.3.2  below     .   

   4.    Pool all samples to be sequenced on the same lane by mixing 
equal volume (10 μL) of each diluted library (2 nM) in a new 
1.7 mL microcentrifuge tube (one for each lane).   

   5.    Vortex briefl y and pulse  centrifuge  .   

3.2.4  Analysis 
of qPCR Data

3.2.5  Calculating 
Size-Adjusted 
Concentration of Libraries

3.3   Sample 
Preparation   
for Clustering

3.3.1  Denature DNA 
Template for Libraries 
with a Concentration 
Over 2 nM
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   6.    Using a new 1.7 mL microcentrifuge tube, dilute the 2 N 
 NaOH   to 0.1 N as follows: 190 μL molecular biology grade 
water and 10 μL of 2 N NaOH.   

   7.    Vortex to mix uniformly.   
   8.    Combine 10 μL of each pooled DNA template and the phiX 

control with 10 μL of 0.1 N NaOH in independent 1.7 mL 
microcentrifuge tubes.   

   9.    Vortex briefl y to mix and pulse centrifuge all the tubes.   
   10.    Incubate for 5 min at RT to denature the template into 

single-stranded.   
   11.    Quickly add 980 μL of prechilled HT1 into each tube to stop 

the denaturation. The libraries are at 20 pM now.   
   12.    Vortex briefl y and place the denatured DNA template on ice 

until ready to proceed to the fi nal dilution.   
   13.    Dilute the 20 pM denatured DNA libraries and phiX to 9 pM 

using 550 μL of prechilled HT1 and 450 μL of the 20 pM 
denatured DNA solutions. A different concentration can be 
used to adjust for the number of clusters obtained on a HiSeq 
or MiSeq.   

   14.    Vortex briefl y to mix and pulse centrifuge the tubes.   
   15.    Place the denatured DNA on ice until ready to use.   
   16.    Label new 1.7 microcentrifuge tubes (one for each lane) and 

dispense 1.2 μL of 20 pM phiX in each of them (a typical 
 cDNA   library only requires phiX for quality control purposes. 
If a less complex library such as miRNA or targeted cDNA is 
analyzed, then higher amounts, up to 50 %, of phiX can be 
added to increase complexity).   

   17.    Add the 118.8 μL of each denatured template and mix by 
pipetting several times.   

   18.    Set aside on ice until ready to load onto the cBot instrument.      

       1.    Add 2 μL of the DNA template to a new 1.7 mL tube.   
   2.    Calculate the amount of total volume needed to obtain a dilu-

tion of 9 pM.   
   3.    Add 1/125 of the total volume calculated above (in  step 2 ) of 

0.1 N  NaOH   to the tube.   
   4.    Vortex briefl y to mix and pulse centrifuge all the tubes.   
   5.    Incubate for 5 min at RT to denature the template into single 

 strands  .   
   6.    Calculate the volume of HT1 to add by subtracting the volume 

of DNA and NaOH to the total volume calculated in  step 2 .   

3.3.2  Denature DNA 
Template for Samples 
Below 2 nM
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   7.    Quickly add the calculated volume of prechilled HT1 in each 
tube to stop the denaturation.   

   8.    Vortex briefl y and place the denatured DNA template on ice.   
   9.    Place the denatured DNA on ice until ready to load.   
   10.    In new microcentrifuge tubes add 118.8 μL of each sample 

and 1.2 μL of pre-denatured phiX and mix by pipetting several 
 times     .   

   11.    If the libraries need to be sequenced, in the same lane combine 
the specifi c proportion of each denatured sample or pool (pre-
pared with either method) to reach 120 μL in a new microcen-
trifuge tube.     
 The denatured libraries are now ready to load on a cBot for the 

clustering prior to sequencing on a HiSeq 2000/2500 or for clus-
tering directly on a MiSeq or a HiSeq 2500 in rapid mode. If not 
used immediately, the dilutions can be kept for up to 3 days at 
−20 °C. We typically use 100 bp paired-end sequencing for our 
regular RNA-Seq  experiments  .   

   This protocol provides instructions for processing of Illumina 
paired-end 100 bp reads for samples with a good quality reference 
sequence. Samples with no or low quality reference sequence 
should be processed differently using a de novo approach to per-
form a  transcriptome   assembly of the RNA fragments (for example 
using the trinity software [ 18 ]). This protocol corresponds to the 
methodology developed at the Canadian Centre for Computational 
Genomics for which an automated procedure is available at 
  https://bitbucket.org/mugqic/mugqic_pipelines/     

   When a sequencing centre delivers sequences (paired reads in fastq 
or bam format), the raw data may contain low quality bases and 
adapters sequences. Thus, as a fi rst step of analysis, cleaning of the 
raw sequencing data is useful.

    1.    Illumina sequencing adapters are removed from the reads 
and reads are trimmed from the 3′ end to have a phred score 
of at least  30 . All reads with a remaining length of less than 
 32  bp are removed. Trimming and clipping are performed 
using  Trimmomatic tools  [ 19 ] with the corresponding param-
eters: ILLUMINACLIP:adapters.fa:2:30:15 TRAILING:30 
MINLEN:32 ( see   Note    3  ).      

   The fi ltered reads are aligned to the corresponding reference 
genome. Each read set is aligned using  STAR  [ 20 ] in a 2-passes 
approach. STAR has been shown to be one of the most effi cient 
and fastest  RNAseq      aligner. Moreover, STAR is also proposed as 
default RNA aligner is the GATK best practice pipelines.

3.4  Data Analysis

3.4.1  Read Trimming 
and Clipping of Adapters

3.4.2  Read Alignment 
to a Reference Genome
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    1.    During the fi rst pass, all samples are aligned to the generic ref-
erence using the following parameters: --runMode alignReads 
--runThreadN 12 --readFilesCommand zcat --outStd Log 
--outSAMunmapped Within --outSAMtype BAM Unsorted 
--limitGenomeGenerateRAM 30000000000 --limitIObuffer-
Size 4000000000 ( see   Note    4  ).   

   2.    All junctions, for all samples, detected in the fi rst pass are col-
lected, fi ltered using the following awk command: cat 
alignment_1stPass/ */SJ.out.tab | awk 'BEGIN {OFS="\t"; 
strChar[0]="."; strChar[1]="+"; strChar[2]="-"} {if($5>0)
{print $1,$2,$3,strChar[$4]}}' | sort -k1,1 h -k2,2n > 
alignment_1stPass/AllSamples.SJ.out.tab.   

   3.    Project specifi c junctions are used to generate a new genome 
index for the 2nd pass using star with the parameters: --run-
Mode genomeGenerate --genomeDir reference.Merged --run-
ThreadN 12 --limitGenomeGenerateRAM 30000000000 
--sjdbFileChrStartEnd alignment_1stPass/AllSamples.SJ.out.
tab --limitIObufferSize 4000000000 --sjdbOverhang 99 ( see  
 Note    4  ).   

   4.    The second alignment pass of star for all samples is done using 
this new genome index as sequence reference. The following 
parameters are used: --genomeDir reference.Merged --run-
ThreadN 12 --readFilesCommand zcat --outStd Log --out-
SAMunmapped Within --outSAMtype BAM SortedBy
Coordinate --limitGenomeGenerateRAM 15000000000 
--limitBAMsortRAM 15000000000 --limitIObufferSize 
4000000000 --chimSegmentMin 21( see   Note    4  ).   

   5.    The Alignment procedure creates a sorted Binary Alignment 
Map fi les (.bam).   

   6.    All Bam fi les belonging to the same individual/pool will be 
merge to provide a unique bam. The merging is done using 
the function MergeSamFiles   PICARD      toolkit   (  http://
broadinstitute.github.io/picard    ) with the options: ASSUME_
SORTED=true CREATE_INDEX=true ( see   Note    4  ).    

     The quality of the alignment and of the library always needs to be 
assessed. Different parameters can be used to assess the quality of 
 RNAseq      experiments. Among others the fraction of read aligned, 
the fraction of read aligned in exons, the fraction of ribosomal read 
and the fraction of chimeric reads allows having a rapid overview of 
the quality of each sample individually.

    1.    Compute a series of quality control metrics including the count 
of chimeric pairs reads, the count of transcript annotated reads 
and the strand specifi city distribution of reads using RNA- 
SeqQC [ 21 ] with parameters: -n 1000 -ttype 2 ( see   Note    5  ).   

3.4.3  Alignment Quality 
Control
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   2.    Compute additional quality control metrics regarding the 
alignment of RNA reads in general and also in specifi c func-
tional classes of loci in the genome (coding, intronic, UTR, 
intergenic, ribosomal). These metrics are collected using both 
CollectRnaSeqMetrics and CollectAlignmentSummaryMetrics 
functions from Picard with default parameters.   

   3.    Use bwa mem to align reads on a rRNA reference fasta fi le and 
count the number of read mapped using the following param-
eters: -M -t 10 ( see   Note    5  ).    

     In RNA-Seq experiments,  cDNA   fragments are sequenced and 
mapped back to genes and ideally, individual transcripts. In paired- 
end RNA-Seq experiments, fragments are sequenced from both 
ends, providing two reads for each fragment. Properly normalized, 
the RNA-Seq fragment counts can be used as a measure of the rela-
tive abundance of transcripts, and Cuffl inks [ 22 ] measures tran-
script abundances in Fragments Per Kilobase of exon per Million 
fragments mapped (FPKM)   , which is analogous to single-read 
“ RPKM  ”. Aligned RNA-Seq reads are assembled into transcripts 
and their abundance (FPKM)    is estimated. These transcripts are 
also annotated with the known reference set of transcripts obtained 
from the Ensembl database.

    1.    Generate a hardclipped version of the bam fi le for the Cuffl inks 
suite which doesn’t support this offi cial sam feature using a com-
bination of  samtools   and a awk command line: awk ‘BEGIN 
{{OFS="\t"}} {{if (substr($1,1,1)=="@") {{print;next}}; 
split($6,C,/[0-9]*/); split($6,L,/[SMDIN]/); if (C[2]=="S") 
{{$10=substr($10,L[1]+1); $11=substr($11,L[1]+1)}}; if 
(C[length(C)]=="S") {{L1=length($10)-L[length(L)-1]; 
$10=substr($10,1,L1); $11=substr($11,1,L1); }}; gsub(/
[0-9]*S/,"",$6); print}}’.   

   2.    A reference-based transcript assembly is performed using 
Cuffl inks with the following parameters: -q --max-bundle-frags 
1000000 --library-type fr-fi rststrand --num-threads 8.   

   3.    Transcript assembly produces individual list of transcripts in gtf 
format ( see   Note    6  ).   

   4.    Merge assemblies into a master  transcriptome   reference using 
cuffmerge in its default mode.   

   5.    The resulting merged assembly gtf fi le and the hardclipped bam 
are used to compute expression profi les (abundances.cxb) using 
cuffquant with the follwing parameters: -q --max-bundle-frags 
1000000 --library-type fr-fi rststrand --num-threads  8     .   

   6.    The differential analysis is launched for each design. Cuffdiff [ 23 ] 
is used to calculate differential transcript expression levels and test 

3.4.4  Transcripts 
Analysis
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them for signifi cant differences. Cuffdiff option are: -u --max-bun-
dle-frags 1000000 --library-type fr-fi rststrand --num- threads 8.   

   7.    As Cuffdiff generates normalized data using only the sample 
implicated in the design comparison, we additionally apply 
global normalization of RNA-Seq expression levels using 
 Cuffnorm [ 22 ] with the following options: q --max-bundle-
frags 1000000 --library-type fr-fi rststrand --num-threads 8.    

     Read counts in genes are found to be linearly related to the abun-
dance of the target transcript [ 24 ]. If reads were independently 
sampled from a population with given, fi xed fractions of genes, the 
read counts would follow a multinomial distribution, which can be 
approximated by the Poisson distribution. Thus, we can use statisti-
cal testing to decide whether, for a given gene, an observed differ-
ence in read counts is signifi cant, that is, whether it is greater than 
what would be expected just due to natural random variation.

    1.    Generate temporary sam fi les containing only the mapped read 
using  samtools   view with the option: –F 4.   

   2.    Launch the read counting based on a predefi ned set of genes 
(gtf format) using the htseq-count options: -m intersection- 
nonempty --stranded=reverse --format=sam.   

   3.    Compile the individual gene read counts into matrix of reads 
counts.   

   4.    Proceed to the differential gene expression analysis using the 
 EdgeR   [ 25 ]  Bioconductor   package following the instructions 
given in the corresponding vignette (An example of EdgeR 
script in R is given at the following address:   https://bit-
bucket.org/mugqic/mugqic_tools/src/master/R-tools/
edger.R    )      .   

   5.    Proceed to the differential gene expression analysis using the 
DESseq [ 26 ] Bioconductor package and following the instruc-
tions given in the corresponding vignette (An example of 
DESseq script in R is given at   https://bitbucket.org/mugqic/
mugqic_tools/src/master/R-tools/deseq.R    ).   

   6.    Merge the results of these two analyses in a single csv fi le.    

     Additional analysis of FPKM would allow controlling the overall 
quality of the experiment. We regularly use correlation and satu-
ration analyses. The correlation analysis controls the general 
transcripts expression consistency between samples. It can also 
check sample mix-up or error in name assignment. Thus, sam-
ples belonging to the same design group/condition are expected 
to show higher level of correlation. The saturation plots show if 
there is enough sequencing depth to saturate gene expression at 
various ranges of expression. The saturation analysis consist in 
resampling a series of subsets from total set of RNA reads and 

3.4.5  Gene-Level 
Analysis

3.4.6  Additional Analyses 
Using  FPKM   Values

RNA-Seq-based Cancer Transcriptome Analysis

https://bitbucket.org/mugqic/mugqic_tools/src/master/R-tools/edger.R
https://bitbucket.org/mugqic/mugqic_tools/src/master/R-tools/edger.R
https://bitbucket.org/mugqic/mugqic_tools/src/master/R-tools/edger.R
https://bitbucket.org/mugqic/mugqic_tools/src/master/R-tools/deseq.R
https://bitbucket.org/mugqic/mugqic_tools/src/master/R-tools/deseq.R


334

then calculate the Percent Relative Error (PRE) and the median 
 RPKM   of the set of transcripts. The PRE measures how the 
RPKM estimated from a subset of reads deviates from real 
expression levels. Saturation plots are generated independently 
for four different sets of  transcripts: high, intermediate, moder-
ate and low expressed transcripts (corresponding to quartiles Q1 
to Q4 of median  RPKM  ).

    1.    Perform a pairwise sample correlation analysis (Pearson’s cor-
relation) using R (An example of script in R is given at   https://
bitbucket.org/mugqic/mugqic_tools/src/master/R-tools/
fpkmStats.R    ).   

   2.    Generate saturation plots using R (An example of script in R is 
given at   https://bitbucket.org/mugqic/mugqic_tools/src/
master/R-tools/rpkmSaturation.R    ).    

     Genes are grouped into categories defi ned by the common 
biological properties (Gene Ontology or GO) and then tested to 
fi nd categories that are over-represented amongst the differentially 
expressed  genes     .

    1.    Perform GO enrichment analysis using the  goseq  [ 27 ] R 
 Bioconductor   package following the goseq vignette instruc-
tions (An example of script in R is given at   https://bitbucket.
org/mugqic/mugqic_tools/src/master/R-tools/goseq.R    ) 
( see   Note    7  ).    

4                   Notes 

     1    If you do not plan to proceed to  Adenylation  immediately, the 
protocol can be safely stopped here. If you are stopping, seal 
the plate with a MicroAmp™ clear adhesive fi lm and store it at 
−15 to −25 °C for up to 7 days.   

   2    The samples can be stored at −20 °C overnight at this point. If 
you are stopping, seal the plate with a MicroAmp™ clear adhe-
sive fi lm and store it at −15 to −25 °C for up to 7 days.   

   3    The adapter.fa fi le should contain the sequence of the adaptors 
used for sequencing and the adaptor clipping parameters given 
here correspond to a seed Mismatches of 2, a palindrome Clip 
threshold of 30 and a simple clip threshold of 15. Note that param-
eter orders are important for trimmomatic. Be sure to place the 
adaptor clipping parameters before the quality read trimming 
parameters. Otherwise, you will trim for quality the adapter 
sequence in your reads. This may result in ineffi cient adaptor rec-
ognition and a lack of removing their non-genomic sequence.   

3.4.7   Gene Ontology 
(GO)   Analysis 
for the Differential Gene 
Expression Results
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   4    During the alignment, we strongly recommend to set the cor-
rect read group for each individual alignment to be able to 
back track the origin of each read during the post-alignment 
analysis. We also recommend to keep the unmapped reads into 
the main bam fi le for more convenience and to use the 
– chimSegmentMin option in order to generate a separate fi le 
that displays evidences of transcript fusions. The values of the 
STAR options limitGenomeGenerateRAM; --limitBAMsor-
tRAM should be adjusted based on the available RAM resources 
available on the host system. Note that larger genome size will 
require larger amount of RAM. The value of the STAR --limi-
tIObufferSize has to be set depending on the size of the I/O 
blocks of the host system. Otherwise, the performance of the 
software will be strongly reduced.   

   5    During the computation of metrics, RNAseqQC uses the 
information of the GTF fi le. The “-ttype” argument allows to 
specify which column in GTF to use to look for rRNA transcript 
type. Additionally, we set the “-n” option to specify the number 
of transcripts to use in each category of transcripts (low, 
medium and highly expressed). Increasing this number will 
provide better estimates but we increase the time of process-
ing. When bwa- mem is used to estimate the amount of rRNA 
read it is important to use the “-M” option. This option allows 
marking the small part of spited reads as secondary hits in 
order to avoid overestimating the number of rRNA reads. 
Additionally, the –t option can be used to indicate the number 
if thread to used. This option should correspond to the 
resource available on the host system.   

   6    Cuffl inks uses a statistical model of paired-end sequencing 
experiments to derive a likelihood for the abundances of a set 
of transcripts given a set of fragments. Cuffl inks constructs a 
parsimonious set of transcripts that “explains” the reads 
observed in an RNA-Seq  experiment     . The assembly algorithm 
explicitly handles paired-end reads by treating the alignment 
for a given pair as a single object in the covering relation. 
Cuffl inks tries to fi nd the most parsimonious set of transcripts 
by performing a minimum- cost maximum matching. Reference 
annotation based assembly seeks to build upon available infor-
mation about the  transcriptome   of an organism to fi nd novel 
genes and isoforms. When a reference GTF is provided, the 
reference transcripts are tiled with faux-reads that will aid in 
the assembly of novel isoforms. These faux-reads are combined 
with the sequencing reads and are input into the regular 
Cuffl inks assembler. The assembled transfrags are then com-
pared to the reference transcripts to determine if they are dif-
ferent enough to be considered novel.   

RNA-Seq-based Cancer Transcriptome Analysis
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   7    RNA-Seq data suffer from a bias in detecting differential expres-
sion for long genes. This means that when using a standard anal-
ysis, any category containing a predominance of long genes is 
more likely to show up as being over-represented than a category 
containing genes of average lengths. Thus, we use the goseq R 
package, which provides methods for performing Gene  Ontology   
analysis, taking this gene length-related bias into  account     .         
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    Chapter 23   

 Sample Preparation for Mass Spectrometry Analysis 
of Protein–Protein Interactions in Cancer Cell Lines 
and Tissues                     

     Alice     Beigbeder    *,     Lauriane     Vélot    *,     D.     Andrew     James    , 
and     Nicolas     Bisson      

  Abstract 

   A precisely controlled network of protein–protein interactions constitutes the basis for functional signaling 
pathways. This equilibrium is more often than not disrupted in cancer cells, by the aberrant expression or 
activation of oncogenic proteins. Therefore, the analysis of protein interaction networks in cancer cells has 
become crucial to expand our comprehension of the molecular underpinnings of tumor formation and 
progression. This protocol describes a sample preparation method for the analysis of signaling complexes 
by mass spectrometry (MS), following the affi nity purifi cation of a protein of interest from a cancer cell line 
or a solid tumor. In particular, we provide a spin tip-based protease digestion procedure that offers a more 
rapid and controlled alternative to other gel-based and gel-free methods. This sample preparation protocol 
represents a useful strategy to identify protein interactions and to gain insight into the molecular mecha-
nisms that contribute to a given cancer phenotype.  

  Key words     Protein interactions  ,   Mass spectrometry  ,   Sample preparation  ,   Tryptic digestion  ,   Spin tip  

1       Introduction 

 Intercellular communication is a critical feature of multicellular 
organisms. The signaling pathways that convey messages are com-
monly organized via inducible protein–protein interactions. This 
constitutes the basis for large, complex and dynamic signaling net-
works whose assembly and dismantling must be highly coordinated 
[ 1 ]. In humans, activation of these pathways at inappropriate loca-
tions or times can have disastrous consequences such as cell transfor-
mation and  cancer      [ 2 ]. 

 *Author contributed equally with all other contributors. 
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 The heterogeneity of both the genomic landscape and the 
cancer cell phenotype, within a given tissue, highlight the com-
plexity of the disease. It has become clear that phenotypes are 
not simply the result of a mutation in a single gene but rather 
refl ect the interplay between a number of molecular interactions. 
In this respect, network-based approaches have become crucial 
for our  understanding of the molecular underpinnings of tumor 
formation and progression [ 3 ,  4 ]. 

 The analysis of protein–protein interactions within signaling 
networks using affi nity purifi cation followed by MS is one of the best 
suited methods to identify proteins that associate together directly 
or indirectly under physiological conditions, in normal and cancer 
cells [ 5 ,  6 ]. We provide here a sample preparation protocol for MS 
analysis of signaling complexes following the affi nity purifi cation of 
a protein of interest from a cancer cell line or solid tumor  tissue     . 

 Sample preparation is often an underestimated step in mass 
spectrometry analyses. Many of the current protocols can have a 
number of drawbacks, including: (1) being performed following 
gel electrophoresis, (2) extended incubation time with  trypsin  , and 
(3) requiring additional cleanup steps prior to MS analysis. This 
protocol provides a rapid, simple, and reproducible method for 
gel-free sample preparation supporting MS analysis of proteins, 
based on the utilization of  spin tips  . The digestion of protein sam-
ples directly on a chromatographic support allows for (1) gel-free 
digestion of a wide variety of samples with protein concentrations 
across a broad dynamic range, (2) a signifi cantly shorter time of 
incubation with the protease, and (3) simultaneous sample purifi -
cation and desalting. Moreover, the preparation of samples as 
described here leads to high reproducibility, as the fi xed capacity of 
the chromatographic medium normalizes the amount of protein to 
be processed. This approach has been successfully applied to iden-
tify phosphorylation sites on a protein of interest [ 7 ], to character-
ize interaction partners following affi nity purifi cation [ 8 ,  9 ] and to 
investigate signaling network dynamics in transformed cells [ 10 ]. 
The method is also suitable for preparation of samples from tumor 
tissues for proteomic analyses.  

2    Materials 

 In order to avoid contamination with keratins, it is recommended 
to handle materials with clean gloves. 

        1.     LNCaP   human prostate adenocarcinoma cells (or another can-
cer cell line, or tumor tissue) ( see   Note    1  ).   

   2.     RPMI   1640 with   L -glutamine   culture medium supplemented 
with 10 %  fetal bovine serum (FBS)  .   

2.1  Tissue Culture 
and Protein Extraction
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   3.     Phosphate buffered saline (PBS)  : 137 mM  NaCl  , 2.7 mM 
 KCl  , 10 mM Na 2 HPO 4 ,    1.8 mM KH 2 PO 4 .      

   4.    Cell lysis buffer: 20 mM Tris–HCl, pH 7.4, 150 mM NaCl, 
1 mM  EDTA  , 1 %  NP-40   (Igepal), 0.5 %  sodium deoxycholate  , 
10 %  glycerol  . In order to prevent protein degradation, the 
buffer is supplemented with 1.5 μM  aprotinin  , 20 μM  leupeptin  , 
15 μM  pepstatin  , and 1 mM phenylmethylsulfonylfl uoride 
(PMSF)    just before use. If required, phosphatase inhibitors may 
also be added (e.g., 10 mM β- glycerophosphate  , 50 mM 
sodium  fl uoride  , 10 mM  sodium pyrophosphate  ) ( see   Note    2  ).      

       1.    Affi nity resin (to be selected according to the antibody 
required) ( see   Note    2  ).   

   2.    Cell lysis buffer (as in Subheading  2.1 ).   
   3.    Wash buffer: 20 mM Tris–HCl, pH 7.4 (may be supplemented 

with protease and phosphatase inhibitors, if required)      .   
   4.    Elution solution: 50 mM  phosphoric acid   pH 1.5–2.      

   The reagents listed below should be handled with care to avoid 
contamination with keratins. Reagents should also be diluted in 
 high-pressure liquid chromatography (HPLC)  -grade water.

    1.    A 10 μL pipette tip with a 0.6 μL bed of  strong cation chroma-
tography medium (SCX)   fi xed at its end (e.g., Millipore 
ZipTip ® ) with adaptor.   

   2.    Conditioned SCX resin in water:  polysulfoethyl A  , particle size 
12 μm, pore size 300 Å (optional).   

   3.    10 mM potassium phosphate buffer, pH 3.0.   
   4.     HPLC-grade water  .   
   5.    100 mM  tris (2-carboxyethyl) phosphine (TCEP)   in 100 mM 

Tris–HCl, pH 9.0.   
   6.    Sequencing grade-modifi ed  trypsin   or other protease.   
   7.    100 mM  iodoacetamide   (light-sensitive, keep in the dark).   
   8.    200 mM Tris–HCl, pH 8.0.   
   9.    2 %  formic acid        .    

3       Methods 

       1.    Grow  LNCaP   cells to 90 % confl uence in 10 cm  petri dishes   in 
RPMI medium with  L -glutamine supplemented with 10 %  FBS  , 
at 37 °C in a 5 % CO 2  controlled atmosphere ( see   Note    3  ).   

   2.    Carefully place the dishes on ice. Rinse cells once with 5 mL 
ice-cold  PBS   to remove any trace of culture medium.   

2.2  Affi nity 
Purifi cation 
and Sample Elution

2.3  Protein Digestion 
on Chromatography 
Medium in a Spin  Tip  
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   3.    Add 1 mL of cell lysis buffer per 10 cm dish ( see   Note    4  ). Lift cells 
off the plate using a scraper and harvest lysate in a 1.5 mL tube. 
Incubate for 20 min at 4 °C; mixing is optional ( see   Note    5  ).   

   4.    Centrifuge at >15,000 ×  g  for 20 min at 4 °C to remove insol-
uble material.   

   5.    Collect supernatant in a new tube. Keep the lysate on ice for 
immediate use, or store at −80 °C. A small fraction of the lysate 
will be required to determine protein concentration (e.g., 
using  bicinchoninic acid (BCA) assay)   and for control experi-
ments, if required (e.g., Western blotting analysis).      

         1.    Prepare the required amount of affi nity resin ( see   Note    6  ) by 
washing with cell lysis buffer (or PBS)    three times, according 
to the manufacturer’s recommendations ( see   Note    7  ).   

   2.    In a new tube, mix 20 mg of cell lysate to the required amount 
of pre-washed affi nity resin ( see   Note    8  ). Rotate the tubes at 
4 °C for 90 min ( see   Note    9  ).   

   3.    Pellet beads by centrifugation at 200 ×  g  for 2 min at 4 °C ( see  
 Note    10  ). A fraction of the post-purifi cation lysate may be 
kept to confi rm that this step was successful. Remove superna-
tant and resuspend resin in 900 μL of cell lysis buffer by gently 
inverting the tubes a few times. Repeat this wash step  twice     .   

   4.    Pellet beads by centrifugation at 200 ×  g  for 2 min at 
4 °C. Remove supernatant and add 900 μL of wash buffer to 
resuspend the pelleted beads. Repeat once. This step is critical 
in removing salts and detergents, which are not compatible 
with later steps ( see   Note    11  ). After the last wash, aspirate as 
much wash buffer as possible, without disturbing the resin.   

   5.    Add 100 μL of elution solution to the beads. Incubate at 4 °C 
agitation for 10 min ( see   Note    12  ).   

   6.    Pellet beads by centrifugation at 200 ×  g  for 2 min at 4 °C. Keep 
supernatant by transferring to a new tube. Repeat the elution 
twice and pool the three eluates in a single tube ( see   Note    13  ).   

   7.    Centrifuge the pooled elutions at >15,000 ×  g  for 1 min at 
4 °C, then transfer the supernatant to a new 1.5 mL tube while 
avoiding to transfer any residual beads. This latter step is cru-
cial. Sample can be stored at −80 °C for later use ( see   Note    14  ).      

        1.    Fit a 10 μL pipette tip with a 0.6 μL bed of  strong cation chro-
matography medium (SCX)   fi xed at its end (e.g., Millipore 
ZipTip ® ,  see   Note    15  ) into a 1.5 mL standard collection tube, 
using an adaptor ( see   Note    16  ) (Fig.  1 ).

       2.    Wash column with 80 μL of potassium phosphate buffer. 
Centrifuge at 200 ×  g  for 2 min at a time until all buffer goes 
through the column. Discard the fl ow-through. Repeat this 
wash step twice.   

3.2  Affi nity 
Purifi cation 
and Sample Elution

3.3  Protein Digestion 
on Chromatography 
Medium in a Spin  Tip  

Alice Beigbeder et al.



343

   3.    Load protein sample (eluates from Subheading  3.2 ) on spin tip 
by centrifugation at 200 ×  g  for 2 min of a volume of 80 μL at 
a time ( see   Note    17  ). Repeat this step until the protein sample 
is completely loaded ( see   Note    18  ). You may keep the fl ow-
through and analyze a fraction of it to verify that all proteins 
have bound the column.   

   4.    Wash column (as in  step 2 ) with 60 μL of potassium phos-
phate buffer.   

   5.    Wash column with 30 μL of  HPLC-grade water  .   
   6.    Transfer the column in a new 1.5 mL collection tube.   
   7.    Incubate with 100 mM  TCEP   for 30 min at room tempera-

ture. To achieve this, pipette 2–3 μL of solution and centrifuge 
for 1–2 s, until a tiny droplet (representing less than the com-
plete volume of solution) is seen at the bottom of the collec-
tion tube. Do not let it go through completely ( see   Note    19  ).   

   8.    Wash column with 60 μL of HPLC-grade water.   
   9.    Transfer spin tip into a new collection  tube     .   
   10.    Resuspend MS grade tryspin in 100 mM Tris–HCl, pH 8.0, 

10 mM  iodoacetamide   in order to get to a fi nal concentration 
of 2 mg/mL ( see   Note    20  ).   

   11.    Put  trypsin   solution on the resin as detailed in  step 7  above ( see  
 Note    21  ). Incubate with trypsin solution for 1–2 h at room 
temperature, in the dark ( see   Note    22  ).   

   12.    Elute digested sample into a new collection tube by washing 
column with 5 μL of HPLC-grade water ( see   Note    23  ). Keep 
the fl ow-through; this is the digested sample. Repeat twice and 
pool eluates; total volume should be 15 μL.   

   13.    Acidify the eluate by adding 1 μL of  formic acid   2 %.   
   14.    Store at −80 °C until mass spectrometry  analysis   ( see   Note    24  ).       

  Fig. 1    Spin  tip  -based protein digestion setup. ( a ) A 10 μL spin tip with a 0.6 μL bed of fi xed  SCX   resin at its 
end is shown. ( b ) The spin tip fi ts into a 1.5 mL tube with an adaptor. ( c ) Conditioned SCX resin can be added 
to the spin tip to increase column  capacity            
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4                              Notes 

     1.    Negative controls should be planned to perform bioinformat-
ics analysis of MS data using appropriate software (e.g., 
 SAINT  ) [ 11 ].   

   2.    The cell lysis buffer composition has to be compatible with the 
affi nity resin that is selected.   

   3.    The amount of cells to be grown is relative to expression levels 
of the protein bait (also  see   Note    8  ).   

   4.    The volume of cell lysis buffer to be used is determined from the 
size of the cell pellet and the expected total protein content, 
which are both dependent of the cell line that is utilized. Typically, 
a volume of 0.3–1 mL is adequate for a 10 cm culture plate.   

   5.    Alternatively, proteins may be extracted from tumor tissue 
using the same cell lysis buffer. However, the tissue will require 
mechanical homogenization to achieve a complete lysis.   

   6.    The selection of the affi nity resin is made following the selec-
tion of the cell line that is utilized. For example, cells stably or 
transiently expressing an  epitope  -tagged protein (e.g.,  GFP  , 
 Flag  , HA, Myc) will require an affi nity resin that recognizes 
the epitope. On the other hand, non-engineered (parental) cell 
lines will necessitate custom antibody-immobilized beads to 
precipitate endogenous  proteins     .   

   7.    The utilization of wide-bore pipette tips will facilitate resin 
transfer. Bead dilutions in a larger volume (e.g., 100 μL per 
10–20 μL of beads, per purifi cation) will ensure that beads are 
distributed equally among all tubes, if several affi nity purifi ca-
tions are performed simultaneously.   

   8.    The amount of total protein to be used in each affi nity purifi ca-
tion procedure requires to be tested experimentally, as it is 
dependent of the bait protein expression level and the affi nity 
of the antibody for the bait protein, among other factors. 
Better results are obtained when 0.5 to 1 μg of the bait protein 
is affi nity-precipitated. In order to verify this,  step 3  of 
Subheading  3.2  may be followed by an extraction in Laemmli 
buffer to determine bait protein levels via  SDS-PAGE   using a 
BSA standard.   

   9.    An incubation period of antibody-conjugated beads with cell 
lysates for 30–120 min is normally suffi cient. A longer incuba-
tion period may lead to protein precipitation and to the iden-
tifi cation of more contaminants as proteins interacting with the 
selected bait. Overnight incubations should be avoided. The 
volume in which the affi nity purifi cation is performed should 
not infl uence yields.   
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   10.    If magnetic beads are used, all centrifugation steps of the affi n-
ity purifi cation procedure are replaced by placing the tube on 
the magnet for 1 min.   

   11.    For wash steps, a prolonged incubation is not required.   
   12.    The utilization of a temperature-controlled agitator is sug-

gested but not required. Alternatively, tap the bottom of the 
tube gently a few times to resuspend beads every 2–3 min. The 
low pH may lead to a change of color of the beads; this will not 
affect subsequent steps. As elution of bait protein complexes 
using a peptide antigen is challenging and not compatible with 
gel-free  tryptic digestion   protocols for  MS      analysis, this is a 
signifi cant advantage of this method.   

   13.    This elution method was successfully performed with M2 
(Flag) affi nity resin,  protein A Sepharose  ,  streptavidin agarose      
and a variety of magnetic beads coupled to antibodies,  peptides   
or chemicals.   

   14.    Proteins are stable for weeks in elution solution, if stored at 
−80 °C. Samples may be kept to perform spin  tip   digestion 
(Subheading  3.3 ) simultaneously.   

   15.    While Millipore ZipTip ® -SCX are easy to use, Glygen TopTips 
are also suitable and available with or without chromatography 
media.   

   16.    The capacity of the  SCX   resin is estimated to be 0.5 μg of pro-
tein per μL of resin. The amount of SCX in the spin  tip   may be 
adjusted by adding resin ( Polysulfoethyl A  , particle size 12 μm, 
pore size 300 Å) to the spin tip. This can be achieved by pipet-
ting conditioned SCX resin resuspended in  HPLC-grade water   
(in a 1:10 resin–water ratio), followed by centrifugation at 
200 ×  g  for 2 min or until the resin is packed. The equivalent of 
0.5–1.5 μL of resin may be added, for a total capacity around 
1 μg of protein on the spin tip (Fig.  1 ). This contributes to 
limit the amount of protein to be digested, thus increasing 
reproducibility of the  tryptic digestion   step and helping to esti-
mate sample concentration.   

   17.    The spin tip tryptic digestion protocol is also compatible with 
digestion of whole cell extracts for total proteome analysis (i.e., 
without the affi nity purifi cation step). The protein sample will 
need to be acidifi ed prior to binding to the SCX resin. The 
reproducibility of the protocol described here was not specifi -
cally tested for this application.   

   18.    A highly concentrated protein sample to be loaded on the spin 
tip (i.e., above 2–3 μg) or one that is contaminated with beads 
from the affi nity purifi cation step may block the spin tip. To 
overcome this problem without compromising samples, it is 
possible to centrifuge at a higher speed (up to 400–500 ×  g , 
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although this may block the column even further) or to use a 
closed glass capillary to stir gently the resin inside the spin tip.   

   19.    There should also be a small volume of the  TCEP   solution that 
is visible above the  SCX   resin bed. If the complete volume 
inadvertently goes through the spin  tip  , this step may be 
repeated until successfully achieved.   

   20.     Iodoacetamide   is an alkylation agent that irreversibly trans-
forms cysteines to prevent the reformation of disulfi de bonds. 
It may be omitted, due to the rareness of cysteine in protein 
sequences. If it is used, it will increase the mass of a cysteine 
from 103.01 to 160.03 Da for a carboxyamidomethylcysteine. 
Databases should be searched accordingly.   

   21.    It is crucial to ensure that the trypsin solution is on the column 
but does not go through completely. Iodoacetamide is light 
sensitive; therefore  spin tips   should be incubated in the dark 
(e.g., wrapping the tube rack in foil). The high concentration 
of trypsin that is utilized in this protocol and the small reaction 
volume allow an effi cient digestion of proteins within 1–2 h.   

   22.    The protocol is also compatible with proteases other than  tryp-
sin  , at neutral pH.   

   23.    Elution may also be performed in freshly prepared 200 mM 
ammonium bicarbonate, pH 8.0. This may be directly ana-
lyzed by mass spectrometry following acidifi cation with  formic 
acid   to 1 % fi nal, or may require complete evaporation and 
resuspension in 0.1 % formic acid.   

   24.    The digested sample may be kept at −80 °C for a few weeks. It 
may be directly analyzed by LC/MS- MS      as it is, without evap-
oration/resuspension or further purifi cation.         
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