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v

 Marine genomics includes all aspects of genes and genomes of marine organisms aimed at 
understanding their evolution, function, biodiversity and environmental interactions. The 
fi eld of genomics has been revolutionized by next generation sequencing, providing novel 
insights into one of the largest biomes on our planet. 

 In this book, we present the latest protocols for both laboratory and bioinformatics 
based analyses in the fi eld of marine genomics. The chapters presented here cover a wide 
range of topics, including the sampling and genomics of bacterial communities, DNA 
extraction in marine organisms, high-throughput sequencing of whole mitochondrial 
genomes, phylogenomics, SNP discovery, SNP arrays for species identifi cation, digital 
PCR-based quantifi cation methods, environmental DNA for invasive species surveillance 
and monitoring, microarrays for the detection of waterborne pathogens, DNA barcoding 
of marine biodiversity, metabarcoding protocols for marine eukaryotes, analytical protocols 
for the visualization of eukaryotic diversity, and applications of genomic data to benthic 
indices for environmental monitoring. 

 These trusted protocols provide detailed step-by-step instructions, regents and materi-
als as well as tips and troubleshooting, making this volume a valuable resource for research-
ers, students, and policy makers in the fi eld of marine biology.  

  Gothenburg, Sweden     Sarah     J.     Bourlat     

  Pref ace   
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Sarah J. Bourlat (ed.), Marine Genomics: Methods and Protocols, Methods in Molecular Biology, vol. 1452,
DOI 10.1007/978-1-4939-3774-5_1, © Springer Science+Business Media New York 2016

    Chapter 1   

 Sampling of Riverine or Marine Bacterial Communities 
in Remote Locations: From Field to Publication                     

     Katja     Lehmann      

  Abstract 

   This protocol describes how to sample and preserve microbial water column samples from rivers that can 
be used for 16S or 18S metabarcoding studies or shotgun sequencing. It further describes how to extract 
the DNA for sequencing and how to prepare raw Illumina MiSeq amplicon data and analyze it in the R 
environment.  

  Key words     Biodiversity  ,   Riverine microbial communities  ,   Community analysis  ,   Illumina MiSeq  

1      Introduction 

    High-throughput sequencing   technologies  have      revolutionized 
 biodiversity   studies of prokaryotes and are increasingly used to 
study whole communities. In rivers, which are diverse environ-
ments with different sub-habitats that are closely linked to adjacent 
terrestrial biomes, the collection and analysis of eDNA offer 
unprecedented monitoring opportunities. Collection of viable riv-
erine microbiological samples, however, is often confounded by 
the remoteness and inaccessibility of sampling sites. In addition to 
this, increasingly open access to research data creates a need for 
data interoperability and so a need for standardized procedures to 
ensure consistency between datasets. Mega-sequencing campaigns, 
such as the Earth Microbiome Project or  Ocean Sampling Day 
(OSD)   [ 1 ,  2 ], can help this goal by driving the development of 
cost-effective  protocols   and analysis methods. 

 Here, I describe the standardized procedures to collect and 
analyze DNA samples for River Sampling Day (RSD) (part of 
 Ocean Sampling Day   [ 2 ]), a simultaneous sequencing campaign 
collecting a time series of ocean and river microbial data from the 
June and December solstices each year in rivers worldwide on the 
same day. Low-cost, manual sampling tools are utilized to collect 
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riverine water column samples, which can subsequently be extracted 
for 16S, 18S,  metabarcoding  , or  shotgun sequencing  . I then pro-
ceed to describe the preparation of raw  Illumina    MiSeq   amplicon 
data for analysis, followed by a description of an analysis pipeline 
for the open-source  statistics   software package R. The sampling 
 protocol   is based on methods used in the Freshwater Biological 
Sampling Manual [ 3 ] and the methods used at the Western 
Channel Observatory in the UK [ 4 ].  

2    Materials 

       1.    Sterivex 0.22 μm fi lter cartridge SVGPL10RC (male luer-lock 
outlet, Millipore, UK) or SVGP010 (male nipple outlet, 
Millipore, UK).   

   2.    RNAlater (Thermo Fisher Scientifi c, Loughborough, UK, or 
Ambion Inc., Austin, Texas).   

   3.    Luer-lock syringes, 3 mL (e.g., Medisave, Weymouth, UK).   
   4.    High-pressure sampling bottle fi tted with bicycle valve and tube 

outlet, 10 % acid washed (e.g., Nalgene™ Heavy-Duty PPCO 
Vacuum Bottle, Thermo Fisher Scientifi c, Loughborough, UK). 
 See  Fig.  1  for illustration.

       5.    PTFE tubing.   
   6.    Two hose clamps to secure PTFE tubes.   
   7.    Bicycle pump.   
   8.    Nitrile gloves.   
   9.    70 % ethanol to clean gloves/equipment.   
   10.    Sterilized sticky tac (e.g., Blu-Tac).      

       1.    DNA extraction solution, e.g., a commercial kit    
   2.    Sterile consumables and shakers/bead beaters/centrifuges 

required for DNA extraction method of choice.      

       1.    QIIME software (qiime.org).   
   2.    R environment (  www. r -project.org    ).       

3    Methods 

    Collect three replicate bacterial samples at each location. If sam-
pling multiple locations, take the samples at each location within 
the same time frame. For specifi cs on safety, clean sampling, and 
record taking,  see   Notes    1  –  3  . 

       1.    With a 10 % acid-washed sampling bottle, wade into the river 
downstream from the point at which you will collect the sample.   

2.1  Sample 
Collection

2.2  Sample 
Preparation

2.3  Raw Data 
Preparation 
and Analysis

3.1  Sample 
Collection

3.1.1  Option A: Sampling 
Midstream

Katja Lehmann

http://www.r-project.org/
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   2.    Wade upstream to the sample site. This ensures that you will 
not disturb sediments upstream from the sample point. Stand 
perpendicular to the fl ow and face upstream.   

   3.    Remove the lid and hold it aside without allowing anything to 
touch the inner surface. With your other hand, grasp the bottle 
well below the neck.   

   4.    Plunge it beneath the surface with the opening facing directly 
down; then immediately orient the bottle into the current.   

   5.    Once the bottle is full, remove it from the water by forcing it 
forward (into the current) and upward.      

       1.    Secure yourself to a solid object on the shore.   
   2.    Remove lid from a 10 % acid-washed sampling bottle.   

3.1.2  Option B: Sampling 
from the Stream Bank

Outlet tube to
attach Sterivex Cartridge

Pressure-resistant
container

Bicycle valve

Nalgene lid
Bicycle Value
to ‘pump up’ bottle

Bottle Lid

Outer outlet Tube
(Sterivex attaches to end)

Inner outlet tube

  Fig. 1    Field  sampling   bottle with altered screw top to allow pressurized fi ltering       
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   3.    Hold the bottle well below the neck. Reach out (arm length 
only) and plunge the bottle under the water, and immediately 
orient it into the current.   

   4.    When the bottle is full, pull it up through the water while forc-
ing it into the current.      

   Now collect the microbial community by passing 1–5 L of the 
sampled water through a 0.22 μm fi lter using Sterivex cartridges. 
Filtration through the Sterivex fi lter should be done using the fi eld 
sampling bottle:

    1.    Attach the Sterivex fi lter to the tube that comes out of the cap 
of your bottle ( see  Fig.  1 ). Secure the tube to the cap outlet and 
the Sterivex fi lter with two hose clamps.   

   2.    Attach the bicycle pump to the valve on the bottle cap and 
pump up the bottle. If the water is very clear, you might need 
to refi ll the bottle and fi lter up to 5 L through the same fi lter. 
If you have to collect more water, place the bottle cap, and 
fi lter in sterile bags while you refi ll the bottle as described in 
Subheading  3.1 . The fi ltration is done when the fi lter begins to 
clog up.   

   3.    When the fi ltering is done, the Sterivex should be pumped free 
of standing water.   

   4.    Seal the nipple side of the fi lter using sterilized sticky tac or 
similar; then use a 3 mL luer-lock syringe to fi ll the fi lter with 
RNAlater.   

   5.    Seal the Sterivex fi lter using sterilized sticky tac or similar. Note 
that parafi lm will crumble at temperatures below -45 °C and 
therefore should not be used.      

       1.    Label the sample and place it in a sterile bag or tube. For trans-
port from the sampling location to the lab, samples can be 
stored in the sealed bag in a cooling container. Samples in 
RNAlater can be kept at room temperature up to a week.   

   2.    On arrival at the lab, provided the samples are stored in 
RNAlater, freeze samples at −20 °C (not −80 °C,  or store in 
the refrigerator at 4 °C for up to a month if no freezer is 
available.      

   A subset or all of the following metadata will greatly help to make 
sense of the microbial data, especially when multiple locations are 
being sampled. At minimum metadata should consist of sample vol-
ume, depth, temperature, lat/lon, time of day, and pH. Depending 
on the study, these should be supplemented by alkalinity, suspended 
sediment, soluble reactive phosphorus (SRP), total dissolved phos-
phorus (TDP), total phosphorus (TP), Si, F, Cl, Br, SO 4 , total 

3.1.3  Filtering

3.1.4  Transport 
and Storage

3.1.5  Metadata

Katja Lehmann
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dissolved nitrogen (TDN), NH 4 , NO 2 , NO 3,  dissolved organic 
matter (DOC), Na, K, Ca, Mg, B, Fe, Mn, Zn, Cu, and Al. The 
metadata measurements should be taken at or close to the date/
time when the samples are collected.   

   The DNA captured on the Sterivex fi lters needs to be extracted. 
For  OSD  /RSD, a commercial kit ensures consistency during 
extraction, but commercial kits are often not sold sterile, and some 
have been found to contaminate samples [ 5 ,  6 ]. This can confound 
sequencing results, especially when DNA concentration in the 
samples is expected to be low. Contamination of samples from a 
number of sources is a well-known danger at many stages of the 
extraction and sequencing process; it is therefore advisable to run 
a control alongside the samples during all steps, including the 
sequencing. Problems can also be caused by unexpected cross 
effects of preservative residues and kit reagents. It is advisable to 
do a test extraction fi rst and verify DNA yield and quality on a gel. 
If necessary, an additional PEG precipitation prior to fi nal cleaning 
steps on a kit spin fi lters might insure against DNA loss. Once the 
DNA is extracted, it can be amplifi ed by PCR for 16S or any other 
amplicon analysis or transferred to the sequencing facility for  shot-
gun sequencing   as is.  See  Chapters   12     (Fonseca and Lallias),   13     
(Bourlat et al.), and   14     (Leray et al.) for  protocols   detailing the 
preparation of amplicon libraries for  Illumina   sequencing. Here, 
we will focus on the analysis of 16S amplicon data derived from 
 Illumina   sequencing.  

    One of the most  popular   pipelines to process data derived from 
next-generation sequencing is QIIME [ 7 ], an open-source soft-
ware wrapper that incorporates a great number of python scripts, 
including complete programs such as MOTHUR, in itself a com-
prehensive analysis pipeline [ 8 ], and USEARCH, a BLAST alter-
native [ 9 ]. For installation options,  see   Note    4  . QIIME can process 
 Illumina   data, but also 454 and (with a bit of preprocessing) Ion 
Torrent data. We will focus on Illumina here, which has emerged 
as the predominant sequencing method in the last few years. To 
process any raw sequence data, QIIME requires a  mapping fi le   
with metadata such as sample ID and primer- and barcode infor-
mation ( see  Chapter   15     by Leray and Knowlton for further details 
on QIIME  mapping fi le   format). Depending on the format of the 
raw sequences, four scripts are required to process a set of Illumina- 
derived sequences in QIIME to obtain data that can be used for 
statistical analysis:

    1.     join_paired_ends.py , a script that joins paired end reads.   
   2.     validate_mapping_fi le.py , a script which checks the soundness 

of the  mapping fi le  .   

3.2  Sample 
Preparation in the Lab

3.3  From Raw 
Sequencing Data 
to Operational 
Taxonomic Unit (OTU) 
Table

Sampling of Riverine or Marine Bacterial Communities in Remote Locations…

http://dx.doi.org/10.1007/978-1-4939-3774-5_12
http://dx.doi.org/10.1007/978-1-4939-3774-5_13
http://dx.doi.org/10.1007/978-1-4939-3774-5_14
http://dx.doi.org/10.1007/978-1-4939-3774-5_15
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   3.     split_libraries_fastq.py , a script that divides the raw sequence 
library by barcode.   

   4.     pick_de_novo_otus.py , a workfl ow that produces an OTU  map-
ping fi le  , a representative set of sequences, a sequence  alignment   
fi le, a  taxonomy   assignment fi le, a fi ltered sequence alignment, a 
phylogenetic tree, and a biom-formatted OTU table.    

  Both the phylogenetic tree and the  OTU table   can then be 
exported into other programs for further analysis. In QIIME itself, 
further scripts allow for exploration of  alpha diversity   and  beta 
diversity  , notably:

    5.     summarize_taxa_through_plots.py , which creates  taxonomy   
summary plots.   

   6.     alpha_rarefaction.py , which calculates  rarefaction   curves.   
   7.     beta_diversity_through_plots.py , which performs principle coor-

dinates ( PCoA  ) analysis on the samples.    

  For detailed instructions on performing diversity analyses with 
QIIME,  see  chapter   15     by Leray and Knowlton. QIIME also offers 
network analysis, which can be visualized in Cytoscape. QIIME has 
comprehensive help pages for each script (http://qiime.org/scripts/) 
and a number of tutorials (  http://qiime.org/tutorials/index.html    ).   

   The open-source software package R [ 10 ] is a well-known statistics 
and scripting environment. It is available for Linux, Mac OS X, and 
Windows (  www. r -project.org    ). Before starting the analysis, the fol-
lowing libraries need to be installed in R: biom [ 11 ], RColorBrewer 
[ 12 ], vegan [ 13 ], gplots [ 14 ], calibrate [ 15 ], ape [ 16 ], picante 
[ 17 ], Hmisc [ 18 ], BiodiversityR [ 19 ], psych [ 20 ], ggplot2 [ 21 ], 
grid [ 10 ], and biocLite.R [ 22 ]. 

   As a fi rst step, the  OTU table   has to be imported into R either as 
text or as biom-formatted fi le with the following commands:

 ●    Untransposed:
    otu.table=read.table("your_otu_table.txt ",
sep="\t",header=T,row.names=1)   

  transposed:  
   otu.table=t(read.table("your_otu_table.txt", sep="\
t",header=T,row.names=1))      

 ●   Or in biom format:
   1.     otu_biom="your_otu_table.biom"    

  2..    Which needs to be transformed into a matrix: 
  otu_biom=as(biom_data(otu_biom), "matrix")         

3.4  Basic 
Statistics in R

3.4.1  Data Preparation

Katja Lehmann

http://dx.doi.org/10.1007/978-1-4939-3774-5_15
http://qiime.org/tutorials/index.html
http://www.r-project.org/
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 Secondly, read in a  mapping fi le  : 
  otu.map=read.csv("your_map.csv",header=T)  
 Make sure to match the row order in your data matrix to that 

in your  mapping fi le  : 
  otu.map=otu.map[match(rownames(otu.table),otu.
map$OtuID),]  

 Save your original import as backup, in case you mess up your 
newly created dataframes at some point during the process: 
  otu.raw=otu.table  
  otu.map.raw=otu.map  

 Do a random  rarefaction   with the rrarefy function from the 
vegan package to reduce the number of sequences in each sample 
to that of the sample with the lowest number of sequences in the 
set (check your fi le or QIIME demultiplex log): 
  otu.table.rar<-rrarefy(otu.table, sample=x)  

 Now create factors—e.g., make the experimental treatment a 
factor (look at your  mapping fi le   to assess which factors you should 
create to make your analysis interesting or viable): 
  otu.map$Treatment=as.factor(otu.map$Treatment)  

 The data can now be analyzed statistically.  

    In datasets,    where abundance is represented in an unbiased way, it 
is easy to determine the most abundant OTU: 
  mostAbundantOtu<-which(colSums(otu.
table)==max(colSums(otu.table)))  

 It is then possible to calculate a  rank-abundance curve   for the 
data: 
  RankAbun.otus<- rankabundance(otu.table)  

 which is followed by plotting the results proportionally on a 
log scale. Set the plot panel (e.g., one row, two columns): 
  par(mfrow=c(1,2))  

 Assign x and y axes: 
  x<- RankAbun.otus [,1]  
  y<- RankAbun.otus [,2]/colSums(RankAbun.otus)[2]  

 Create labels manually: 
  l<- c("label 1", " label 2", "label 3")  

 Plot the data with labels: 
  plot(x, y, log="y", type="o", pch=16, xlab="Species 
rank", ylab="Proportion", main="Rank Abundance, OTUs", 
axes=FALSE)  
  textxy(x, y, labs=l, cex=0.8)  

3.4.2  Exploring Alpha 
Diversity

Sampling of Riverine or Marine Bacterial Communities in Remote Locations…
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 Now, traditional diversity indices can be calculated via the 
diversity function of the vegan package. Shannon-Wiener is set as 
default: 
  H<- diversity(otu.table)  

 Simpson and others can be calculated by specifying them 
especially: 
  S<- diversity(otu.table, index="simpson")  

 whereas related indices such as Pielou’s J can be calculated 
with a simple function: 
  J<- H/log(specnumber(otu.table))    

    When  working   with a number of sites or treatments, the diversity 
indices can be presented next to each other in a boxplot for easy 
comparison. 

 First, create new objects for each treatment group or site: 
   H_resultsGroup1<-c(Result1, Result2, Result3, etc)  

  H_resultsGroup2<-c(Result1, Result2, Result3, etc)     

 The next step is to create a boxplot (with outliers represented as 
dots): 

    lmts<- range(H_resultsGroup1, H_resultsGroup2)  
  boxplot(H_resultsGroup1,H_resultsGroup2, ylim=lmts, 

names=c("Group_1","Group_2"), xlab="myExperiment",
main="Shannon diversity with SD")     

 It is also possible to test for signifi cant differences between the 
calculated diversity indices with an ANOVA. Read in a matrix that 
lists samples/replicates in rows and diversity index results and 
treatment assignments per replicates in columns. To start the anal-
ysis, the linear model needs to be created fi rst: 
  div.an<- lm(Shannon~factor(Treatment)+factor
(myFactor1)*factor(myFactor2), data=div.matrix)  

 The results can be printed in the console: 
  summary(div.an)  

 The ANOVA is then produced as follows: 
  anova(div.an)  

 A convenient way to explore differences between samples visu-
ally is by nonmetric multidimensional scaling (NMDS [ 23 ]). In an 
initial step, R has to produce a dissimilarity matrix (e.g.,   Bray- Curtis  ) 
as the basis:

    otu.table.nmds=metaMDS(otu.table,distance="bray",tr
ymax=49)  

  sites=scores(otu.table.nmds, display="sites")  

3.4.3  Exploring Beta 
Diversity

Katja Lehmann
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  taxa=scores(otu.table.nmds, display="species")     

 If there are missing data points in the  OTU table  , it is good to 
remove them:

    xl=range(sites[,1], taxa[,1],na.rm=T)    yl=range(sites[,2], 
taxa[,2],na.rm=T)     

 The NMDS results can be plotted in the following way: 
  plot(otu.table.nmds)  

 This has created a plot without labels and with crosses for 
 species  . 

 To create a plot with adjusted x and y axis ranges in which the 
dots are labeled by treatment, R can be instructed as follows:

    plot(otu.table.nmds, type="n", xlim=xl, ylim=yl, 
main="NMDS of bacterial samples, plotted by treatment")  

  points(sites,col=c("red","blue")[as.
numeric(otumap$Treatment)], pch=16, cex=1.0)     

 To create site labels, the following command can be used: 
  text(otu.table.nmds, display="sites", pos=4, cex=0.7, 
offset=0.3)  

 R can also create  species   labels—if there are many  species  , this 
can make a plot far too busy: 
  text(otu.table.nmds, display="species", pos=4, 
cex=0.7, offset=0.3)  

 The vegan package includes several multivariate statistical tests 
to test for differences between your treatments or locations. 

 Adonis (aka  PERMANOVA   [ 24 ]) is a multivariate equivalent 
to ANOVA. Any data needs to be checked for multivariate normal-
ity to make sure that the  PERMANOVA   is applicable: 
  adonis.otu=adonis(otu.table~otu.map$Treatment,method="
bray");adonis.otu  

 If a  PERMANOVA   is not permissible, there is another multi-
variate equivalent to ANOVA, called ANOSIM [ 25 ]. ANOSIM is 
a randomization-based method to analyze differences by compar-
ing dissimilarity matrices of ranked data. It is less robust than 
 PERMANOVA  /Adonis, as it does not compare the distances 
directly. ANOSIM produces an R-statistic, which shows increasing 
differences in community composition on a scale of 0–1. The 
accompanying P-value shows if the R-value is signifi cant or not. 
This is how the ANOSIM is called in R: 
  anosim.otu=anosim(vegdist(otu.table),grouping=otu.
map$Treatment,permutations=999)  

 This will produce a summary: 
  summary(anosim.otu)  

 And this will produce a boxplot of the result: 

Sampling of Riverine or Marine Bacterial Communities in Remote Locations…
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  plot(anosim.otu)  

 Lastly, a simper analysis [ 25 ] can yield information about 
which OTUs contributed most to the observed dissimilarity 
between the treatments/locations. It is called as follows: 
  sim<- with(otu.map, simper(otu.table, Treatment))  

 The output can be assessed with the summary command: 

  summary(sim, ordered=TRUE, digits=3)    

   This is only a small selection of analysis methods that can be per-
formed in R and exploration is encouraged. Additionally, there are 
software packages such as MEGAN [ 26 ] or PICRUSt [ 27 ], which 
can offer additional workfl ows for data in biom format to explore 
metagenome data further.    

4       Notes 

     1.    If you collect from more than one location without being able 
to acid wash the equipment in between, please pump sterilized, 
deionized water through the equipment (bar fi lter) between 
locations. If that isn’t possible, pump river water from the next 
location through your bottle before you start to fi lter (not 
recommended unless there is no better option ).   

   2.    Wherever practical, samples should be collected at midstream/
offshore rather than nearshore. Samples collected from mid-
stream/offshore reduce the possibilities of contamination (e.g., 
back eddies or seepage from nearshore soils). The most impor-
tant issue to consider when deciding where the sample should 
be collected from is safety. If the fl ow is suffi ciently slow and 
shallow for the collector to wade, e.g., into a stream without 
risk, then the sample can be collected at a depth where there is 
no risk that water might fl ow into the waders from above.   

   3.    Record:

 ●    How much water you fi ltered  
 ●   The time taken to fi lter the sample  
 ●   Your observations about the color of the fi lter  
 ●   If you collected from the stream bank or mid-river      

   4.    QIIME can be installed natively on Linux (qiime.org) and Mac 
OS X (  www.wernerlab.org/software/macqiime/    ) or can be 
run on Windows via VirtualBox (  www.virtualbox.org    ). QIIME 
comes pre-installed and pre-confi gured on Bio-Linux, an 
open- source curated Linux distribution for bioinformaticians 
 (environmentalomics.org/bio-linux/).           

3.4.4  Further Analysis 
Options

Katja Lehmann
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  Abstract 

   The marine environment harbors a large proportion of the total biodiversity on this planet, including the 
majority of the earths’ different phyla and classes. Studying the genomes of marine organisms can bring 
interesting insights into genome evolution. Today, almost all marine organismal groups are understudied 
with respect to their genomes. One potential reason is that extraction of high-quality DNA in suffi cient 
amounts is challenging for many marine species. This is due to high polysaccharide content, polyphenols 
and other secondary metabolites that will inhibit downstream DNA library preparations. Consequently, 
protocols developed for vertebrates and plants do not always perform well for invertebrates and algae. In 
addition, many marine species have large population sizes and, as a consequence, highly variable genomes. 
Thus, to facilitate the sequence read assembly process during genome sequencing, it is desirable to obtain 
enough DNA from a single individual, which is a challenge in many species of invertebrates and algae. 
Here, we present DNA extraction protocols for seven marine species (four invertebrates, two algae, and a 
marine yeast), optimized to provide suffi cient DNA quality and yield for de novo genome sequencing 
projects.  

  Key words     Genomic DNA extraction  ,   Gastropod  Littorina   ,   Isopod  Idotea   ,   Barnacle  Balanus   ,   Brittle 
star  Amphiura   ,   Brown alga  Fucus   ,   Diatom  Skeletonema   ,   Marine yeast  Debaryomyces   

1      Introduction 

  With the  development   of  next-generation sequencing (NGS)   
techniques, we can for the fi rst time get comprehensive genomic 
information at a reasonable price for marine non-model organisms. 
However, the success of a genomic project greatly depends on the 
ability to obtain suffi cient amounts of pure and high-molecular 
weight DNA from the target  species  . Purity is crucial for the library 
preparation step; longer insert size  Illumina   libraries (mate-pair librar-
ies) and Pacifi c Biosciences (PacBio) sequencing require 5–20 μg of 
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high-molecular weight DNA. As many marine  species   have large 
population sizes and, as a consequence, highly variable genomes [ 1 ], 
whole-genome sequencing projects are greatly facilitated by produc-
ing libraries using DNA from one single individual. Thus, optimiza-
tion of DNA yield per extraction and per individual is a crucial initial 
task, especially given the small body size of many  species  . Furthermore, 
commercially available DNA extraction kits that perform well on ver-
tebrate and plant material often fail to produce good-quality DNA 
for marine algae and invertebrates due to substances that co-purify 
with DNA and lead to low DNA yield and/or purity. 

 In this chapter, we present optimized DNA extraction proto-
cols for seven marine  species   in the marine genome sequencing 
project of the Centre for Marine Evolutionary Biology (CeMEB), 
University of Gothenburg, Sweden [ 2 ]: the  gastropod   mollusk 
  Littorina     saxatilis , the  isopod   crustacean   Idotea     balthica , the  bar-
nacle   crustacean   Balanus     improvisus , the  brittle star   echinoderm 
  Amphiura     fi liformis , the  brown algae     Fucus     vesiculosus  (also tested 
on the closely related species  F. radicans ), the  diatom     Skeletonema    
 marinoi , and the marine  yeast     Debaryomyces     hansenii . All seven 
 species   are promising systems for studies of adaptation and  specia-
tion   in the marine environment. However, progress has been 
impeded in the past by the lack of genomic information, and to 
remedy this, we undertook an ambitious project to sequence their 
genomes. (The genome of  D. hansenii  has already been sequenced 
[ 3 ], but our goal here was a comprehensive  population genomics   
re-sequencing effort.) The fi rst challenge was to develop robust 
and effi cient  genomic DNA extraction   protocols for all these non- 
model marine  species  . For each species, the general strategy was to 
test several methods based on the literature and our previous expe-
rience, choose the method providing the highest yield of non- 
degraded DNA, and then further optimize the protocol to reach 
the  NGS   requirements for quantity and quality of DNA. For sev-
eral of the  species  , further improvements increasing DNA yield and 
purity had to be made along the way in response to sequencing 
failures (see below). 

      Littorina    saxatilis       is a marine gastropod mollusk common on the 
rocky intertidal. Adult shell height is 1.2–25.8 mm; snail size varies 
between geographic populations and ecotypes [ 4 ]. The major chal-
lenge in DNA extraction from mollusk tissue is a high content of 
mucopolysaccharides that tend to co-purify with DNA [ 5 ]. In 
addition, some  species   including  L. saxatilis  are relatively small, 
and it is hard to obtain enough DNA from a single individual for a 
whole-genome sequencing project. 

 Using commercial kits such as the DNeasy Blood & Tissue Kit 
(Qiagen), DNeasy Plant Mini Kit (Qiagen), and E.Z.N.A. Mollusc 
DNA Kit (Omega Bio-tek) for  L. saxatilis  provides DNA suitable 
for routine PCR amplifi cation of microsatellites, nuclear introns, 

1.1   Littorina saxatilis  
(Gastropod Mollusk)

Marina Panova et al.
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and mitochondrial gene fragments, but the total yield (≤1 μg), 
concentration (≤10 ng/μL), and absorbance ratios are not com-
patible with  NGS   applications. 

 The protocol described here uses CTAB (cetyltrimethyl ammo-
nium bromide) buffer, which binds proteins and polysaccharides at 
high salt concentration in combination with Proteinase K, which 
digests proteins. The DNA is extracted using chloroform: isoamyl 
alcohol, based on a method earlier suggested for mollusks [ 5 ], 
which has been modifi ed to maximize the yield and improve the 
purity and integrity of the DNA and to include an RNase A treat-
ment. Further, tissue homogenization in liquid nitrogen has been 
replaced by homogenization in the digestion buffer, since using 
liquid nitrogen with small tissues samples is diffi cult and may lead 
to loss and/or thawing of material. 

 We have successfully used this extraction method to prepare 
  Littorina    genomic DNA samples for comparative genomics 
hybridization [ 6 ], restriction site associated DNA (RAD) genome 
scans [ 7 ], and to obtain enough material for  L. saxatilis  de novo 
genome sequencing from one single specimen [ 2 ], where we 
combined sequencing of short- and long-insert  Illumina   libraries 
with PacBio sequencing. 

 One extraction typically gives ≥2 μg of genomic DNA at a 
concentration of 70–300 ng/μL. The DNA has a high-molecular 
weight (Fig.  1 ) and typical absorbance ratios are 1.95–1.99 at 
260/280 nm and 2.0–2.22 at 260/230 nm. For de novo genome 
sequencing, we were able to obtain 70 μg of genomic DNA from 
a single individual by dividing tissues into 12 separate extractions.  

          Idotea balthica       is a marine isopod living on seaweeds in shallow 
waters. The average body length of adult animals is 20–30 mm. 
DNA extraction from arthropods is often difficult, especially from 
 species   with body pigmentation [ 8 ]. Different DNA extraction 
protocols have been tested mainly for insect species, e.g., [ 9 ]. In 
our work with  Idotea   species  , DNA of a quality suitable for PCR 
amplification of nuclear and mitochondrial fragments is usually 
obtained using the Chelex method or the DNeasy Blood and 
Tissue Kit (Qiagen). However, both methods provide yields 
(<1 μg) and concentrations (<10 ng/μL) below  NGS   require-
ments. Here we suggest a protocol based on multiple phenol-chlo-
roform extractions as this gives an approximately 50 times higher 
yield and high-molecular weight DNA. It includes two extractions 
with phenol:chloroform:isoamyl alcohol followed by two extrac-
tions with chloroform:isoamyl alcohol. In the development of this 
protocol, we also tried to use fewer extraction steps but this gave 
lower DNA purity (as estimated by spectrophotometric 280/260 
ratios) without resulting in higher DNA yield. 

 DNA samples extracted with this protocol were successfully 
used to produce 2b-RAD [ 10 ] libraries. However, there were 

1.2   Idotea balthica  
(Isopod Crustacean)

DNA Extraction Protocols for Whole-Genome Sequencing in Marine Organisms
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problems with the  Illumina    TruSeq   DNA library preparation that 
may be due to contaminants in the DNA preparations. To remedy 
this, after phenol-chloroform extraction, the DNA was additionally 
cleaned using Genomic DNA Clean & Concentrator-10 Kit (Zymo 
Research). This step removes the low-molecular weight smear ( see  
Fig.  2 ) and contaminants. Using this two-step protocol and divid-
ing the tissue from a large specimen into 24 extractions, we were 
able to obtain 41 μg of genomic DNA from a single individual that 
was used in our de novo genome sequencing project.  

          Skeletonema marinoi       is a microscopic chain-forming unicellular 
phytoplankton  species  . Cell valve diameter is 5–12 μm wide. Cell 
walls are made of silica and have a complex pore structure [ 11 ]. 
Silica is commonly utilized in commercial extraction kits to retain 
DNA. Thus, stringent conditions are needed to separate the 
DNA from the silica walls. The amount of genomic DNA required 
by any sequencing platform for whole-genome sequencing 
exceeds the amount available in a single cell (in the range of fem-
tograms); thus, it is necessary to produce monoclonal cultures. 
We grow our strains in batch culture with F/2 medium supple-
mented with silica [ 12 ]. Culturing of microalgae, however, has 
several knock-on effects. First, there is a bias due to selection for 
culturable strains. Secondly, strains in laboratory cultures undergo 
physiological changes due to adaptation and selection of specific 

1.3   Skeletonema 
marinoi  (Diatom)

  Fig. 1    Integrity of   Littorina     saxatilis  DNA extracted by the CTAB method. 
Electrophoresis was performed in a 0.8 % agarose gel and 1× TAE buffer. DNA 
was stained with GelRed.  Lane 1 : Lambda DNA/HindIII Marker;  Lane 2 : 200 ng of 
 L. saxatilis  genomic DNA       
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cell lines and genetic changes due to mutations [ 13 ]. Thirdly, 
cultures also have the disadvantage of acquiring contaminants 
(e.g., bacteria or fungi), and foreign DNA is extracted together 
with DNA from the target  species  . To establish the de novo 
genome of  Skeletonema marinoi , we treated the reference strain 
with antibiotics, as reported in [ 14 ,  15 ] before the DNA extrac-
tion. However, even after the antibiotic treatment, some bacterial 
contamination still remained. 

 For diatoms, CTAB extractions provide suitable genomic 
DNA for fi ngerprinting and fragment amplifi cations [ 16 ]. For 
de novo genome amplifi cation, we modifi ed the protocol to 
improve the quality and quantity and obtained an absorbance 
ratio of 1.8–2.0 at 260/280 nm, a unique high-molecular 
weight band of genomic DNA (Fig.  3 ), and a fi nal amount of 
10–30 μg of genomic DNA per billion antibiotic-treated cells. 
The best DNA was obtained when the culture was harvested by 
mild centrifugation in the exponential growth phase, the sam-
ples processed fast to avoid degradation, and the extracted DNA 
treated with RNase A.

   This DNA extraction procedure has been used to prepare 
mate-pair and paired-end  Illumina   libraries and for PacBio sequenc-
ing. Additionally, the same DNA extraction protocol has been used 
for re-sequencing of non-axenic environmental isolates.    

  Fig. 2    Integrity of   Idotea     balthica  DNA extracted by the CTAB:SDS method. 
Electrophoresis was performed on a 0.8 % agarose gel and 1× TAE buffer. DNA 
was stained with GelRed.  Lane 1 : Lambda DNA/HindIII Marker;  Lane 2 : 200 ng of 
 I. balthica  genomic DNA before the column purifi cation;  Lane 3 : 200 ng of  I. 
balthica  genomic DNA purifi ed with DNA Clean & Concentrator Kit;  Lane 4 : 
200 ng of  I. balthica  genomic DNA purifi ed with Genomic DNA Clean & 
Concentrator-10 Kit       
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      Amphiura    fi liformis       is a small brittle star that lives on mud and sand 
bottoms. It has long arms and a small central disk (maximum diam-
eter is 10 mm). Ophiuroids are highly calcifi ed  species   with very little 
soft tissue. The viscera inside the disk are the exception, where inter-
nal organs of digestion and reproduction are located, along with a 
high amount of bacteria [ 17 ]. Initial DNA extraction on this species 
aimed to use a single adult male individual, reducing polymorphisms 
due to high variation among individuals. Using DNAzol (Invitrogen) 
for extraction of DNA from arms yielded just enough DNA for the 
project, but the resulting DNA preparation was colored brown, even 
after several ethanol washes, and the subsequent  Illumina   library 
preparation failed. Other protocols such as digestion with CTAB or 
SDS buffers and the NucleoSpin DNA extraction kit (Macherey-
Nagel) did not provide suitable DNA for  NGS   applications. 

 Following the protocol routinely used for  genomic DNA extrac-
tion   from echinoderm sperm of many different  species   including that 
of the sea urchin  Strongylocentrotus purpuratus  [ 18 ], DNA was suc-
cessfully extracted from  A. fi liformis  sperm. This procedure was origi-
nally developed for fresh sperm recovered undiluted from spawning 
sea urchins. It can also be used for lyophilized sperm samples after 
grinding in dry ice, or frozen sperm. 

1.4   Amphiura 
fi liformis  (Brittle Star 
Echinoderm)
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  Fig. 3    Integrity of DNA extracted from 11 strains of   Skeletonema     marinoi.  
Electrophoresis was performed on a 0.7 % agarose gel and 1× TAE buffer; DNA 
was stained with Ethidium bromide       
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 This protocol provided around 130 μg of genomic DNA at a 
concentration of 500–600 ng/μL and absorbance ratios 1.89 and 
2.3 at 260/280 and 260/230 nm, respectively. The DNA had a 
high-molecular weight, as required by  NGS   service providers (Fig.  4 ).  

        Fucus    seaweeds belong to the taxonomic order Fucales, which 
includes some of the most common littoral seaweeds. As with 
other organisms, one of the main challenges to obtain high-qual-
ity DNA from  brown algae   is to remove compounds constituting 
their cell walls and tissue. Alginates and fucose-containing sulfated 
polysaccharides are the main cell wall polymers in Fucales [ 19 ]. It 
has been shown that the amount of polysaccharides is directly cor-
related to the  species  ’ position on the shore, suggesting that high 
contents may confer an adaptive advantage to species frequently 
exposed to immersion [ 20 ]. The removal of these high amounts 
of polysaccharides is essential when attempting to extract high-
quality DNA from these algae. Furthermore, additional polyphe-
nolic compounds also complicate the extraction of pure and intact 

1.5   Fucus 
vesiculosus  (and  F. 
radicans ) Brown 
Macroalgae

  Fig. 4    Integrity of DNA extracted from   Amphiura     fi liformis  sperm. Electrophoresis 
was performed on a 0.8 % agarose gel and 1× TAE buffer. DNA was stained with 
GelRed. The  fi rst lane  shows a 20 kb size DNA marker and the  second  and  third 
lanes  show two samples of  A. fi liformis  genomic DNA       
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DNA. The overproduction of polysaccharides is likely accompanied 
by the reinforcement of polyphenol-alginate complexes that con-
solidate further the cell wall architecture [ 19 ]. In high amounts, 
these phenolic compounds get co-washed during most DNA 
extraction procedures resulting in low-quality extractions and 
most commercial procedures only partially remove these com-
pounds. Concomitantly, using large amounts of tissue also accu-
mulates large amounts of “contaminant” chemical compounds 
that decrease the DNA yield per extraction. 

 Here, we present a combination of approaches that initially 
remove high contents of polyphenolic compounds using a solvent 
(acetone), followed by a CTAB-based extraction buffer solution 
containing chemical complexors of the “contaminant” metabolites 
(polyvinylpolypyrrolidone (PVPP) [ 21 ,  22 ], diethyldithiocarbamic 
acid (DIECA) [ 23 ], and a strong reductant of polysaccharides 
(β-mercaptoethanol). The method requires freshly harvested algal 
tissue or lyophilized tissue preserved in silica gel for no more than 
2 months to avoid degradation of DNA. The DNA is extracted 
with the aid of the commercial extraction kit NucleoSpin Plant II 
(Macherey-Nagel) to effectively separate the contaminant proteins. 
However, it requires an extra cleanup step using DNA Clean & 
Concentrator (Zymo Research) after the DNA has been extracted 
to remove co-washed polysaccharides that become a viscous solu-
tion in the extract. Using this kit effi ciently removes large amounts 
of undesired polysaccharides. 

 Given the accumulation of contaminating chemicals when 
large amounts of tissue are extracted at one time, the acquisition of 
high DNA yields and concentrations required for de novo genome 
sequencing is achieved by performing several extractions with low 
amounts of tissue in each. The typical amount of DNA obtained in 
one extraction is 2.5 μg, with high-molecular weight (Fig.  5 ) and 
absorbance ratios 1.9 and 1.8 at 260/280 and 260/230 nm, 
respectively.

         Balanus    improvisus       is a relatively small acorn barnacle [ 24 ] of only 
5–12 mg of tissue in dry weight per individual [ 25 ]. It is thus chal-
lenging to get high amounts of good DNA from one single indi-
vidual ( see   Note    1  ). Due to high genetic variation (roughly 4 % 
sequence divergence between two alleles within one single indi-
vidual, use of a single individual is highly recommended for whole-
genome sequencing in order to optimize the fi nal genome assembly 
process. Ideally we aim for 10–20 μg of DNA from one individual 
to enable the production of several small and large fragment librar-
ies for sequencing. 

 In order to optimize the amount and quality of genomic DNA 
preparations from adult barnacles, we initially tested several meth-
ods: the E.Z.N.A. Mollusc DNA Kit (Omega Bio-tek), the CTAB 
method [ 5 ], the DNAzol kit (Life Technologies), and the 
E.Z.N.A. Blood DNA Mini Kit (Omega Bio-tek). The methods 

1.6   Balanus 
improvisus  (Barnacle 
Crustacean)
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were independently tested at least twice, each time using 2–3 
individuals. We found that the E.Z.N.A. Mollusc DNA Kit and the 
CTAB method resulted in either degraded DNA or a weak 
 high- molecular weight DNA band together with an abundant low- 
molecular weight band that remained even after RNase treatment 
(Fig.  6a  and  see   Note    2  ). DNAzol gave good DNA, but the DNA 
was very hard to dissolve in water or TE buffer, which is usually 
required by sequencing facilities/companies.

   The E.Z.N.A. Blood DNA Mini Kit, however, gave good 
amounts of DNA with high integrity and purity (Fig.  6b ). With 
this DNA kit, we obtained 8 ± 5 μg DNA per individual, but the 
individual variation was relatively large with a coeffi cient of varia-
tion (CV) of 58 % (Fig.  7a ). We tested if this variation is the out-
come of variable size (tissue weight) of the individual barnacles; 
however, even after normalizing for the variation in wet weight, we 
still see large individual differences in the amount of DNA obtained 
(CV ≈ 49 %) (Fig.  7b ). Thus, it is clear that tissue weight is not the 
only factor determining the amount of DNA per individual 
obtained. Preparing DNA from several barnacles and selecting the 
best preparation for sequencing is therefore recommended to 
ensure DNA of both high quantity and quality.  

  Fig. 5    Integrity of   Fucus     vesiculosus  DNA. Electrophoresis was performed on a 
0.8 % agarose gel and 1× TAE buffer. DNA was stained with GelRed.  Lane 1 : 1 kb 
ladder showing the 20 kb DNA size marker;  Lane 2 : 200 ng of  F. vesiculosus  
genomic DNA       
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  Fig. 6    Integrity of   Balanus     improvisus  DNA extracted using two methods. ( a ) DNA 
extracted from two different adult  B. improvisus  individuals using the CTAB method. 
Only a small amount of the DNA appears as a high-molecular weight band and there 
is a large band of low-molecular weight material. B: DNA extracted from three differ-
ent  B. improvisus  individuals, two elution steps each, using the E.Z.N.A. Blood DNA 
Mini Kit.  Lanes 1 ,  2 : Individual 1, fi rst elution and second elution;  Lanes 3 ,  4 : Individual 
2, fi rst elution and second elution;  Lanes 5 ,  6 : Individual 3, fi rst elution and second 
elution.  Last lane : 20 Kb DNA size marker. Most of the DNA appears to be ≥20 Kb       
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  Fig. 7    Variable yields for genomic DNA preparations of adult  B. improvisus  individuals. The E.Z.N.A. Blood DNA 
Kit was used to prepare DNA from six different  B. improvisus  individuals. ( a ) The amount of DNA in μg obtained 
from each individual. ( b ) The amount of DNA obtained from each individual is normalized against the wet 
weight of the individual (wet weight per individual was in the range of 5–22 mg)       

          Debaryomyces        hansenii  is a marine yeast that occurs globally with 
extreme tolerance to salt and dehydration stress. It is slightly halo-
philic and grows better in seawater compared to freshwater. Studies of 
 D. hansenii  will be important in our understanding of the evolution of 
osmoregulation in marine fungi. The genome sequence of  D. hansenii  
has already been established and published for the type strain CBC767 
[ 3 ]. In addition, genome contigs from an alternative strain, MTCC 
234, were recently published [ 26 ]. However, in these genome publi-
cations, the method for DNA extraction has not been specified. 

1.7   Debaryomyces 
hansenii  
(Marine Yeast)
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  D. hansenii  is quite distantly related to the common yeast model 
 species    Saccharomyces cerevisiae . Most of the of  methodologies devel-
oped and applied to the model species work in  D. hansenii ; however, 
the marine yeast might require slight but important alterations to 
some of the commonly used yeast protocols. We initiated our  popu-
lation genomics   project on  D. hansenii  by applying routine protocols 
extensively used for extracting DNA from  S. cerevisiae  (breakage of 
cells with glass beads and extraction with phenol:chloroform). 
However, we found that the amount of DNA, its quality, and purity 
were not suffi cient when these standard protocols were applied to  D. 
hansenii . Instead we found that more and better quality DNA was 
obtained from  D. hansenii  if some commercial kits were used. In 
order to test different protocols for effi ciency and robustness on dif-
ferent strains, we extracted DNA from 17 different  D. hansenii  iso-
lates (obtained from various geographical locations as well as sources) 
and two  S. cerevisiae  isolates (as controls). We found that the 
MasterPure Yeast DNA Purifi cation Kit (Epicentre) yielded good 
DNA from 12 of the  D. hansenii  isolates (as well as from the two  S. 
cerevisiae  controls); however, the method provided rather low 
amounts for seven of the  D. hansenii  strains (Fig.  8 ). We then tested 

0

0.5

1

1.5

2

2.5

3

D
N

A,
 to

ta
l y

ie
ld

 (u
g)

D.Hansenii and S. cerevisiae strains

Epicentre

Bioline

  Fig. 8    DNA yield per strain in   Debaryomyces     hansenii  and in  Saccharomyces cerevisiae  control.  Blue bars  show the 
amount of DNA in μg extracted using the MasterPure Yeast DNA Purifi cation Kit (Epicentre) from 17 strain isolates 
of  D. hansenii  (numbers 24–124, and BDH9 [a transformation competent laboratory strain]) and from two strains 
of  S. cerevisiae  (numbers 125 and 126). Strains that yielded a rather low amount of DNA were also extracted using 
the ISOLATE II Genomic DNA Kit (Bioline) ( red bars ). For each extraction, 600 million cells were used       
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the ISOLATE II Genomic DNA Kit (Bioline), which is based on 
generating spheroplasts using the enzyme zymolyase in order to opti-
mize the amount of DNA extracted. In our hands the Bioline kit 
yielded substantially higher amounts of DNA for all strains tested 
(Fig.  8 ) and would generally be recommended for extraction of DNA 
from a wide array of  D. hansenii  strains. The 260/280 nm ratio was 
suffi cient using both kits (the recommended ratio is above 1.8), with 
the kit from Bioline providing somewhat higher purity (average 
260/280 nm = 2.1 ± 0.06 [standard deviation]). The quality of the 
DNA obtained using both methods was high with low levels of deg-
radation, and both yielded high-molecular weight DNA that resulted 
in good sequence reads.  

2        Materials 

 Equipment and consumables required for all protocols:

    1.    1.5 mL microcentrifuge tubes.   
   2.    Centrifuge for 1.5 mL microcentrifuge tubes.   
   3.    Vortex mixer.   
   4.    Pipettes and fi lter tips of 100–1000, 2–200, and 0.1–1 μL.   
   5.    Heat block or incubator.   
   6.    Nanodrop.   
   7.    Qubit ( see   Note    3  ).     

 Specifi c materials required for each protocol are given below. 

          1.     CTAB buffer:    2 % w/v cetyltrimethyl ammonium bromide 
(CTAB), 1.4 M NaCl, 20 mM EDTA, 100 mM Tris–HCl 
pH 8.0, 0.2 % v/v β-mercaptoethanol. For 100 mL, weigh 2 g 
of CTAB and 8.2 g of NaCl; add 70 mL of double-distilled 
water, 10 mL of 1 M Tris–HCl pH 8.0, and 8 mL of 0.25 M 
EDTA. Let the salts dissolve under magnetic stirring and bring 
the volume up to 100 mL with double-distilled water. The solu-
tion can be stored at room temperature for 6 months (CTAB 
will precipitate in the refrigerator). Before the DNA extraction, 
add 2 μL of β-mercaptoethanol per 1 mL of CTAB buffer. This 
solution can be stored at room temperature for no more than a 
week ( see   Note    4   for working with β-mercaptoethanol).   

   2.    TE buffer: 10 mM Tris–HCl pH = 8.0, 1 mM EDTA. To prepare 
50 mL, mix 0.5 mL of 1 M Tris pH 8.0 with 0.1 mL of 0.5 M 
EDTA pH 8.0 and adjust to 50 mL with distilled water. Use a 
sterile syringe and a 0.2 μm non-pyrogenic sterile fi lter to fi lter the 
solution. It is recommended to store the solution at 4 °C for 
short-term and at lower temperature for long-term storage. 

2.1   Littorina saxatilis 
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For dissolving DNA, use 0.1× TE buffer (diluted 1:10 with dou-
ble-distilled water). Alternatively, use nuclease- free water.   

   3.    Proteinase K (20 mg/mL).   
   4.    RNase A (100 mg/mL).   
   5.    Chloroform:isoamyl alcohol 24:1 (CIA).   
   6.    Isopropanol (2-propanol).   
   7.    70 % ethanol.   
   8.    Phase Lock Gel Heavy 2 mL columns (PGL columns; 5 Prime).   
   9.    Safe-Lock tubes 1.5 mL (Eppendorf).   
   10.    Fume hood.   
   11.    Incubator at 60 °C with a shaking platform (e.g., Heidolph 

1000).   
   12.    Mixer Mill (e.g., Retsch MM301 with stainless steel balls).   
   13.    Rotator (e.g., Stuart SB3).   
   14.    Centrifuge for 1.5 mL tubes with cooling capacity (4 °C) and 

maximum speed ≥18,000 ×  g .   
   15.    Tissue samples can be collected from live snails or snails fi xed 

in 96–99 % ethanol. For fi xation, snails are left at −80 °C over-
night, and then the shells are carefully crushed (facilitating the 
penetration of ethanol but avoiding damage to the tissues). 
The tissues are then placed in tubes fi lled with ethanol and 
stored at −20 °C. It is important to use a relatively large vol-
ume of ethanol (e.g., at least 20× the tissue volume) and to 
check the samples within one week after fi xation. If the liquid 
has a yellow color (often the case when the digestive gland was 
damaged or when fi xing large individuals), the ethanol should 
be changed. After that, the samples can be stored at −20 to 
−80 °C for a long period of time; we did not observe any sign 
of DNA degradation after 3 years of storage.       

       1.     The SDS/ CTAB   buffer is a 1:1 mixture of CTAB and SDS 
(sodium dodecyl sulfate) buffers ( see   Note    5  ). For the recipe 
for CTAB buffer,  see  Subheading  2.1 . 

 SDS buffer: 0.7 % w/v SDS, 10 mM NaCl, 10 mM Tris–
HCl pH 8.0. For 300 mL buffer, add 2.1 g of SDS, 3 mL of 
1 M Tris–HCl pH 8.0, and 6 mL of 0.5 M NaCl to 280 mL of 
double- distilled water. Let the SDS dissolve under magnetic 
stirring and bring the volume up to 300 mL with distilled 
water. The solution can be stored at room temperature for 
months. The day before the extraction, mix equal volumes of 
CTAB and SDS buffers and add 2 μL of β-mercaptoethanol 
per 1 mL of mixture ( see   Note    4   for working with 
β-mercaptoethanol). Incubate the mixture at 60 °C overnight 
to dissolve the precipitate.   

   2.    Proteinase K (20 mg/mL).   

2.2   Idotea balthica 
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   3.    Protease (7.5 AU, Qiagen).   
   4.    RNase A (100 mg/mL).   
   5.    Phenol:chloroform:isoamyl alcohol 25:24:1 (PCIA).   
   6.    Chloroform:isoamyl alcohol 24:1 (CIA).   
   7.    Isopropanol (2-Propanol).   
   8.    Glycogen (5 mg/mL).   
   9.    70% ethanol, 0.1× TE buffer ( see  Subheading  2.1 ) or nuclease- 

free water to dissolve the DNA.   
   10.    Genomic DNA Clean & Concentrator-10 Kit (Zymo 

Research).   
   11.    Phase Lock Gel Heavy 2 mL columns (PGL columns; 5 Prime).   
   12.    Safe-Lock tubes 1.5 mL (Eppendorf).   
   13.    Fume hood.   
   14.    Incubator for 60 °C with a shaking platform (e.g., Heidolph 

1000).   
   15.    Mixer Mill (e.g., Retsch MM301 with stainless steel balls).   
   16.    Rotator (e.g., Stuart SB3).   
   17.    Centrifuge for 1.5 mL tubes with cooling capacity (4 °C) and 

maximum speed ≥ 18,000 ×  g .   
   18.    Tissue samples can be collected from living animals or animals 

stored in 96–99 % ethanol. For fi xation,  isopods   are decapi-
tated, placed in the tubes with ethanol, and stored at 4 to 
−20 °C. To prevent DNA degradation and improve purity of 
DNA, it is important to change the ethanol twice, fi rst 1 day 
and then 1 week after fi xation.       

       1.     CTAB buffer:    2 % w/v CTAB, 1.41 M NaCl, 200 mM Tris–
HCl pH 8.0, 50 mM EDTA. To prepare 50 mL of the buffer, 
mix 1 g of CTAB, 10 ml of 1 M Tris–HCl pH 8.0, 5 ml of 
0.5 M EDTA, and 4.09 g of NaCl and add distilled water up to 
50 ml. Dissolve the chemicals using a hot plate set at 65 °C and 
a magnetic stirrer. For sterilization, leave the solution overnight 
under UV radiation. Store the solution at room temperature. 
Precipitates may form at the bottom of the solution with aging; 
if so, stir the solution. If the precipitation is too dense, or the 
solution has become yellow, make a fresh stock.   

   2.    1 M Tris–HCl pH 8.0: add 121.1 g of Tris to 700 mL of distilled 
water. After dissolving, adjust to 900 mL with distilled water. 
Adjust the pH to 8.0 with concentrated HCl (ca. 50 mL) and 
bring the fi nal volume of the solution to 1 L with distilled water.   

   3.    0.5 M EDTA pH 8.0: add 186.12 g of EDTA to 750 mL of 
distilled water. Gradually add 20 g of NaOH and adjust the pH 
to 8.0. EDTA is not soluble until the solution reaches pH 8.0. 
Bring the fi nal volume to 1 L with distilled water.   

2.3   Skeletonema 
marinoi 
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   4.    Chloroform:isoamyl alcohol solution 24:1 (CIA).   
   5.    β-mercaptoethanol.   
   6.    RNase A (100 mg/mL).   
   7.    Isopropanol.   
   8.    Ice cold ethanol (75 % fi nal concentration diluted in double- 

distilled water).   
   9.    0.1× TE buffer ( see  Subheading  2.1 ) for DNA re-suspension.   
   10.    50 mL Falcon tubes.   
   11.    1.5 mL Safe-Lock tubes (Eppendorf).   
   12.    Fume hood.   
   13.    Centrifuge for 50 mL Falcon tubes.   
   14.    1.5 mL tube centrifuge with cooling capacity (4 °C).   
   15.    Samples: after culturing, it is possible to harvest the phyto-

plankton cells on a membrane fi lter, or using multiple- 
centrifugation steps (recommended).   

   16.    A plate reader (e.g., Varioskan TM Flash Multimode Reader, 
Thermo Scientifi c) to measure chlorophyll A fl uorescence, 
used as a proxy for the abunda nce of cells in culture before 
extraction ( see   Note    6  ).      

       1.     Sperm  isolation   buffer: 20 mM NaCl, 50 mM Tris pH 8.0, 
20 mM EDTA. Dissolve the salts with magnetic stirring and 
bring the volume to 100 ml with distilled water. Filter sterilize 
and store at room temperature.   

   2.    STE buffer: 40 mM NaCl, 10 mM Tris pH 8.0, 1 mM 
EDTA. Dissolve the salts with magnetic stirring and bring the 
volume to 100 ml with distilled water. Filter sterilize and store 
at room temperature.   

   3.    20 % SDS (w/v in distilled water).   
   4.    Phenol:chloroform:isoamyl alcohol 25:24:1 (PCIA).   
   5.    Chloroform:isoamyl alcohol 24:1 (CIA).   
   6.    RNase A 100 μg/mL.   
   7.    Proteinase K (20 mg/mL).   
   8.    3 M sodium acetate.   
   9.    100, 95, and 75 % ethanol.   
   10.    0.1× TE buffer or nuclease-free water to dissolve DNA.   
   11.    Filtered sea water.   
   12.    DNA Clean & Concentrator Kit (Zymo Research).   
   13.    5 mL Falcon tubes.   
   14.    Fume hood.   
   15.    Rotator (e.g., Stuart SB3).   

2.4   Amphiura 
fi liformis 
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   16.    Centrifuge for 5 mL Falcon tubes.   
   17.    Shaking incubator.       

       1.      Extraction  buffer  : 2 % CTAB, 3 % polyvinylpyrrolidone (PVP- 
40 or 0.1 % PVPP-“PVP-cross linked”), 1.4 M NaCl, 20 mM 
EDTA pH 8.0, 100 mM Tris–HCl pH 8.0, 1 % 
β-mercaptoethanol. For 100 mL buffer, mix 2 g of CTAB, 
10 mL of 1 M Tris–HCl pH 8.0, 4 mL of 0.5 M EDTA, 28 mL 
of 5 M NaCl (or 8.1 g of NaCl), and 3 g of PVP-40 (MW: 
40,000). Add double-distilled water to a fi nal volume of 
100 mL. Heat with stirring to dissolve the CTAB (be careful 
not to boil over) and autoclave.   

   2.    3.5 mM diethyldithiocarbamic acid (DIECA).   
   3.    100 % acetone.   
   4.    RNase A (10 mg/mL).   
   5.    NucleoSpin Plant II kit (Macherey-Nagel).   
   6.    DNA Clean & Concentrator-25 Kit (Zymo Research).   
   7.    Double-distilled or nuclease-free water to elute DNA.   
   8.    Fume hood.   
   9.    Mixer Mill (e.g., Retsch MM301 with stainless steel balls).   
   10.    Rotator (e.g., Stuart SB3).        

       1.    E.Z.N.A.    Blood DNA Mini Kit (Omega Bio-tek).   
   2.    RNase A (100 mg/mL).   
   3.    Isopropanol.   
   4.    100 % ethanol.   
   5.    Microcentrifuge tubes with corresponding pestles (VWR).      

       1.    YPD medium:    2 % w/v yeast extract, 1 % w/v peptone, 2 % w/v 
glucose.   

   2.    10 mM EDTA (ethylenediaminetetraacetic acid) pH 8.0.   
   3.    MasterPure Yeast DNA Purifi cation Kit (Epicentre).   
   4.    ISOLATE II Genomic DNA Kit (Bioline).       

3    Methods 

       1.     Prepare 1.5  mL   Safe-Lock tubes ( see   Note    7  ) with 500 μL of 
digestion buffer (CTAB-β-mercaptoethanol) and 20 μL of 
Proteinase K and place them in the heat block at 60 °C.   

   2.    Dissect tissue samples of no more than 2 × 2 × 2 mm in size ( see  
 Note    8  ) and place them directly upon dissection in the tubes 
with preheated digestion buffer.   

2.5   Fucus 
vesiculosus  and  F. 
radicans 

2.6   Balanus 
improvisus 

2.7   Debaryomyces 
hansenii 
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   3.    Vortex the samples well and incubate at 60 °C on a shaking 
platform set at 150 rpm for 1 h (if an incubator with shaking 
platform is not available,  see   Note    9  ).   

   4.    Homogenize the tissues in the Mixer Mill: add two steel balls 
per sample and shake for 5 min at 30 Hz/s ( see   Note    10   for 
more information on tissue homogenization).   

   5.    Incubate at 60 °C as in  step 3  for 30 min to let the bubbles 
and foam formed during homogenization disappear and then 
transfer the homogenate to a fresh tube using a pipette or by 
placing a magnet at the bottom of the tube to hold the metal 
balls in place while pouring out the homogenate.   

   6.    Add 5 μL of RNase A ( see   Note    11  ), vortex, and incubate 1 h 
at 60 °C as in  step 3 .   

   7.    Cool the samples for 5 min at room temperature. During this 
time, pre-spin the PGL columns (one for each extraction) for 
1 min at 14,000 ×  g  at room temperature.   

   8.    Add 500 μL of CIA (in the fume hood), close the lids tightly, 
and mix by inversion in the rotator for 10 min at 40 rpm.   

   9.    Pour the mixture including the white precipitate into a PGL 
column and centrifuge for 5 min at 14,000 ×  g  at room tem-
perature to separate the phases (if PGL columns are not avail-
able, phase separation can be done directly in the microcentrifuge 
tubes,  see   Note    12  ).   

   10.    Carefully pour the upper phase into a new 1.5 mL microcen-
trifuge tube. If there is a thin gel layer on top of the upper 
phase, puncture it with a pipette tip to facilitate pouring.   

   11.    Add 500 μL of room temperature isopropanol. Often one can 
see DNA threads precipitate. Mix slowly by inverting ten times 
and incubate for 5 min at room temperature.   

   12.    Centrifuge for 30–40 min at maximum speed (≥18,000 ×  g ) 
and 4 °C to pellet the DNA. After centrifugation, there will be 
whitish DNA pellets visible at the bottom of the tubes.   

   13.    Carefully decant or pipette out the liquid.   
   14.    Add 1 mL of room temperature 70 % ethanol and wash the 

pellets by inverting the tubes in the rotator for 5 min at 20 rpm.   
   15.    Centrifuge for 5 min at 14,000 ×  g  at room temperature.   
   16.    Carefully decant or pipette out the ethanol. It is not necessary to 

remove all the ethanol, just as much as can be removed without 
disturbing the DNA pellet. The pellets may fl oat and it is impor-
tant to make sure they are not lost during the washing steps. 
Repeat washing  steps 14  and  15  with 500 μL of 70 % ethanol.   

   17.    Remove all the ethanol: fi rst decant as much liquid as possible 
and then spin briefl y to collect the drops at the bottom and 
remove the rest using a 100 μL pipette.   
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   18.    Air-dry the pellets in the open tubes at room temperature. 
Avoid over-drying ( see   Note    13  ).   

   19.    Add 50 μL of 0.1× TE buffer or nuclease-free water and let the 
pellets dissolve overnight at 4 °C.   

   20.    Mix gently by inverting and tapping the tubes (vortexing of 
the DNA solution may lead to shearing of the DNA), spin 
briefl y to collect the solution at the bottom of the tube, and 
proceed to quantifi cation.   

   21.    Samples can be stored at −20 to −80 °C for more than one 
year. (After 3 years, we did not observe any signs of DNA deg-
radation, but multiple thawing-freezing cycles may lead to par-
tial degradation.)       

       1.     Prepare 1.5 mL Safe- Lock   tubes ( see   Note    7  ) with 400 μL of 
the digestion buffer (CTAB:SDS:β-mercaptoethanol), 20 μL 
of Proteinase K, and 20 μL of Protease. Place them in the heat-
ing block at 60 °C.   

   2.    Dissect tissue samples of approximately 2 × 2 × 2 mm size, 
avoiding the gut and exoskeleton ( see   Note    14  ), and place 
them directly upon dissection in the tubes with preheated 
digestion buffer.   

   3.    Vortex samples well and incubate at 60 °C on the shaking plat-
form for 1 h at 150 rpm (if an incubator with a shaking plat-
form is not available,  see   Note    9  ).   

   4.    Homogenize the tissues in the Mixer Mill: add two steel balls 
per sample and shake for 5 min at 30 Hz/s ( see   Note    9   for 
more information on tissue homogenization).   

   5.    Incubate for 30 min at 60 °C as in  step 3  to let the bubbles 
and foam formed during homogenization disappear and then 
remove the metal balls used for homogenization with forceps 
or a magnet.   

   6.    Add 5 μL of RNase A ( see   Note    11  ), vortex, and incubate for 
1 h at 60 °C as in  step 3 .   

   7.    Cool the samples for 5 min at room temperature. During this 
time, pre-spin the PGL columns (three per extraction) for 
1 min at 14,000 ×  g  at room temperature.   

   8.    Add 400 μL of PCIA, close the lids tightly and mix by inver-
sion in the rotator for 15 min at 40 rpm.   

   9.    Pour the mixture into PGL columns and centrifuge for 5 min 
at 14,000 ×  g  at room temperature to separate the phases (if 
PGL columns are not available, phase separation can be done 
in microcentrifuge tubes;  see   Note    15  ).   

   10.    Add 400 μL of PCIA into the same PGL column, close the lids 
tightly and mix by inversion in the rotator for 10 min at 40 rpm.   

3.2   Idotea balthica 
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   11.    Centrifuge for 5 min at 14,000 ×  g  at room temperature to 
separate the phases.   

   12.    Pour the upper phase into a new PGL column, add 400 μL of 
CIA, and mix by inversion as in  step 10 .   

   13.    Centrifuge as in  step 11.    
   14.    Transfer the upper phase into a new PGL column, add 400 μL 

of CIA, and mix by inversion as in  step 10 .   
   15.    Centrifuge as in  step 11.    
   16.    Transfer the upper phase into a new microcentrifuge tube.   
   17.    Add 2 μL of glycogen and 400 μL of room temperature iso-

propanol. Mix by inverting slowly fi ve times and incubate for 
5 min at room temperature.   

   18.    Centrifuge for 45 min at maximum speed (≥18,000 ×  g ) and 
4 °C to pellet the DNA. At the end of centrifugation, there will 
be whitish DNA pellets visible at the bottom of the tubes.   

   19.    Carefully decant or pipette out the liquid.   
   20.    Add 1 mL of 70 % ethanol (room temperature) and wash the 

pellets by inverting the tubes in the rotator for 5 min at 20 rpm.   
   21.    Centrifuge for 5 min at 14,000 ×  g  at room temperature.   
   22.    Carefully decant or pipette out the ethanol. It is not necessary 

to remove all the ethanol, just as much as can be removed 
without disturbing the DNA pellet. The pellets may fl oat and 
it is important to make sure they are not lost during the wash-
ing steps. Repeat washing  steps 19  and  20  with 500 μL of 
70 % ethanol.   

   23.    Remove all the ethanol: fi rst decant as much liquid as possible 
and then spin briefl y to collect the drops at the bottom and 
remove the rest using a 100 μL pipette.   

   24.    Air-dry the pellets in the open tubes at room temperature. 
Avoid over-drying ( see   Note    13  ).   

   25.    Add 50 μL of 0.1× TE buffer or nuclease-free water and let the 
pellets dissolve overnight at 4 °C.   

   26.    Mix gently by inverting and tapping the tubes (vortexing of 
the DNA solution may lead to shearing of the DNA), centri-
fuge briefl y to collect the solution at the bottom of the tubes, 
and measure the DNA concentration.   

   27.    Use the Genomic DNA Clean & Concentrator-10 Kit according 
to the manufacturer’s protocol to further clean the samples ( see  
 Note     16   on amount and concentration of DNA in this step).      

    Collection, storage, and lysis of cells :

    1.     Harvest  the    diatom   cells through multiple-centrifugation 
steps: Initially centrifuge a larger volume of culture in 50 mL 

3.3   Skeletonema 
marinoi 
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falcon tubes for 10–20 min at 3900 ×  g . Subsequently, 
resuspend the pellet into a smaller volume and transfer it to 
1.5 mL microcentrifuge tubes. A second centrifugation step 
for 6 min at 20,200 ×  g  at 4 °C will remove most of the super-
natant. A third centrifugation step for 4 min at 20,200 ×  g  at 
4 °C will remove the rest of the media.  See   Note    17  .   

   2.    To each 1.5 mL microcentrifuge tube, add a master mix com-
posed of 500 μL of CTAB buffer, 4 μL of RNase A, and 12 μL 
of β-mercaptoethanol. Prepare the master mix containing 
CTAB and RNase A, mix, and add the β-mercaptoethanol 
under the fume hood. Add the total volume of 516 μL to each 
sample and securely close the cap of each tube before homog-
enization and transfer to the incubator.   

   3.    Incubate the tubes for 1 h at 65 °C with a vortex agitation of 
a few seconds every 15 min. Check that the pellet is diluted at 
the start of the incubation.   

   4.    Transfer the tubes on ice for approximately 1 min.    

   DNA extraction :

    5.    Add 500 μL of CIA under the fume hood and invert the tubes 
repeatedly until the two solutions are mixed.   

   6.    Centrifuge for 10 min at 20,200 ×  g  at 4 °C. After centrifuga-
tion, put the tubes on ice, taking care not to disturb the three 
layers.   

   7.    Transfer the upper phase to a fresh 1.5 mL microcentrifuge 
tube. Be careful not to pipette the white intermediate layer, or 
the greenish oily bottom layer.   

   8.    Check visually that the upper phase is clear and homogeneous 
(without oily structures). If not, add 500 μL of CIA as in  step 
5  and repeat  steps 6–7  with caution, as the three phases are 
shades of white.    

   DNA purifi cation :

    9.    Add one volume (400–600 μL) of ice-cold isopropanol (pre- 
stored at −20 °C).   

   10.    Invert the tubes several times and incubate the tubes at −20 °C 
for a minimum of 1 h, but preferably overnight.  Note : when the 
concentration of genomic DNA is high, the solution can turn 
purple-pink and the DNA precipitates, forming milky trails.   

   11.    Centrifuge for 30 min at 20,200 ×  g  at 4 °C. After centrifuga-
tion, put the tubes on ice, taking care not to disturb the DNA 
pellet.   

   12.    Pour the liquid gently without disturbing the pellet. The pellet 
forms a white spot at the bottom of the tube. The size of the 

Marina Panova et al.



33

pellet depends on the amount of DNA extracted and the color 
on its purity and humidity.   

   13.    Add 400 μL of ice-cold 75 % ethanol (pre-stored at −20 °C).   
   14.    Centrifuge for 15 min at 20,200 ×  g  at 4 °C. After centrifuga-

tion, put the tubes on ice, being careful not to disturb the 
DNA pellet.   

   15.    Pour the liquid gently without disturbing the pellet.   
   16.    Prepare a clean area with blotting paper under the hood. After 

pouring, turn each tube upside down to dry at room 
temperature.    

   Resuspension of DNA :
    17.    After 1–2 h, the dried pellet is dissolved in 25–50 μL of double- 

distilled H 2 O, TE buffer, or nuclease-free water, s ee   Note    18  .   
   18.    The tubes are gently agitated manually and stored at 4 °C 

overnight to dissolve the pellet. DNA can be stored at 4 °C for 
up to 1 week, at −20 °C for up to 1 month, or at −80 °C for a 
longer period.    

       Sperm collection :

    1.     Washed  animals   are spawned individually in around 20 mL of 
fi ltered sea water in 50 mL Falcon tubes by transferring them 
to the light after a night in the dark. Remove the animal when 
spawning is completed.   

   2.    Filter the sperm through a 100 μm mesh to remove larger 
pieces of debris.   

   3.    Transfer the solution into a 50 mL tube and centrifuge gently 
for 10 min at 1000 ×  g .   

   4.    Remove the supernatant, leaving a small amount of liquid; 
resuspend in the remaining liquid; and transfer to a 1.5 mL 
tube. Centrifuge again for 10 min at 1000 ×  g .   

   5.    Remove all supernatant; store the sample at −20 °C or proceed 
to DNA extraction.    

   DNA extraction :
    6.    Add 600 μL of sperm isolation buffer and 3 μL of fresh 

Proteinase K solution to the collected sperm in a 1.5 mL tube 
and vortex.   

   7.    Add 15 μL of 20 % SDS and shake vigorously by hand as sperm 
lyse ( see   Note    19  ). Pulse spin. If the suspension is too thick to fl ow 
easily, then add more buffer, Proteinase K, and SDS solution.   

   8.    Incubate for 1 h at 65 °C, then at 37 °C overnight.   
   9.    Add 3 μL of fresh Proteinase K and shake vigorously. (If you 

added more isolation mix at  step 7 , increase the amount of 
Proteinase K accordingly.) Incubate for 1 h at 65 °C.   

3.4   Amphiura 
fi liformis 
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   10.    Add an equal volume of PCIA and extract with gentle shaking 
in an incubator for 5–8 h at 37 °C.   

   11.    Centrifuge for 5 min at maximum speed and transfer the clear 
aqueous phase to a fresh tube.   

   12.    Add one volume of PCIA and leave overnight at room tem-
perature on the rotator wheel.   

   13.    Centrifuge for 5 min at 18,000 ×  g . Transfer the clear aqueous 
phase to a new tube. Repeat this step again if the aqueous 
phase is not completely clear. Add one volume of CIA and 
incubate for 1 h at room temperature.   

   14.    Centrifuge for 5 min at 18,000 ×  g , transfer the clear aqueous 
phase to a new tube, add one volume of CIA, and incubate for 
8 h at room temperature.   

   15.    Centrifuge for 5 min at 18,000 ×  g  and transfer the clear aqueous 
phase to a new tube. Bring the volume up to 500 μL with STE 
buffer. Add 1 mL of 100 % ethanol. (If you added more isolation 
mix at  step 7 , increase the volume proportionally.) Mix and pre-
cipitate for at least 30 min at room temperature ( see   Note    20  ).   

   16.    Centrifuge for 15 min at 18,000 ×  g  and decant the 
supernatant.   

   17.    Add 1 mL of 75 % ethanol at room temperature and wash the 
pellets by inverting the tube by hand several times.   

   18.    Centrifuge for 2 min at maximum speed and room 
temperature.   

   19.    Decant the ethanol carefully. A small amount can be left in the 
tube. Be careful not to disturb the pellet or drop it when 
decanting.   

   20.    Repeat washing  steps 17–19  with 95 % ethanol.   
   21.    Dry the pellet at 37 °C in the heating block with the tube open.   
   22.    Resuspend in 100 μL 10 % TE buffer with 20 μg/mL RNase A.   
   23.    Incubate 3 h at 37 °C.   
   24.    Add 100 μL of PCIA, shake quickly and vigorously, centrifuge 

for 5 min at 18,000 ×  g , and transfer the aqueous phase to a 
fresh tube.   

   25.    Add 100 μL of CIA, shake quickly and vigorously, centrifuge for 
5 min at 18,000 ×  g , and transfer the aqueous phase to a new tube.   

   26.    Repeat  step 25 .   
   27.    Precipitate the DNA by adding 1/10 volume of 3 M sodium 

acetate and two volumes of 100 % ethanol.   
   28.    Centrifuge for 15 min at 18,000 ×  g  and decant the 

supernatant.   
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   29.    Wash the pellets with 75 % ethanol, then 95 % ethanol, and dry 
the pellets as in  steps 17–21 .   

   30.    Resuspend the DNA in 100 μL of 10 % TE buffer.    

   DNA cleanup with the Zymo DNA Clean & Concentrator :
    31.    Preheat the nuclease-free water to 65 °C for the fi nal elution 

(65 μL per extraction).   
   32.    Add 100 μL of DNA Binding Buffer to each DNA sample. Mix 

1 s in a vortex mixer.   
   33.    Transfer the mixture to a Zymo-Spin column in a collection tube.   
   34.    Centrifuge for 30 s at 14,000 ×  g . Discard the fl ow-through.   
   35.    Add 200 μL of DNA Wash Buffer to the column. Centrifuge 

for 30 s at 13,000 ×  g  and discard the fl ow-through.   
   36.    Repeat the washing step.   
   37.    Place the Zymo-Spin column into a new 1.5 mL tube. Pipette 

29 μL of nuclease-free water (preheated at 65 °C) onto the 
membrane. Incubate the column for 5 min at 65 °C. Centrifuge 
for 30 s at 13,000 ×  g  to elute the DNA. Repeat this step with 
the same volume and elute into the same tube .    

      DNA extraction :

    1.     Place a  small   piece of algal tissue (10–15 mg) in a 1.5 mL 
microcentrifuge tube along with two small stainless steel ball 
bearings (5 mm) and close the lid. Place it into the Mixer Mill 
and pulverize the tissue for 1.5 min at 30 Hz/s.   

   2.    To remove polyphenolic compounds, suspend the ground 
material in 1 mL of 100 % acetone for 10 min in the rotator.   

   3.    Centrifuge the samples for 1 min at 12,800 ×  g , pour out the 
acetone, and discard it.   

   4.    Repeat  steps 2  and  3  and air-dry the samples for 5–10 min 
(avoid over-drying).   

   5.    Add 500 μL of 2 % CTAB extraction buffer to each tube. Use 
a pipette tip to scrape the tissue pellet off the tube wall.   

   6.    Add 17.5 μL of 0.1 M DIECA, 5 μL of β-mercaptoethanol 
under a fume hood, and 10 μL of RNase A solution, vortex 
vigorously, and incubate the mixture for 1 h at 65 °C. Vortex 
the mixture every 10 min.   

   7.    From this step onwards, the NucleoSpin Plant II Kit is used fol-
lowing the manufacturer’s instructions. Preheat the nuclease- 
free water to 65 °C for the fi nal elution (55 μL per extraction).   

   8.    Place a NucleoSpin Filter (violet ring) into a new collection 
tube (2 mL) and load the crude lysate onto the column using 
wide-bore fi lter tips. Centrifuge for 2 min at 12,800 ×  g , collect 
the clear fl ow-through, and discard the Filter. If not all the 

3.5   Fucus 
vesiculosus  and  F. 
radicans 
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liquid has passed through the fi lter, repeat the centrifugation 
step. If a pellet is visible in the fl ow-through, transfer the clear 
supernatant to a new 1.5 mL tube using wide-bore pipette 
tips. Alternatively, place the NucleoSpin Filter into a new 
1.5 mL tube and pass the pre-cleared supernatant through the 
fi lter once more to remove solid particles completely.   

   9.    Add 450 μL of Buffer PC and mix thoroughly by gentle inver-
sion a few times.   

   10.    Place a NucleoSpin Plant II Column (green ring) into a new 
Collection tube (2 mL) and load a maximum of 700 μL of the 
sample. Centrifuge for 1 min at 12,800 ×  g  and discard the 
fl ow-through.   

   11.    Add 400 μL of Buffer PW1 to the NucleoSpin Plant II Column. 
Centrifuge for 1 min at 12,800 ×  g  and discard the 
fl ow-through.   

   12.    Add 700 μL of Buffer PW2 to the NucleoSpin Plant II Column. 
Centrifuge for 1 min at 12,800 ×  g  and discard the 
fl ow-through.   

   13.    Add another 200 μL of Buffer PW2 to the NucleoSpin Plant II 
Column. Centrifuge for 2 min at 12,800 ×  g  and discard the 
fl ow-through.   

   14.    Place the NucleoSpin Plant II Column into a new 1.5 mL 
tube. Pipette 50 μL of nuclease-free water (preheated to 65 °C) 
onto the membrane. Incubate the NucleoSpin Plant II Column 
for 5 min at 65 °C. Centrifuge for 1 min at 12,800 ×  g  to elute 
the DNA.    

   DNA cleanup :
    15.    From this point, we use the Zymo DNA Clean & 

Concentrator- 25 Kit. Preheat the nuclease-free water to 65 °C 
for the fi nal elution (65 μL per extraction).   

   16.    Add 100 μL of DNA Binding Buffer to each DNA sample. Mix 
1 s in a vortex mixer.   

   17.    Transfer the mixture to a Zymo-Spin column in a collection 
tube.   

   18.    Centrifuge for 30 s at 14,000 ×  g . Discard the fl ow-through.   
   19.    Add 200 μL of DNA Wash Buffer to the column. Centrifuge 

for 30 s at 12,800 ×  g  and discard the fl ow-through.   
   20.    Repeat the wash step.   
   21.    Place the Zymo-Spin Column into a new 1.5 mL tube. Pipette 

58 μL of nuclease-free water (preheated to 65 °C) onto the 
membrane. Incubate the NucleoSpin Plant II column for 5 min 
at 65 °C. Centrifuge for 30 s at 12,800 ×  g  to elute the DNA .    
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         1.     Select large  and   short-term starved fresh individuals for DNA 
extraction ( see   Note    21  ). Clean the  barnacle   shell with a fi ne 
brush to minimize the risk of contamination from other  spe-
cies   (e.g., bacteria, algae). Remove the top plates (tergum and 
scutum) using a pair of tweezers (Fig.  9a, b  and  see   Note    22  ). 
Grab the animal and pull it out of the shell. Mostly, this results 
in the soma (body) and cirri appearing without the mantle ( see  
 Note    23  ).

       2.    Put the soma and cirri from one adult  barnacle   into 250 μL of 
ice-cold buffer EB from the E.Z.N.A. Blood DNA Mini Kit in 
a 1.5 mL microcentrifuge tube. Homogenize with the plastic 
pestle in roughly fi ve strokes ( see   Note    24  ).   

3.6   Balanus 
improvisus 

  Fig. 9    Removing the body of an acorn  barnacle   from its shell. ( a ) Grab one of the top opercular plates by insert-
ing tweezers gently through the aperture. Pull gently to remove the plate and to expose the animal. ( b ) Pull out 
the animal by grabbing the soma part below the cirri. ( c ) The overall anatomy of acorn  barnacles  . The mantle 
and potentially fertilized eggs (in the ovary) stay in the shell cavity when the body is pulled out and are 
 discarded (they are not used for the DNA extraction)       
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   3.    Add 25 μL of protease solution OB, 250 μL of buffer BL and 
2.5 μL of RNase A. Vortex for 15 s at full speed. Homogenize 
again with the plastic pestle (2–3 strokes).   

   4.    Incubate the samples for 10 min at 65 °C. Vortex briefl y 2–3 
times during the incubation.   

   5.    Centrifuge for 3 min at maximum speed.   
   6.    Transfer the supernatant with a pipette into a new microcentri-

fuge tube.   
   7.    Add 260 μL of 100 % ethanol and vortex for 20 s at maximum 

speed.   
   8.    For the remaining steps (chromatography, washing, and elu-

tion), follow the kit according to manufacturer’s instructions.       

       1.     Yeasts can  be   stored at −80 °C in a glycerol solution (20 % v/v) 
almost indefi nitely. Inoculate a loop-full of cells, directly taken 
from the frozen stock with a heated loop, onto YPD agar plates 
( see   Note    25  ) and streak them out for single colony growth. 
Inoculate the plates for 48 h at 25–30 °C ( see   Note    26  ).   

   2.    Inoculate a loop-full of yeast cells from a single colony on the 
agar plate into 10 mL of fresh YPD medium in a 50 mL Falcon 
tube. Incubate overnight at 25–30 °C with shaking. The opti-
cal density (600 nm) of the cultures is usually in the range of 
2–6 optical units after roughly 17 h of incubation.   

   3.    Harvest the cells by centrifugation for 10 min at 5000 ×  g . 
Wash the pellet with 1 ml of 10 mM EDTA, pH 8.0.   

   4.    For both DNA kits, follow instructions from the 
manufacturer.   

   5.    For the ISOLATE II Genomic DNA Kit, the enzyme zymoly-
ase is used to produce spheroplasts. The seven strains tested 
with this protocol displayed somewhat different sensitivity to 
the zymolyase treatment, and for some of the strains, incuba-
tion had to be prolonged compared to the standard recom-
mended time to complete spheroplast formation ( see   Note     27  ).       

4                                     Notes 

     1.     Barnacle    species   vary considerably in size.  B. improvisus  is a 
relatively small species and usually does not exceed 20 mm in 
diameter. The maximum wet weight obtained is about 30 mg. 
We have taken our individuals from laboratory cultures from 
the Swedish West Coast (from Tjärnö Marine Biological 
Station, Strömstad, Sweden, salinity ~30 psu).   

3.7   Debaryomyces 
hansenii 
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   2.    For large fragment libraries that are used in particular for scaffolding 
and also for single-molecule long-read technologies such as PacBio, 
it is essential that the DNA has a high- molecular weight.   

   3.    For quality control of the DNA sample, use a Nanodrop or any 
other spectrophotometric method to get an estimation of the 
260/280 and 260/230 nm absorbance ratios of the sample, 
that indicate the amount of contamination with proteins and 
other organic compounds. Although spectrophotometric meth-
ods give an estimation of the concentration of DNA, it is highly 
recommended to measure the amount using Qubit (or similar 
DNA-specifi c methodology), which gives a more accurate deter-
mination of the concentration. In addition, it is important that 
the samples are run on a gel to estimate the amount in the low-
molecular weight (degraded) and high-molecular weight DNA 
fractions. Ideally for sequencing, the DNA sample should be 
free of any degradation products and only contain material 
greater than 10–20 kb.   

   4.    β-Mercaptoethanol has a characteristic unpleasant smell and is 
very toxic. It is extremely harmful if inhaled or swallowed and 
may be fatal if absorbed through the skin. While working 
with β-mercaptoethanol, wear protective gloves and perform 
all pipetting steps in a fume hood. When the tubes containing 
β-mercaptoethanol are taken out of the fume hood, their lids 
should be tightly closed. In the case of liquid spill on the 
surface of the tubes, wipe thoroughly with tissue, change 
gloves, and leave the tube in the fume hood until all smell 
disappears. Gloves, pipette tips, tissues, and plastic ware that 
have been in contact with β-mercaptoethanol should be dis-
posed of as hazardous waste. Read the material safety data 
sheet before starting the work.   

   5.    While most protocols use either CTAB or SDS buffer, a mix-
ture of the two is sometimes used for DNA extractions in 
plants. In our tests, the SDS/CTAB mixture gave a better yield 
and purity of   Idotea    DNA than either of the buffers alone.   

   6.    The plate reader can be used to rapidly assess the abundance of 
cells in culture before extraction in order to relate the amount 
of DNA extracted to the initial abundance of cells. Other alter-
native techniques are available. The extraction protocol works 
for small to large amount of   Skeletonema    cells and has been 
tested on a range from 0.31 to 1.8 billion cells counted before 
centrifugation using the plate reader. However, the purity of 
DNA (assessed by 230/260 absorbance ratio) decreases as the 
density of culture increases.   

   7.    Safe-Lock tubes are recommended at this step. When the sam-
ples are mixed with chloroform:isoamyl alcohol, the pressure 
in the tubes may force the lid to open unexpectedly. If you use 
regular microcentrifuge tubes, after adding chloroform:isoamyl 
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alcohol, invert each tube a few times in the fume hood while 
holding the lid closed and then open the lid to release the pres-
sure and close again tightly.   

   8.    For one standard  Illumina   library, a single extraction from a 
piece of   Littorina    foot muscle of this size will be enough (DNA 
yield ≥ 2 μg). To obtain the maximum amount of DNA from a 
single individual, perform multiple extractions with the start-
ing amount of tissue recommended in the protocol. Increasing 
the starting amount of tissue in a single extraction does not 
increase the yield proportionately and leads to lower DNA 
purity. Extractions from the digestive gland (hepatopancreas) 
give high yields but partially degraded DNA. Therefore we 
recommend carefully dissecting and discarding the hepatopan-
creas before collecting tissue samples for extraction. All other 
tissues and body parts (foot, head, mantle, all parts of the 
reproductive system) can be used for extraction of high- quality 
DNA. However, we recommend keeping different tissues sep-
arate in the extractions and assessing DNA integrity and purity 
for each extraction before pooling. Shell fragments should be 
avoided when collecting tissue samples for DNA extraction; 
they may result in a slightly pink coloration of the DNA solu-
tion due to co-purifi cation of pigments (especially when the 
shell had a dark color).   

   9.    If an incubator with a shaking platform is not available, incubate 
the sample in the heating block and vortex every 15–20 min.   

   10.    Successful homogenization is crucial for high DNA yields. It is 
important to incubate the sample at 60 °C before the homogeni-
zation step. Normally no tissue pieces are visible after 5 min 
homogenization in the Mixer Mill. If tissue pieces are still visible, 
repeat the homogenization step for fi ve more min (we never 
observed DNA shearing using this tissue homogenization 
method). If the Mixer Mill is not available, any other method of 
tissue homogenization can be used, including manual homoge-
nization with pestles for Eppendorf tubes in the fume hood 
(although this is laborious for the processing of many samples).   

   11.    To perform RNase A treatment directly in the digestion buffer, 
it is important to use a large amount of RNase A (5 μL of 
100 mg/mL stock) and a long incubation time (1 h). On- 
column RNase A treatment after DNA extraction led to a loss 
of 50–90 % of the DNA.   

   12.    If PGL columns are not available, phase separation can be done 
by centrifuging the tubes at  step 8.  After centrifugation, trans-
fer them carefully to the fume hood (avoiding shaking) and 
collect the upper phase (approx. 500 μL) by pipetting. Be care-
ful not to touch the white interphase. If the phases are mixed 
by mistake, repeat the centrifugation step.   
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   13.    At this step, it is important to allow the ethanol to evaporate 
without over-drying the pellet, because it will be diffi cult to 
dissolve. Depending on the size of the pellet and on how much 
ethanol was left in the tube, drying can take from 5 to 40 min. 
Check the pellets every 5–10 min. When dry, the DNA pellets 
look transparent; there should not be any ethanol drops left 
within the tube and no residual ethanol smell either.   

   14.    In  I. balthica , high-quality DNA can be extracted from the head 
and the abdominal muscle. Any pieces of the gut and its content 
should be avoided because it would yield highly degraded 
DNA. In addition, gut contents will lead to contaminant 
sequences. Before collecting tissue samples, cut the carapace 
along the dorsal side (being careful not to disturb the gut), 
remove the gut, and wash the animal in ethanol. Parts of the 
exoskeleton and the appendages should be avoided as well; pig-
ments in the exoskeleton co-purify with the DNA and can 
inhibit downstream reactions such as amplifi cation, ligation, etc.   

   15.    If PGL columns are not available, all PCIA and CIA extraction 
steps can be performed in Safe-Lock or regular microcentrifuge 
tubes by centrifugation and pipetting of the upper phase into a 
new tube each time (being very careful not to disturb the 
phases). However, with four extraction steps, this will be time-
consuming and using the PGLs column is recommended.   

   16.    Column binding capacity in the Genomic DNA Clean & 
Concentrator- 10 Kit is 10 μg. Measure DNA concentration 
and calculate the total amount of DNA in the samples before 
using the kit. Multiple extractions from the same individual 
can be pooled together before cleaning as long as the total 
amount of DNA is below 10 μg. If the amount of DNA is 
above 10 μg, split the sample into aliquots for cleaning. The kit 
can also help to concentrate DNA samples by using a small 
volume of elution buffer. Depending on DNA integrity, 
50–90 % of the DNA is recovered after cleaning with the kit 
(the recovery rate is lower when samples have a large fraction 
of short degraded fragments). Also, after extractions with phe-
nol, the DNA samples may contain contaminants causing over-
estimation of the DNA concentration measured by the 
spectrophotometer. To avoid over-dilution of samples, it is 
better to use approximately ½ of the volume of elution buffer 
calculated from the total DNA amount applied to the cleaning 
column and dilute the samples afterwards if necessary. A sec-
ond elution gives much lower DNA concentrations (10–
20 ng/μL). If desired, it can be performed in a new tube.   

   17.    During supernatant removal, the pellet will become loose, and 
therefore, it is important to split the last centrifugations into 
two steps. Always work under a clean hood. Pelleted cells can 
be stored at −80 °C. Keeping the cells at −80 °C prior to DNA 
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extraction facilitates the lysis of the cells. To avoid DNA degra-
dation, we do not recommend repetitive thawing and freezing 
of the samples. Cells can also be concentrated on membrane 
fi lters (pore size 3 μm) and fi lters can be stored at 
−80 °C. However, we recommend the use of centrifugation on 
axenic  cultures. We noticed that even gentle fi ltration breaks 
the cells with consequential DNA loss.   

   18.    We recommend using nuclease-free water to resuspend the cleaned 
DNA pellet, because some genomic analyses require the absence 
of EDTA. The volume added depends on the size of the DNA 
pellet. For pellets of the size of a pen-tip or smaller, use 25 μL.   

   19.    No automatic vortexing at this step.   
   20.    You can stop the procedure here and keep the solution at 4 °C 

overnight and perform the next step on the next day.   
   21.    Individuals used for DNA extraction were starved for at least 2 

days. This is to avoid contamination with DNA of digested 
foods ( Artemia , microalgae, etc.). We also tested using indi-
viduals preserved in ethanol at −20 °C. However, this proce-
dure resulted in low DNA quality (degradation is seen more 
frequently). This is why we recommend using fresh samples.   

   22.    When pulling out the fi rst operculum plate, the whole animal 
is sometimes attached to it. If not, remove the other opercu-
lum plates to have easy access to the animal (Fig.  9a, b ).   

   23.    Sometimes parts of the mantle can be attached to the soma and 
cirri and be hard to remove. The mantle epithelium, ovary tis-
sues, and sometimes fertilized eggs can be found inside the shell 
(Fig.  9c ). To minimize genetic variation, we avoided including 
the eggs in the DNA preparation. Mantle and ovary tissues 
were also excluded to avoid the risk of gonad contamination.   

   24.    Sonication can also be used to dissolve the tissues. However, 
care should be taken not to do this extensively since it will also 
result in DNA degradation. For this reason, we have aban-
doned sonication in favor of using the pestle, which is much 
more gentle to DNA.   

   25.    The marine  yeast    D. hansenii  can be grown on a wide variety 
of media. A frequently used medium is yeast nitrogen base 
(YNB; DIFCO), which is a synthetic defi ned medium used for 
cultivation of several different yeast  species  . This can be used 
for either solid (by adding agar) or liquid growth. Another 
commonly used rich medium is yeast peptone dextrose (YPD), 
which is less well defi ned but is used to obtain high biomass.   

   26.    Model  species   of yeast, such as  S. cerevisiae  and  Schizosaccharomyces 
pombe , are usually grown at 30 °C. This temperature also works 
for growth of  D. hansenii , and since 30 °C rooms/incubators 
are found in most standard microbial laboratories, this tem-
perature could be handy to work with. However,  D. hansenii  
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grows better at slightly lower temperatures (25–27 °C), which 
should be preferred in physiological experiments. For the pur-
pose of obtaining enough yeast cells for DNA extraction, either 
temperature works fi ne; here we have used 30 °C.   

   27.    The effi ciency of spheroplast formation is checked under the 
microscope as follows: roughly 5 μL of the cell suspension is 
applied to a microscopy slide and gently covered by a cover 
slip. A small drop of pure water is applied just at the edge of 
the cover slip, thereby gently diluting the cell suspension. This 
leads to a lowering of the concentration of the osmotic stabi-
lizer (sorbitol), whereby proper spheroplasts become osmoti-
cally fragile and lyse (cells burst). If this is not observed, the 
incubation with zymolyase should be extended.          
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High-Throughput Sequencing of Complete Mitochondrial 
Genomes
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and Andrea Waeschenbach

Abstract

Next-generation sequencing has revolutionized mitogenomics, turning a cottage industry into a high 
throughput process. This chapter outlines methodologies used to sequence, assemble, and annotate 
mitogenomes of non-model organisms using Illumina sequencing technology, utilizing either long-range 
PCR amplicons or gDNA as starting template. Instructions are given on how to extract DNA, conduct 
long-range PCR amplifications, generate short Sanger barcode tag sequences, prepare equimolar sample 
pools, construct and assess quality library preparations, assemble Illumina reads using either seeded refer-
ence mapping or de novo assembly, and annotate mitogenomes in the absence of an automated pipeline. 
Notes and recommendations, derived from our own experience, are given throughout this chapter.

Key words Illumina, MiSeq, Long-range PCR, Shotgun sequencing, Mitogenomics, Multiplexing

1  Introduction

Animal mitochondrial (mt) genomes are circular molecules, 
typically ~15–17  kb long, which in most metazoans encode 37 
genes (22 transfer RNAs, 2 ribosomal RNA genes, and 13 protein-
coding genes); exceptions to this arrangement include the linear 
genomes of medusozoans (e.g., [1]), isopods (e.g., [2]), and cer-
tain sponges [3] and the lack of one of the protein-coding genes 
(atp8) in a number of animal phyla (see [4]). Their wide-ranging 
use as a source of molecular markers can be attributed largely to 
the varying levels of evolutionary and functional constraints acting 
on the different parts of the mitogenome, which results in muta-
tional rate heterogeneity within and between genes [5]. Thus, 
depending on the level of sequence conservation, different parts of 
the mitogenome can be better used to study shallow divergences 
(e.g., phylogeography, population genetics, genus-level 
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phylogeny) and deep evolutionary divergences (e.g., above genus-
level phylogeny). However, there are well-known caveats associ-
ated with using mitochondrial data, especially when studying 
shallow divergences, which are linked to incomplete lineage sort-
ing, introgression, selective sweeps, and background selection (see 
[6, 7]). In such cases, the gene genealogies of the mt data can 
conflict with those obtained using nuclear data (e.g., [8]). 
However, rather than providing conflicting phylogenetic signal, 
the concatenated use of mt and nuclear data can also provide com-
plementary nodal support for the shallow and the deep nodes of a 
tree, respectively [9, 10]. Furthermore, the simplicity of transmis-
sion via maternal inheritance, combined with an absence (or low 
level) of recombination in most animal groups (but see [11]), the 
relative ease of PCR amplification due to the high copy number of 
mitogenomes, and the lack of paralogous copies (except for nuclear 
mitochondrial pseudogenes; see [12]) have made mtDNA a popu-
lar marker in evolutionary biology. Also, the small size and high 
conservation of gene content (see [13]) facilitate the usage of rare 
genomic changes such as gene order rearrangements. Rokas and 
Holland [14] estimated homoplasy of mt gene order to be low to 
moderate in animals, and although the extent of gene order rear-
rangement differs between and within phyla [13], it can be suitably 
variable to serve as synapomorphies for phylogenetic clades (e.g., 
[15, 16]) and for distinguishing between cryptic species [17]; but 
see also [3].

Whereas traditionally mitogenome sequencing involved time-
consuming and sometimes troublesome long-range PCR, followed 
by cloning, Sanger sequencing and primer walking, next-generation 
sequencing (NGS) has revolutionized mitogenomics, turning a 
cottage industry into a high-throughput process (e.g., [18–22]). 
As the majority of our work has been conducted using the Illumina 
MiSeq platform, the methodology described below is geared 
toward this platform but it can easily be adjusted to others.

High-throughput sequencing of mitogenomes can be 
categorized as follows: (1) long-range PCR amplicon sequencing 
versus shotgun sequencing of genomic DNA (gDNA) and (2) 
indexed, multiplexed samples versus non-indexed, pooled samples 
(for a workflow overview, see Fig. 1). The decision whether to pur-
sue long-range amplicon or gDNA shotgun sequencing is driven by 
a number of factors. In the case of shotgun sequencing, it is impera-
tive to have gDNA extracts with a high proportion of double-
stranded DNA (dsDNA) (for DNA extraction methods, see 
Subheading 3.1); long-range PCR (Subheading 3.2) uses single-
stranded DNA (ssDNA) as template; thus, any gDNA extract with 
sufficiently long fragments will suffice. In cases where mt gene order 
is conserved among target organisms, suitable long-range PCR 
primers are available, and regions containing repeat motifs (which 
may interfere with PCR amplification) are not to be expected, NGS 
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sequencing of long-range PCR products is an effective strategy to 
minimize the proportion of nontarget reads, thus increasing the 
number of mitogenomes that can be sequenced on a given platform 
run. In most cases, multiple (typically 3), overlapping long-range 
PCRs are necessary to cover the complete mitogenome of a given 
target. In cases of unknown gene order, a lack of suitable long-
range primers and/or the presence of repeat motifs which can 

gDNA extraction (3.1)

AMPLICON SEQUENCING

Long-range PCR (3.2)

Library construction (3.4)

ASSEMBLY (3.8)

 ILLUMINA sequencing

SBT* (3.7)

PCR  and sequence
barcode tags

 ANNOTATION (3.9)

gDNA SHOTGUN SEQUENCING

* Sanger barcode tagging
** Protein-coding genes

MITOS

PCG** &rRNAs tRNAs

Determine gene boundaries
by drawing secondary structures

using ARWEN/tRNAscan

Align with published
sequences to determine

gene boundaries

Annotate features using
Geneious or MacVector

Multiplexing (3.6)Pooling (3.3)

Library construction (3.4)

Library quality control (3.5) Library quality
 contro

l (3
.5)

De novo assembly (3.8.4)

SEQUENCING

Trimming (3.8.1)

Multiplexing (3.6)Pooling (3.3)

Seeded reference mapping

Perfect-match seed (3.8.2) Imperfect-match seed (3.8.3)

Fig. 1 Workflow outlining the procedure for next-generation sequencing of mitochondrial genomes using long-
range PCR amplicons and genomic DNA shotgun sequencing. Numbers in brackets refer to chapter sections
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complicate long-range PCR amplification, mitogenomes can be 
extracted from data generated using shotgun sequencing of total 
genomic double-stranded DNA. Because typically only ~0.5–1 % of 
the reads obtained in this way are of mitochondrial origin, the large 
majority of the data remains redundant (although high copy num-
ber genes, such as the complete nuclear ribosomal RNA array and 
certain protein-coding genes, can easily be assembled from those 
data and can form useful complements to the mitogenome data).

The decision whether to multiplex PCR products or gDNA 
extracts into target-specific libraries (Subheading 3.6) or whether to 
pool them into an equimolar solution (Subheading  3.3) prior to 
library preparation (Subheadings 3.4 and 3.5) and extracting them 
bioinformatically using seed sequences, such as Sanger barcode tags 
(SBTs) (Subheadings 3.7 and 3.8.2) or data available from reposito-
ries, such as GenBank (Subheading 3.8.3), is driven primarily by the 
expected amount of sequence divergence between targets. In cases 
where the average expected sequence divergence is <5 % over the 
length of a read, we would recommend a multiplexed approach; but 
also see [19] who assembled pooled reads from congeners. The 
advantage of the latter methodology is the much-reduced cost, as 
only a single library needs to be prepared. However, the caveats 
associated with this method are the necessity to either generate SBTs 
or having to rely on sequence information in data repositories to 
identify read contigs. Furthermore, additional bioinformatic effort is 
required to assemble the pooled reads into unambiguous, non-chi-
meric contigs, a process which is facilitated by only pooling PCR 
products and gDNA extracts from sufficiently distantly related taxa.

The read assembly process (Subheading 3.8), following read 
trimming (Subheading 3.8.1), can be broadly categorized into (1) 
seeded reference mapping using either SBTs, which provide a 100 % 
match (Subheading  3.8.2), or published repository data, which 
may only provide an imperfect match (Subheading 3.8.3), and (2) 
de novo assembly (Subheading 3.8.4); no instructions are given for 
reference mapping using full-length, perfect-match mitogenome 
reference sequences, as our methodologies are geared toward 
sequencing non-model organisms for which full-length references 
sequences are not available. Subheading 3.9 outlines mitogenome 
annotation in the absence of an automated annotation pipeline.

2  Materials

	 1.	Molecular grade ethanol (95–100 %).
	 2.	TE buffer (1×): 10 mM Tris–HCl, pH 7.5 and 1 mM ethyl-

enediaminetetraacetic acid (EDTA), pH 8.0; adjust pH of final 
solution to 7.2, autoclave and filter-sterilize.

	 3.	1.5 ml microcentrifuge tubes (Axygen).

2.1  DNA Extraction
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	 4.	Tissue grinder pestles (Axygen) for 1.5 ml microcentrifuge tubes.
	 5.	Isolate II Genomic DNA Kit (Bioline).
	 6.	DNeasy Blood & Tissue Kit (Qiagen).
	 7.	Rocking incubator (capable of 200 rpm motion).
	 8.	Heating block or heated water bath.
	 9.	Microcentrifuge (minimum of 16,000 × g required).

	 1.	0.2 ml PCR tubes.
	 2.	TaKaRa LA Taq® DNA Polymerase (Mg2+ plus buffer) kit 

(Clontech).
	 3.	Vortex mixer.
	 4.	Microcentrifuge.
	 5.	Thermal cycler.
	 6.	Gel electrophoresis cast, tank, and power pack.
	 7.	TBE buffer (1×): 89  mM Tris–HCl, pH  8.3; 89  mM boric 

acid; and 20  mM ethylenediaminetetraacetic acid (EDTA), 
pH 8.0; adjust pH of final solution to 8.3.

	 8.	0.8 % TBE agarose: 0.8 g agarose, 100 ml TBE (1×).
	 9.	QIAquick PCR Purification Kit (Qiagen).
	10.	ZymoClean™ Gel DNA Recovery Kit (Zymo Research).

	 1.	Qubit® fluorometer (Life Technologies).
	 2.	Qubit® dsDNA broad-range or high-sensitivity assay kit (Life 

Technologies).
	 3.	2200 TapeStation (Agilent Technologies).
	 4.	DNA and Genomic DNA Analysis ScreenTapes (Agilent 

Technologies).
	 5.	Vacuum concentrator.

	 1.	Library preparation kits (TruSeq DNA PCR-Free, TruSeq 
Nano DNA, Nextera DNA, Nextera XT DNA; Illumina).

	 2.	Agencourt AMPure XP PCR Purification Kit (Beckman Coulter).
	 3.	Magnetic microcentrifuge tube rack for 1.5  ml microcentri-

fuge tubes.
	 4.	Molecular grade ethanol (80 %).
	 5.	Focused ultrasonicator (Covaris).
	 6.	Thermal cycler.

	 1.	FastStart Essential DNA Green Master Mix kit (Roche).
	 2.	HPLC-purified qPCR primers (1.1: 5′-AATGATACGGCG 

ACCACCGAGAT-3′ and 2.1: 5′-CAAGCAGAAGACGGCA 
TACGA-3′).

2.2  Long-Range PCR
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	 3.	PhiX Control v3 (Illumina).
	 4.	Tween (0.1 %): 50 ml sterile water and 50 μl Tween 20.
	 5.	1.5 ml microcentrifuge tubes.
	 6.	0.1 ml qPCR tubes.
	 7.	Microcentrifuge.
	 8.	Quantitative PCR instrument.

In addition to items 3–10 already listed in Subheading 2.2:

	 1.	Illustra™ PuReTaq Ready-To-Go PCR beads (GE Healthcare).

3  Methods

Two different approaches are presented here for DNA extractions 
depending on the subsequent downstream applications. The first 
maximizes recovery of dsDNA and is favored for shotgun sequenc-
ing (see Note 1), while the second provides a higher total yield of 
both ssDNA and dsDNA, thus providing more template for PCR 
enrichment. Samples referred to in this section have either been 
stored in 95–100 % molecular grade ethanol or have been frozen at 
−80 °C (see Note 2):

	 1.	Using a sterile scalpel blade, cut 25 mg of animal tissue into 
small pieces. If the sample is smaller than this, use the whole 
organism where possible (see Note 3).

	 2.	If previously stored in ethanol, blot the tissue to remove excess 
liquid or allow the ethanol to evaporate. If it is necessary to 
rehydrate the tissue to improve DNA yield, soak in TE buffer 
(1×) for 12–24 h at room temperature.

	 3.	Transfer the sample to a 1.5 ml microcentrifuge tube (see 
Note 4).

	 4.	Homogenize the sample, if necessary, using a sterile tissue 
grinder pestle.

	5a.	If extracting DNA for shotgun sequencing, use the Isolate II 
Genomic DNA extraction kit following manufacturer’s instruc-
tions including the following modifications:
–– Once the tissue has been homogenized, leave the pestle in 

the microcentrifuge while adding lysis buffer GL.  This 
should remove any tissue remaining on the pestle.

–– Add 25 μl Proteinase K, vortex, and digest the samples at 
56 °C for 3.5 h (see Notes 5 and 6).

	5b.	If extracting DNA for subsequent PCR enrichment, use the 
DNeasy Blood & Tissue Kit following manufacturer’s instruc-
tions including the following modifications:

2.6  Sanger Barcode 
Tag (SBT) Generation

3.1  DNA Extraction 
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–– Once the tissue has been homogenized, leave the pestle in 
the microcentrifuge tube while adding tissue lysis buffer 
ATL.  This should remove any tissue remaining on the 
pestle.

–– Add 20 μl of Proteinase K, vortex, and digest the tissue at 
56 °C for 12–24 h) (see Notes 5 and 6).

–– Following the addition of lysis buffer AL, heat the mix for 
10 min at 70 °C using either a heating block or a heated 
water bath (see Note 7).

–– Perform two elution steps, both in a volume of 100 μl of 
buffer AE (see Note 8)

Most of the long-range PCRs conducted by us used the TaKaRa LA 
Taq® DNA Polymerase (Mg2+ plus buffer) (see Note 9). As with most 
long-range PCR kits, the polymerase mix in the TaKaRa kit consists of 
Taq DNA polymerase and a proofreading enzyme. The proofreading 
enzyme ensures the removal of any misincorporated nucleotides by 
using 3′ → 5′ exonuclease activity and therefore prevents premature 
termination of strand extension. However, synthesis using a proof-
reading enzyme is slow (~1–2 min for 1 kb), which is why it is com-
bined with Taq polymerase, which can generate 1 kb in up to 10 s:

	 1.	On ice, assemble the PCR master mix into a microcentrifuge 
tube in the following order (quantities are per 50 μl reaction 
volume): sterile water (to a final volume of 50 μl; exact volume 
depends on volume of primers and template DNA), 5 μl 10× 
LA PCR Buffer II (Mg2+ plus), 8 μl dNTP mixture (2.5 mM 
each), 2.0 μl of 10  mM of each primer (see Note 10), and 
0.5 μl TaKaRa LA Taq (see Notes 11 and 12). Vortex briefly.

	 2.	On ice, pipette aliquots of 50 μl, minus the volume of template 
DNA, into a 0.2 ml PCR tube, and add up to 100 ng of tem-
plate DNA. Vortex very briefly at low to medium speed (see 
Note 13) and briefly spin down tubes in a microcentrifuge.

	 3.	Transfer tubes to a preheated thermal cycler (see Note 14) and 
run the following PCR profile: initial denaturation at 94 °C for 
2 min, followed by 40 cycles of 94 °C for 20 s, X for 30 s, and 
68  °C for Y min; X denotes annealing temperature and Y 
denotes extension time. Finish with a final 10 min extension at 
68 °C. See Note 15 for further explanation of cycling profiles.

	 4.	Visualize PCR products on a 0.8 % TBE agarose gel.
	 5.	Purify PCR products using either the QIAquick PCR purification 

or Zymoclean™ Gel DNA Recovery Kit following manufac-
turer’s instructions (see Note 16).

	 6.	Sanger sequence both ends of the PCR products to verify their 
identity.

3.2  Long-
Range PCRs
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In cases where multiple samples, either as amplicons or gDNA, will 
be pooled in a single library preparation, it is important to produce 
an equimolar solution of template DNA in order to obtain even 
read coverage across and within samples (see Note 17). This 
requires accurate DNA concentration quantification using a fluo-
rometer (see Note 18) and, in the case of amplicons, an assessment 
of fragment length prior to pooling of samples.

Amplicons
Combining different length amplicons at equal molarity requires 

longer amplicons to be added at a higher concentration; thus, the 
same number of fragments of each amplicon is being pooled:

	 1.	Quantify amplicon concentrations using a Qubit® fluorometer.
	 2.	If amplicon sizes are unknown, estimate them using a TapeStation.
	 3.	Calculate the molarity of each sample as follows:

	
Molarity nM

amplicon concentration ng
g mol amplic

( ) = ( )
( )×

/
/

µl
660 oon length bp

,
( )

×106
	

where 660 is the weight of a single DNA base pair.
	 4.	Add sufficient volume of each amplicon to produce an equi-

molar solution.

gDNA
	 1.	Quantify gDNA extract concentrations using a Qubit® 

fluorometer.
	 2.	Divide the total amount of DNA required for the library prep 

(see Subheading 3.4) by the number of samples being pooled 
(see Note 17).

	 3.	Adjust the sample volumes to be added so that the amount of 
total gDNA for each sample is equal (see Note 19). The pool 
volume can be adjusted to suit the library preparation method 
by adding nuclease-free water or by drying down the sample 
using a vacuum concentrator.

Illumina offers two main types of DNA library preparation kits: 
those using mechanical fragmentation and those using enzymatic 
fragmentation. Kits using mechanical fragmentation require more 
DNA input but produce a more even coverage, so, where possible, 
those kits are preferential. Of those kits using mechanical fragmen-
tation, TruSeq DNA PCR-Free and TruSeq Nano DNA require 
2 μg and 200 ng of input DNA for the 550 bp insert protocol, 
respectively (see manufacturer’s recommendations). Of those kits 
using enzymatic fragmentation, Nextera DNA and Nextera XT 
DNA require 50 and 1 ng of input DNA, respectively (see manu-
facturer’s recommendations). If multiple library types are required, 
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check these are compatible for use on a single Illumina sequencing 
run (see Note 20):

	 1.	For gDNA samples, assess quantity and fragment length of 
DNA using a TapeStation (see Note 21).

	 2.	Once a decision on library preparation kits has been made, dilute 
the pooled samples to the concentration and volume required 
for the chosen kit.

	 3.	Construct the libraries following manufacturer’s instructions 
(see Note 22). Note that items 2–6 in Subheading  2.4 are 
necessary to follow the manufacturer’s instructions.

	 4.	Check library quality using real-time PCR (qPCR) using the 
FastStart Essential DNA Green Master Mix kit and HPLC-
purified qPCR primers listed in Subheading  2.5 following 
manufacturer’s instructions.

Following completion of library preparation, samples should be 
validated using qPCR and the size of the library fragments checked 
on a TapeStation (see Note 23):

	 1.	For each sample, make two separate dilutions of 1:1000 and 
dilute one of the dilutions to 1:10,000. For the standards, 
make a 1:100 dilution of 2 nM PhiX in triplicate followed by 
five serial 1:10 dilutions (standards will range from 20 nm to 
0.0002 nm). Make all dilutions using 0.1 % Tween.

	 2.	On ice, assemble FastStart Essential DNA qPCR master mix 
into a 1.5 ml microcentrifuge tube as follows (quantities are 
per 10 μl reaction volume): sterile water 2.8 μl, 5 μl Master 
Mix, 0.1 μl of 10 mM of each HPLC-purified qPCR primer. 
Vortex briefly.

	 3.	On ice, pipette master mix aliquots of 8 μl into each 0.1 ml 
qPCR tube and add 2 μl of diluted template DNA. Vortex very 
briefly at low to medium speed (see Note 13) and briefly spin 
down tubes in a microcentrifuge.

	 4.	Transfer tubes to the quantitative PCR instrument and run the 
following profile: initial denaturation at 95 °C for 10 min, fol-
lowed by 45 cycles of 95 °C for 10 s, and 60 °C for 30 s.

Individual libraries can be labeled using indexed adaptor sequences, 
allowing the pooling of multiple libraries (see Note 17). Following 
the sequencing run, library-specific reads are de-multiplexed using 
the on-instrument software (Illumina). Currently, TruSeq and 
Nextera kits offer 24 and 6 single-indexed adaptor sequences, 
respectively. Higher levels of multiplexing can be done using dual 
indexing, where indexes are added to both ends of the library frag-
ments. Currently TruSeq and Nextera preparation kits allow for dual 

3.5  Library Quality 
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indexing 96 and 384 samples, respectively. Thorough protocols 
and advice on pooling these indexes are included in the product 
manuals:

	 1.	Calculate the concentration of the libraries to be pooled by 
multiplying qPCR values by 1000 or 10,000 depending on the 
dilution factor. Providing these values agrees and falls within 
the range of the qPCR standards; calculate the average concen-
tration for each library.

	 2.	To obtain size-corrected library concentrations, use the following 
formula:

	

where 300 is the average length of the PhiX Control v3 standard.
	 3.	Based on these size-corrected values, dilute samples to the 

same concentration (commonly 2 or 4  nM) using Illumina 
EBT Buffer.

	 4.	Add equal volumes of these diluted samples to the final sam-
ple pool for denaturing and dilution to MiSeq loading 
concentration.

Short, target-specific Sanger sequences can be used as starting 
seeds to assemble pooled NGS reads into target-specific contigs 
(Subheading 3.8.2). These are typically generated as follows:

	 1.	Choose existing or develop new primers for short regions 
(~500–700  bp) situated in the mitogenome. In the case of 
overlapping long-range PCR amplicons (see Subheading 3.2), 
a single SBT can be generated within the overlapping region. 
If there is good overlap between amplicons, i.e., >800 bp, and 
the mitogenome sequences are sufficiently divergent, e.g., 
from congeners, two short identifying regions per mitoge-
nome should suffice.

	 2.	Carry out 25  μl PCR reactions (e.g., Illustra™ PuReTaq 
Ready-To-Go PCR beads) using 1.0  μl of 10  mM of each 
primer (see Note 10) and either 0.3 μl of the purified PCR 
products generated in Subheading  3.2 or up to 100  ng of 
gDNA as templates.

	 3.	For PCR product visualization, purification, and sequencing, 
see Subheading 3.2.

We describe two methods of NGS data assembly: seeded reference 
mapping and de novo assembly. The first involves aligning reads to a 
reference sequence, either a complete or partial mitochondrial 
genome (e.g., SBTs), using prespecified criteria (i.e., percentage of 

Corrected library concentration
average library fragment len

=
300

ggth
average library concentration,×
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allowed mismatches, length of required overlap, etc.). The second 
method, de novo assembly, requires no reference sequence and 
instead relies on finding overlaps of reads through sequence align-
ment. This section outlines the assembly of reads which would have 
had their adaptor sequences already removed and which would have 
already been separated according to their Illumina indexes (de-multi-
plexed) using the on-instrument software (Illumina) (see Note 24).

In almost all cases, NGS reads contain low-quality bases, which 
necessitate them to be trimmed prior to their assembly; if left 
untrimmed, these bases create mismatches during sequence align-
ment which can result in sequence ambiguity in the resultant con-
tigs or reads being excluded from the assembly:

	 1.	Transfer the single or paired read files to a new folder in 
Geneious (https://www.geneious.com [23]). This can be 
done either via the menu (File > Import > From File… and 
choosing FASTQ) or by dragging and dropping the files into 
the viewer (see Note 25).

	 2.	With the required files highlighted, select Annotate & 
Predict > Trim Ends… and trim the reads from both the 5′ and 
3′ ends by allowing no ambiguous bases and an error probabil-
ity of 0.1 or less. This ensures masking of terminal regions with 
greater than 10 % chance of being incorrect (see Note 26).

	 3.	If required, the two read files (forward and reverse) can be 
paired using the Sequence > Set Paired Reads… function and 
choosing pairs of inward facing forward and reverse reads with 
an insert size of 550 bp (see Note 27).

Exact-match reference sequences, i.e., SBTs (see Subheading 3.7), 
can be used as seeds to start assembling data into taxon-specific con-
tigs. Reads are mapped to these seeds and are used to extend contigs 
until the amplicons are complete. In the case of overlapping ampli-
cons, reads derived from amplicons without seeds are used to extend 
seeded assemblies to produce contiguous sequences of overlapping 
amplicons. The reference mapping process in Geneious performs 
three steps which can be repeated iteratively: (1) derive a new refer-
ence sequence from previous mapping assembly, (2) use the newly 
derived reference sequence for in silico baiting, and (3) map baited 
reads to the newly derived reference sequence, thereby extending it. 
These steps are continued until the specified numbers of iterations 
have been completed or until no further reads can be mapped to the 
assembly based on the prespecified criteria (see Note 28):

	 1.	Trim data as described in Subheading 3.8.1.
	 2.	Load SBTs as FASTA format into the Geneious folder that 

contains the trimmed Illumina read files. This can be done 

3.8.1  Data Trimming
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either via the menu (File > Import > From File… and choosing 
FASTA) or by dragging and dropping the files into the viewer.

	 3.	With the required files highlighted (see Note 29), select 
Tools > Align/Assemble > Map to Reference… and using the 
“Custom Sensitivity” option, with settings of 2 % maximum 
mismatches; 1 % allowed gaps per read (maximum size of 3); 
50 bp minimum overlap (95 % overlap identity); word length 
18 (index word length can be adjusted dependent on available 
memory); ignoring words repeated >12 times and a maximum 
ambiguity of 4, run 100 iterations ensuring the “Use existing 
trim regions” option is selected (see Note 30). If the full 100 
iterations have been completed and the resulting contig is sig-
nificantly smaller than expected, repeat the process using the 
newly extended sequence as seed reference in place of the SBT.

	 4.	Check for circularity (completeness) by aligning ~1000  bp 
from both the start and end of the contig (see Note 31).

	 5.	If the resulting contig is incomplete, reassemble the data, start-
ing from step 3 and using the newly extended sequence as seed 
reference in place of the SBT, adjusting the “Custom sensitiv-
ity” settings relevant to the situation. For example, when 
assembling low-complexity repeat regions, allowing for a larger 
percentage of mismatches can be beneficial, while enforcing a 
greater overlap and reduced acceptance of mismatches can be 
used if nontarget sequence is being incorporated in the assem-
bled contig (see Note 32).

In the absence of perfect-match seed sequences, i.e., SBTs (see 
Subheading 3.7), sequences from publically available databases can 
be used in their place. Reads can be mapped to small regions of 
conserved genes or complete mitochondrial genome sequences 
from closely related taxa. This method is not recommended for 
sequences derived from shotgun sequencing of non-multiplexed, 
pooled gDNA extracts as the required level of mismatch between 
the reference seed sequence and the reads may overlap with mul-
tiple samples and lead to the creation of chimeric sequences.

	 1.	Trim data as described in Subheading 3.8.1.
	 2.	Load reference sequence as FASTA format into the Geneious 

folder that contains the trimmed Illumina read files. This can be 
done either via the menu (File > Import > From File… and choos-
ing FASTA) or by dragging and dropping the files into the viewer.

	 3.	With the required files highlighted (see Note 29), select 
Tools > Align/Assemble > Map to Reference… and using the 
“Low Sensitivity” default settings, run a single iteration ensur-
ing the “Use existing trim regions” option is selected (see 
Note 30). Depending on the degree of similarity between the 
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reads and the reference sequence, the assembly settings can be 
relaxed to incorporate increasingly dissimilar reads. The result-
ing contig can then be used as a new reference sequence under 
stricter parameters (see Note 33).

	 4.	Using the newly extended sequence from the previous step, 
reassemble the data using the “Custom Settings” as described 
for SBT reference sequence seeds (Subheading 3.8.2) and run 
for 100 iterations.

	 5.	Check for circularity by aligning ~1000 bp from both the start 
and end of the contig (see Note 31).

	 6.	If the resulting contig is incomplete, reassemble the data (start-
ing from step 3) using “Custom sensitivity” settings.

If neither exact-match, i.e., SBTs (see Subheading  3.7), nor 
imperfect-match seed sequences are available or have been used 
unsuccessfully in a mapping assembly, de novo assembly methods 
can be used (see Note 34).

	 1.	Trim data as described in Subheading 3.8.1.
	 2.	With the required files highlighted (see Note 29), select 

Tools > Align/Assemble > De Novo Assemble… from the 
menu and using the “Custom Sensitivity” option change the 
settings to those given for conducting a reference assembly 
from SBT sequences (Subheading 3.8.2), ensuring the “Use 
existing trim regions” option is selected. The assembly process 
will end once no more reads can be mapped.

	 3.	In order to distinguish mitochondrial from nuclear and/or 
other plasmid contigs, a custom BLAST search [24] can be run 
through Geneious (see Note 35). To do this, import the com-
plete or partial mitochondrial genomes from closely related 
taxa into a new folder in Geneious. Select Tools > Add/Remove 
Databases > Set Up BLAST Services… and choose “Custom 
BLAST.” Add the database by specifying the location of the file 
containing your reference sequences.

	 4.	With the output of the de novo assembly highlighted, choose 
Tools > BLAST from the menu and select the newly set up cus-
tom database. As with the BLAST web server, different types of 
searches are permissible. In case of incomplete contig(s), posi-
tive BLAST search matches or “hits” can be used as references 
for mapping assemblies (as outlined in Subheading 3.8.2).

In the absence of an automated bioinformatic pipeline, we suggest to 
follow the methodology for mitogenome annotation outlined below:

	 1.	Upload the mitogenome sequences as FASTA format onto the 
MITOS web server ([25]; http://mitos.bioinf.uni-leipzig.de/

3.8.4  De Novo Assembly
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index.py), select the correct genetic code and run the software 
using default settings. If you are annotating multiple mitoge-
nomes, select “Allow Multifasta” in the “Advanced” settings.

	 2.	Load mitogenome sequence as FASTA file into Geneious and 
import BED file from the MITOS output.

	 3.	In order to verify the gene boundaries of the protein-coding 
and ribosomal RNA genes, as given by MITOS, construct 
alignments (e.g., MAFFT; [26, 27]) with published mitoge-
nomes from closely related taxa. In the case of protein-coding 
genes, check for alternative start and stop codons that mini-
mize gene overlap and result in more conservative gene lengths 
(see Note 36). Consult the NCBI website for taxon-specific 
mitochondrial genetic codes, including start and stop codons 
(http://www.ncbi.nlm.nih.gov/Taxonomy/Utils/wprintgc.
cgi#SG5). In the case of ribosomal RNA genes, check for alter-
native beginnings and ends that minimize gene overlap and 
that are in line with beginnings and ends of published data.

	 4.	In order to verify the identity and gene boundaries of transfer 
RNAs (tRNAs), we recommend drawing their secondary struc-
tures. This can be done using (1) tRNAScan-SE ([28]; http://
selab.janelia.org/tRNAscan-SE/) using the “tRNAscan only” 
option in “Search Mode” and the “Mito/Chloroplast” option 
in “Source”; under “Extended Options,” select the most appro-
priate genetic code from the “Genetic Code for tRNA Isotype 
Prediction” and/or (2) ARWEN [29] using default options; 
deselect “Search for mammalian mitochondrial tRNA genes” if 
not annotating mammalian data (see Note 37).

	 5.	Adjust the annotation in Geneious accordingly.

4  Notes

	 1.	In order to preserve the double-stranded helix of DNA, we 
strongly advise against heat-fixation of specimens.

	 2.	These protocols can also be used for samples stored in 
RNAlater; however, RNAlater is not favored as a preservative 
for DNA by us as it does not preserve tissue integrity. Crucially, 
the chelating agents in RNAlater cause the dissolution of cal-
cium carbonate. Thus, if RNAlater is to be used as preservative 
for calcium carbonate skeleton-forming organisms, it is imper-
ative to prepare morphological vouchers. Many tissue types 
simply dissolve in RNAlater.

	 3.	If extracting DNA from small organisms for direct shotgun 
sequencing, it may be preferable to pool multiple individuals 
in order to maximize the return of dsDNA. However, this 
must be balanced against the loss of intraspecific variation in 
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the final data (i.e., polymorphisms or SNPs can no longer be 
ascribed to an individual).

	 4.	If not using Axygen 1.5 ml microcentrifuge tubes, ensure that 
a sterile plastic mortar can reach the bottom of the tube other-
wise the tissue will not be fully homogenized in step 4.

	 5.	Where possible use an incubator with a rocking platform set 
to 200 rpm. If a rocking platform is not available, vortex the 
samples for 5 s every 30 min or as often as possible if incu-
bating overnight.

	 6.	When dealing with organisms that have a calcium carbonate 
skeleton, following the digestion period, we advise to carry out 
a 1 min low-speed spin at 1000 × g to sediment any remaining 
skeletal parts. Pipette the supernatant into a new 1.5  ml 
Eppendorf tube for further processing.

	 7.	This step used to be part of the manufacturer’s instructions but 
has now been removed. We recommend including this step, 
especially when dealing with small amounts of tissue.

	 8.	For small specimens, in order to obtain a more concentrated 
DNA eluate, carry out two separate elutions of 100 μl, each. 
Use the first elution as working solution and the second elu-
tion as backup extract. The elution buffer can be heated to 
70 °C to further increase recovery.

	 9.	Of the large number of commercially available long-range 
PCR kits, we have experience using Elongase® Amplification 
System (Invitrogen), Expand 20kbPlus PCR System (Roche), 
TaKaRa LA Taq® DNA Polymerase (Mg2+ plus buffer) 
(Clontech), and LongAmp® Taq PCR kit (New England 
BioLabs). In our experience, the TaKaRa LA Taq® DNA 
Polymerase (Mg2+ plus buffer) kit produces some of the most 
reliable results. However, the LongAmp® Taq PCR kit works 
out at roughly half the price of the TaKaRa kit and produced, 
in our opinion, comparable results. Furthermore, for difficult 
templates, we observed that conducing PCRs in 50  μl, as 
opposed to 25 μl volumes, produced stronger PCR products.

	10.	Double the amount of primer if they are degenerate.
	11.	When making a master mix, always make enough for n + 1, 

where n is the number of reactions to be performed. Pipetting 
error almost invariably results in insufficient master mix for the 
last reaction if made for only n reactions.

	12.	The order in which components are added to the master mix is 
in order of least to most expensive. This reduces the risk of 
making costly pipetting errors.

	13.	In order to retain the integrity of long-template DNA frag-
ments, vortex only very carefully or use a pipette tip to stir the 
mix. PCRs have also worked without any mixing.
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	14.	Always preheat the PCR block to at least 85 °C. This minimizes 
mis-priming and nonspecific amplification.

	15.	The cycling profile given in step 3, Subheading  3.2, differs 
from that given in the TaKaRa LA Taq DNA Polymerase kit 
user manual as follows: we denatured at 94 °C instead of at 
98 °C; we carried out the final extension at 68 °C rather than 
at 72 °C; we ran 40 instead of 30 cycles. These modifications 
are the results from previous optimizations using other kits. 
Because these conditions gave good results also with the 
TaKaRa kit, they were retained. Furthermore, we employed a 
three-step PCR profile, rather than the suggested two-step 
PCR profile in which annealing and extension are carried out 
in one step at 68 °C. The three-step profile allows for the use 
of primers with melting temperatures <73  °C (as a rule of 
thumb, annealing temperature should be ~5 °C below the low-
est melting temperature of the primers). We have obtained 
fragments as large as 8.5 kb using annealing temperatures as 
low as 48 °C for primers with a melting temperature of 53 °C, 
although it is recommended to design long-range PCR prim-
ers with high-melting temperatures up to 73 °C. The exten-
sion time is determined by the size of the PCR product. We 
tended to give generous extension times, i.e., 1 min/kb + 1 min.

	16.	If the amplicons are longer than 10 kb, a greater proportion of 
DNA will be recovered using a non-column-based purification 
kit such as QIAEX II gel extraction kit (Qiagen).

	17.	In our experience, a minimum of six gDNA samples can be 
shotgun sequenced on a single Illumina flow cell using version 
3 chemistry (paired end 2 × 300 bp; MiSeq Reagent Kit v3), 
with an expected ~100× coverage of the complete mitochon-
drial genome. However, for extracts with a high proportion of 
double-stranded mtDNA, the same coverage can be expected 
when multiplexing approximately 25 taxa.

	18.	It is important to note that the commonly used NanoDrop 
spectrophotometer (Thermo Scientific) does not give suffi-
ciently accurate readings to quantifying DNA for NGS. The 
most commonly used method to quantify dsDNA is the Qubit® 
(Life Technologies) fluorometer, used in conjunction with 
either the Qubit® dsDNA broad-range assay kit (suitable for 
quantification of concentrations 100 pg μl−1 to 1000 ng μl−1) 
or the Qubit® dsDNA high-sensitivity assay kit (suitable for 
quantification of concentrations 10 pg μl−1 to 100 ng μl−1).

	19.	The simplest way of pooling gDNA is to vary the volume of 
each sample based on concentration. The total amount of gDNA 
added for each sample should be guided by the concentration of 
the strongest sample. Add at least 1 μl of this sample to avoid 
pipetting errors. Once finished, the pool can be quantified using 
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fluorometry and the intactness of the DNA assessed on a 
TapeStation. Ideally all samples being pooled will be of similar 
quality, so downstream treatment acts the same on all samples.

	20.	It is possible to combine any of the TruSeq DNA library preps 
on the same run as the indexes are in the same location and the 
same length. If combining Nextera and TruSeq libraries, it is 
necessary to do some additional demultiplexing.

	21.	A Bioanalyser (Agilent) can be used for all other validation 
steps but only the TapeStation instrument can accurately quan-
tify large (>1.5 kb) DNA fragments.

	22.	If the protocol calls for mechanical fragmentation of DNA via 
ultrasonication, bear in mind the average fragment size of the 
input material. It is recommended to trial the fragmentation 
step and assess the lengths of fragments produced. Shorter 
amplicons and more heavily fragmented DNA will require 
shorter ultrasonication times (see instrument manufacturer’s 
recommendations).

	23.	When quantifying libraries, it is recommended to conduct 
qPCRs, even for methods that suggest using fluorometry only, 
followed by subsequent analysis using a TapeStation. qPCR 
analysis gives a far better estimate of DNA fragments that are 
functional, i.e., those that contain adapters at both ends.

	24.	If the raw sequencing reads still contain the Illumina indexes, 
these can be removed by using the “Separate Reads by 
Barcode…” function in Geneious.

	25.	Geneious is preferred as a tool for quality assessment and data 
trimming as it allows visualization of the data and provides the 
ability to mask low-quality/ambiguous bases rather than sim-
ply removing them. This allows for subsequent reversal or edit-
ing of the trimmed data if necessary. If open-source software is 
required, Trimmomatic [30] can be used to trim the raw reads.

	26.	The error probability cutoff can be increased if the subsequent 
assembly proves difficult due to low-quality data or high error 
rates in the reads (e.g., long homopolymers or tandem repeats 
causing replication slippage during sequencing).

	27.	 Working with paired-end reads can avoid misassembly of 
repetitive regions and misincorporation of nontarget DNA 
sequences (e.g., nuclear repeats).

	28.	 If open-source software is required, the MITObim [31] pipe-
line for the MIRA assembler [32, 33] can be used to perform 
the same iterative mapping function.

	29.	 This can include the FASTA SBT (to be used as seed reference) 
and either the paired read file, the two individual read files or a 
single read file.
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	30.	 By selecting “Custom sensitivity,” it is possible to edit the 
advanced settings available under the “More options” tab. 
This provides a greater degree of flexibility and control over 
the assembly procedure.

	31.	 This step assumes that the mitochondrial genome is circular and 
not linear as found in medusozoans, some isopods and sponges, 
and non-metazoans, such as fungi and plants (see [1, 3]).

	32.	 Depending on how/if the amplicons were purified, small 
amounts of non-amplified gDNA will also be sequenced and 
will be present in the data.

	33.	 It is advisable to translate any resulting contigs of protein-
coding genes into amino acids to check for unexpected stop 
codons and frame-shift mutations, prior to using them as ref-
erences for mapping assemblies, to ensure they are not nuclear 
mitochondrial pseudogenes.

	34.	 If taxa are too closely related (i.e., there is low levels of 
sequence divergence between them), it is advisable to index 
each sample individually.

	35.	 If open-source software is required, BLAST+ [34] can be used 
to locally search through the contigs produced by the de novo 
assembly.

	36.	 These alignments are best viewed in a program that allows you 
to see the amino-acid translation alongside the nucleotide data. 
In the program Mesquite [35] codons can be shaded according 
to their inferred amino acids as follows: Load the alignment; in 
Show Matrix view, select characters to be translated; in List & 
Manage Characters view, if Genetic Code column is not visible, 
click on Columns > Current Genetic Code; to set the correct 
genetic code, click on Genetic Code > Genetic code > select code; 
to set codon position, click on Codon Position > Set codon posi-
tion > Minimize stop codons; back in Show Matrix view, select 
Matrix > Colour Matrix Cells > Colour Nucleotide by Amino 
Acids. This amino-acid shaded view now allows the detection of 
alternative start and stop codons which may be more in line with 
beginnings and ends of published mitogenomes.

	37.	tRNAScan-SE provides more conservative estimates of tRNA 
secondary structures than ARWEN and should be used first. 
ARWEN can be used subsequently, to find tRNAs that were not 
found by tRNAScan-SE. ARWEN is likely to give several alter-
native drawings for the same tRNA, so care must be taken to 
chose the one that looks structurally most stable, has the correct 
anticodon, and which minimizes overlap with adjacent genes. 
Care must also be taken to differentiate between Serine 1 (codon 
AGN) and Serine 2 (codon UCN) and Leucine 1 (codon UUR) 
and Leucine 2 (codon UUU). In cases where neither MITOS 
nor tRNAScan-SE nor ARWEN were able to find missing 
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tRNAs (this is mostly the case when the typical four-arm clover-
leaf tRNA structure is truncated and misses either the T- or 
D-stem), a manual search can be carried out for the conserved 
anticodon motif YUxxxR, where xxx denotes the anticodon, 
and by detecting adjacent stem and loop region by eye.
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    Chapter 4   

 Phylogenomics Using Transcriptome Data                     

     Johanna     Taylor     Cannon      and     Kevin     Michael     Kocot      

  Abstract 

   This chapter presents a generalized protocol for conducting phylogenetic analyses using large-scale molecular 
datasets, specifi cally using transcriptome data from the Illumina sequencing platform. The general molecular 
lab bench protocol consists of RNA extraction, cDNA synthesis, and sequencing, in this case via Illumina. 
After sequences have been obtained, bioinformatics methods are used to assemble raw reads, identify coding 
regions, and categorize sequences from different species into groups of orthologous genes (OGs). The spe-
cifi c OGs to be used for phylogenetic inference are selected using a custom shell script. Finally, the selected 
orthologous groups are concatenated into a supermatrix. Generalized methods for phylogenomic inference 
using maximum likelihood and Bayesian inference software are presented.  

  Key words     Phylogenomics  ,   Transcriptomes  ,   RNAseq  ,   cDNA  ,   Illumina  ,   Phylogeny  

1      Introduction 

  Over the  last   10 years, phylogenomics has dramatically revised our 
understanding of metazoan relationships [ 1 ,  2 ]. In the broadest 
sense, phylogenomics refers to the inference of phylogenetic rela-
tionships based on large-scale molecular datasets. Although the 
original meaning of the term phylogenomics referred to the study 
of gene family evolution [ 3 ], popular usage now generally indicates 
the use of high-throughput sequencing of transcriptome or 
genome data for phylogenetic reconstruction. Most phylogenomic 
studies have used a  shotgun sequencing   approach, although a few 
have targeted specifi c genes [ 4 ], and there is a growing interest in 
‘anchored phylogenomics’ that uses probes designed from diverse 
lineages within the target clade for targeted enrichment of loci 
[ 5 – 7 ].  Shotgun sequencing   approaches tend to recover constitu-
tively expressed ‘housekeeping’ genes no matter the source tissue 
that is sequenced, because these genes are vital to the function of 
the cell and are found across tissue types. Furthermore, these func-
tionally important genes tend to be evolutionarily conserved, mak-
ing them useful for inference of deep relationships. 
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 Early phylogenomic studies of animal relationships made use 
of expressed sequence tag (EST) data collected via Sanger-based 
methods [ 8 – 11 ]. Sanger-based EST methods required cloning 
randomly sheared  cDNA   fragments into bacterial vectors. The 
advent of massively parallel pyrosequencing methods such as 454 
facilitated the collection of data from a broader subset of non-
model organisms [ 12 – 14 ]. At present,  Illumina   sequencing offers 
lowest cost per base pair and has become the sequencing platform 
of choice for most phylogenomic studies [ 15 – 23 ]. The method 
presented later uses  Illumina   technology, although it can be modi-
fi ed to accommodate sequences generated using other methods. 

 After obtaining sequence data, phylogenomic dataset assem-
bly consists of a series of  bioinformatics   steps. The essential steps 
are (1)  de novo assembly   of raw sequencing reads, (2) determina-
tion of orthologous groups of sequences, (3) selection of orthol-
ogous groups to be used in downstream analyses, (4)  multiple 
sequence alignment  , (5) concatenation, and (6)  phylogenetic 
inference  . To accomplish these steps, there are a myriad of phy-
logenomics programs available, many of which have similar func-
tionalities, making choosing the most appropriate program for a 
given project a challenge. Several consistently updated pipelines 
such as Agalma [ 24 ], Osiris [ 25 ], and the unnamed pipeline of 
Yang and Smith [ 26 ] provide wrapper scripts for other existing 
software, offering a more seamless means to take raw reads 
through the stages of phylogenomic dataset assembly. These soft-
ware options may be preferable for users with less  bioinformatics   
experience, although these pipelines are open source and encour-
age user development and modifi cation. Here we provide modi-
fi ed versions of scripts used in our previous publications (e.g., 
Kocot et al. [ 12 ] and Cannon et al. [ 15 ]), which can easily be 
adapted for other systems. The following steps represent a stan-
dard workfl ow that can be conducted on a local computer or 
remote cluster using the Linux operating system. Assembly, 
orthology determination, and  phylogenetic inference   will likely 
need to be performed on a high-performance computing cluster. 
This is one approach out of many possibilities, and we have 
pointed out alternatives where appropriate in the Subheading  4 . 
New programs are released all the time, so it is important to 
check for updates and to read program manuals to make informed 
choices about the best approach for your particular system.  

2    Materials 

       1.     Solution  for    RNA   stabilization and storage, or liquid nitrogen 
for tissue preservation.   

   2.    Nuclease-free 1.5 ml Eppendorf tubes.   

2.1  RNA Extraction

Johanna Taylor Cannon and Kevin Michael Kocot
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   3.    Trizol.   
   4.    Homogenizer or liquid nitrogen and mortar and pestle.   
   5.    Chloroform.   
   6.    100 % isopropyl alcohol.   
   7.    75 % ethanol.   
   8.    RNase-free H 2 O.   
   9.    4 °C centrifuge.   
   10.    Quantifi cation equipment—e.g., Nanodrop, Qubit, Agilent 

Bioanalyzer.   
   11.     Gel electrophoresis   apparatus.   
   12.     RNA   cleanup kit with DNase I.   
   13.    Optional: commercial RNA extraction kit for small tissue 

samples.       

       1.    Clontech SMART  cDNA   Library Construction Kit.   
   2.    Clontech Advantage2 PCR Kit.   
   3.    5′ Primer, 12 μM (5′-AAGCAGTGGTATCAACGCAGAGT- 3′) 

( see   Note    1  ).   
   4.    RNase-free tubes and tips.   
   5.    RNase inhibitor.   
   6.    Thermal cycler.   
   7.    PCR Purifi cation kit.   
   8.    3M sodium acetate.   
   9.    Quantifi cation equipment—e.g., Nanodrop, Qubit, Agilent 

Bioanalyzer.   
   10.     Gel electrophoresis   apparatus.   
   11.    Optional: vacuum centrifuge.      

       1.    A sequencing facility with access to  Illumina   sequencing 
machines.      

       1.    Linux  computer      or access to a remote server with the follow-
ing software installed: Trinity [ 27 ], TransDecoder (  http://
transdecoder.sf.net    ), HaMStR [ 28 ], Mafft [ 29 ], Aliscore [ 30 ], 
and Alicut (  https://www.zfmk.de/en/research/research-
centres-and-groups/utilities    ), FastTreeMP [ 31 ], 
PhyloTreePruner [ 32 ], FASconCAT [ 33 ], RAxML [ 34 ], 
PhyloBayes [ 35 ].   

   2.    Custom bash scripts available on GitHub at:    https://github.
com/kmkocot/springer_methods_chapter    .       

2.2  cDNA Library 
Preparation

2.3  Sequencing

2.4  Bioinformatics: 
Dataset Assembly 
and Phylogenetic 
Inference
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3    Methods 

    Tissue to be used for  RNA    extraction   should be fresh, preserved in 
 RNA   stabilization solution and stored in the freezer, or frozen at 
−80 °C. Numerous alternative  protocols   and kits exist for extrac-
tion of total  RNA  , and the best method for a given sample will 
depend on the size and composition of the tissue to be extracted. 
Useful discussion of  RNA   preparation methods can be found at the 
RNA-seqlopedia (rnaseq.uoregon.edu). In general, standard 
TRIzol-based methods work well for most macroinvertebrates, 
while for  meiofauna   or larvae, it may be necessary to use a com-
mercial kit specifi cally designed for extracting RNA from cells or 
very small tissue samples. Cleanup of  RNA   extracted using TRIzol 
using a silica spin column-based kit that integrates removal of 
genomic DNA carryover using DNase I is recommended to reduce 
the carryover of phenol and genomic DNA that can negatively 
affect assembly. Final  RNA   should be resuspended in nuclease-free 
water and evaluated with available equipment, e.g., NanoDrop, 
Qubit, Bioanalyzer, and  gel electrophoresis   ( see   Note    2  ).  RNA   
should be kept on ice while the quantity and quality are being 
checked, followed immediately by fi rst-strand  cDNA   synthesis.   

    Again,  several   options are available for synthesis of complementary 
DNA from  RNA  .  Illumina    TruSeq   library preparation kits incor-
porate  Illumina   library preparation steps including adding adaptors 
and  indexing  , eliminating the need for additional library prepara-
tion steps at the sequencing center.  TruSeq   kits currently require 
0.1–4 μg input RNA; these kits may be preferred for large tissue 
samples. For microorganisms that yield smaller quantities of RNA, 
the SMART cDNA Library Construction Kit from Clontech can 
start with as little as 50 ng total  RNA   ( see   Note    3  ). Following is a 
suggested  protocol   using the SMART cDNA synthesis kit with 
slight modifi cations.

    1.    For very low amounts of starting  RNA  , samples may need to be 
concentrated in a vacuum centrifuge. Thoroughly clean the vac-
uum centrifuge before beginning, and as an added precaution, 
RNase inhibitor may be added to the sample before concentrat-
ing. Do not heat the sample during vacuum centrifugation.   

   2.    Follow the manual of the SMART cDNA synthesis kit through 
fi rst-strand synthesis.   

   3.    For each fi rst-strand  cDNA   product, perform an amplifi cation 
test to determine the optimal number of PCR cycles. Volumes 
listed as follows are suffi cient for the amplifi cation test only; 
fi nal amplifi cation of  cDNA   will be completed in a subsequent 
amplifi cation reaction. For each library combine the following 
in a 0.2 ml PCR tube on ice:

3.1  Extraction 
of Total RNA

3.2  cDNA Synthesis
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   3.0 μl Diluted fi rst-strand  cDNA   (from  step 2 )  
  21.0 µl PCR-grade H 2 O.  
  3.0 µl 10× Advantage 2 PCR Buffer.  
  0.75 µl dNTP mix.  
  1.4 µl 5′ PCR  primer   (12 µM).  
  0.6 µl 50× Advantage 2 Polymerase Mix.    

 Mix gently and then briefl y spin down using a microcentri-
fuge. Place tube(s) in a thermal cycler that has been preheated 
to 95 °C and run the following program:

   94 °C for 5 min (1 cycle).  
  94 for 40 s, 65 °C for 1 min, 72 °C for 5 min (15 cycles).  
  Hold at 6 °C.      

   4.    After 15 cycles, remove and save 3 μl of the reaction mix, and 
subject the remaining mix to two additional cycles. Repeat this 
process until the reaction mix has been subjected to 25 cycles 
( see   Note    4  ).   

   5.    After cycling, analyze the reserved aliquots on an agarose gel. 
Estimate product concentration and size distribution in order 
to determine the optimal number of cycles. The  cDNA   should 
appear as a smear mostly between 500 bp and 3 kb, often with 
strong distinct bands representing abundant transcripts.   

   6.    To ensure yield of >1 μg  cDNA   (required by most  Illumina   
sequencing centers as of late 2015), run a fi nal  cDNA   amplifi -
cation as a series of multiple smaller reactions. Volumes are 
given as follows for 12 reactions per sample, although fewer 
reactions may be needed to reach 1 μg. 
 For each library combine the following in a 1.5 ml tube on ice:

   36 µl Diluted fi rst-strand  cDNA   (from  step 2 ).  
  252 µl PCR-grade H 2 O.  
  36 µl 10× Advantage 2 PCR Buffer.  
  12 µl dNTP mix.  
  16.8 µl 5′ PCR  primer   (12 µM).  
  7.2 µl 50× Advantage 2 Polymerase Mix.    
 Aliquot 29.75 μl of this master mix into each of twelve 0.2 ml 
PCR tubes on an ice block. 
 Mix gently and then briefl y spin down using a microcentrifuge. 
Place tubes in a thermal cycler that has been preheated to 
95 °C and run the following program:

   94 °C for 5 min (1 cycle).  
  94 for 40 s, 65 °C for 1 min, 72 °C for 5 min ( n  cycles).  

Phylogenomics Using Transcriptome Data
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  Hold at 6 °C.  
   n  = the optimal number of cycles for each library determined in 
 step 3       

   7.    Pool the 12 reaction products generated in  step 6 , and purify 
the amplifi ed  cDNA   using a PCR purifi cation kit following 
manufacturers  protocols   ( see   Note    5  ).   

   8.    Analyze 3 μl purifi ed  cDNA   on an agarose gel. Quantify cDNA 
concentration and purity using available equipment.    

     Prepared  cDNA   can be submitted as is to an  Illumina   sequencing 
facility. Depending on the sequencing depth required, multiple sam-
ples may be sequenced on a single lane of Illumina HiSeq ( see   Note  
  6  ). When following the  protocol   outlined earlier, it will be necessary 
for the sequencing center to perform  Illumina   library preparation 
steps, including adding adaptors and  indexing   samples.   

       1.    Download and make a secure backup of the raw sequencing 
data, which is typically provided in  FASTQ format  . For the 
commands listed as follows, we assume you are working in 
your home folder, have your data in a subfolder called “data,” 
and the scripts in a separate subfolder called “scripts.” Software 
listed in the materials section should be installed in your path. 
Please note that changes to this structure will require modifi ca-
tions of the commands.   

   2.    Run Trinity to assemble reads into contigs, selecting appropri-
ate memory and CPU options for your system ( see   Note    7  ). 
  Trinity.pl --seqType fq --max_memory 50G 
--CPU 8  --left 

file_name_for_forward_reads_1.fastq.gz 
--right 

fi le_name_for_reverse_reads_2.fastq.gz  

 Trinity will produce a subdirectory with output fi les for each 
library, containing the completed assembly in fasta format. 
This fi le will be used for subsequent steps and should be moved 
to the home directory.   

   3.    Translate assembled contigs using Transdecoder. The location 
of the Pfam-AB.hmm.bin fi le may vary depending on your sys-
tem and installation of Transdecoder. Transdecoder will pro-
duce several output fi les, the translations with .pep fi le 
extensions (containing peptide sequences of predicted open 
reading frame regions in fasta format) should be carried for-
ward to orthology determination. 
  TransDecoder -t Trinity_Output.fasta 
--search_pfam ~/bin/TransDecoder/pfam/Pfam-
AB.hmm.bin    

3.3  Sequencing

3.4  Dataset 
Assembly
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   4.    Perform steps 2 and 3 on all raw RNAseq libraries to be included 
in your phylogenomic analysis, using unique fi le names.   

   5.    Clean up intermediate fi les either by deleting or compressing 
and archiving, such as only the fi nal translated Transdecoder 
.pep fi les are in the home directory.   

   6.    Collect any additional translated amino acid sequences from 
sources other than raw  Illumina   data (e.g., predicted proteins 
from genome projects, publically available assemblies) that are 
to be used in the phylogenomic dataset, and place them in the 
home directory, using .pep fi le extensions. Nucleotide data 
from other sources must be translated as in step 6 prior to 
orthology determination.   

   7.    Prepare translated sequences for orthology assignment. The 
script batch_prep_sequences.sh will remove line breaks from all 
translated fasta fi les using a script called nentferner.pl that is pack-
aged with the HaMStR orthology determination software ( see  
 Note    8  ). This script will also remove special characters from fasta 
sequence headers that will cause errors in future steps, and move 
the unedited .pep fi les to a new directory titled “original_pep_
fi les” that can be archived for future reference or discarded. 
  ./scripts/batch_prep_sequences.sh    

   8.    Categorize sequences into putatively orthologous groups 
(OG). Many software options are available for orthology deter-
mination ( see   Note    9  ). The following steps use HaMStR 
(Hidden Markov Model based Search for Orthologs using 
Reciprocity) version 13.2.3, with the “modelorganisms” core 
ortholog set and  Drosophila melanogaster  as the selected ‘refer-
ence taxon’ ( see   Note    10  ). It may be necessary to include the 
full path to the hamstr program and/or the hmmset, depend-
ing on your installation. 

  hamstr -protein -strict -hmmset=modelorganisms_
hmmer3 -refspec=DROME -sequence_fi le=Sequence_
name.fa.nent -taxon=NAME  

 Run HaMStR for each operational taxonomic unit (OTU) to 
be included in your dataset. Read the HaMStR manual for dis-
cussion of all fl ags. The -taxon fl ag gives each OTU a unique 
identifi er to be supplied by the user for each OTU (here we 
have used the generic NAME, but you should select a unique 
four or fi ve letter identifi er for each  species   in your dataset). We 
advocate against the use of the -representative fl ag as it picks 
one sequence per taxon when two or more are present and can 
result in a fi nal dataset including paralogs. We use a  phyloge-
netic tree  -based approach to select the best sequence from 
each taxon in these cases (see later).   
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   9.    Execute the bash script HaMStR_v13_concatenate.sh. 
HaMSrR_v13_concatenate.sh renames the fi les output by 
HaMStR into a format appropriate for orthology determina-
tion. Organisms included in the core ortholog set can be added 
or removed from each OG (see end of script). This script relies 
heavily on the Linux program rename, which works differently 
on different versions of Linux and may need to be modifi ed 
( see   step 12 ). 

  ./scripts/HaMStR_v13_concatenate.sh    

   10.    Execute the bash script phylogenomics_dataset_assembly.sh while 
in the folder containing the output of HaMStR_v13_concatenate.
sh. The dataset assembly script takes the output of HaMStR and 
performs several steps to remove groups and sequences that are 
not suitable for phylogenomic analysis ( see   Note    11  ). The fi nal 
product of this script is a set of trimmed amino acid  alignments   
representing putatively orthologous groups suitable for phyloge-
nomic analysis. The script requires GNU parallel be installed on 
your machine. There are several variables that must be modifi ed 
for your purposes within the bash script. We suggest you examine 
the entire script carefully and modify it as needed. Input fasta fi le 
headers must be in the following format: >orthology_group_
ID|OTU_abbreviation|annotation_or_sequence_ID_informa-
tion (Example: >0001|LGIG|Contig1234). Fasta headers may 
not include spaces or nonalphanumeric characters except for 
underscores (pipes are OK as fi eld delimiters only). If you have 
followed the earlier steps, your fasta headers should already be in 
this format. 

  ./scripts/phylogenomics_dataset_assembly.sh    
   11.    The output of the earlier script can be concatenated using 

FASconCAT. Before FASconCAT can be used, the fasta head-
ers for each OTU in each OG  alignment   fi le must be made to 
match exactly. The simplest way to do this is to use the unique 
OTU identifi er that was used in HaMStR. After executing the 
phylogenomics_dataset_assembly.sh script, the fi rst fi eld delim-
iter in your fasta headers should now be an @ symbol. If this is 
the case, type the following in the folder containing the indi-
vidual orthogroup  alignments  , which will remove all characters 
following the fi rst @ found on each line ( see   Note    12  ): 

  sed -i 's/\@.*//' *.fas    

   12.    FASconCAT.pl will only work on fi les with the extension .fas, 
not .fa. You may need to rename .fa fi les to .fas. On Ubuntu 
Linux the command for this would be: 

  rename 's/.fa/.fas/g' *.fa  
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 On Scientifi c Linux and some other distributions, the com-
mand would be: 

  rename .fa .fas *.fa    

   13.    Create a concatenated total  alignment   matrix ( see   Note    13  ) 
using the program FASconCAT, which is an interactive pro-
gram that offers many options for input and output fi les. To 
start FASconCAT, type the following in the folder containing 
the output sequences of the earlier script. 
  perl FASconCAT.pl  

 Select relaxed phylip output by typing “p” twice in the pro-
gram menu. Once you have selected all the options that suit 
your downstream analysis, enter “s” in the program menu to 
start the concatenation ( see   Note    14  ).   

   14.    Perform maximum likelihood  phylogenetic inference   with 
RAxML version 8. The following command executes a parti-
tioned data analysis using the best-fi tting model for each parti-
tion and the appropriate number of rapid bootstrap replicates. 
The partition data fi le should list “AUTO” as the model to use 
for each partition ( see   Note    15  ). 
  raxmlHPC-THREADS-AVX –T 16 –s Total_Alignment.
phylip –n RaxML.out –f a –N autoMRE –x 12345 
–p 12345 –m PROTGAMMAAUTO –q partition_data.
txt    

   15.    Perform Bayesian inference phylogenetic analysis using 
PhyloBayesMPI. The following commands execute four inde-
pendent chains of 15,000 generations  sampling   one tree per 
generation under the site heterogeneous CAT + GTR model 
( see   Note    16  ). More than 15,000 generations may be neces-
sary for some datasets. 
  pb -x 1 15000 -cat -gtr –d Total_Alignment.
phy Chain1  
  pb -x 1 15000 -cat -gtr –d Total_Alignment.
phy Chain2  
  pb -x 1 15000 -cat -gtr –d Total_Alignment.
phy Chain3  
  pb -x 1 15000 -cat -gtr –d Total_Alignment.
phy Chain4    

   16.    Assess convergence of the four chains using the bpcomp pro-
gram packaged with PhyloBayes. 
  bpcomp -x 5000 Chain1 Chain2 Chain3 Chain4  

 This command discards one-third of all trees produced by the 
chains as burn-in, and compares the remaining lists of trees 
and outputs “maxdiff,” a discrepancy index measuring how 
different the consensus trees produced by the four chains are. 
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The PhyloBayes manual recommends that the maxdiff value 
should be 0.1 or less, but 0.3 or less may be acceptable. bpcomp 
may be executed on currently running chains, so it is possible 
to check on progress of a run without stopping the analysis. 
bpcomp also produces a majority rule consensus tree.       

4                      Notes 

     1.    The 5′ PCR  primer   is packaged with the Clontech SMART 
cDNA Library Construction kit at a concentration of 
12 μM. We have found that the supply provided in the kit is 
often not suffi cient to carry out the multiple amplifi cation 
reactions recommended in our modifi ed  protocol  , thus we rec-
ommend purchasing an additional supply and reconstituting it 
to 12 μM. Reconstituting to a more standard 10 μM will 
require modifi cation to reaction volumes.   

   2.    When working with very small samples (e.g., meiofaunal ani-
mals or marine  invertebrate   larval samples), visualization of 
 RNA   by  gel electrophoresis   will not be feasible. Synthesis of 
 cDNA   is usually successful even when measured quantities of 
 RNA   are extremely low or below the recommended starting 
amounts for the  cDNA   synthesis kit. If your samples are pre-
cious, proceed with  cDNA   synthesis and you will likely be 
rewarded. We have generated a successful  cDNA   library from 
an  RNA   sample that gave a negative reading on a Nanodrop.   

   3.    We have had much success with the Clontech SMART cDNA 
Library Construction Kit with a variety of marine  invertebrate   
samples. This kit can be used for as little as 50 ng total RNA up 
to 1 μg total  RNA  , so a single kit can be used if specimens in a 
range of sizes are to be processed. Keep in mind that  indexing   
and  Illumina   library preparation steps will still need to be done 
at the sequencing center if submitting  cDNA   generated via the 
SMART kit. Clontech also manufactures kits that can start with 
as little as 100 pg  RNA   called “SMARTer Stranded  RNA-Seq   
Kits—Strand-Specifi c Library Construction for Transcriptome 
Analysis on  Illumina   Platforms” that incorporate library prepa-
ration steps including  indexing   and adding adaptors, eliminat-
ing the need for downstream library preparation kits. We have 
no direct experience using this kit, but it may be a good option.   

   4.    For most samples, 25 cycles will be suffi cient. However, for 
some very tiny organisms, more cycles may be required. Fewer 
cycles will generally result in fewer nonspecifi c PCR products.   

   5.    Most common PCR purifi cation kits have a maximum yield of 
10 μg per spin column, making it effi cient to purify the repli-
cate PCR products by pooling them and running the pooled 
products over a single silica spin column, loading multiple 
times. Double-check the maximum yield for your PCR 
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 purifi cation kit of choice before using this approach. The larger 
volumes of PCR master mix added to the purifi cation kit buf-
fers can affect pH, so we recommend that you use pH indica-
tors included with your kit for all buffers to ensure effi cient 
binding. If pH is too high, 3 M sodium acetate can be added 
to the buffer in order to lower pH to the optimal range.   

   6.    We typically pool 6–8  transcriptomes   in one lane of an  Illumina   
HiSeq 2000 for phylogenomics. Use caution when combining 
samples across a single lane of  Illumina   HiSeq, as bleed-through 
has been demonstrated to occur. When multiple samples are 
sequenced in the same lane of an  Illumina   instrument, the data 
are sorted after sequencing by sequence ‘barcodes’ or ‘indices’ 
with a different code for each sample. Sometimes the barcode is 
misread. Usually, the misread barcode doesn't correspond to any 
of the samples being sequenced and that read is discarded. 
However, sometimes by random chance the barcode is misread as 
having the sequence of one of the other samples being processed 
so it gets put in the wrong ‘bin.’ If one of the samples has one or 
more really highly expressed genes (mitochondrial genes, nuclear 
ribosomal  RNA  , or other tissue-specifi c highly expressed genes), 
there might be so many reads from that transcript that end up 
incorrectly ‘binned’ that this gene ends up showing up in the 
assemblies of the other samples that were sequenced in parallel.   

   7.    This command takes raw reads and assembles them directly. In 
many cases, it may be advisable to trim low quality reads and 
adaptor sequences prior to assembly. This can be accomplished 
using the Trimmomatic [ 36 ] program packaged with Trinity. 
Trinity can now also conduct digital normalization, which can 
signifi cantly speed up assembly times. Normalization is not rec-
ommended if you have not used DNase treatment on your  RNA   
prior to  cDNA   synthesis. Check the Trinity manual for details.   

   8.    Many  bioinformatics   programs that manipulate sequence data 
in fasta format require that each sequence be listed on a single 
line (in other words, there are no line breaks within the 
sequence string). The perl script nentferner.pl is an extremely 
useful tool for removing line breaks in fasta fi les that is pack-
aged with the HaMStR orthology determination program. 
This can also be accomplished with the fasta_formatter tool 
bundled with the FastX toolkit (  http://hannonlab.cshl.edu/
fastx_toolkit/index.html    ), and we highly recommend that you 
install one of these in your path.   

   9.    There are several commonly used programs for orthology 
assignment. The program used here, HaMStR (Hidden  Markov 
Model based Search for Orthologs using Reciprocity), generates 
profi le hidden Markov models (pHMMs), each representing a 
set of orthologous genes for selected reference taxa from the 
InParanoid  database   [ 37 ] for which whole genomes are avail-
able. Sequences are searched against a reference taxon set, the 
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“model organisms” set in this example, which includes 1032 
orthologous groups (OG) with sequences from  Homo sapiens, 
Ciona intestinalis, Drosophila melanogaster, Caenorhabditis ele-
gans , and  Saccharomyces cerevisiae . Translated contigs are 
scanned for signifi cant hits to each OG’s pHMM. Matching 
sequences are then compared to the proteome of a selected 
 primer   taxon ( Drosophila melanogaster  in this example) using 
BLASTP (-strict option). If the  Drosophila melanogaster  amino 
acid sequence that contributed to the pHMM was the best 
BLASTP hit, then the sequence was assigned to that OG. If this 
reciprocity criterion is not met, the sequence is discarded. Other 
popular programs include OMA [ 38 ], FastOrtho [ 39 ] (a reim-
plementation of OrthoMCL [ 40 ]), and ab initio methods start-
ing with all-by-all BLASTP searches followed by phylogenetic 
identifi cation of  orthologous sequences   [ 13 ], implemented in 
programs such as ProteinOrtho [ 41 ] and Agalma [ 24 ].   

   10.    HaMStR currently offers several precompiled core ortholog sets. 
The model organism set used here includes  Homo sapiens ,  Ciona 
intestinalis ,  Drosophila melanogaster ,  Caenorhabditis elegans,  and 
 Saccharomyces cerevisiae,  which works well in studies with broad 
taxon  sampling   across  Metazoa  . Also available are ortholog sets 
for Amniota, Arthropoda, basal metazoans, Chordata, Fungi, 
Insecta, Lophotrochozoa, and plants. It is also possible to use 
available genomic and transcriptomic data to build core ortholog 
sets from scratch for your taxonomic group of interest, although 
this process is arduous, and if none of the available core ortholog 
sets are appropriate for your study, it may be preferable to use an 
alternative orthology determination software program.   

   11.    The input of this script is the putative orthologous groups gener-
ated by HaMStR. The script uses several other programs to pro-
duce individual trimmed  alignments   for each OG and to remove 
groups and sequences that are less suitable for phylogenomic 
analysis. The script is made up of a series of intermediate steps 
that are commented inside the script. A backup of all starting 
fasta fi les is created and placed into a new directory called “uned-
ited_sequences.” Next, newlines are removed from all fi les as 
described in  Note    7  . This process is repeated several times 
throughout the script. Sequences shorter than a set threshold are 
removed. This cutoff value is set in the program header using the 
variable  MIN_SEQUENCE_LENGTH. OGs containing fewer 
taxa than a set threshold are removed and placed in a new direc-
tory called “rejected_few_taxa_1.” This cutoff value is also set in 
the program header using the variable MIN_TAXA. Next, OGs 
are aligned using the program MAFFT [ 29 ]. Each OG is trimmed 
with the perl scripts Aliscore and Alicut [ 30 ] to remove columns 
with ambiguous  alignment   or little phylogenetic signal. Note 
that one recent study advocated against aggressive use of such 
alignment trimming software, particularly if it is trimming >20 % 
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of aligned regions [ 42 ]. After trimming, spaces and gap only col-
umns are removed, short  alignments   are discarded, and OGs 
containing too few taxa are removed and placed in a new direc-
tory called “rejected_few_taxa_2.” Individual OG trees are gen-
erated using FastTreeMP [ 31 ] and the utility PhyloTreePruner 
[ 32 ] is used to screen for potential paralogs. PhyloTreePruner 
screens trees for instances where multiple sequences from the 
same OTU do not form monophyletic clades. Suspected para-
logs are trimmed from the data matrix, leaving the maximally 
inclusive subtree in which sequences from each OTU form 
monophyletic clades or are part of the same polytomy. If an OG 
still possesses more than one sequence for an OTU (inparalogs), 
PhyloTreePruner is set to select the longest sequence for inclu-
sion in the fi nal concatenated  alignment   (-u option).   

   12.    The sed -i fl ag will modify the fi le itself. To test the command 
prior to executing it, simply remove the -i option from the 
command and the output will appear in the terminal only.   

   13.    The approach outlined here will generate a “total  alignment  ” of 
all the OGs that pass through paralogy screening in 
PhyloTreePruner. In addition to conducting analyses of this total 
alignment, a number of approaches may be worth considering in 
an attempt to remove various sources of systematic error or 
“noise” from the data. Among others, MARE (matrix reduction) 
[ 43 ] maximizes information content of genes, taxa, and the over-
all  alignment  . BMGE (Block Mapping and Gathering with 
Entropy) [ 44 ] conducts trimming and recoding of  alignments   
aimed at reducing artifacts due to compositional heterogeneity. 
TreSpEx [ 45 ] and BaCoCa [ 46 ] perform a variety of statistical 
calculations on individual taxa, OGs, or the total alignment to 
identify possible biases in phylogenomic datasets from sources 
such as long branch attraction, saturation, missing data, and rate 
heterogeneity. Combining these tools to generate multiple  align-
ments   can provide valuable insights into potential sources of bias 
in your data and strengthen your overall analysis.   

   14.    By default, FASconCAT generates an .xls fi le containing single 
range information of each sequence fragment and a checklist of all 
concatenated sequences. The information in this fi le may easily be 
adapted to use in phylogenetic analyses to partition the concate-
nated matrix into gene regions for model specifi cation, etc.   

   15.    Model choice in phylogenomic analysis has been the subject of 
debate [ 47 ]. RAxML implements traditional site-homogenous 
models, or more recently developed LG4X and LG4M models 
[ 48 ] that integrate four substitution matrixes to improve mod-
eling of site heterogeneity. The newest version of RAxML 
allows the user to choose to have the program select the best- 
fi tting model for each partition in the concatenated matrix. We 
recommend either partitioning data by OG and selecting the 
best model of evolution for each group using RAxML or other 
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model selection software such as ProtTest [ 49 ], or partitioning 
sites using software such as PartitionFinder [ 50 ] over selecting 
a single substitution model across the concatenated matrix.   

   16.    PhyloBayes implements the site-heterogeneous CAT model 
[ 51 ], which does not assume homogenous substitution pat-
terns across an  alignment.   This assumption is likely to be vio-
lated in large, concatenated data matrices, so these models 
have been preferred over site homogenous models for phy-
logenomic datasets [ 47 ]. Bayesian inference under such com-
plex models is extremely computationally expensive and will 
need to be carried out on a remote high performance comput-
ing cluster.          
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    Chapter 5   

 SNP Discovery Using Next Generation Transcriptomic 
Sequencing                     

     Pierre     De     Wit      

  Abstract 

   In this chapter, I will guide the user through methods to fi nd new SNP markers from expressed sequence 
(RNA-Seq) data, focusing on the sample preparation and also on the bioinformatic analyses needed to sort 
through the immense fl ood of data from high-throughput sequencing machines. The general steps 
included are as follows: sample preparation, sequencing, quality control of data, assembly, mapping, SNP 
discovery, fi ltering, validation. The fi rst few steps are traditional laboratory protocols, whereas steps follow-
ing the sequencing are of bioinformatic nature. The bioinformatics described herein are by no means 
exhaustive, rather they serve as one example of a simple way of analyzing high-throughput sequence data 
to fi nd SNP markers. Ideally, one would like to run through this protocol several times with a new dataset, 
while varying software parameters slightly, in order to determine the robustness of the results. The fi nal 
validation step, although not described in much detail here, is also quite critical as that will be the fi nal test 
of the accuracy of the assumptions made in silico .  

 There is a plethora of downstream applications of a SNP dataset, not covered in this chapter. For an 
example of a more thorough protocol also including differential gene expression and functional enrich-
ment analyses, BLAST annotation and downstream applications of SNP markers, a good starting point 
could be the “Simple Fool’s Guide to population genomics via RNA-Seq,” which is available at   http://
sfg.stanford.edu    .  

  Key words     RNA-Seq  ,   SNP  ,   Transcriptome assembly  ,   Bioinformatics  ,   Alignment  ,   Population genom-
ics  ,   NGS  ,   Illumina  

1      Introduction 

    Since the  advent      of DNA  sequencing   methods, and the discovery 
of genetic variation [ 1 ], there has been an interest in using this 
variation to understand evolutionary processes such as genetic 
drift, natural selection, and the formation of new  species  . Early on, 
gel electrophoretic markers such as AFLPs [ 2 ] and allozymes [ 3 ] 
provided some interesting insights into the genetic structures of 
populations. Later, the development of microsatellite markers fur-
ther improved our understanding of neutral genetic variation in 
natural populations [ 4 ]. However, these markers are usually few 

1.1  Historical 
Background: 
From Sanger 
to RNA-Seq
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and it cannot be known if they are representative of the genome as 
a whole. In addition, they are generally assumed to not be under 
any selection pressure [ 5 ]. Only recently, with the advent of high- 
throughput DNA  sequencing   methods, have we begun to gain 
insights into the genome-wide distribution of polymorphisms and 
the effects of natural selection on genome architecture.  

   Even with the latest DNA  sequencing   technologies, putting 
together a genome sequence into full-length chromosomes from 
short read data is very diffi cult. The number of available genome 
sequences is ever increasing, but the list of well-assembled (“com-
plete”) genomes is to date still restricted to a few model taxa. Thus, 
it is many times desirable to focus on parts of the genome that 
contain the information of interest. There are many methods to do 
this, but they all fall within two categories: random and targeted 
methods. An example of a random method is RAD sequencing 
[ 6 ], in which the genomic DNA is fragmented using a restriction 
enzyme and regions fl anking the restriction site are sequenced. 
These types of methods are useful for studying genome-wide dis-
tributions of genetic variation or for fi nding loci exhibiting inter-
esting patterns. However, unless there is a well-annotated genome 
of the  species   of interest, it can be very diffi cult to gain an under-
standing of the function of the observed pattern. An example of a 
targeted method is  RNA-Seq   [ 7 ], whereby mature mRNAs are iso-
lated and sequenced, usually with a poly-A binding method. While 
this method does not provide genome-wide observations, it focuses 
on the part of the genome that contains a large proportion of the 
functionally relevant information (how much is still an active 
debate, however). One might also argue that protein-coding 
sequences also have a larger chance of being affected by natural 
selection (both balancing and disruptive), while third codon posi-
tions and UTRs could be freer to evolve neutrally. 

 One very useful aspect of expressed sequence data is the relative 
ease of functional annotation due to the very conserved nature of pro-
tein evolution—by BLASTing to public  databases   one can in many 
cases gain an understanding of the function of an unknown sequence 
even in nonmodel systems where no genome sequence is available.  

   While characterizing the genetic variation present in and around 
protein coding regions allows for studies of natural selection and 
population genetics, there are some issues to keep in mind. First, the 
potential for background stabilizing selection can pose problems 
(even in UTRs and third codon positions linked to selected loci), as 
this process tends to disguise weak population structure [ 8 ]. Also, 
the assumptions of outlier analyses might be violated if most of the 
loci used in an analysis are under stabilizing selection [ 9 ]. Second, 
the very nature of mRNA can pose problems as there is great varia-
tion in transcript abundance, so in low-frequency transcripts it can 
be hard to separate sequencing errors from true SNPs [ 10 ]. In 

1.2  Why Focus 
on the Transcriptome?

1.3  Issues 
with Transcriptomic 
SNPs
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addition, patterns of allele-specifi c expression (ASE) can bias allele 
frequency estimates on pooled samples [ 11 ], or even cause incorrect 
 genotyping   if the difference in expression between alleles is too high 
[ 12 ]. It can also be diffi cult to separate out different isoforms of the 
same transcript from transcripts from paralog genes [ 13 ].   

2    Materials 

       1.     Solution  for   RNA stabilization and storage or liquid nitrogen 
for tissue preservation.   

   2.    1.5 ml Eppendorf tubes.   
   3.    Trizol.   
   4.    Chloroform.   
   5.    Ball bearing beads.   
   6.    100 % isopropanol.   
   7.    High salt buffer: 0.8 M Na citrate and 1.2 M Na chloride.   
   8.    75 % ethanol.   
   9.    4 °C centrifuge.   
   10.    55 °C heat block.   
   11.    Tissue lyser or vortex mixer.       

       1.     Illumina       TruSeq    RNA   sample preparation kit.   
   2.    Magnetic beads for DNA purifi cation (also called SPRI beads 

for solid-phase reversible immobilization).   
   3.    Magnetic 96-well plate.   
   4.    Reverse transcriptase.   
   5.    Agilent Bioanalyzer or TapeStation.   
   6.    QuBit high-sensitivity DNA assay.      

       1.    A sequencing facility with access to  Illumina   sequencing 
machines.      

       1.    Computer (Mac/Linux) with software  installed  : fastx toolkit, 
trinity, bwa, samtools (or access to a remote server with this 
software installed). Custom-made Python and bash scripts, 
GATK v 2.5 and Picard MarkDuplicates available on GitHub at: 
(  https://github.com/DeWitP/SFG/tree/master/scripts/    ).      

       1.     Primer   3 software.   
   2.    PCR reagents: Oligonucleotides, dNTPs, BSA, MgCl 2 , Water, 

Taq polymerase.   
   3.    A sequencing facility for Sanger sequencing.       

2.1  RNA Extraction 
Using Phenol/
Chloroform

2.2  cDNA Library 
Preparation Using 
Illumina’s TruSeq RNA 
Sample Prep Kit

2.3  Sequencing

2.4  Bioinformatics

2.5  Validation
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3    Methods 

    All  Trizol   steps should be done in a fume hood.

    1.    Thaw tissue (should be fl ash-frozen at time of  sampling   and 
stored at −80 °C, alternatively stored in  RNA   stabilization 
solution at −20 °C) on ice.   

   2.    Cut tissue into small pieces with a clean razor blade, blot with 
tissue paper, and place in a 1.5 ml Eppendorf tube ( see   Note    1  ).   

   3.    Add ball bearing beads, then 1 ml Trizol (in fume hood). 
Shake in a Tissue lyser (or Vortex on high speed) for 2 min 
until tissue has been homogenized.   

   4.    Incubate at room temperature for 5 min.   
   5.    Spin for 10 min at 12,000 ×  g , 4 °C. Transfer liquid to clean tube.   
   6.    Add 200 μl chloroform and shake vigorously for 15 s by hand.   
   7.    Incubate for 2–3 min at room temperature.   
   8.    Spin for 15 min at 12,000 ×  g , 4 °C, then transfer the top phase 

( RNA  ) to a clean tube. DNA and proteins are in the bottom 
phase and can be stored at −20 °C until validation of markers 
is required.   

   9.    If contamination occurs (part of the inter- or bottom phase are 
transferred), add 100 μl chloroform, shake for 15 s by hand, 
then repeat  step 8 .   

   10.    Add 250 μl 100 % isopropanol and 250 μl high salt buffer, 
shake.   

   11.    Precipitate at room temp for 5–10 min.   
   12.    Spin for 10 min at 12,000 ×  g , 4 °C, then discard supernatant.   
   13.    Wash pellet in 1 ml 75 % ethanol. Spin for 5 min at 7500 ×  g , 4 °C.   
   14.    Discard supernatant, air dry for 5–10 min (30 s on 55 °C heat 

block).   
   15.    Resuspend in nuclease-free water (12 μl) and incubate for 

10 min at 55–60 °C. 1 μl can be used for QuBit concentration 
measurement and to examine  RNA   integrity ( see   Note    2  ).   

   16.    Flash freeze in liquid nitrogen and store at −80 °C overnight, 
or continue directly with Subheading   3.2 .    

          1.      Standardize   the amount of starting material, usually about 
1 μg of total  RNA   produces good results.   

   2.    Follow exactly the manual of the  TruSeq   kit ( see   Note    3  ).   
   3.    Determine the fragment size distributions in the samples with 

an Agilent Bioanalyzer or TapeStation.   
   4.    Measure the DNA concentration using a QuBit high-sensitivity 

DNA assay (the TapeStation measurements are usually not 
accurate enough).   

3.1  RNA Extraction

3.2  cDNA 
Library Prep

Pierre De Wit
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   5.    The molarity can then be calculated as follows: 
 Molarity = Concentration (ng/ml)/(0.66 × mean fragment 

length (bp)).   
   6.    Pool the samples equimolarly by calculating the required vol-

ume of each sample required so that the number of moles in 
each sample is identical.  Illumina   sequencing machines typi-
cally require a pool DNA molarity of 2–10 nM. The fi nal pool 
volume should ideally be at least 20 μl ( see   Note     4  ).      

       1.    Choose a sequencing center ( see   Note    5  ).   
   2.    Send samples on ice, providing the center with information on 

DNA concentration and fragment size distribution.      

       1.    Make a safety backup of the data, and upload the data to the 
location where you will be doing the analyses. This can either 
be on your local computer if it has enough capacity or prefer-
ably on a remote computer cluster.   

   2.    Once the data is located in the right place, we want to control 
the quality ( see   Note    6  ). In this chapter, we assume that you 
are working in your home folder and have your data located in 
a subfolder called “data” and the Python scripts in a subfolder 
called “scripts.” If you change this, please adjust the following 
instructions accordingly.   

   3.    Move into the “data” folder: 
  cd ~/data  
  ls    

   4.    Execute the bash script TrimClip.sh ( see   Note    7  ) by typing: 
  sh ../scripts/TrimClip.sh  
 while in the folder containing your data. Make note of how 
many reads are being trimmed and clipped through the screen 
output.   

   5.    Calculate the fraction of duplicate and  singleton   reads, using 
the bash script CollapseDuplicateCount.sh ( see   Note    8  ), by 
typing: 
  sh ../scripts/CollapseDuplicateCount.sh  
 while in the folder containing your data. Results will be located 
in text fi les named with your original fi le name with  .duplicate-
count.txt  appended.   

   6.    Summarize quality score and nucleotide distribution data, then 
plot, by typing: 
  sh ../scripts/QualityStats.sh  

 in order to summarize your data fi les. Then execute the plot-
ting software by typing: 
  sh ../scripts/Boxplots.sh  

3.3  Sequencing

3.4  Data 
Download and QC
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 the software creates individual .png fi les for each sample, then 
combines them into one fi le called “Boxplots.pdf” ( see   Note    9  ).      

       1.    Concatenate the sample fi les into one, using the cat 
command: 
  cat *.trimmed.clipped.fastq > assembly_
ready.fastq    

   2.    Run Trinity to create a  de novo assembly   ( see   Note    11  ): 
  Trinity.pl --seqType fq --JM 1G \  
  --single assembly_ready.fastq --output as-
sembly    

   3.    Summarize the statistics of the assembly, using the count_fasta.
pl script, by typing: 
  ../scripts/count_fasta.pl ./assembly/
Trinity.fasta \ > assembly/trinityStats.txt    

   4.    Examine the statistics of the assembly ( see   Notes    12   and   13  ) 
by typing: 
  nano assemblyTest/trinityStats.txt       

       1.    Open the BWAaln.sh script in nano, by typing: 
  nano ../scripts/BWAaln.sh  

 The default parameters are currently set as: 
 −n .01 −k 5 −l 30 −t 2 

 You can change them to something else if you like ( see   Note    15  ).   
   2.    Execute the BWAaln.sh script ( see   Note    16  ) by typing: 

  sh ../scripts/BWAaln.sh    

   3.    Convert your .sam fi les to .bam ( see   Note    17  ), sort and remove 
duplicate reads, by executing the script convert_to_bam_and_
dedup.sh ( see   Note    18  ). Type: 
  sh ../scripts/convert_to_bam_and_dedup.sh       

       1.     Create a tab-delimited text fi le called rg.txt, which is located 
along with your data fi les.    This fi le provides critical informa-
tion for GATK to keep the individuals apart in the merged fi le 
( see   Note    21  ). It should be formatted like this (new line for 
each sample): 
 @RG    ID:READ_GROUP    SM:SAMPLE_
NAME    PL:Illumina   

   2.    Merge your deduplicated .bam fi les: 
  samtools merge -h rg.txt merged.bam *dedup.
bam    

3.5  Assembly ( See  
 Note    10  )

3.6  Mapping ( See  
 Note    14  )

3.7  SNP Detection 
and Filtering ( See  
 Notes    19   and   20  )
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   3.    Index your merged .bam fi le so that GATK will be able to 
search through it: 
  samtools index merged.bam    

   4.    Realign around InDels using GATK, by typing ( see   Note    22  ): 
  sh ../scripts/realigner.sh    

   5.    Detect variant sites, using the script SNP-detection.sh, by typ-
ing ( see   Note    23  ):   

        sh ../scripts/SNP_detection.sh    
   6.    Recalibrate the SNPs, using the GATK VQSR algorithm, by 

typing ( see   Note    24  ):   
        sh ../scripts/VQSR.sh  ( see   Note    25  )   
   7.    Extract genotypes of all individuals at all variable sites from the 

.vcf fi le into a format useable by Microsoft Excel, using a geno-
type quality threshold, by typing ( see   Note    26  ): 
  python ../scripts/getgenosfromvcf.py VQSR_
PASS_SNPS.vcf \ Genotypes.txt rows 20    

   8.    Use the bash command ‘grep’ to create a new fi le with only 
SNPs with high-quality genotypes for all samples: 
  grep -v "\." Genotypes.txt > genotypes_
shared_by_all.txt        

       1.    Test for deviations from Hardy–Weinberg equilibrium, 
 especially for cases where all individuals are heterozygotes 
( see   Note    27  ).   

   2.    Another way is to use phase information to examine contigs for 
linkage disequilibrium—long linked stretches with fi xed nucle-
otide differences could be signs of paralogous genes (but could 
also be a sign of a selective sweep).      

       1.    Design primers by copy- pasting   your protein-coding DNA 
sequence into the online portal Primer3 (  http://bioinfo.ut.
ee/primer3-0.4.0/    ) ( see   Note    29  ).   

   2.    Make sure that the primer binding site does not contain any 
nucleotide variation.   

   3.    Once you have sequences, you can easily order  primers   online.   
   4.    Conduct a PCR using the annealing temperature specifi ed by 

Primer3 ( see   Note    30  ) (Table  1 ).
       5.    Send off the PCR product to a sequencing facility for Sanger 

sequencing.   
   6.    Confi rm the genotypes using the Sanger chromatograms.       

3.8  In Silico 
Validation

3.9  Validation: 
Designing Primers, 
Sanger Sequencing 
( See   Note    28  )

SNP Discovery Using Next Generation Transcriptomic Sequencing
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4                                   Notes 

     1.    Make sure that the lab space used is very clean. It is good to 
wash benches with RNAse-away or a similar RNAse remover 
beforehand.   

   2.    Integrity of the  RNA   can be determined using denaturing 
MOPS agarose gels or a Bioanalyzer.   

   3.    The  Illumina    TruSeq   kits come with positive controls, which 
can be used to investigate where things have gone wrong dur-
ing library preparation. These known sequences, if used, will 
have to be removed bioinformatically postsequencing.   

   4.    Depending on the desired sequencing depth per sample, samples 
can in most cases be combined in one sequencing reaction. In this 
case, it is essential to use the barcoded adapters provided with the 
kit, and to not mix two samples with the same barcode.   

   5.     Illumina   sequencing is with few exceptions conducted by a 
sequencing center. When choosing which sequencing center to 
use, there are three important considerations: (a) 
Communication—do the technical staff answer to emails 
within a reasonable time? (b) Queue—how long will it take 
before your data will be available? (c) Price—is the sequencing 
possible considering the available budget?   

   6.    There are many different potential quality control  protocols  , but 
the most important is to examine the distribution of base call 
qualities along the short  Illumina   reads, and to remove any arti-
facts from the sample preparation procedure. Artifacts can con-
sist of either remains of adapter sequences or as PCR duplicates. 

   Table 1  
  Example of enzyme amounts to use for a 20 μl PCR reaction   

 Reagent  ×1  ×4 

 ddH 2 O  9.8  39.2 

 10× buffer (comes with Taq)  2  8 

 BSA  2  8 

 MgCl 2   1.6  6.4 

 F primer  1  4 

 R primer  1  4 

 dNTPs  0.4  1.6 

 Taq polymerase  0.2  0.8 

 Template DNA  2  8 

 Total  20  80 

Pierre De Wit
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The objectives of this section are to (a) remove all bases with a 
Phred quality score of less than 20, (b) remove any adapter 
sequences present in the data, (c) graph the distributions of 
quality scores and nucleotides, and (d) calculate the fractions of 
duplicate and  singleton   reads in the data.   

   7.    The bash script TrimClip.sh fi rst invokes the quality trimmer, 
which scans through all reads, and when it encounters a base 
with a quality score of less than 20, trims off the rest of the 
read and then subsequently removes reads shorter than 20 
bases. A temporary fi le is created, which is then used as an 
input fi le for the adapter clipper. The clipper removes any read 
ends that match the defi ned adapter sequences and then 
removes reads that after clipping are shorter than 20 bases.   

   8.    The bash script CollapseDuplicateCount.sh fi rst uses fastx_col-
lapser to combine and count all identical reads. A temporary 
FASTA-formatted fi le called YOURFILE_collapsed.txt is cre-
ated, which is then used as an input fi le for a python script 
(fastqduplicatecounter.py) that calculates the fractions of 
duplicate reads and  singletons  . This fi le is removed at the end 
of the program since it was just an intermediate step.   

   9.    The easiest way to view the plots is by copying this fi le to your 
local drive and opening it there. The plots should look something 
like Fig.  1a, b . If the mean quality scores are low throughout or if 
the nucleotides are nonrandomly distributed, something could 
have gone wrong during sample preparation or sequencing.

       10.     RNA-Seq   reads represent short pieces of all the mRNA present in 
the tissue at the time of  sampling  . In order to be useful, the reads 
need to be combined—assembled—into larger fragments, each 
representing an mRNA transcript. These combined sequences are 
called “contigs,” which is short for “contiguous sequences.” A de 
novo assembly joins reads that overlap into contigs without any 
template (i.e., no reference  genome/transcriptome).   

   11.    Building a  de novo assembly   is a very memory-intensive pro-
cess. There are many programs for this, some of which are listed 
later. We are using Trinity [ 14 ] in this section, an assembler that 
is thought to work very well for  transcriptomes  , as opposed to 
others that are optimized for genome assembly. Trinity uses  De 
Bruijn graphs  to join reads together ( see  Fig.  2a ). De Bruijn 
graphs summarize sequence variation in a very cost-effective 
way, speeding up the assembly process. Nevertheless, it is a very 
memory-intensive step, and having access to a computer cluster 
might be necessary if the number of reads is high.

       12.    When comparing the lengths and numbers of contigs acquired 
from de novo assemblies to the predicted number of transcripts 
from genome projects, the de novo contigs typically are shorter 
and more numerous. This is because the assembler cannot join 
contigs together unless there is enough overlap and coverage 
in the reads, so that several different contigs will match one 
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mRNA transcript. Biologically, alternative splicing of tran-
scripts also infl ates the number of contigs when compared to 
predictive data from genome projects. This is important to 
keep in mind, especially when analyzing gene expression data 
based on mapping to a  de novo assembly  . To minimize this 
issue, we want to use as many reads as possible in the assembly 

  Fig. 1    ( a ) Quality score boxplot of 50-bp  Illumina   reads (after quality trimming,  Q  < 20), summarized by read 
position. Lower scores at the beginning of the reads are due to an artifact of the software used to calculate 
base quality scores. ( b ) Nucleotide distribution chart of 50-bp  Illumina   reads, summarized by read position. A 
nonrandom distribution in the fi rst 12 bases is common and is thought to be an artifact of the random hexamer 
priming during sample preparation       

 

Pierre De Wit



91

to maximize the coverage level. We therefore pool the reads 
from all our samples, which means that no information about 
the individual samples can be extracted from the assembly. In 
order to get sample-specifi c information, we need to map our 
reads from each sample individually to the assembly once it has 
been created (next section).   

   13.    There are several parameters one can vary when assembling a 
transcriptome or genome. Perhaps the most important one is 
the k-mer (word) length of the De Bruijn graphs. Longer 
k-mers can help resolve repeat regions in genome assemblies 
and can be useful to resolve homeolog genes in polyploid  spe-
cies,   whereas shorter one can increase performance in poly-
morphic sequences ( see  Fig.  2b ). As Trinity focuses on 
 transcriptome assembly  , the k-mer length is preset to 25. In 
other assemblers, it can vary considerably.   

   14.    Mapping refers to the process of aligning short reads to a refer-
ence sequence, whether the reference is a complete genome, 
transcriptome, or a de novo genome/ transcriptome assembly  . 
The program that we will utilize is called BWA [ 15 ], which uses 
a Burrow’s Wheeler Transform method, with the goal of creat-
ing an alignment fi le also known as a Sequence/ Alignment   Map 
(SAM) fi le for each of your samples. This SAM fi le will contain 
one line for each of the reads in your sample denoting the refer-
ence sequence (genes, contigs, or gene regions) to which it 
maps, the position in the reference sequence, and a Phred-scaled 
quality score of the mapping, among other details [ 16 ].   

   15.    There are several parameters that can be defi ned for the  align-
ment   process, including: the number of differences allowed 
between reference and query (−n), the length (−l) and number 
of differences allowed in the seed (−k), the number allowed 
and penalty for gap openings (−o, −O), and the number and 
penalty for gap extensions (−e, −E). Changing these parame-
ters will change the number and quality of reads that map to 
reference and the time it takes to complete mapping a sample. 
For a complete list of the parameters and their default values, 
go to   http://bio-bwa.sourceforge.net/bwa.shtml    .   

AATCGTGCATGGGACT ATCGTGCATGGGACTT TCGTGCATGGGACTTA
CGTGCATGGGACTTAT

CGTGCATGGGACTTAC GTGCATGGGACTTACC

GTGCATGGGACTTATA

TCGTGCATGGGACTTA
CGTGCATGGGACTTATGTGGAATGCTGATGGCATAC

CGTGCATGGGACTTA

a

b CGTGGTATGCTGATGGCATAC

ATGCTGATGGCATACC

  Fig. 2    ( a ) An example De Bruijn graph with k-mer size 16 and 5 nodes. ( b ) A bubble caused by two SNPs or 
sequencing errors. Shorter k-mers will decrease bubble size, but could increase fragmentation if coverage is 
not high enough       
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   16.    We will map the reads from each of your trimmed and clipped 
FASTQ fi les to the de novo reference assembly that you created 
in the previous section. Specifi cally, we will (a) create an index 
for the reference assembly (just once), which will help the 
aligner (and other downstream software) to quickly scan the 
reference; (b) for each sample, map reads to the reference 
assembly; and (c) convert the resulting fi le into the SAM fi le 
format and append “read group” names to the SAM fi le for 
each sample. Steps b and c are “piped,” or put together feeding 
the output of one program in as the input for the next program. 
The read groups, which can have the same names as your sam-
ple names, will be appended to each fi le and will become critical 
for the downstream SNP  detection   step. The read group name 
in each SAM fi le will connect the reads back to individual sam-
ples after fi les have been merged for SNP  detection  . All of the 
earlier steps for all samples can be “batch” processed at once by 
editing the bash script BWAaln.sh. We then want to remove all 
duplicate reads, for which we need to use the MarkDuplicates 
program from the software package “Picard.” Picard uses the 
binary equivalent of SAM fi les, BAM, as input, so fi rst we need 
to convert the fi les using SAMtools. These steps are performed 
by the convert_to_BAM_and_dedup.sh bash script.   

   17.    From now on, we will work with the binary equivalent of the 
SAM fi le format: BAM. BAM fi les take up less place on a hard 
drive and can be processed faster. Most SNP  detection   soft-
ware are made to process BAM fi les. The drawback is that they 
cannot be examined directly in a text editor. Our fi rst task is to 
remove any duplicate reads from the  alignments  , for which we 
also need to sort our aligned reads by alignment position. 
Identical, duplicate reads can be a result of biology and repre-
sent highly expressed transcripts. However, they are also quite 
likely to be an artifact of the PCR step in the sample prepara-
tion procedure. Artifactual duplicates can skew genotype esti-
mates so they must be identifi ed for SNP estimation.   

   18.    The convert_to_bam_and_dedup.sh script has two elements: 
(a) It converts the .sam fi le to a binary bam fi le and sorts the 
reads within it. (b) It marks and removes duplicate reads using 
the MarkDuplicates program from the Picard package.   

   19.    For all the data processing steps within this section, I have 
chosen to follow the recommendations of the Broad Institute, 
created for the Genome Analysis Toolkit (GATK):   http://
www.broadinstitute.org/gatk/guide/topic?name=best- 
practices     [ 17 ]. I highly recommend keeping an eye on the 
instructions of this site for more information and updated  pro-
tocols  . They also have an excellent forum for posting technical 
questions. The only step in their protocol that we do not use is 
the Base Quality Score recalibration, as this step requires a list 
of known variant sites as input. If you do have access to this 
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type of data, it is highly recommended to follow the instruc-
tions on the GATK site.   

   20.    The objectives of this section are to (1) merge your  alignment   
fi les and realign poorly mapped regions, (2) detect variant sites 
and fi lter out true sites from false positives, (3) extract geno-
type information for all individuals at all variant sites.   

   21.    There are three major steps to this section of the  protocol  . First, 
we need to process our  alignment   fi les slightly. We start by merg-
ing all the deduplicated .bam fi les from Subheading  4  into one 
fi le called merged.bam, which will be our base for SNP discovery. 
At this step, it is crucial that the “read group” headings for your 
samples (which we specifi ed in the previous section) are correct, 
as they will be used to keep track of the samples within the 
merged .bam fi le. We then index our merged .bam fi le and search 
through the fi le for areas containing indels, where the initial 
mapping might be of poor quality. By using information from all 
samples in the merged fi le in a realignment step, we improve our 
chances of correctly aligning these regions. The merged realigned 
.bam fi le is what we will use in the next step, variant (SNP)  detec-
tion   and  genotyping  . An initial search for only very high-quality 
variant sites outputs a .vcf fi le, which is a list of all variant sites and 
the genotypes of all individuals for those sites. For information 
about the vcf fi le format,  see    http://www.1000genomes.org/
node/101    . We will consider the high-quality variants “true” sites 
for further processing. An additional search for variant sites, now 
with a lower quality threshold, is then conducted and by using 
our “true” variant sites from the fi rst search we can build a 
Gaussian mixture model to separate true variants from false posi-
tives using a log-odds ratio (VQSLOD) of a variant being true vs. 
being false: (  http://www.broadinstitute.org/gatk/gatkdocs/
org_broadinstitute_sting_gatk_walkers_variantrecalibration_
VariantRecalibrator.html    ). Following this, we can extract the 
genotype information for each individual from the .vcf fi le, while 
specifying a genotype quality threshold, and use this information 
to calculate allele and genotype frequencies. For simplicity we 
will use  Q  = 20 ( p  = 0.99) as a threshold.   

   22.    There are two parts to the realigner.sh script: (a) call on 
RealignerTargetCreator to search for poorly mapped regions 
near indels and save those intervals in an output.intervals fi le. 
(b) Call on IndelRealigner to realign the intervals specifi ed in 
step 1, and save the realigned fi le as merged_realigned.bam.   

   23.    The SNP_detection.sh script has three elements: It calls on the 
GATK HaplotypeCaller to only call variant sites with a Phred scale 
quality of more than 20 (probability of being a true variant site 
>0.99). This will be used as a set of “true” variant sites to train the 
Gaussian mixture model used by the Variant Quality Score 
Recalibrator (VQSR) in the next step. The VQSR depends on a 
set of true variant sites, so if you are working with an organism for 
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which a validated set of variants exist, it is recommended to use 
that data here. However, as we are working with nonmodel 
organisms, we cannot assume that this data will always be avail-
able so let’s assume that we have no prior knowledge in this case. 
You will want the quality threshold to be as high as possible at 
this point, but with out limited dataset, we will have to settle for 
 Q  = 20 as a threshold. The script then calls on the HaplotypeCaller 
to call SNPs with a threshold that is largely determined by the 
sequencing depth. As we have low coverage due to our truncated 
fastq fi les, we will use a low-quality threshold here ( Q  = 3). In 
reality, you would want to maximize this to reduce the chance of 
false positives. Finally, the script uses the VariantAnnotator to add 
annotations to the .vcf fi le output. The high-quality variant sites 
are stored in a fi le called: raw_snps_indels_Q20.vcf, while the 
variants that should be used for the fi nal call set are in a fi le called: 
raw_snps_indels_Q3_annotated.vcf.   

   24.    The VQSR.sh script has fi ve elements: (a) It uses the high- 
quality SNP dataset to train a model that can be used for fi lter-
ing the true SNPs from false positives in our call dataset. (b) It 
uses the high-quality InDel dataset to train a model that can be 
used for fi ltering the true InDels from false positives in our call 
dataset. (c) It applies the SNP model to the call data and fl ags 
all SNPs failing the fi lter. (d) It applies the InDel model and 
fl ags all InDels failing the fi lter. (e) It saves only the variant 
sites that have passed the VQSR into a new fi le called VQSR_
PASS_SNPS.vcf.   

   25.    If you get an error message when running the VQSR.sh script, 
try changing the settings for -percentBad, -minNumBad, and 
--maxGaussians in the fi rst two commands of VQSR.sh using 
nano, then resaving and rerunning the script.   

   26.    The fi nal argument of the getgenosfromvcf.py script specifi es a 
genotype Phred quality score cutoff of 20 (99 % probability of 
being true). This parameter can be changed according to your 
needs. The “rows” argument specifi es that SNPs will be output 
in rows, with two columns per individual, one for each allele 
(specifying “cols” would return the same output, but with 
SNPs as columns, two columns per SNP).   

   27.    There are many different software and methods to do this, so 
I will not go into much detail here.   

   28.    The true test of a putative SNP is whether it can be validated 
using different methods. There are a variety of methods avail-
able for this, but we will focus on a traditional way, which is to 
design  primers   and to amplify and sequence fragments using 
PCR and Sanger sequencing.   

   29.    Design  primers  :  RNA-Seq   data does unfortunately not contain 
any information about intron–exon boundaries, so the safest 
place to design  primers   is within the coding regions. It is also 
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possible to do this outside of coding frames, but in this case it 
can be nice to have access to a genome of a closely related  spe-
cies  , in order to minimize the risk of designing  primers   that 
span over an intron.   

   30.    Choosing samples for Sanger sequencing validation: Use DNA 
preferably from individuals indicated as homozygotes for the 
reference and alternative alleles at the SNP site of interest. It is 
possible to use heterozygotes as well, with an expectation of a 
double peak in the Sanger chromatogram, but PCR artifacts 
can potentially obscure this pattern.          

   References 

    1.    Barton NH, Keightley PD (2002) 
Understanding quantitative genetic variation. 
Nat Rev Genet 3(1):11–21  

    2.    Vos P, Hogers R, Bleeker M, Reijans M, Vandelee 
T, Hornes M, Frijters A, Pot J, Peleman J, Kuiper 
M, Zabeau M (1995) AFLP – a new technique 
for DNA- fi ngerprinting. Nucleic Acids Res 
23(21):4407–4414  

    3.    Richardson BJ, Baverstock PR, Adams M 
(1986) Allozyme electrophoresis: a handbook 
for animal systematics and population studies. 
Academic, San Diego, CA  

    4.    Slatkin M (1995) A measure of population 
subdivision based on microsatellite allele fre-
quencies. Genetics 139(1):457–462  

    5.    Selkoe KA, Toonen RJ (2006) Microsatellites 
for ecologists: a practical guide to using and 
evaluating microsatellite markers. Ecol Lett 
9(5):615–629  

    6.   Baird NA, Etter PD, Atwood TS, Currey MC, 
Shiver AL, Lewis ZA, Selker EU, Cresko WA, 
Johnson EA (2008) Rapid SNP discovery and 
genetic mapping using sequenced RAD mark-
ers. PLoS One 3(10)  

    7.    Wang Z, Gerstein M, Snyder M (2009) RNA- 
Seq: a revolutionary tool for transcriptomics. 
Nat Rev Genet 10:57–63  

    8.    Beaumont MA, Nichols RA (1996) Evaluating 
loci for use in the genetic analysis of population 
structure. Proc R Soc B Biol Sci 
263(1377):1619–1626  

    9.    Charlesworth B, Nordborg M, Charlesworth 
D (1997) The effects of local selection, bal-
anced polymorphism and background selection 
on equilibrium patterns of genetic diversity in 
subdivided populations. Genet Res 
70(2):155–174  

    10.    Martin JA, Wang Z (2011) Next-generation 
transcriptome assembly. Nat Rev Genet 
12(10):671–682  

    11.    Konczal M, Koteja P, Stuglik MT, Radwan J, 
Babik W (2013) Accuracy of allele frequency 
estimation using pooled RNA-Seq. Mol Ecol 
Resour 14:381–392  

    12.    Skelly DA, Johansson M, Madeoy J, Wakefi eld 
J, Akey JM (2011) A powerful and fl exible sta-
tistical framework for testing hypotheses of 
allele-specifi c gene expression from RNA-seq 
data. Genome Res 21:1728–1737  

    13.    De Wit P, Pespeni MH, Palumbi SR (2015) 
SNP genotyping and population genomics 
from expressed sequences - current advances 
and future possibilities. Mol Ecol 
24(10):2310–2323  

    14.    Grabherr MG, Haas BJ, Yassour M, Levin JZ, 
Thompson DA, Amit I, Adiconis X, Fan L, 
Raychowdhury R, Zeng Q, Chen Z, Mauceli 
E, Hacohen N, Gnirke A, Rhind N, di Palma F, 
Birren BW, Nusbaum C, Lindblad-Toh K, 
Friedman N, Regev A (2011) Full-length tran-
scriptome assembly from RNA-Seq data with-
out a reference genome. Nat Biotechnol 
29(7):644-U130  

    15.    Li H, Durbin R (2009) Fast and accurate short 
read alignment with Burrows-Wheeler trans-
form. Bioinformatics 25(14):1754  

    16.    Li H, Handsaker B, Wysoker A, Fennell T, 
Ruan J, Homer N, Marth G, Abecasis G, 
Durbin R (2009) The sequence alignment/
map format and SAMtools. Bioinformatics 
25(16):2078  

    17.    DePristo MA, Banks E, Poplin R, Garimella 
KV, Maguire JR, Hartl C, Philippakis AA, del 
Angel G, Rivas MA, Hanna M, McKenna A, 
Fennell TJ, Kernytsky AM, Sivachenko AY, 
Cibulskis K, Gabriel SB, Altshuler D, Daly 
MJ (2011) A framework for variation discov-
ery and genotyping using next-generation 
DNA sequencing data. Nat Genet 
43:491–498    

SNP Discovery Using Next Generation Transcriptomic Sequencing



97

Sarah J. Bourlat (ed.), Marine Genomics: Methods and Protocols, Methods in Molecular Biology, vol. 1452,
DOI 10.1007/978-1-4939-3774-5_6, © Springer Science+Business Media New York 2016

    Chapter 6   

 SNP Arrays for Species Identifi cation in Salmonids                     

     Roman     Wenne     ,     Agata     Drywa    ,     Matthew     Kent    ,     Kristil     Kindem     Sundsaasen    , 
and     Sigbjørn     Lien     

  Abstract 

   The use of SNP genotyping microarrays, developed in one species to analyze a closely related species for 
which genomic sequence information is scarce, enables the rapid development of a genomic resource (SNP 
information) without the need to develop new species-specifi c markers. Using large numbers of microarray 
SNPs offers the best chance to detect informative markers in nontarget species, markers that can very often 
be assayed using a lower throughput platform as is described in this paper.  

  Key words     SNP array  ,   Salmon  ,   Genotyping  ,   Brown trout  ,   Rainbow trout  

1      Introduction 

    The development of  high-throughput sequencing    and       genotyping      
technologies has enabled the  detection   and analysis of a large num-
ber of genetic markers (single nucleotide polymorphisms,  SNPs  ) in 
species that have to date had limited genetic resources.  SNP    micro-
arrays   especially allow for Genome Wide Association Studies 
(GWAS), population structure analysis, and exploration of the 
effects of natural and artifi cial selection at the level of the genome 
[ 1 ]. A DNA  microarray   was developed and used for identifi cation 
of some fi sh species at various stages of the life cycle including lar-
vae and eggs [ 2 ] and analysis of the structure of the population 
from different geographical regions in order to improve compli-
ance with and enforcement of fi shing regulations [ 3 ]. 

 The fi rst Atlantic  salmon   (  Salmo salar   ) SNP  microarray   (V1) 
available was used for (a) pedigree assignment [ 4 ,  5 ], (b) genetic 
differentiation of farmed and wild populations of Atlantic salmon 
in Norway [ 6 ], and (c) to construct a high resolution genetic map 
of Atlantic  salmon   and reveal the striking differences in recombina-
tion rates between male and female fi sh [ 7 ]. A year later, these 
same data were used to compare linkage maps of Atlantic  salmon   
originating from Europe and North America [ 8 ]. Five families of 
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Canadian Atlantic  salmon   were studied in order to identify QTL 
(quantitative trait loci) associated with body weight [ 9 ]. 

 In 2010, a second version (V2) of the array was developed 
containing a selection of 5.5K SNPs from the V1 array and a small 
number of untested novel markers. This was used to analyze 
35-year-old dried scales stored at room temperature [10], to com-
pare sedentary and migrating North American Atlantic  salmon   
[11], in a study of neutral and adaptive loci among 54 North 
American populations of Atlantic salmon [12], to assess the effi -
cacy of pooling samples from individuals of the north-European 
Atlantic  salmon   [13], and to analyze the cumulative introgression 
of hatchery salmon into wild populations of the Atlantic  salmon   
[ 14 ]. The V2 array has also been used to explore important ques-
tions related to aquaculture including investigating the effect of 
genetic variation on the quality of salmon fi lets [ 15 ]. Other research 
using the array has included (a) exploring the genetic basis for dif-
ferences in age of wild  salmon   populations migrating from the sea 
to a river for spawning [ 16 ], (b) investigating changes in genetic 
structure of  salmon   isolated in time and space in the River Namsen 
[ 17 ], and (c) searching for signatures of selection pressure related 
to the presence of parasites in wild Atlantic  salmon   populations, 
which was performed using  microarray   6K [ 18 ]. Both of these 
arrays (V1 and V2) were developed using  Illumina  ’s Infi nium tech-
nology [ 19 ,  20 ]. 

 The V1 and V2 Atlantic  salmon   SNP arrays were designed and 
developed by researchers at the Center for Integrative Genetics, 
located at the Norwegian University of Life Sciences, NMBU [ 5 ]. 
For the V1 array, developed in 2006, roughly half the  SNPs   were 
detected within existing  databases   of ESTs (Expressed Sequences 
Tags), with the other half being detected through sequencing 
eight Atlantic  salmon   individuals from commercial hatchery popu-
lations in Norway using 454 technology. The V1 SNP array con-
tained tests for 15,225  SNP   markers and was used to genotype 
pedigreed samples ( n  = 3297) from a commercial breeding pro-
gram in Norway (Aqua Gen AS, Norway), together with 1431 
wild samples collected from 1977 to 2008 from 38 populations 
(31 populations from Europe, 7 from North America). All SNPs 
were classifi ed according to the following categories (Fig.  1 ):

     1.    “ SNP  ,” presenting typical diploid behavior with AA, AB, and BB 
genotypes.   

   2.    “MSV3” or multisite variant-3 where the locus is likely present 
as two copies within the partially tetraploid genome, but where 
the polymorphism is present at just one site giving, for exam-
ple, an (AA)-AA, (AA)-AB, (AA)-BB allele behavior.   

   3.    “MSV5” or multisite variant-5 where the locus is likely pres-
ent as two copies within the partially tetraploid genome, and 
where the polymorphism is present at both sites giving, for 
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example, an AA-AA, AA-AB, AA-BB, AB-BB, and BB-BB 
allele behavior.   

   4.    “PSV” or paralogous site variants, similar to MSV but each 
copy is fi xed for opposite alleles giving (AA)-(BB) genotypes 
which consistently behave as heterozygous.   

   5.    “failed” assays, where the chemistry fails to produce useful 
results.   

   6.    “mono” or monomorphic, where the  SNP   was most likely a 
false positive and is in fact nonpolymorphic.    

  The relatively recent divergence of the salmonids means that 
some  SNPs   in extant species will predate speciation and can be used 
in multiple species, while other markers will be polymorphic on one 
species as a result of  speciation  . We have proposed that Atlantic 
salmon  SNPs   can be used to differentiate brown and rainbow trout 
in a similar manner to Smith et al. [ 21 ] who used the sequences 
derived from Atlantic  salmon   and  rainbow trout    SNP   markers for 
the  detection   of Pacifi c  salmon  .  

2    Materials 

   To extract Genomic DNA, the DNeasy Blood & Tissue Kit 
(Qiagen) was used according to the manufacturer’s instructions. 
All chemicals were provided by the manufacturer:

    1.    Buffer ATL.   
   2.    Buffer AL.   
   3.    Buffer AW1.   
   4.    Buffer AW2.   
   5.    Buffer AE: 10 mM Tris–HCl, 0.5 mM EDTA, pH 9.0.   
   6.    Proteinase K.   
   7.    Ethanol 96 %      

2.1  DNA Extraction

  Fig. 1    Differences between  SNP  , PSV, and MSV       
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       1.    Agarose gel loading buffer (10×): 0.21 % bromophenol blue, 
0.21 % xylene cyanol FF, 0.2 M EDTA, pH 8.0 and 50 % glyc-
erol or, Sigma loading buffer (6×): 0.05 % bromophenol blue, 
40 % sucrose, 0.1M EDTA (pH 8.0) and 0.5 % SDS.   

   2.    TAE gel running buffer (1×): 40 mM Tris, 20 mM acetic acid, 
1 mM EDTA. Dilute 20 ml TAE (50×) stock solution into 
980 ml deionized water to make a 1× solution.   

   3.    Agarose (1 %): Dilute 1 g agarose in 100 ml TAE (1×). Heat in 
a microwave oven for about 1 min to dissolve the agarose.   

   4.    Redsafe™ nucleic acid staining solution (20,000×) (iNtRON 
Biotechnology).   

   5.    GeneRuler™ DNA Ladder Mix (Fermentas).   
   6.    Agarose  Gel Electrophoresis   system.      

       1.      Nano   Drop ™ (Thermo Scientifi c).   
   2.    Spectrophotometer.   
   3.    Plate reader.   
   4.    Quant-iT™ Pico Green ®  ds DNA reagent (Invitrogen).   
   5.    TE buffer (20×): 200 mM Tris–HCL, 20 mM EDTA, pH 7.5.   
   6.    Lambda DNA standard: 100 μg/ml in TE.   
   7.    Tubes.   
   8.    Plates.       

       1.     Infi nium      HD Assay reagents are supplied by Illumina [ 22 ].       

3    Methods 

       1.    Collect fi n clips from salmonid fi sh such as Atlantic  salmon   
(  Salmo salar   ),  brown trout   (  Salmo trutta   ), or  rainbow trout   
(  Oncorhynchus mykiss   ).   

   2.    Preserve the samples in 96 % ethanol.   
   3.    Store the samples at −80 °C.   
   4.    Extract genomic DNA using Qiagen Dneasy Blood & Tissue 

Kit or any equivalent kit.   
   5.    Resuspend isolated DNA in distilled water.   
   6.    Store the isolates at 4 °C until further analysis.      

    Check the  quality   of the DNA using a 1 % agarose gel electropho-
resis in TAE buffer ( see   Note    1  ).

    1.    Prepare a 1 % agarose gel solution with TAE buffer and mix 
thoroughly. Heat in a fl ask in the microwave oven until the 

2.2  DNA Quality

2.3  DNA 
Quantifi cation

2.4  Illumina Infi nium 
Genotyping

3.1  Collection of Fish 
Samples 
and Isolation of DNA

3.2  DNA Quality: 
Agarose Gel 
Electrophoresis
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solution is completely clear and no fl oating particles are visible 
(about 2–3 min).   

   2.    Add 1 μl Redsafe per 100 ml agarose solution. Swirl the fl ask 
gently to mix the solution and avoid forming bubbles.   

   3.    Pour the agarose solution into the gel tray containing comb teeth.   
   4.    Allow the agarose gel to cool until solidifi ed. Mix the DNA 

and loading buffer in 5:1 proportion (5 μl DNA and 1 μl dye).   
   5.    Once the gel is solidifi ed, place the agarose gel into the gel tray 

and fi ll with 1× TAE until gel is covered.   
   6.    Carefully load the molecular weight ladder into the fi rst well of 

the gel.   
   7.    Carefully load the samples into the additional wells on the gel.   
   8.    Run the gel at 100 V for 40 min.   
   9.    Visualize the bands in UV light at frequency  λ  = 365 nm.   
   10.    Document the gels using a photo or video gel documentation 

system (Fig.  2 ).

              Use a Nano Drop™ or a  similar   instrument to measure DNA con-
centrations. DNA absorbs at 260 nm, proteins absorbs at 280 nm. 
The A260/A280 ratio gives an indication of protein contamina-
tion and pure DNA has an expected A260/A280 ratio of 1.8. Use 
nuclease-free water as blank sample.  

   The major disadvantage of using an absorbance-based method like 
the NanoDrop is the large contribution of nucleotides and single- 
stranded nucleic acids to the signal and the inability to distinguish 
between DNA and  RNA  . Contaminants commonly found in nucleic 
acid preparations will also affect the measurements. Quant-iT™ 
PicoGreen ®  dsDNA reagent is a sensitive fl uorescent nucleic acid 
stain for quantitating double-stranded DNA (dsDNA) in solution. 
Since the  protocol   is very sensitive, it is highly recommended to use 
pipetting robots and run both standards and samples in triplicate. 
We also recommend performing the analysis in 96-well format (not 
single tubes) and measuring using a plate reader. A DNA standard 
curve should be prepared with every 96-plate. 

3.3  DNA 
Quantifi cation

3.3.1  Spectrophotometer

3.3.2  Fluorometer

  Fig. 2    Example of agarose  gel electrophoresis   of DNA samples extracted from fi n 
clips. Lines T1–T6—sea trout samples; L1–L6— salmon   samples, M—ladder 
(GeneRuler™ DNA Ladder Mix (Fermentas).  See   Note    1         
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  Prepare the standards :

    1.    Prepare a standard curve with concentrations from 6 to 
400 ng/μl from the lambda DNA standard (100 μg/ml) pro-
vided in the Quant-iT™ PicoGreen ®  Kits.   

   2.    Make three parallels of each dilution (300 μl each) in 1.5 ml 
Eppendorf tubes according to Table  1 .

       3.    Mix thoroughly between each dilution step.   
   4.    Transfer the diluted DNA to a 96-well “standards” plate 

according to Table  1 . This plate can be used as a source of 
standard curve DNA for approximately 45 measurements and 
can be frozen between uses.    

   Dilutions and measurements :

    1.    Allow the Quant-iT™ PicoGreen ®  reagent to warm up to room 
temperature before opening the vial.   

   2.    Prepare an aqueous working solution of the Quant-iT™ 
PicoGreen ®  reagent by making a 200-fold dilution of the 
concentrated DMSO solution in 1× TE buffer: Add 79.4 μl 
Quant-iT™ PicoGreen ®  reagent and 21.823 ml 1× TE buffer in 
a 50 ml Falcon tube and mix thoroughly.   

   3.    Transfer 280 μl Quant-iT™ PicoGreen ®  working solution to 
wells A1-H3 in a 96-well plate and 210 μl Quant-iT™ 
PicoGreen ®  working solution to well A4-H12. 

 Protect the plate from light and use within a few hours.   

   4.    Use a pipetting robot for best reproducibility in the following 
pipetting steps. If a robot is not available, use multichannel pipettes.   

    Table 1  
   Protocol   for preparing a standard curve   

 Dilution 
step 

 Position in 
96-well plate 

 Volume (μl) 
of TE 

 Volume (μl) 
of DNA 

 Final DNA concentration in Quant-iT™ 
PicoGreen ®  assay (ng/μl) 

 1  A1, A2, A3  286.7  13.3 a   400 

 2  B1, B2, B3  150  150 b   200 

 3  C1, C2, C3  150  150 b   100 

 4  D1, D2, D3  150  150 b   50 

 5  E1, E2, E3  150  150 b   25 

 6  F1, F2, F3  150  150 b   12.5 

 7  G1, G2, G3  150  150 b   6.25 

 8  H1, H2, H3  150  0 b   Blank 

   a λ DNA (100 ng/μl) 

  b DNA from previous dilution step  
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   5.    Add 178 μl of nuclease-free water to quadrants 1–3 in a 
384-deepwell plate.   

   6.    Add 2 μl of DNA from a 96-well plate to quadrants 1–3 in the 
384-deepwell plate to make DNA dilutions in triplicate.   

   7.    Mix the contents of each well in the 384-well plate containing 
DNA and water ten times with 100 μl volume. Spin the plate 
to avoid bubbles.   

   8.    Transfer 52 μl of Quant-iT™ PicoGreen ®  working solution to 
quadrants 1–4 in a black 384-OptiPlate (or similar).   

   9.    Transfer 2 μl of diluted DNA to quadrants 1–3 in the 
384- Optiplate containing Quant-iT™ PicoGreen ®  working 
solution, mix ten times with 20 μl volume.   

   10.    Transfer 2 μl of standards (from the standards plate described 
earlier) in triplicate to columns 1–3 in quadrant 4, mix ten 
times with 20 μl volume.   

   11.    Seal the 384-Optiplate with fi lm and spin down.   
   12.    Incubate for 10 min protected from light.   
   13.    Read the plate with a fl uorescence microplate reader using 

480 nm excitation wave length and 520 fl uorescence emission 
wavelength.   

   14.    Calculate DNA concentrations in an Excel document using 
values from the standard curve as a reference.   

   15.    Normalize DNA samples with nuclease-free water to a fi nal 
concentration of 50 ng/μl.    

        The  Illumina   infi nium  genotyping    protocol   can be obtained 
from [ 22 ]. 

 Briefl y, fragments of genomic DNA containing SNP alleles are 
hybridized to complementary synthetic probes immobilized to a 
 microarray  . A single base extension reaction incorporates fl uorophore- 
labeled nucleotides and, after image capture and analysis, reveals 
the nature of the  SNP   alleles (Fig.  3 ).

   Although most of the reagents are proprietary and their 
specifi c identities and functions are reserved by  Illumina  , some 
additional details about the specifi c steps in this process are included 
as follows:

    1.    High quality genomic DNA is fi rst quantifi ed using fl uoromet-
ric methods (e.g., picogreen), and 200ng is Whole Genome 
Amplifi ed (WGA) in an overnight reaction.   

   2.    The following day, the WGA product is fragmented enzymati-
cally before being precipitated using isopropanol and a colorized 
coprecipitant carrier. DNA pellets are thoroughly dried and 
resuspended in a hybridization solution containing formamide 
before being pipetted onto the array surface.   

3.4  Genotyping
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   3.    The array (typically in a 24-sample format) is kept in a humidifi ed 
chamber and incubated overnight to allow all genomic DNA 
to hybridize to its specifi c capture probe sequence.   

   4.    The following day, the arrays are washed to remove unbound 
probe and subjected to a series of liquid treatments, which 
include the single base extension of the probe (extension is 
dependent on the allele present in the genomic strand), and an 
antibody-based sandwich assay designed to amplify the color 
signal. The fi nal liquid treatment includes coating the array 
with a viscous solution designed to protect the surface from 
physical and chemical assault, and drying it. Once dry the array 
can be scanned using an iScan instrument to produce the fi les 
required by Genome Studio.    

     As described earlier, all markers on the SNP array have been subjec-
tively classifi ed into one of six categories (SNP, MSV-3, etc.), based 
on their cluster performance within a large sample set ( see   Note    2  ). 
In this study, only markers classed as “ SNP  ” and “MONO” on the 
basis of Atlantic  salmon   locus classifi cation are used. Aside from 
subjective classifi cation, some empirical measurements can be used 
to assess the quality of individual genotypes. 

3.5  Assessment 
of Genotyping Data 
Quality

  Fig. 3    Capture probes (approx. 50 nucleotides) are manufactured and linked to micro-spheres which are immo-
bilized to the array surface (not shown). Fragmented gDNA hybridizes to the probe and the polymerase incorpo-
rates a single base at the 3′ end of the probe. Cytosine and guanine nucleotides are chemically modifi ed with a 
biotin group, which, in the  protocols  ’ color development and signal amplifi cation step, is bound by a fl uorescently 
tagged streptavidin molecule. This in turn is bound by an antistreptavidin antibody labeled with additional biotins 
which, in an immunological sandwich-type assay, are bound by additional streptavidins. In the case of adenine 
and thymine, the fl uorophore (2,4-dinitrophenol) is directly bound to the nucleotide eliminating the need for an 
intermediary molecule such as strepavadin. Instead, DNP-labeled antibodies bind directly to the nucleotide. 
Irrespective of the nucleotide, the signal is amplifi ed through repeated cycles of antibody hybridization to ensure 
a strong  detection   signal above background       
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 A GenCall score (GC) is assigned to each SNP assay and is a 
measure of confi dence in the result. The GC score is between 0 
and 1, with values below 0.15 indicating a failed assay, and values 
between 0.15 and 0.7 refl ecting low to high assay performance, 
respectively. Values above 0.7 correspond to well-separated geno-
types which are useful for the analysis [ 23 ,  24 ]. In addition to GC, 
the number of missing genotypes, MAF (Minor Allele Frequency), 
and the Hardy–Weinberg equilibrium (HWE; Hardy–Weinberg 
Equilibrium) can all be used to fi lter  SNP   loci and ensure that only 
the highest quality data is included in downstream analyses. 

 For a level of signifi cance  p  > 0.05 [ 25 ], loci with GC values 
lower than 0.15 should be removed from further analysis. To avoid 
problems of missing data, resulting from the inability to determine 
the genotype for a given  SNP  , it is recommended to set the low 
quality DNA or ambiguous signal intensity threshold for missing 
data at the level of 5 %. However, a lower level can be accepted in 
the case of a small number of individuals analyzed. 

  SNPs   with a MAF below a certain threshold can be rejected. 
Depending on the purpose of the research, loci with MAF values 
below 0.01 can be omitted. Deviations from HWE can be determined 
by a chi-squared test using a random algorithm MCMC (Markov 
chain Monte Carlo) with signifi cance level  p  < 0.05 [ 26 ]. To detect 
outlier loci, the hierarchical model of the island can be applied [ 27 ], 
using for instance 50,000 simulations for 100 subpopulations and 50 
groups in the ARLEQUIN software v. 3.5.1.2 [ 28 ].  

   Loci polymorphic for the salmonid species are to be selected from 
the results of the custom-designed  Illumina   iSelect  SNP    genotyp-
ing    microarray   for Atlantic  salmon   ( see   Note    3  ). 

 For this purpose, a molecular analysis of variance (AMOVA) 
locus-by-locus approach with 10,000 permutations can be used. 
Differentiation between species can be analyzed using a global- 
weighted average F between loci and between pairs of species 
[ 29 ,  30 ] at  p  < 0.05 using 1000 permutations. The ARLEQUIN 
software v. 3.5.1.2 [ 28 ] can be used to perform the tests. 

 The identifi cation of putative species and assignment to these 
taxa can be performed with the Evanno method [ 31 ] using the soft-
ware STRUCTURE v. 2.3.3 [ 32 ]. Individuals are attributed to the 
predefi ned population  K  (clusters) ( K  = 1–6) using ten independent 
waveforms for each K after 10,000 steps MCMC repeated 200,000 
times, wherein each  K  was characterized as a set of allele frequencies 
at each locus. For the analysis, a mixed model can be chosen without 
giving any prior information on the origin of the fi sh. Individuals are 
attributed probabilistically to one or more clades if their genotypes 
have admixed genotypes of other taxon populations. To select the 
most optimal K value for the species compared, the incidence of 
probability logarithm can be used between successive values:  K  − Pr 
( X / K ). The actual value of  K  will be estimated according to the 
method described by Evanno et al. [ 31 ] using HARVESTER [ 33 ]. 

3.6  Population 
Genetics Statistical 
Analyses
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 Correspondence within and between species can be deter-
mined using a two-dimensional factorial correspondence analysis 
in the GENETIX software v. 4.05.2 [ 34 ,  35 ]. This method, based 
on the relationship between two variable allele frequencies of the 
SNP can be adapted to specifi c groups of individuals without indi-
cating their origin. 

 The ability of a set of outlier markers to assign individuals to the 
most likely species can be evaluated using the software ONCOR 
[ 36 ]. Individual assignment tests to each group (population) can be 
carried out with the leave-one-out method. The samples are 
divided into two groups—the baseline and the mixture. The geno-
types of individuals from the mixed sample are assigned to the base 
population without any a priori information about their origin. 
The method used to estimate the origin of individuals belonging to 
the mixed group has been described by Rannala and Mountain 
[ 37 ]. During assessment of the correctness of the individual fi sh 
identifi cations in the leave-one-out method, the genotype of each 
individual in each population is subsequently removed (one at a 
time) to estimate its origin, using the remaining baseline group.   

   Samples of  S. salar ,  S. trutta,  and  O. mykiss  smolts from the 
Department of Salmonid Fish Breeding at the Inland Fisheries 
Institute in Rutki, Poland collected in May 2009 were used for 
analysis [ 38 ]. Among the “ SNP  ” and “MSV” categories, 6112 
markers showed an overall MAF > 0.01 (Fig.  4 ). These and another 
64 markers, in total 6171 markers (6K), which had an overall MAF 
lower than 0.01 but had a MAF > 0.05 in at least one of the popu-
lations were subjected to further analysis. In the following analysis, 
this number was reduced to 5568 (version 1, V1) and 5349 (ver-
sion 2, V2) markers (5.5K).

   Twenty-four samples of brown (sea) trout  S. trutta  from 
weakly differentiated populations in Vistula and Slupia rivers, 
Poland were genotyped with the Atlantic  salmon   custom-designed 
 Illumina   iSelect SNP array containing 15,225 markers. One hun-
dred and eight polymorphic loci were chosen for further analysis 
of  brown trout   specimens as a result of an AMOVA analysis. After 
applying all the quality control steps, 39 loci with  F  ST  for pairwise 
comparison greater than 0 were found [ 39 ]. These 39 loci were 
included in the assays of 442 samples of sea trout from the south-
ern Baltic designed for 62 candidate  SNPs   [ 40 ]. A diagnostic 
panel of 23 SNPs was constructed successfully for the analysis of 
Southern Baltic populations of sea trout. Analysis of the example 
results suggests that the use of the Atlantic  salmon    SNP   array 
designed mainly for one species enables the analysis of data from 
other closely related species (e.g., sea trout and  rainbow trout  ), 
without the need to develop new species-specifi c markers (Fig.  5 ). 
This is particularly important for study species whose genome is 
still largely unknown.

3.7  Example Data
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  Fig. 4    Selection of SNPs for identifi cation of three salmonid species (Figure reproduced from [ 38 ] with permis-
sion of Elsevier, modifi ed)       

  Fig. 5    Chart estimated value of Q (estimated rate of each individual belonging to each cluster) for the number of 
the analyzed groups  K  = 3 [ 38 ]. Each subject is represented in the graph as a vertical bar. SS— S. salar  (1-6 
individuals, blue); OM— O. mykiss  (7–12 individuals,  red ); ST— S. trutta  (13–18 individuals,  green )       
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4            Notes 

     1.    A key element in the success of  Illumina    genotyping   is  DNA 
quality . Extracted DNA should always be run on a 0.9–1 % 
agarose gel and compared to a control sample or molecular 
weight ladder to confi rm that the material has a predominance 
of high molecular weight material. A degraded sample will per-
form poorly in the whole genome amplifi cation step and result 
in a low signal to noise in the analysis. DNA quantity is less 
crucial, and although the  protocol   demands 200 ng of DNA, 
we have found that performance is unaffected by amounts 
ranging from 100 to 300 ng, but this assumes that the DNA is 
of good quality.   

   2.    For custom arrays, especially in organisms that are not typical 
diploids,  manual examination  (and perhaps adjustment) of 
SNP cluster patterns is the best way to differentiate high- 
confi dence genotypes from low. This can be very laborious and 
various metrics (such as call rate, pedigree errors) within 
GenomeStudio can be used to sort  SNPs   and draw your atten-
tion to those markers that have potentially the most problems. 
However, a thorough investigation of all markers (or at the 
very least those that stand out in your analysis, e.g.,  F  st  outliers) 
is worth the effort.   

   3.    The same  SNP   will not necessarily perform identically when 
genotyped on a different technology platform. A natural out-
come from high-density  genotyping   is the selection of a few 
candidate SNPs which can be more cheaply genotyped in a 
larger number of samples using an alternative technology like 
Sequenom, Fluidgm, KASP, etc. Our experience has been that 
if four of fi ve  SNPs   “transfer” successfully and return usable 
genotypes, this should be regarded as a success. Of course 
there are a number of tricks that can be employed if a particular 
 SNP   is crucial to transfer, but the basic fact is that all technolo-
gies are different and expectations must be realistic.            
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    Chapter 7   

 The Next-Generation PCR-Based Quantifi cation Method 
for Ambient Waters: Digital PCR                     

     Yiping     Cao     ,     John     F.     Griffi th     , and     Stephen     B.     Weisberg      

  Abstract 

   Real-time quantitative PCR (qPCR) is increasingly being used for ambient water monitoring, but development 
of digital polymerase chain reaction (digital PCR) has the potential to further advance the use of molecular 
techniques in such applications. Digital PCR refi nes qPCR by partitioning the sample into thousands to 
millions of miniature reactions that are examined individually for binary endpoint results, with DNA 
density calculated from the fraction of positives using Poisson statistics. This direct quantifi cation removes 
the need for standard curves, eliminating the labor and materials associated with creating and running 
standards with each batch, and removing biases associated with standard variability and mismatching 
amplifi cation effi ciency between standards and samples. Confi ning reactions and binary endpoint measure-
ments to small partitions also leads to other performance advantages, including reduced susceptibility to 
inhibition, increased repeatability and reproducibility, and increased capacity to measure multiple targets in 
one analysis. As such, digital PCR is well suited for ambient water monitoring applications and is particu-
larly advantageous as molecular methods move toward autonomous fi eld application.  

  Key words     Polymerase chain reaction  ,   Beach water quality  ,   Ambient water monitoring  ,   Multiplex  , 
  Droplet digital PCR  

1       Introduction 

 Real-time  quantitative polymerase chain reaction (qPCR)   mea-
surements are increasingly becoming part of ambient  water quality   
monitoring [ 1 – 3 ]. In beach water quality monitoring,  qPCR   
methods have been found to provide comparable results to tradi-
tional culture-based methods [ 4 ,  5 ], but with a tremendous speed 
advantage; whereas culture methods require 18–72 h,  qPCR   meth-
ods can be conducted in less than 2 h, creating the opportunity for 
same day health warnings [ 6 ].  qPCR   methods also provide the 
opportunity for measuring not only the  fecal indicator bacteria      on 
which beach health warnings are based but also genetic source 
identifi cation markers that help identify the fecal sources that need 
to be abated [ 7 ]. Similarly,  qPCR   measurements  of   environmental 
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DNA (eDNA) have become a popular molecular surveillance tool 
among aquatic researchers and managers because it is nonde-
structive and provides improved sensitivity and effi ciency over tra-
ditional taxonomic methods that rely on morphological 
identifi cation of sampled aquatic organisms [ 8 ]. Monitoring of 
 cyanobacteria   in source waters by  qPCR   [ 9 ] may also provide early 
warning of harmful cyanobacterial bloom that is of extreme public 
health concern [ 10 ]. 

 Digital PCR is a further refi nement in DNA  quantifi cation   
methods [ 11 ] that has already found its way into ambient water 
[ 12 ] and beach health monitoring applications [ 13 ]. In  qPCR  , 
quantifi cation is achieved by monitoring fl uorescence accumula-
tion through repeated amplifi cation steps, using the response of a 
known DNA calibrator to estimate the concentration of an 
unknown. Digital PCR uses the same  primers   and probes as  qPCR   
but is based on partitioning the sample into thousands to millions 
of nanoliter or picoliter reactions (i.e., miniature chambers/wells 
on a chip for chamber digital PCR or water-in-oil droplets for 
droplet digital PCR) that are examined individually for fl uores-
cence, with DNA density calculated from the fraction of positive 
endpoint reactions using Poisson statistics. Confi ning reactions 
and binary endpoint measurements to small partitions connotes 
several potential performance advantages, including increased pre-
cision and reduced inhibition [ 14 ]. However, digital PCR’s big-
gest advantage is that it allows for direct quantifi cation without the 
need for standard curves, eliminating the labor, material, and error 
associated with creating and running standards with each batch. 
Standard-free quantifi cation is particularly advantageous as  molec-
ular methods   move down the path of automation [ 15 ]. 

 In this chapter, we introduce the fundaments of digital PCR 
quantifi cation basis and workfl ow, and elaborate on advantages and 
limitations of digital PCR over  qPCR  . We present results for how 
traditional qPCR and digital PCR compare for a number of ana-
lytes for which digital has been developed. We also include a dis-
cussion on the suitability for digital PCR implementation in 
ambient  water quality   monitoring applications. Note that we use 
the term digital PCR for general discussion applicable to both 
droplet and chamber digital PCR but specify  droplet digital PCR 
(ddPCR)   or chamber digital PCR for discussion and references 
specifi c to either form of digital PCR.  

2     Differences in Quantifi cation Approach Used in qPCR and Digital PCR 

  Fundamental to  qPCR   quantifi cation is the standard curve. With 
the addition of fl uorescent probe or DNA-binding dye to PCR, 
bulk reactions are amplifi ed on a thermal cycler equipped with 
optics that continuously monitor the fl uorescence increase in real 
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time, which is proportional to the increase of target DNA in the 
reaction. The more target DNA a qPCR starts with, the less time 
(i.e., fewer PCR cycles) needed for fl uorescence to accumulate to a 
measurable threshold. Serial diluted reference material is run to 
establish a standard curve that depicts this inverse relationship 
between quantifi cation cycle (Cq, i.e., number of cycles needed to 
cross the fl uorescent threshold) and starting target concentration. 
Assuming sample and reference DNA amplify at the same speed/
effi ciency, an unknown sample can be quantifi ed indirectly through 
interpolating its Cq from the standard curve. 

 In contrast, digital PCR quantifi cation is achieved by partition-
ing the sample prior to PCR amplifi cation and applying Poisson 
statistics on the binary endpoint results from the partitions [ 13 , 
 16 ]. The bulk reaction is partitioned into thousands to millions of 
nanoliter or picoliter reactions inside small chambers on a chip or 
within water-in-oil droplets prior to PCR amplifi cation. This parti-
tioning process approximates a Poisson distribution and renders 
the DNA target present in some of the partitions, but absent in 
others. Consequently, positive PCR amplifi cation only occurs in a 
portion of partitions and is detected with a fl uorescent probe [ 16 ] 
or a DNA-binding dye [ 17 ] as in qPCR, except that real-time 
 detection   of fl uorescence accumulation is no longer necessary. 
Endpoint  detection   of PCR amplifi cation is suffi cient to score the 
small-volume partitions positive or negative. The percentage of 
positive partitions is then used with Poisson statistics to estimate the 
concentration of target DNA copies. As such, no comparative 
external standard curves are needed to quantify unknown samples. 
The basis to digital PCR quantifi cation is therefore not how soon a 
fl uorescent signal is detected (as in qPCR), but whether or not the 
target amplifi es in each small-volume partition. This digital quanti-
fi cation is what gives digital PCR advantages over qPCR. Although 
the elements unique to digital PCR, such as partitioning and rapid 
 detection   of massive numbers of individual partitions, previously 
presented a high level of technical diffi culty [ 18 ], advancements in 
microfl uidics and chip manufacturing have enabled automation of 
these two elements, leading to commercial instruments that make 
digital PCR easy and accessible [ 19 ]. Figure  1  compares the typical 
qPCR and digital PCR workfl ow using one representative platform 
from each technology. 

3        Basic Performance Metrics 

   qPCR depends on establishment of a standard curve and an 
assumption that standards and unknown samples amplify at the 
same effi ciency, yielding two opportunities for bias. First, the reli-
ability and consistency of the standards greatly affects qPCR quan-
tifi cation accuracy of the unknown. Variability in standard reference 

3.1   Accuracy
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material has been found to be responsible for approximately half a 
log difference in results between vendors [ 20 ] and responsible for 
as much as a twofold difference between batches within a vendor 
[ 21 ]. As such, lack of access to reliable and consistent standard 
material has been identifi ed as the biggest obstacle to use of qPCR 
for recreational  water monitoring   [ 20 ,  22 ]. In addition, lack of 
reliable methods for quantifi cation and certifi cation of  qPCR   stan-
dards and the diffi culty of maintaining standards’ integrity during 
storage and handling further exacerbate the problem [ 13 ]. 

 Second, mismatched amplifi cation effi ciency between standard 
and unknown samples can lead to quantifi cation bias. PCR inhibi-
tory substances that are present in environmental  samples  , but not 
in standards, may lower the amplifi cation effi ciency and lead to 
underestimation or false negatives [ 23 ]. Even in the absence of 
inhibition, DNA template type can affect the assumption that the 
sample and standards share the same amplifi cation effi ciency. For 
example, Whale et al. [ 24 ] found that commonly used plasmid 
DNA standards had a different amplifi cation effi ciency than genomic 
DNA in samples and introduced bias in quantifying samples. 

 In contrast, the binary nature of digital PCR allows direct 
quantifi cation of unknown samples without external standards. 
This direct quantifi cation effectively eliminates the biases associ-
ated with variability in standards and amplifi cation effi ciency and 
therefore lends digital PCR greater accuracy [ 13 ]. Digital PCR is 
increasingly being used as reference method to certify  qPCR   
standards, for instance, by the National Measurement Institute in 
Australia (http://www.measurement.gov.au/Publications/
FactSheets/Documents/NMI%2017.pdf) and the National 
Institute of Science and Technology in USA (https://www-s.

Serially diluted
standards

Cq (from both
sample and

serially-diluted
standards)

Concentration of
sample estimated
by interpolating
sample Cq from
standard curves

Concentration of
sample

estimated by
percentage of

positive droplets
and Poisson
distribution

PCR

qPCR (i.e. real-time data
collection during PCR)

Standard
preparation,

quantification

Detection of droplet
(i.e., endpoint data
collection post PCR)

Droplet generation
(i.e., partition)

Sample

Sample

  Fig. 1    Workfl ow comparison of  qPCR   and digital PCR. Note that a variety of platforms exist for both qPCR and 
digital PCR. For ease of presentation, a 96-well qPCR platform (CFX96, Bio-Rad Laboratories) and a 96-well 
droplet digital PCR system (QX100, Bio-Rad Laboratories) are used as examples here       
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nist.gov/srmors/certifi cates/2366.pdf?CFID=29867054&CFT
OKEN=7ecd9fcb9d05e13d-93DFC985-EB75-5CA0-
C77CF506D9593C90). 

 Nevertheless, after correcting for bias in  qPCR   standards and in 
the absence of inhibition, qPCR and digital PCR typically provide 
comparable results. Cao et al. [ 13 ] found comparable responses 
between the two methods when measuring general  fecal indicator 
bacteria      ( Enterococcus  spp . ) and human-associated fecal marker 
(HF183) in environmental waters. Nathan et al. [ 8 ] also found that 
 ddPCR   and  qPCR   provided similar abundance estimates of cyto-
chrome c oxidase subunit I (COI) genes from round gobies. 
Building upon the success of previous studies, we have validated a 
suite of  ddPCR   assays targeting analytes important for surface  water 
monitoring      such as total  Bacteroidales  as general fecal indicator bac-
teria, cow-, gull-, and additional human-associated fecal markers, 
and a common pathogen Campylobacter (Tables  1  and  2 ). All fi ve 

      Table 1  
  Primer and probe sequences and references   

 Target 
organisms  ddPCR assay   Primer   ( F , forward;  R , reverse) and probe sequences  Reference 

 Total 
 Bacteroidales  

 GenBac3 
  ddPCR   

 F: GGGGTTCTGAGAGGAAGGT 
 R: CCGTCATCCTTCACGCTACT 
 FAM-CAATATTCCTCACTGCTGCCTCCCGTA-BHQ1 

 [ 25 ] 

  E. coli  and 
human- 
associated 
 Bacteroidales  

 EcHF183 
duplex 
ddPCR 

 F: CAACGAACTGAACTGGCAGA 
 R: CATTACGCTGCGATGGAT 
 FAM-CCCGCCGGGAATGGTGATTAC-BHQ1 
 F: ATCATGAGTTCACATGTCCG 
 R: CTTCCTCTCAGAACCCCTATCC 
 HEX-CTAATGGAACGCATCCC-MGB 

 [ 26 ,  27 ] 

  E. coli  and 
cow- 
associated 
 Bacteroidales  

 EcCowM2 
duplex 
ddPCR 

 F: CAACGAACTGAACTGGCAGA 
 R: CATTACGCTGCGATGGAT 
 FAM-CCCGCCGGGAATGGTGATTAC-BHQ1 
 F: CGGCCAAATACTCCTGATCGT 
 R: GCTTGTTGCGTTCCTTGAGATAAT 
 Hex- AGGCACCTATGTCCTTTACCTCATCAACTACA

GACA- BHQ1 

 [ 26 ,  28 ] 

 Avian- 
associated 
Catellicoccus 

 LeeSeagull  F: CACGTGCTACAATGGCATAT 
 R: GGCTTCATGCTCTCGAGTT 
 FAM-CAGAGAACAATCCGAACTGGGACA-BHQ1 

 [ 29 ] 

  Campylobacter    Campylobacter   F: CACGTGCTACAATGGCATAT 
 R: GGCTTCATGCTCTCGAGTT 
 FAM-CAGAGAACAATCCGAACTGGGACA-BHQ1 

 [ 30 ] 

  Each 20 μl reaction setup contains 1× Droplet PCR Supermix (Bio-Rad), 900 nM each primer, 250 nM each probe, 
and 5 μl of sample DNA. Experimental procedures are the same as the EntHF183 duplex  ddPCR   assay, described in 
details elsewhere in both text and video formats [ 13 ,  31 ]  

The Next-Generation PCR-Based Quantifi cation Method for Ambient Waters: Digital PCR
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assays demonstrate high comparability between  ddPCR   and  qPCR   
results (Fig.  2 ).

        A major advantage stemming from the binary nature of digital 
PCR quantifi cation is improved repeatability and reproducibility 
over  qPCR  . Note that repeatability refers to the precision of an 
assay among replicates of the same sample performed by the same 
operator, instrument, run, condition, and laboratory, over a short 
period of time (e.g., short-term precision). Reproducibility refers 
to the consistency in results among operators, runs, or laboratories 
(e.g., long-term precision) [ 32 ]. 

 Because digital PCR counts the frequency of positives in small- 
volume partitions, the quantifi cation is not affected by delayed 
amplifi cation or variability in Cq values, as in the case for  qPCR   
[ 33 ]. This leads to higher precision [ 12 – 14 ,  33 – 36 ], with coeffi -
cients of variation in the same run decreased 37–86 % for  ddPCR   
as compared to  qPCR   [ 14 ]. Improvement in repeatability has been 
found to be most pronounced when target concentrations are low 
[ 12 ,  13 ,  35 ]. This high precision improves one’s ability to distin-
guish small differences among samples:  ddPCR   can detect a 

3.2  Repeatability 
and Reproducibility

   Table 2  
  Thermal cycling conditions for the fi ve  ddPCR   assays in Table  1    

 Assays 
 Pre-denature 
(°C, time) 

 Denature 
(°C, time) 

 Annealing 
(°C, time) 

 Number 
of cycles 

 Extension 
(°C, time) 

 ddPCR 
system 

 GenBac3, EcHF183, 
EcCowM2 

 95 °C, 10 min  94 °C, 30s  60 °C, 1 min  40  98 °C, 10 min  QX100 

 Campylobacter, 
LeeSeagull 

 95 °C, 10 min  94 °C, 30s  60 °C, 1 min  45  98 °C, 10 min  QX100 

  A CFX96 was used for thermal cycling, with ramping speed adjusted to 2.0 °C s −1   

  Fig. 2    Comparison of  ddPCR   and  qPCR   results for quantifying general  fecal indicator bacteria      (total 
 Bacteroidales ), host-associated fecal markers ( Bacteroidales  associated with human and cow fecal 
material, Catellicoccus associated with gull fecal material), and pathogens  (Campylobacter ).  Symbols  indi-
cate ambient freshwater samples spiked with cow ( x-cross ), gull ( circle ) feces, and sewage ( cross ). The  dotted 
line  denotes the 1:1 line.  See  Table  1  for  primer   and probe sequences and references       
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1.25- fold difference, while this goal is only achieved by a great 
number of replicates ( n  = 86) in  qPCR  , which can typically detect 
twofold differences (i.e., one Cq) [ 16 ,  37 ]. 

 As digital PCR quantifi cation is based on binary results, this 
eliminates variability associated with  qPCR   standards (e.g.,  variability 
in quantifi cation, source, batch, storage, handling, and serial dilu-
tion of qPCR standards) that may be the largest contributors to 
poor reproducibility of  qPCR   across operators, runs, and laborato-
ries, especially over an extended period of time [ 22 ,  38 ]. For exam-
ple, Hindson et al. [ 14 ] reported a sevenfold increase in day- to- day 
reproducibility for  ddPCR   compared to  qPCR   in microRNA quan-
tifi cation for clinic applications [ 14 ]. Similarly, Cao et al. [ 13 ] found 
that run-to-run variability over a month was reduced 2–3 times at 
log scale by  ddPCR   (range = 0.15–0.2 log 10  copy per μl DNA) com-
pared to  qPCR   (range = 0.53 and 0.43 log 10  copy per μl DNA) for 
 Enterococcus  spp .  and human-associated HF183 fecal marker quan-
tifi cation in recreational  water quality   applications. Highly reproduc-
ible results were also obtained at different times on a chamber digital 
PCR platform [ 34 ] and even between different  primer  -probe sets 
targeting the same DNA molecule [ 13 ,  34 ]. 

   Reports comparing sensitivity between digital PCR and  qPCR   are 
less consistent than that for comparison of precision. While some 
studies reported higher sensitivity [ 39 ,  40 ] of  ddPCR  , others 
reported similar [ 13 ,  36 ,  41 ] or even lower [ 42 ]  ddPCR   sensitivity. 
These inconsistent fi ndings may be largely attributed to difference 
in the defi nition of sensitivity used by these authors and the differ-
ent ways sensitivity might be compared. Even if the absolute ana-
lytical sensitivity (e.g., copy per reaction) is similar between two 
methods, the nominal analytical sensitivity may differ because of 
different sample volume or sample quality. For example,  ddPCR   
showed much lower sensitivity for detecting  Cytomegalovirus  than 
 qPCR  , but each  ddPCR   reaction only received a sample volume 
that was ¼ of that received by each qPCR reaction [ 42 ]. With low- 
quality samples (e.g., samples containing PCR inhibitors), PCR 
amplifi cation effi ciency can be reduced, which reduces qPCR 
quantifi cation, but affects ddPCR much less due to the binary 
nature of ddPCR quantifi cation. As a result, higher nominal 
 sensitivity was reported for  ddPCR   than  qPCR   in analyzing low-
quality samples such as pond water [ 40 ] and soil [ 39 ]. 

 With well-designed  qPCR   and digital PCR assays using the same 
 primers   and probes, the absolute analytical sensitivities are likely simi-
lar and determined by the theoretical  detection   limit governed by 
Poisson subsampling. However, digital PCR may have higher nomi-
nal sensitivity owing to the binary nature of quantifi cation [ 39 ,  40 ] 
and the digital PCR partitioning process [ 16 ]. While it is diffi cult for 
 qPCR   to detect one copy of mutant DNA in the background of 
100,000 copy of wild-type DNA, the partitioning process in  ddPCR   

3.2.1   Sensitivity
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signifi cantly lowers the diffi culty of amplifi cation because the mutant 
to wild-type ratio in one droplet is drastically increased after the bulk 
reaction has been partitioned into tens of thousands of droplets.    

4     Advanced Performance Metrics 

   Increased tolerance to inhibition is another advantage of digital 
PCR that has been reported across many studies [ 13 ,  35 ,  36 ,  40 , 
 43 – 45 ]. Digital PCR was found to be more tolerant to inhibitors 
from food and feed samples [ 35 ], fecal samples [ 36 ], plant material 
[ 46 ], soil [ 43 ,  46 ], environmental waters [ 13 ,  40 ], and effl uent 
from wastewater treatment plants [ 44 ,  46 ], in either the droplet 
form (most studies) or the chip-based chamber form [ 43 ,  45 ]. 
Droplet digital PCR quantifi cation was shown to be unaffected by 
humic acid or organic matter concentrations (spiked into reactions) 
1–2 orders of magnitude higher than that tolerated by  qPCR   [ 13 ]. 
Further, a chip-based chamber digital PCR was shown to provide 
unaffected quantifi cation at 6 % v/v ethanol compared to controls 
in all nine replicates while qPCR completely failed in six replicates 
and provided severe underestimation in three replicates [ 45 ]. 

 This high tolerance against inhibition is largely attributed to the 
binary nature of digital PCR. PCR inhibitors often reduce PCR 
amplifi cation effi ciency by interfering with polymerase or the poly-
merase-DNA machinery, leading to increased Cq values and hence 
underestimation in  qPCR   [ 23 ]. However, reduced amplifi cation 
effi ciency still yields positive endpoint PCR, albeit with lower 
fl uorescence signals [ 13 ] and therefore does not affect digital PCR 
quantifi cation, which is based on counting the percentage of posi-
tive partitions. An additional mechanism that may help combat 
inhibition in digital PCR is the partitioning of bulk reactions into 
small volumes because this reduces the total amount of inhibitors 
available per reaction and/or reduces background DNA concentra-
tions [ 16 ], but the benefi t from that aspect of partitioning is still in 
need of further study. 

 It is important to note that PCR inhibitors function via com-
plex mechanisms which can vary by type and concentration of 
inhibitors [ 47 ] and may not always be alleviated by the binary 
nature of digital PCR. For example, extremely high concentration 
of inhibitors can completely shut down the amplifi cation machinery 
(instead of just reducing effi ciency) leading to failure in both  qPCR   
and digital PCR [ 13 ,  36 ]. While a chip-based chamber digital PCR 
system showed high resistance to the inhibitory effect of ethanol, 
the same system appeared just as inhibited as  qPCR   with 25 % v/v 
plasma and even more inhibited than  qPCR   with 3.5 mM EDTA in 
the same study [ 45 ]. Different digital PCR systems may also differ 
in tolerance to PCR inhibitors because they use different types of 
polymerase and reaction buffers that can be differentially suscepti-
ble to various inhibitors [ 23 ,  48 ]. Moreover, the binary nature of 

4.1  Tolerance to PCR 
Inhibition
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digital PCR may not be very useful in combating inhibition if inhi-
bition is caused by template sequestration (i.e., inhibitors bind to 
DNA making it unavailable for amplifi cation) [ 23 ].  

   Another area in which digital PCR has an advantage over  qPCR   is 
in the ability to simultaneously amplify and measure multiple tar-
gets in the same sample, termed  multiplexing  . In  qPCR  , it is diffi -
cult to multiplex because simultaneous amplifi cation of multiple 
targets in one reaction causes competition for reagents between 
the targets being amplifi ed. Due to differences in  primer  /probe 
design and/or differences in target concentrations present in the 
 qPCR   bulk reaction, one target gets a head-start in amplifi cation 
over another target and is more successful in competing for 
reagents. This differential success in competing for reagents is 
magnifi ed as PCR progresses, leading to the outperforming target 
suppressing amplifi cation of the underperforming target, which in 
turn leads to underestimation of the latter. Therefore, in multiplex 
 qPCR  , it is often necessary to painstakingly manipulate primer 
and probe design and/or concentration to enable  multiplexing   
[ 49 ,  50 ]. Even then, performance of multiplex  qPCR   is at the 
mercy of the relative concentrations of the multiplexed targets. 
A high concentration of one target may completely suppress quan-
tifi cation of the lower concentration target [ 13 ,  50 ]. 

 In contrast, when  multiplexing   in digital PCR, reagent competi-
tion is alleviated. This is due to the partitioning process, in which the 
“multiplex” bulk reaction is divided into a huge number of minia-
ture reactions containing only one copy of one target or at most a 
few copies of one or more targets (much less frequent than the one 
copy scenario due to Poisson distribution governing the partitioning 
process) [ 51 ]. In the case that a miniature reaction contains only one 
copy of one target, different miniature reactions independently 
quantify different targets without any adverse competition between 
targets but enable simultaneous quantifi cation of multiple targets at 
the bulk reaction level; In the rare case that a miniature reaction 
contains a few copies of multiple targets, all targets are present at low 
and similar concentrations (one or two copies at most), signifi cantly 
reducing the potential for reagent competition. 

 Two types of digital PCR  multiplexing   have been reported. 
The fi rst type is where Taqman probes labeled with different color 
fl uorophores are used to detect different targets [ 13 ,  35 ,  52 ]. This 
has been used to simultaneously quantify target and reference 
genes for genetically modifi ed organisms in food and feed samples 
[ 35 ] and the staphylococcal protein and the methicillin-resistance 
genes for methicillin-resistance  Staphylococcus aureus  cultures [ 52 ] 
with  ddPCR  . Another duplex ddPCR assay was also developed to 
simultaneously quantify general and human-associated fecal con-
tamination in recreational waters [ 13 ]. In this case, the duplex 
ddPCR assay produced nearly identical results as simplex  ddPCR   
assays (Fig.  3 ), even in the presence of high inhibitor 
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concentrations [ 13 ]. Building on these previous studies, we have 
developed a large suite of duplex assays for testing environmental 
waters for fecal contamination and  waterborne pathogens  , includ-
ing assays that simultaneously measure general and human- or 
cow- associated fecal contamination, abundance of generic and 
pathogenic  Salmonella  and two dominant protozoan pathogens 
 Giardia  and  Cryptosporidium  (Cao, unpublished data).

   The second type of digital PCR multiplexing is  multiplexing   
with a single-color DNA-binding dye, which has been reported for 
 ddPCR   [ 17 ,  53 ]. This type of  multiplexing   is enabled purely by the 
partitioning process in ddPCR and is not possible with  qPCR   [ 17 ]. 
Essentially, the fl uorescent amplitude (i.e., the accumulative end-
point fl uorescence) of DNA-binding dye is proportional to the size 
of the amplicon (i.e., the length of the amplifi cation target) because 
a longer amplicon allows more dye molecules to bind, leading to 
higher fl uorescence per amplicon. Since  qPCR   measures total fl uo-
rescence in one bulk reaction where all amplicons are mixed 
together,  qPCR   cannot simultaneously quantify two targets that 
differ in amplicon size but emitting the same wavelength fl uores-
cent signal. The reason it is possible to quantify different size 
amplicons with the same fl uorophore using  ddPCR   is because the 
partitioning process causes them to accumulate in different drop-
lets, where fl uorescent signals are measured independently. 
Consequently, the relationship between fl uorescence amplitude 
and amplicon size can be used to distinguish multiple targets that 
are of different size (or designed to be of different size through 
manipulating the length of  primers  ) [ 53 ]. Because DNA-binding 
dye is substantially cheaper than customized Taqman probes, such 
amplicon size-enabled  ddPCR    multiplexing   is preferred by some 
practitioners. For example, two studies demonstrated proof of 
concept testing clinical samples [ 17 ,  53 ], which are usually less 
complex and have less PCR inhibitors than do environmental 
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 samples  . Whether this form of multiplex is feasible with environ-
mental samples, which often contain inhibitors, is uncertain. This 
is because inhibition also lowers the fl uorescence amplitude [ 13 ] 
just as a small amplicon would, making it diffi cult to distinguish if 
a sample has multiple targets or is experiencing inhibition.  

   The time to result for digital PCR, although it may differ slightly 
among the different digital PCR systems, is not appreciably differ-
ent than that for  qPCR  . The  sampling   and preparation steps to 
capture the DNA are identical between the two, but subsequent 
analysis contains steps unique to one or the other (Fig.  1 ). For 
most commercially available systems, the digital PCR workfl ow 
contains two additional steps (Fig.  1 ), namely, partition before 
PCR and fl uorescence read post PCR, compared to  qPCR  . These 
two steps add 2–3 min per sample. However, digital PCR saves 
time as it eliminates the need to prepare and run (or rerun) stan-
dard curves, which could be particularly advantageous when run-
ning a small number of samples and for which the ratio of number 
of standard reactions to number of sample reactions is high. There 
is also some potential time saving of not having to dilute or purify 
DNA to overcome inhibition. Overall, time to result consideration 
will not be a primary reason for adoption of digital PCR.  

   Confl icting reports have been published comparing cost between 
digital PCR and  qPCR  . While some researchers reported digital 
PCR as a less expensive alternative [ 8 ,  13 ,  35 ], others concluded 
digital PCR is more expensive than  qPCR   [ 12 ,  36 ]. The confl icting 
reports most likely refl ect differences in how costs were compared: 
whether costs were compared per target per sample or per run, 
whether and how labor costs (waiting vs. hands-on time) were esti-
mated, and whether capital cost is considered. Cost estimates can 
also differ among different droplet and chamber digital PCR systems 
due to the different consumables required. Conceptually, though, 
digital PCR should be more cost-effective than  qPCR  . First, digital 
PCR is more resistant to inhibition, and in many circumstances, it 
may be possible to use crude DNA extracts [ 13 ], thus eliminating 
labor and material cost associated with DNA purifi cation, which is 
often a signifi cant portion of material and labor cost. Second, the 
greater fl exibility to multiplex in digital PCR than in  qPCR   offers 
tremendous opportunity for increasing information gathered 
per analysis and thus reducing cost [ 13 ,  35 ]. Last, the capacity to 
run single-color DNA-binding dye-based multiplex assays on 
droplet-based digital PCR systems can be signifi cantly less costly 
than typical probe-based multiplex assays [ 17 ]. 

 Beyond these theoretical cost advantages, the present cost of 
digital PCR is higher because it is early in the production cycle for 
this technology. For instance, the capital cost for a  ddPCR   system 
is presently 2–4 times that for a  qPCR   system as the number of 
instruments sold is still small, and there are a limited number of 
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manufacturers. Similarly, many of the supplies are presently pro-
duced in quantities appropriate to research applications, which are 
more expensive than when developed for mass production as they 
are now for  qPCR  . However, it is diffi cult to make an accurate com-
parison of cost at this time since capital and consumable costs for 
molecular technologies have been found to decrease quickly with 
technology advancement and market growth [ 54 ]. Additionally, 
the development and commercialization of affordable autonomous 
real-time monitoring systems or fi eld portable systems are likely to 
reduce technical complexity and cost further [ 15 ].   

5     Limitations of Digital PCR 

 As partition and the binary nature of digital PCR leads to many 
advantages described above for digital PCR, these same two fea-
tures also bring limitations unique to digital PCR. Because digital 
PCR quantifi es based on the proportion of partitions that are posi-
tive, digital PCR cannot provide quantifi cation if all partitions are 
positive or negative. The dynamic range of digital PCR is therefore 
limited by the number of partitions [ 16 ]. A dynamic range of fi ve 
orders of magnitude may be expected with 10,000–17,000 drop-
lets commonly observed for the QX100  ddPCR   system [ 13 ,  35 , 
 51 ]. In comparison,  qPCR   frequently offers a wider dynamic range 
of 6–9 orders of magnitude. While the QX100  ddPCR   dynamic 
range is generally suffi cient for monitoring of fecal contamination 
in ambient waters because concentrations of  Enterococcus  spp .  and 
human-fecal markers rarely exceed the upper qualifi cation limits 
[ 13 ], dilution of highly concentrated samples may be necessary 
when using  ddPCR  . Nevertheless, for public health management 
decisions, a result above upper quantifi cation limit can be as rele-
vant as an exact quantifi cation. Multiple dilutions of the sample 
may also be analyzed to provide a combined wide dynamic range, 
as commonly done for culture-based methods, which have a nar-
rower dynamic range than digital PCR. 

 Additionally, the Poisson statistics require uniformity in the 
partition. Factors such as viscous DNA template due to high 
concentration or extreme length that affect unbiased partitions can 
affect accuracy of digital PCR quantifi cation. For example, the 
general recommendation for  ddPCR   is to have <66 ng total 
DNA per reaction without pretreatment by restriction enzymes 
(Bio- Rad, QX100 and QX200 systems). Dilution or pretreatment 
by restriction enzymes should be considered if high biomass is 
expected in environmental waters [ 13 ]. Dissociation of double- 
strand DNA to single-strand DNA due to heating prior to the par-
tition process can lead to up to twofold overestimation by digital 
PCR, because one dsDNA molecule can only occupy one parti-
tion, while two ssDNA molecules can occupy two partitions [ 55 ]. 
Moreover, tandem distribution of target genes in close proximity 
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on a DNA template will lead to underestimation of target by 
 ddPCR   if these tandem copies remain linked and end up in the 
same partition [ 13 ]. This linkage of targets generally only becomes 
an issue when the tandem copies are within <50 kb (Bio-Rad, per-
sonal communication) because many DNA isolation procedures 
will fragment DNA such that only tandem copies fairly close to 
each other on the genome would remain linked [ 13 ]. However, 
assay developers should be mindful in assay design to avoid this 
linkage issue. For example, one may opt to choose a single copy 
gene as measurement target or examine the number and distance 
of multiple operons on the genomes (as done previously; [ 13 ] if 
available. 

 Lastly, environmental application of reverse transcriptase- 
digital PCR has been limited to a few reports of reverse transcrip-
tase  ddPCR   for quantifying  RNA   viruses [ 44 ,  46 ], and it is 
uncertain if RT-ddPCR affords to the same extent all advantages of 
 ddPCR  . More studies are warranted on both two- and one-step 
reverse transcriptase-digital PCR.  

6     Suitability of Digital PCR for Ambient Water Monitoring 

  Ambient  water monitoring   has some unique challenges that digital 
PCR is uniquely suited to overcome. For instance, ambient water 
monitoring often involves detecting rare targets in complex envi-
ronmental matrices. Additionally, ambient waters often contain 
potentially PCR inhibitory substances and a high background of 
nontarget nucleic acid pool that can be problematic for  qPCR   
implementation [ 3 ,  20 ]. For example, human pathogens (e.g., 
bacteria, protozoan, and viral pathogens) are generally present in 
waters at low titer but generally have a low infectious dose [ 56 ]. 
Consequently, false negatives (i.e., failure to detect rare targets due 
to inhibition), inability to analyze a higher volume of samples, 
and/or interference from nontarget DNA are highly undesirable. 
Similarly, effective  biodiversity   management requires sensitive early 
 detection   of  invasive species   while they are in low abundances such 
that control and eradication efforts might be successful and far less 
expensive than when the invasive population has become highly 
abundant and has spread [ 57 ]. Early warning of potential harmful 
algal blooms would also benefi t greatly from sensitive  detection   of 
toxin-producing  cyanobacteria   before the onset of the blooms 
[ 49 ]. In this regard, digital PCR has demonstrated higher toler-
ance to inhibition and higher nominal sensitivity [ 13 ,  16 ,  35 ,  36 , 
 40 ,  43 – 45 ] compared to  qPCR   and therefore may be well suited 
to detect low concentration targets in complex ambient water envi-
ronments. The improved precision of digital PCR over  qPCR   at 
low concentration is also particular valuable for ambient water 
applications [ 13 ,  35 ,  40 ]. 
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 Another important aspect of ambient  water monitoring   is the 
great need to discern and/or compare temporal and spatial pat-
terns, but monitoring data can be inherently noisy and being able 
to distinguish true patterns from methodological variability is chal-
lenging. For instance, understanding spatial and temporal patterns 
of endangered or  invasive species   is vital to resource management 
[ 3 ]. For  qPCR  , potentially high run-to-run variability, especially 
over months to years, can be expected due to the variability in 
standards preparation, storage and handling and qPCR’s intrinsic 
sensitivity to deviation in amplifi cation effi ciency. Such variability 
creates noise in monitoring data and limits  qPCR  ’s ability to iden-
tify trends, contributing to reluctance in adopting molecular quan-
tifi cation techniques for routine monitoring [ 58 ]. In this regard, 
the high repeatability and reproducibility afforded by digital PCR 
within runs, between runs, operators, and laboratories can be a 
signifi cant advantage [ 14 ]. 

 Finally, autonomous real-time monitoring systems are highly 
sought after because speed is critical to timely  water quality   
 notifi cation and remedial action [ 59 – 61 ]. For recreational water 
quality monitoring, conventional culture-based methods take 
18–96 h to achieve results due to the incubation time needed to 
grow  fecal indicator bacteria     . This delay allows for public exposure 
to bad  water quality   or unnecessary waste of recreational resources 
while waiting for laboratory results before posting or reopening a 
beach. Molecular-based methods bypass the culturing step and 
enable same day notifi cation for better public health protection [ 6 ] 
and have been included as a viable alternative monitoring method in 
the revised recreational  water quality   criteria by USEPA [ 62 ]. 
However, such rapid  water monitoring   has been found to be viable 
for only a limited number of sites that are relatively close to the labo-
ratory because sample transport adds signifi cantly to the sample- to-
result time, making the entire monitoring procedure no longer rapid 
[ 6 ,  60 ]. Autonomous real-time monitoring systems can remove the 
sample transport time, and enable fast management response [ 60 ]. 
While many system engineering challenges need to be overcome to 
arrive at practical and cost-effective autonomous real-time water 
monitoring systems [ 59 ], digital PCR is particularly suited for such 
systems because it bypasses the challenge of running a standard 
curve under fi eld conditions. Moreover, because of the binary nature 
of its quantifi cation, digital PCR only requires endpoint  detection   of 
fl uorescence after completion of PCR amplifi cation, which elimi-
nates the need for expensive optics necessary for continuous real-
time fl uorescence  detection   during amplifi cation. Finally, the droplet 
form of digital PCR could be particularly advantageous as sample 
material is encapsulated inside water-in-oil droplets, minimizing 
sample contact with tubing and other engineering parts inside 
autonomous systems where effective and complete disinfection can 
be challenging and sometimes ineffective  [ 60 ].     
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    Chapter 8   

 Using Environmental DNA for Invasive Species 
Surveillance and Monitoring                     

     Andrew     R.     Mahon      and     Christopher     L.     Jerde      

  Abstract 

   The method employed for environmental DNA (eDNA) surveillance for detection and monitoring of rare 
species in aquatic systems has evolved dramatically since its fi rst large-scale applications. Both active (tar-
geted) and passive (total diversity) surveillance methods provide helpful information for management 
groups, but each has a suite of techniques that necessitate proper equipment training and use. The proto-
cols described in this chapter represent some of the latest iterations in eDNA surveillance being applied in 
aquatic and marine systems.  

  Key words     eDNA  ,   Noninvasive sampling  ,   Detection  ,   Metagenomics  

1      Introduction 

   Indirect  genetic       detection   of  species   from environmental  samples   is 
an emerging fi eld in natural resource management and conserva-
tion biology [ 1 – 3 ]. While the general approach has been used in 
terrestrial studies for many years, applications of environmental 
DNA (eDNA) screening in aquatic environments have only 
recently been appreciated for their insights into the presence of 
incipient invasive species [ 4 ,  5 ] or threatened and endangered  spe-
cies   [ 6 ,  7 ]. The general approach in aquatic systems is to collect a 
water sample, extract all the DNA from the sample, and then either 
screen for individual  species   using targeted, species-specifi c molec-
ular markers [ 8 ] or  high-throughput sequencing   to reveal com-
munities of  species   [ 9 – 11 ]. With the limitations in traditional 
aquatic  sampling   techniques, such as electrofi shing and gill nets 
where some species are notably undetected due to low abundance 
or low probability of capture [ 12 ], there is growing interest in 
genetic and genomic applications for improved  detection   and 
monitoring of rare  species  , in particular for nonnative or invasive 
species [ 13 ,  14 ]. However, the same criticisms applied to tradi-
tional aquatic  sampling   techniques are also applicable to eDNA 
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screening of  species   presence, and consequently, quantifying the 
accuracy and reliability of molecular surveillance results is essential 
to advance natural resource management based on eDNA  detec-
tion   of targeted  species   and total communities [ 15 ,  16 ]. 

 Most eDNA surveillance studies on aquatic invasive species have 
focused on developing and implementing active surveillance that 
targets a single  species   [ 8 ,  17 ,  18 ]. Passive surveillance approaches, 
like  high-throughput sequencing (HTS)   applications, can poten-
tially detect unexpected invasive species by screening all of the DNA 
in a given sample [ 9 ,  14 ] and identifying a community of  species   
[ 10 ,  11 ]. In initial uses of eDNA for invasive  species   surveillance, 
methods were developed to provide rapid answers for management 
groups, leaving in-depth development of the tools by the wayside. 
Thus, the goals of this chapter are to not only describe the methods 
being implemented for eDNA surveillance of invasive species, but 
also to provide updates on where the methods in fi eld are evolving 
and which methods are appropriate for specifi c situations. 

 To utilize eDNA as a surveillance platform and to choose a 
method to apply to the work, one must fi rst consider active surveil-
lance vs. passive surveillance techniques. Active surveillance, the 
most utilized route for eDNA surveillance to date, involves analyz-
ing samples in a targeted fashion where samples are screened for a 
single  species   or group of species. Passive surveillance uses  high- 
throughput sequencing   platforms (HTS; i.e., next-generation 
sequencing methods) to screen for all  species   in a sample. The 
overall process for both active and passive eDNA surveillance 
involves initial sample collection, followed by DNA extraction and 
subsequent sample analysis (Fig.  1 ).

2       Materials 

   Sample fi ltration and preservation:

    1.    Sterile collection containers (250 ml volume or greater).   
   2.    Whatman fi lter, 25 mm diameter, 5 μm pore size (GE 

Healthcare).   
   3.    Whatman Swin-Lok fi lter holder (25 mm) or similar fi lter holder.   
   4.    Plastic tubing.   
   5.    Vacuum pump (either a hand pump or powered device similar 

to Pegasus Athena peristaltic pump will suffi ce).   
   6.    Side-arm collection fl ask.   
   7.    Plastic tubing.   
   8.    Longmire’s lysis buffer solution: 1 M Tris–HCl, pH 8.0, 0.5 M 

EDTA, pH 8.0, 5 M NaCl, Double-distilled (sterile) water, 
25 ml of 20 % SDS per liter. Using a calibrated and decontami-
nated pipette, add 700 μl of Longmire’s preservation buffer to 

2.1  Sample 
Collection 
and Filtration
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each of the requisite number of 2 ml microcentrifuge tubes 
(i.e., 2× the number of 2 l water samples).   

   9.    2 ml microcentrifuge tubes.      

       1.    Water bath (capable of 65 °C).   
   2.    24:1 chloroform:isoamyl alcohol.   
   3.    Centrifuge for 2 ml tubes capable of 15,000 ×  g .   
   4.    Micropipettes.   
   5.    Ice cold isopropanol.   
   6.    5 M NaCl.   
   7.    −20 °C freezer.   
   8.    70 % ethanol.   
   9.    TE buffer: 10 mM Tris, bring to pH 8.0 with HCl, 1 mM 

EDTA.   
   10.    Optional Vacuum Centrifuge (e.g., Eppendorf™ Vacufuge™ 

Concentrator or equivalent).      

       1.    For quantitative  digital droplet Polymerase Chain Reaction 
(ddPCR)  : QX200™ AutoDG™ Droplet Digital™ PCR system 
and all associated consumables related to utilization of this 
system, available at http://bio-rad.com.   

2.2  DNA Extraction

2.3  Active 
Surveillance

DNA
Extraction

Active
Surveillance

Passive
Surveillance

Sample
Collection

and
Filtration

Ficetaola et al. (2009)
Jerde et al. (2011)
Jerde et al. (2013)
Mahon et al. (2010)
Evans et al. (2015)

Goldberg et al. (2015)

Thomson et al. (2012)
Mahon et al. (2014)
Evans et al. (2015)

Simmons et al. (2015)
Others

1) Kit based methods (Qiagen
DNEasy kit, MoBIO PowerWater

DNA extraction kit)
2) Chloroform:Isoamyl extractions

3) Ethanol precipitation

Jerde et al. (2011; 2013)
Mahon et al. (2013)

Goldberg et al. (2011, 2013)
Pilliod et al. (2013)

Others

  Fig. 1    Schematic fl ow chart for general eDNA surveillance methods and examples or published references for 
each associated step       

 

Using Environmental DNA for Invasive Species Surveillance and Monitoring



134

   2.    Micropipettes and tips for handling samples.   
   3.    Species-specifi c PCR oligonucleotide  primers   and hydrolysis 

probe (project specifi c, related to intended target organism (s) 
of interest).   

   4.    Microcentrifuge tubes.   
   5.    Double-distilled (sterile) water.      

       1.    PCR thermocycler.   
   2.    Micropipettes and tips for processing samples.   
   3.    Microcentrifuge tubes.   
   4.    PCR  primers   targeting amplicon that is general to the group of 

organisms under investigation (e.g., fi sh, invertebrates, etc.).   
   5.    QIAquick Gel Extraction Kit (Qiagen Inc.).   
   6.    Double-distilled (sterile) water.   
   7.     TruSeq   Nano DNA Library Preparation kit (Illumina).   
   8.     Illumina    MiSeq   high-throughput DNA sequencer and associ-

ated fl ow cell ( Illumina  ).   
   9.    Unix-based computer for  bioinformatics   processing.       

3    Methods 

   Routine sample collection involved taking a number of water 
samples from fi eld locations to be screened. Early application of 
active surveillance using eDNA varied in the amount of water col-
lected. Ficetola et al. used 15 ml samples in ponds [ 19 ]. Jerde et al. 
used two-liter water samples as a part of a broad-scale surveillance 
program for the invasive bighead and silver Asian carp 
( Hypophthalmichthys  sp.) in the Laurentian Great Lakes [ 5 ,  17 ]. 
Recent work has moved to 250 ml samples being collected and 
fi ltered [ 10 ,  20 ]. Samples are collected and fi ltered in the fi eld. 

 Using sterile collection containers, 250 ml water samples are 
collected from fi eld locations and vacuum fi ltered through the 
Whatman Swin-lok fi lter holder onto the 5 μm PCTE fi lter paper. 
After fi ltration, the individual pieces of fi lter paper are then placed 
into 2 ml microcentrifuge tubes containing premade Longmire’s 
solution [ 21 ]. In this solution, the genetic material collected is 
stable for at least 150 days at ambient temperature [ 22 ].  

       1.    Heat the tube containing Longmire’s solution and the collected 
sample on the PCTE fi lter at 65 °C in a water bath for 10 min.   

   2.    Briefl y cool the sample prior to adding 0.7 ml of 24:1 
chloroform:isoamyl alcohol in a fume hood.   

   3.    Mix the samples on a vortexer vertically for 5 min, dissolving 
the fi lter papers and lysing any cells in the sample.   

2.4  Passive 
Surveillance

3.1  Sample 
Collection 
and Filtration

3.2  DNA Extraction
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   4.    Centrifuge the samples for 15 min at 15,000 ×  g  at room 
temperature.   

   5.    Pipette the supernatant (~500 μl) to a new microcentrifuge tube.   
   6.    Precipitate the DNA from the supernatant solution by adding 

an equal volume of ice-cold isopropanol and a half volume of 
5 M NaCl, incubating this solution for ~1 h at −20 °C.   

   7.    Pellet the DNA by centrifuging the sample at 15,000 ×  g  for 
15 min at room temperature.   

   8.    Pour off the supernatant and add 150 μl of 70 % ethanol, 
washing down the inner walls of the tube.   

   9.    Repeat the 70 % ethanol wash and centrifugation.   
   10.    Remove residual ethanol by air drying or use a vacuum centrifuge 

(45 °C, 5–10 min).   
   11.    Resuspend the DNA by adding 100 μl of TE buffer and 

vortexing gently. If necessary, heat the solution for 10 min 
at 55 °C and remix via vortexing gently.   

   12.    DNA extractions can be stored in the refrigerator (~4 °C) or at 
−20 to −80 °C until downstream analyses can be performed. 
Repeated freeze–thaw cycles should be avoided.      

   The goal of eDNA monitoring methods for many studies has been 
to develop a rapid, accurate, and relatively inexpensive surveillance 
tool that can be applied to the system in question. The large major-
ity of studies to date have used routine equipment for sample anal-
yses that most standard molecular ecology laboratories have on 
hand. Largely, active, targeted surveillance has necessitated using a 
 detection   platform such as polymerase chain reaction (PCR) for 
qualitative analyses (presence/absence of target DNA in a given 
sample). More recent studies have moved to quantitative measures, 
even beyond traditional  qPCR  , such as digital droplet PCR 
( ddPCR  ) that can calculate concentrations of target  species   DNA 
collected in a sample [ 20 ,  23 – 25 ]. 

 Absolute concentrations of target  species   DNA can be mea-
sured using a BioRad© QX200 Droplet Digital PCR system and 
 primers   and hydrolysis probes developed for quantitative PCR 
( see  [ 23 ], for example, of setup). Hydrolysis probes necessitate tag-
ging, and in our prior work we have utilized a dual-labeled probe 
with a 5′ 6-FAM fl uorescent  tag   and a 3′ Black Hole Quencher 
[ 20 ,  23 ], Simmons et al. [ 20 ]. The instrument can also utilize 
EvaGreen fl uorescent chemistry, leaving out the need for probes. 
A routine  ddPCR   reaction mixture consists of 1000 nM of each 
 primer   and probe, 1× BioRad© ddPCR Supermix for probes, 
2.5 μl DNA and sterile water for a total reaction volume of 25 μl. 
The BioRad© QX200 droplet generator partitions the reaction 
mixture into nanodroplets, combining 20 μl of the reaction mix-
ture with 70 μl of droplet oil. This results in a total sample volume 

3.3  Active 
Surveillance
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of 40 μl (>20,000 individual nanodroplets) containing sample, 
 primers  , probe, and mastermix, which is then transferred to a PCR 
plate for amplifi cation and then screened and analyzed on the 
QX200 instrument. For each  ddPCR   plate run, negative and posi-
tive controls are necessary to evaluate potential contamination and 
success of the reaction chemistry, respectively.  

   A number of preparatory steps are needed for using eDNA in pas-
sive surveillance, i.e.,  high-throughput sequencing   screenings. 
Prior to sequencing, DNA extractions from fi eld sites can be 
pooled by sample location into composite sample(s) [ 11 ,  20 ]. 
Individual or pooled samples are then PCR amplifi ed using a tar-
geted or universal vertebrate  primer   set [ 10 ,  26 ,  27 ]. Amplifi cation 
and purifi cation procedures vary by amplicon. Our approach 
described here follows methods developed in Evans et al. [ 10 ] for 
fi sh  community analysis  . For  metabarcoding   studies of marine 
 invertebrates  ,  see  also Chapters   12     by Fonseca and Lallias,   13     by 
Bourlat et al., and   14     by Leray et al. 

 Library preparations are then performed on amplifi ed PCR 
products for each sample using the  Illumina    TruSeq   Nano DNA 
Library Preparation Kit, omitting the DNA fragmentation step 
due to the small, discrete size of the amplicons, typically less than 
250 bp. Samples are then loaded onto a MiSeq v2 fl ow cell in equi-
molar amounts for sequencing using a 500 cycle (Paired end 
250 bp; PE250) v2 reagent kit. Following sequencing, base calling 
is performed by  Illumina   Real Time Analysis (RTA) v1.18.54. The 
output of RTA is demultiplexed and converted to  FastQ format   
with  Illumina   Bcl2fastq v1.8.4. 

   To analyze the data after  MiSeq   sequencing, the resulting FastQ 
fi les are fi ltered to remove exact sequence duplicates,  singletons  , 
sequences with more than fi ve ambiguous bases, and sequences 
with less than 100 bp using PRINSEQ v0.20.4 [ 28 ]. Custom data-
bases can be generated to screen the resulting data using a script 
available at http://www.auburn.edu/~santosr/scripts/NCBI_
retrieval.prl and NCBI’s  Genbank    database  . The NCBI’s Basic 
Local  Alignment   Search Tool (BLAST) can then be used to ana-
lyze sequences at identity thresholds (>98 % and with over 100 bp 
matches and expect values of less than 1e−5). 

 Evaluation of  species   distribution as inferred by eDNA  detec-
tion   in georeferenced water samples can be accomplished by using 
Species Occupancy Models (SOMs) [ 29 ,  30 ]. These models, in 
general, attempt to provide a probability of  species   occupancy at a 
location based on the occurrence record of  species   coupled to hab-
itat covariates when the  detection   probability of the  species   is less 
than one [ 31 ]. These SOMs can incorporate replication at multiple 
levels (within sample and within locations), account for  detection   
errors, and ultimate quantify incidences of false positives and 
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negatives [ 32 ]. However, without SOM connections to the under-
lying hydrology, which would describe how DNA is transported in 
a system, occupancy in lotic systems may be limited [ 16 ].    

4    Quality Assurance and Quality Control (QAQC) 

  Species   distribution modeling has been used for conservation man-
agement and planning for many decades [ 33 ], but the use of eDNA 
has posed a number of challenges largely due to the inherently 
indirect nature of the  detection   method [ 15 ]. What has been 
coined the ‘molecular revolution’ for recording of  biodiversity   and 
 species   occupancy [ 34 ] is a rapidly evolving approach with changes 
in collection, extraction, amplifi cation, and screening of DNA 
(Fig.  1 ). Each of these steps may introduce unwanted errors in the 
form of false negatives and false presences [ 15 ] that can be largely 
controlled by improved  protocols   and procedures [ 35 ], quantifi ca-
tion of  detection   errors [ 30 ], and assessing the appropriate level of 
sample replication [ 32 ]. 

   There are multiple QAQC components that are common to all 
eDNA methods and analysis platforms. One of the most important 
QAQC components of eDNA studies is instituting  protocols   that 
minimize the probability of contamination of eDNA extractions 
and downstream analyses. This can be achieved through a number 
of different steps. First, it is important to conduct all DNA extrac-
tion and amplifi cations in a room or location dedicated to low- 
quantity DNA sources. Concentrated DNA of the eDNA target 
 species  , in the form of high concentration DNA extracts and more 
importantly PCR products, should not be handled or opened in 
this dedicated space. Researchers also need to restrict the fl ow of 
items and individuals between high concentration and low concen-
tration DNA working spaces. To minimize the possibility of con-
tamination among eDNA samples and reagents within the low 
quantity DNA working space, a number of steps can be taken 
including the use of fi lter tips, regular changing of gloves, plus 
frequent sterilization of pipettes, sample trays, and extraction sur-
faces. Finally, negative controls should be included in all DNA 
extractions and PCRs to monitor for contamination events.  

    Digital droplet PCR : Multiple research groups have abandoned 
the traditional endpoint PCR systems to utilize quantitative ampli-
fi cation methods, including  quantitative PCR (qPCR)   and digital 
droplet PCR ( ddPCR  ) [ 9 ,  14 ,  36 ,  37 ]; and others). These plat-
forms analyze samples for targeted  species  , either individually or 
multiplexed (multiple target  species   at one time), and provide 
either semiquantitative ( qPCR  ) or total ( ddPCR  ) concentrations 
(copies of target sequence per microliter) of the targeted DNA 
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fragments from species of interest. This approach and these platforms 
are reported to be more sensitive [ 38 ] and less prone to false posi-
tives than traditional endpoint PCR methods [ 39 ]. Levels of detec-
tion for  qPCR   and  ddPCR   have been demonstrated at extremely 
low levels, in some instances to less than one copy of target DNA 
per microliter of sample [ 38 – 40 ]. Additionally, even within the 
quantitative methods,  ddPCR   may provide substantial advantages 
over  qPCR  , particularly because  ddPCR   does not necessitate pro-
duction of a standard curve for each sample run, removing a step 
that both reduces costs of analysis and also lowers the potential for 
calibration error in the study [ 23 – 25 ]. Additionally,  ddPCR   has to 
be a more precise method and has shown reduced susceptibility to 
reaction inhibitors over traditional  qPCR   [ 41 ]. 

 Quantitative PCR and  ddPCR   methods require stringent 
quality assurance procedures, particularly in  primer  /marker design. 
When designing the surveillance or monitoring assay, if using a 
probe-based  qPCR   and digital droplet PCR methodology, base 
pair mismatches on both  primer   and probe, particularly at the 3′ 
end of the  qPCR    primers   need to be accounted for to avoid false 
positives [ 40 ]. Along with this, false negative problems need to be 
considered when target DNA is rare and potentially swamped out 
by nontarget DNA in a sample [ 40 ]. 

 The increased sensitivity for  qPCR   and  ddPCR   should neces-
sitate additional precautions to help prevent contamination and 
false positives. This would include additional sterilization of equip-
ment in the laboratory, positive pressure UV capable PCR hoods, 
procedure room separation, etc., as others have done in the ancient 
DNA fi eld ( see  Goldberg et al. [ 35 ]). 

 In general, standard  qPCR   quality control guidelines developed 
for other methods and procedures should be followed as appropri-
ate ( see  [ 42 ]). These include methods to ensure the reliability of 
results in quantitative eDNA analyses to promote interlaboratory 
repeatability and to increase experimental transparency [ 42 ]. 
Following the digital guidelines for  qPCR  , a series of best practice 
 ddPCR   guidelines has been developed [ 41 ]. These include best 
practice suggestions ranging from experimental design through 
 ddPCR   assay validation [ 41 ].  

    HTS analyses of eDNA samples : The advent of high-throughput 
 metagenomic   sequencing platforms has the potential to revolu-
tionize the use of DNA for surveillance and monitoring. With 
these platforms, we have the ability to not only screen eDNA sam-
ples for targeted rare  species   of interest, but we can also screen and 
analyze samples for overall  biodiversity   in the system being investi-
gated. Although there are a number of different chemistries and 
processing methods, high-throughput platforms function by 
sequencing all fragments of DNA in a sample rather than targeting 
individual DNA fragments using species-specifi c amplifi cation. 

4.3  Passive 
Surveillance QAQC
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Additionally, some  protocols   use a preplatform target enrichment 
or PCR amplifi cation, providing the ability to target certain groups 
(e.g., all fi sh) in a given sample. Depending on the platform uti-
lized, thousands to multiple millions of sequence reads can be gen-
erated in a given run, providing depth of coverage of each individual 
sequence read. Previous eDNA studies utilizing this platform have 
demonstrated successful application to determine total aquatic 
 biodiversity   in real-world systems [ 10 ,  11 ,  20 ,  43 ]. To ensure 
accuracy of matches to target  species  , particularly if management 
actions are to be taken based on the data collected, data analyses 
and stringency of matches to available genetic  databases   such as 
NCBI’s  Genbank   should be explicitly stated (e.g., [ 43 ]). 
Consistency of analyses, thresholds for matches to target species, 
and continued expansion of available genetic barcode-type data 
within available  databases   should all be considered when develop-
ing the  metagenomic   assay. Additionally, type of genomic platform 
utilized should be carefully considered (e.g.,  Illumina    MiSeq   or 
HiSeq or 454, Oxford Nanopore MinION, etc.) as the data each 
produces differs and can provide different, yet still revealing results.  

   The standard PCR approach (e.g., [ 4 ,  44 ]) for target eDNA 
surveillance has the distinct advantage of using technology and 
techniques found in many molecular genetics labs and can be per-
formed relatively cheaply, assuming a marker exists for the  species 
  targeted for surveillance. Progressing up the technological ladder 
to  qPCR  ,  ddPCR  , and HTS, the infrastructure necessary to per-
form the assays on different platforms becomes more costly and 
with fewer laboratories available to conduct such assays. In many 
studies, the choice of active vs. passive surveillance methods may 
be pragmatic. However, it is clear that for at least some platforms, 
there are issues of  detection   sensitivity that may drive assay choice. 
Nathan et al. showed that  qPCR   and  ddPCR   were much more 
sensitive to detecting a target  species   compared to traditional PCR 
[ 23 ]. Similarly, Doi et al. showed that when eDNA is at very low 
copy number (<100 per sample)  ddPCR   outperforms qPCR [ 25 ]. 
A comparison of HTS  detection   sensitivity to target approaches is 
an area of ongoing research [ 20 ]. 

 While the upfront cost for any platform can be relatively expen-
sive, >$250,000 for some HTS approaches, a per sample cost may 
also weigh on the decision to choose active or passive surveillance 
techniques. Nathan et al. estimated a $4.27, $8.87, and $4.02 cost 
(US$) per sample for PCR,  qPCR  , and  ddPCR   platforms, respec-
tively [ 23 ]. It should be noted that the uptick in  qPCR   cost was 
largely for production of a calibration curve to estimate the amount 
of DNA in the sample, and with the PCR approach there was no 
quantifi cation of the amount of DNA. 

 Ultimately, the choice of using active or passive surveillance 
will be largely driven by the question needing to be answered [ 14 ,  20 ]. 

4.4  Choosing Active 
vs. Passive 
Surveillance Methods 
and Platforms

Using Environmental DNA for Invasive Species Surveillance and Monitoring
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For now, if presence of only one or two  species   is needed, then it 
appear PCR,  qPCR  , or  ddPCR   platforms are more cost effective, 
accessible, and reliable. However, if the ecological question of 
interest is about estimated  biodiversity   or  species   richness [ 10 ,  11 ], 
then HTS to screen and identify suites of species will likely be the 
best approach. This will particularly be the case as costs for HTS 
methods, either in house or at commercial facilities, continue to 
drop and technologies continue to improve [ 45 ]. 

 As active and passive approaches to eDNA surveillance advance, 
data quality will continue to improve and both scientists and man-
agement agencies will have the opportunity to more confi dently 
take action to address questions regarding rare  species  , whether 
threatened or endangered or invasive, in aquatic environments. 
These responses can then begin to protect native systems, either 
through documentation of current  biodiversity   and potential habi-
tat protection for rare  species   or instigating early  detection   and 
rapid response actions for invasive  species  . While both active and 
passive eDNA methods are excellent additions to monitoring sci-
ence, neither is a ‘silver bullet’ for surveillance. However, they are 
both extremely valuable tools and should continue to be developed 
and supported by scientists and management groups.        
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    Chapter 9   

 Microarrays/DNA Chips for the Detection 
of Waterborne Pathogens                     

     Filipa     F.     Vale      

  Abstract 

   DNA microarrays are useful for the simultaneous detection of microorganisms in water samples. Specifi c 
probes targeting waterborne pathogens are selected with bioinformatics tools, synthesized and spotted 
onto a DNA array. Here, the construction of a DNA chip for waterborne pathogen detection is described, 
including the processes of probe in silico selection, synthesis, validation, and data analysis.  

  Key words     DNA chip  ,   Microarray  ,   Waterborne pathogen  ,   Waterborne detection  ,   Molecular method  , 
  Water quality  ,   DNA probe  ,   Bacterial detection  ,   Indicator bacteria  ,   Microbial detection  

1      Introduction 

     Microbial  water quality    monitoring            is a fi eld in which novel molecular 
tools have emerged in order to have rapid, high-throughput, sensitive, 
and specifi c detection of a wide spectrum of  microbial   pathogens that 
challenge traditional culture-based techniques [ 1 – 3 ]. 

 Microarrays or DNA chips are a technology that allows bind-
ing of several nucleic acids (probes) to a surface to detect the pres-
ence or determine the relative concentration of complementary 
nucleic acid sequences (targets) in a mixture through hybridization 
followed by detection of the hybridization signal. In a way, DNA 
chips are a scale up of conventional dot blots, in which dozens or 
hundreds of probes are used to detect the presence of a given 
nucleic acid [ 4 ]. DNA microarrays can also be used to quantify a 
large number of nucleic acids in a solution, a topic which will not 
be covered here. 

 Briefl y, DNA microarrays may be used as a diagnostic tool con-
sisting of ordered matrices of DNA sequences spotted on glass 
slides, which are used for hybridization experiments with fl uores-
cently labeled target genes [ 5 ]. This technology, which enables the 
parallel analysis of many genes in a single reaction, has been applied 
in the detection of microorganisms in water samples, namely, 
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wastewater [ 6 – 10 ] and water intended for human consumption 
[ 9 ,  11 ]. Moreover, DNA microarrays have been used for the moni-
toring of toxic microorganisms in marine environments [ 12 ,  13 ]. 

 Pathogen detection microarrays are limited in their ability to 
detect low-abundance target sequences within complex samples. 
Therefore, microarray-based pathogen detection generally relies 
upon target sequence amplifi cation strategies, such as PCR [ 14 ], 
previous culture of the pathogen, or sample volume increase [ 11 ]. 

 The performance of a microarray is dependent on the quality of 
the selected probes. Good probes should present high specifi city 
(they should be completely specifi c to their respective targets to 
avoid any cross-hybridization), sensitivity (they should not form 
stable secondary structures that may interfere with the probes by 
forming heteroduplexes during hybridization), and homogeneity 
(they should have similar reaction temperatures) [ 15 ]. Moreover, 
long probes yield better signal intensity than short probes; however, 
the signal intensity of short probes can be improved by the addition 
of spacers or by using a higher probe concentration for spotting. 
Probes optimized for sequence specifi city are essential to avoid false-
positives due to nonspecifi c cross-hybridization to highly similar 
sequences [ 16 ]. In fact, if the targets have more than 70–80% global 
sequence homology to a probe, they can hybridize indiscriminately 
to that probe. Cross-hybridization also depends on the stringency of 
the hybridization  protocols   [ 16 ,  17 ]. Arraying and scanning equip-
ment and their respective software may vary considerably, and thus 
protocols describing the methods generally do not include instruc-
tions on how to operate these equipments. In this chapter, we will 
present  protocols   for selection of DNA  probes   for microorganism 
detection, DNA chip preparation, target preparation and hybridiza-
tion, and image acquisition and data analysis.  

2    Materials 

 Prepare all solutions using ultrapure water. Prepare and store all 
reagents at room temperature (unless indicated otherwise). 
Diligently follow all waste disposal regulations when disposing of 
materials. Use gloves in all  protocols  . Powder-free gloves should 
be worn while handling the slides. 

       1.    CodeLink ®  slides (Surmodics, USA) or equivalent. Follow the 
 protocol   recommended by the manufacturer (note that other 
reagents are necessary).   

   2.    DNA extracted using Wizard Genomic DNA Purifi cation Kit 
(Promega Corp., USA), and PCR products purifi ed using 
QIAquick PCR Purifi cation Kit (Qiagen, Germany), or 
equivalent.   

   3.     Primers   and amine C6 modifi ed primer.   

2.1  DNA Chip 
Manufacturing
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   4.    Arraying equipment (QArrayMini Personal benchtop microar-
rayer, Genetix, or equivalent).      

         1.    0.45 μm nitrocellulose fi lters.   
   2.    DNA extracted using Wizard Genomic DNA Purifi cation Kit 

(Promega Corp., USA) or equivalent, and PCR products purifi ed 
using QIAquick PCR Purifi cation Kit (Qiagen, Germany), 
or equivalent.   

   3.    Nimblegen One-Color DNA labeling kit (Roche, USA), or 
equivalent.   

   4.    Thermocycler for target amplifi cation.   
   5.    Vacuum concentrator.      

       1.    Hybridization solution: 4× SSC, 0.1 % SDS, 0.1 mg/ml  salmon   
sperm DNA.   

   2.    Incubation chamber, such as Hybriwell incubation chamber 
(Sigma Aldrich, USA), or equivalent.   

   3.    Slide staining racks for washes.   
   4.    Wash solution 1: 2× SSC, 0.1 % SDS.   
   5.    Wash solution 2: 0.2× SSC.   
   6.    Wash solution 3: 0.1× SSC.   
   7.    Deionized water.   
   8.    Isopropanol.   
   9.    Heat block at 95 °C.   
   10.    Ice.   
   11.    Shaking hybridization oven.   
   12.    Compressed nitrogen.       

       1.    Microarray scanner (ScanArray Gx, Perkin Elmer, Waltham, 
MA, USA, or equivalent).   

   2.    Software for microarray image analysis (ScanArray Express 
Software v. 4.00, Perkin Elmer, or equivalent).       

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. 

        1.     Select the target  microorganisms  . For instance, for the drinking 
 water quality   test a list of mandatory microorganisms should 
be compiled ( see   Note    1  ).   

   2.    Select genomic sequences for ribosomal RNA, toxins, and 
other conserved sequences that could be specifi c to a particular 

2.2  DNA Labeling 
and Hybridization

2.2.1  DNA Labeling

2.2.2  DNA Hybridization

2.3  Image 
Acquisition and Data 
Analysis
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Probes 
for Microorganism 
Detection
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microorganism from the NCBI  Genbank   ‘nucleotide collec-
tion,’ or any other source for organism-specifi c sequences 
(EMBL, etc.) ( see   Note    2  ).   

   3.    Prepare a fi le in FASTA format containing the provisional 
sequences that may serve as probes.   

   4.    Perform a nucleotide BLAST (BLASTN) [ 18 ] for each sequence 
against the NCBI  database   “nucleotide collection nr/nt.”   

   5.    In the BLAST output, check all sequences presenting a query 
coverage >70 % and a threshold limit ( E -value) <1e −6  ( see  Fig.  1 ).

       6.    These sequences producing signifi cant  alignments   should 
include most of the target microorganism genomes but not 
other microorganisms’ genomes ( see   Note    3  ).   

   7.    Perform a nucleotide BLAST (BLASTN) for each sequence 
using the NCBI  Database   “nucleotide collection nr/nt,” this 
time selecting the organism of choice. Select the target organ-
ism for each probe and check the “exclude box” in order to 
observe if any other microorganism produces signifi cant  align-
ments   (i.e., with a query coverage >70 % and a threshold 
( E -value) >1e −6 ). The probe should not produce signifi cant 
 alignments   to any other microorganism (Fig.  1 ).   

   8.    BLASTN each probe using the NCBI  Database   “nucleotide 
collection nr/nt” and select, one by one, all microorganisms 
that may be present in real samples (in this case do not select 

  Fig. 1    BLASTN [ 18 ] of  C. jejuni  probe [ 11 ] using the NCBI  Database   “nucleotide collection nr/nt.” All signifi cant 
 alignments   are produced with  C. jejuni  sequences. The fi rst nonsignifi cant alignment is shown       
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the Exclude box). The probe should not produce signifi cant 
 alignment   to any of these microorganisms.   

   9.    Select the probes producing signifi cant  alignments   for the tar-
get microorganism only.   

   10.    Download the DNA sequence of the selected probe for several 
strains of the target microorganism from NCBI or an equiva-
lent  database   ( see   Note    4  ).   

   11.    Choose a subregion of the gene of the appropriate size for a 
probe (120–200 bp) showing total, or almost total, identity 
with the sequences of all the members of each target using the 
MultAlin tool available at   http://multalin.toulouse.inra.fr/
multalin/     [ 19 ] or the Clustal Omega tool from EBI, available 
online at   http://www.ebi.ac.uk/Tools/msa/clustalo/     [ 20 ], 
or other multialignment site or software.   

   12.    Check for the absence of probe self-folding using the Mfold 
web server [ 21 ], available at   http://mfold.rna.albany.
edu/?q=mfold/DNA-Folding-Form    , or other multialignment 
site or software.   

   13.    The probes can either be synthetic or PCR amplifi ed from the 
target microorganism.   

   14.    For synthetic probes, choose the consensus sequence after 
 alignment   ( see  Subheading  3.2 ).   

   15.    Select  primers   for PCR amplifi cation using Primer3 or equiva-
lent software [ 22 ,  23 ], available at   http://bioinfo.ut.ee/
primer3-0.4.0/     ( see  Subheading  3.2 ), or other multialignment 
site or software.   

   16.    Repeat the same procedure for all probes to be tested on the 
DNA chip ( see    Note    5  ).      

     Several brands of arraying equipment can be used, for which spe-
cifi c manufacturers’ instructions should be followed. However, 
here are some general aspects to think about when designing a 
DNA Chip:

    1.    Use CodeLink ®  or equivalent slides to spot the probes.   
   2.    Amplify the probe by PCR by single-stranded probe synthesis 

using a 3′- or 5′-amine C6 modifi ed  primer   (C6 works as 
spacer between the slide and the probe) ( see   Note    6  ).   

   3.    Purify the PCR product using standard methods ( see   Note    7  ).   
   4.    Quantify and store the purifi ed probes at −20 °C.   
   5.    Design probe distribution on the  microarray   and spot the 

probes using the arraying equipment ( see   Note    8  ).   
   6.    Store the DNA chip at room temperature (or according to 

manufacturers’ instructions) until use. For long-term storage, 
maintain the slides in a desiccated environment.      

3.2  DNA Chip 
Manufacturing
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       1.    Extract DNA from all reference microorganisms (obtained 
from ATCC collection or equivalent) using conventional 
methods, in order to validate the DNA chip.   

   2.    Collect a minimum sample volume of 1 L of water and trans-
port at 4 °C. Samples should be processed within 48 h.   

   3.    Filter water samples through 0.45 μm nitrocellulose fi lters ( see  
 Note    9  ).   

   4.    Extract DNA from the fi lters using conventional methods for 
DNA extraction from water ( see   Note    10  ).   

   5.    Store DNA at −20 °C until required.   
   6.    In the case of low abundance targets (low  bacterial   load in the 

sample, resulting in a total DNA concentration <0.1 μg after 
labeling), preamplify the target by PCR using random hexam-
ers as  primers  . (This step may be included in the target DNA 
labeling.) ( See   Note    11  ).   

   7.    Purify the PCR product and store at −20 °C.   
   8.    Before labeling, mix the target DNA with the positive control 

target DNA (only if there is a positive control probe spotted in 
the  microarray  ).   

   9.    Label the target DNA derived from DNA extraction and/or 
PCR product purifi cation with Cy3 dye from the Nimblegen 
One-Color DNA labeling kit ( see   Note    12  ), or equivalent.   

   10.    Quantify the labeled DNA, prepare aliquots of 2 μg, and store 
at −20 °C in the dark until use.   

   11.    Dry the labeled target DNA in a vacuum concentrator in the 
dark, or if unavailable, dry at room temperature in the dark.   

   12.    Resuspend the dried labeled DNA in 35 μl of hybridization 
solution, incubate at 95 °C for 5 min, and quickly cover 
with ice.   

   13.    Affi x the hybridization chamber to the  microarray   slide.   
   14.    Insert the hybridization mixture into the hole of the DNA chip 

cover and seal with seal tabs.   
   15.    Repeat the procedure from  steps 13  to  14  as many times 

as the number of hybridization temperatures to be tested 
( see   Note    13  ).   

   16.    Incubate in the dark in a shaking hybridization oven at the selected 
temperature. Shake at 300 rpm for 16–18 h ( see   Note    14  ).   

   17.    Remove the hybridization chamber and rinse briefl y with 4× SSC.   
   18.    Place slides in a rack and wash twice with wash solution 1 at 

hybridization temperature for 5 min. Discard the solution 
between washes.   

   19.    Wash with wash solution 2 at room temperature for 1 min. 
Discard the solution.   

3.3  DNA Labeling 
and Hybridization
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   20.    Wash with wash solution 3 at room temperature for 1 min. 
Discard the solution.   

   21.    Rinse with deionized water.   
   22.    Rinse with isopropanol.   
   23.    Dry with compressed nitrogen ( see   Note    15  ).      

       1.    Scan the DNA chip using a  microarray   scanner with the appro-
priate laser beam for the fl uorophore used in probe labeling.   

   2.    Analyze the scanned images with the software (provided with 
the  microarray   scanner) for spot identifi cation and quantifi ca-
tion of the fl uorescent signal intensities (Fig.  2 ).

3.4  Image 
Acquisition and Data 
Analysis

1
Probe Median- background SNR
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d

  Fig. 2    Hybridization of labeled  C. jejuni  plus positive control target DNA with a DNA chip [ 11 ,  25 ]. ( a ) Scan of 
the DNA  chip  . ( b ) Detail of the hybridization results showing positive hybridization for probes 13 ( C. jejuni ) and 
C2 (positive control), with the probe layout indicated in the grids; ( c ) DNA  chip   schematics with subarrays 
layouts, with the localization of probe dilutions of 250, 125, and 62.5 ng/μl; ( d ) SNR determination for all 
probes, showing two positive identifi cations (SNR ≥2) for  C. jejuni  and positive control       
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       3.    Import the output data of the microarray scanner (usually a csv 
fi le) into Excel or equivalent.   

   4.    Consider positive spots presenting a median pixel intensity 
minus background superior to 400 intensity units and with a 
signal-to-noise ratio (SNR) ≥2 (Fig.  2 ) ( see   Note    16  ).   

   5.    Repeat the analysis for all scanned  microarrays  .   
   6.    Using the DNA  microarrays   hybridized with the target DNA 

extracted from pure cultures, determine which spotted micro-
array concentration and hybridization temperature produces 
the lowest number of false positives and false negatives (valida-
tion step).   

   7.    Use the optimized conditions of probe concentration and 
hybridization temperature (as determined before) for detect-
ing  waterborne   pathogens in real samples and for determining 
the sensitivity of the DNA  microarray   ( see   Note    17  ).   

   8.    Validate DNA chip performance by detecting  waterborne 
  pathogens in real water samples using another  molecular 
method  , such as PCR.       

4                     Notes 

     1.    Waterborne selection should include microorganisms identifi ed 
to the  species   level. Although some of the mandatory organisms 
screened for  water quality   testing include specifi c groups of 
microorganisms (e.g., coliforms), selecting probes that selec-
tively identify all microorganisms within the group and none of 
the other microorganisms is particularly diffi cult [ 11 ].   

   2.    To identify species-specifi c genes, a literature search of genes of 
that  species   that are described as species specifi c, or that have 
been used in multilocus sequence typing (MLST) schemes or 
in other  molecular methods   of detection, can be rather helpful. 
There is software available for designing the oligonucleotide 
probes, such as OligoWiz [ 24 ]. However, this software usually 
designs probes of 50 bp, which is shorter than the recom-
mended probe length. Moreover, the cross- hybridization test 
is done for the entire genome of the  species   for which the 
probes are being designed, and not the complete NCBI nucle-
otide collection. Note that water samples are very complex. 
This approach can provide an initial set of probes to be tested 
as described in Subheading  3.1 .   

   3.    The number of sequences available in NCBI is constantly 
growing. For some microorganisms, the number of hits after 
BLASTN can be very high, not allowing us to quickly under-
stand the specifi city of the probe. An example is when the last 
hit of a BLAST result still presents a near 100 % coverage and a 
very low  E -value. In these cases, it is recommended to increase 
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the maximum number of aligned sequences displayed in the 
settings before the BLAST analysis.   

   4.    After the BLASTN search, download the sequences of several 
strains of the target microorganism showing high homology 
with the probe.   

   5.    Probes should present a similar range of GC content for uni-
form hybridization, for instance, 35–50 % GC.   

   6.    For long DNA  probe   arrays, double-stranded PCR products 
may be used, followed by heating at 95 °C for 2 min to allow 
denaturation and formation of single-stranded DNA  probes  .   

   7.     Primers   remaining in nonpurifi ed PCR reactions can adhere to 
the slide. In addition, amine contaminants (e.g., ammonia and 
Tris) in the PCR reaction will decrease the immobilization 
effi ciency.   

   8.    Each probe should be spotted at least in duplicate, preferably 
even more replicates are recommended. Consider including on 
the slide blank spots with no probe as well as positive control 
probes. The positive control may be a synthetic random DNA 
 probe   or amplifi ed from a plasmid not found in real samples. 
Probes should be spotted in random order. Consider including 
multiple probes for the same target in order to select the best 
one. Spot several arrays (combinations of probes) presenting 
different concentrations onto the slide, for example, 62.5, 
125, and 250 ng/μl [ 25 ].   

   9.    Filtered volume depends on sample turbidity; very turbid sam-
ples may require multiple fi lters (the sample should be fi ltered 
until the fi lter is clogged).   

   10.    DNA extraction from spores and Gram-positive positive bacte-
ria, among others, can be diffi cult. In addition, the presence of 
inhibitors in water samples may hinder target DNA labeling. 
Adapt the DNA extraction  protocol   to ensure removal of 
inhibitors and effi cacy of DNA extraction [ 26 ].   

   11.    For low target concentration samples (DNA concentration 
after labeling <0.1 μg), a preculture step or increasing the sam-
ple volume is an alternative to PCR.   

   12.    For labeling, total DNA is amplifi ed with random hexamers 
(Nimblegen One-Color DNA labeling kit, Roche, USA). 
 Protocols   that do not include amplifi cation may require prior 
PCR with random hexamers. 1 μg of nonlabeled starting DNA 
yields an average of 20 μg of labeled DNA, with fragment sizes 
ranging from 100 to 600 bp [ 25 ].   

   13.    The hybridization conditions should fi rst be optimized for the 
target DNA isolated from pure cultures, and these optimized 
conditions should then be used for real samples.   

   14.    First test different temperatures, for instance, 42 and 55 °C, 
but not higher than the recommended temperature (consult 
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the manufacturer’s instructions; for instance, CodeLink slides’ 
maximum recommended hybridization temperature is 55 °C). 
It is very important that the slides do not dry during incuba-
tion, which can be achieved by adding moist paper near the 
hybridization chamber.   

   15.    The slide should be very clean, without visible seepage zones or 
fi ngerprints. Alternatively, use a  microarray   slide washer and drier.   

   16.    SNR = (signal intensity-background)/standard deviation of 
background. The background signal refers to local spot back-
ground; the standard deviation is calculated across all pixels 
measured for each array [ 25 ,  27 ]. When probe replicates are 
present in the  microarray  , the mean value of replicates should 
be chosen. Other investigators use SNR >3 to consider the 
spot positive [ 9 ]. Thus, the conditions to consider a spot posi-
tive can be optimized for each DNA  microarray  , providing 
there are data to support them.   

   17.    To determine the minimum detection level of the DNA  microar-
ray  , make a series of dilutions of the genomic DNA extracted 
from pure cultures of a target microorganism and repeat all pro-
cedures for DNA labeling and hybridization using the optimized 
conditions. This will enable determination of the minimum con-
centration of DNA that can be detected by the DNA chip.             
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    Chapter 10   

 DNA Barcoding of Marine Metazoans                     

     Dirk     Steinke     ,     Sean     W.  J.     Prosser    , and     Paul     D.  N.     Hebert     

  Abstract 

   The accumulation of DNA barcode sequences will provide an increasingly useful and comprehensive 
library for species identifi cation and discovery of marine metazoans. Here we present a summary of protocols 
designed to obtain DNA barcodes of marine metazoans from diverse phyla.  

  Key words     DNA barcoding  ,   Metazoa  ,   Primer  ,   Species identifi cation  ,   Protocols  

1      Introduction 

   DNA  barcoding      uses a short DNA sequence from a standardized 
position in the genome as a molecular diagnostic for species-level 
identifi cations. Because DNA barcode sequences are very short 
relative to the entire genome, they can be obtained quickly and 
cheaply. Today’s gold standard metazoan barcode is a 648-base 
pair region at the 5′ end of the mitochondrial COI gene [ 1 ]. 
Because this fragment is fl anked by regions of conserved sequences, 
it is usually easy to amplify and analyze. Many studies have shown 
that the sequence variability in the barcode region is very low 
within  species   while closely related  species   regularly show diver-
gences of several percent, making it possible to identify species 
with high confi dence. The variability between intraspecifi c and 
interspecifi c genetic distances is termed the ‘barcoding gap’ [ 2 ]. 

 To date about 40,000  species   of marine Metazoa have been 
barcoded, but progress over the last decade has been slow due to 
the broad taxonomic diversity and the lack of consistently effi cient 
 primers   [ 2 ]. 

 Here we present a comprehensive collection of  protocols   
designed to obtain DNA barcodes of marine metazoans from 
various phyla (for nonmetazoan taxa see recommended references 
in  Note    10  ). We focus exclusively on ‘traditional’ Sanger-
sequencing- based methods [ 3 ] which are highly recommended for 
building DNA barcode reference libraries of marine life.  
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2    Materials 

 All solutions should be prepared with ultrapure water and analytical 
grade reagents. After preparation reagents should be held at room 
temperature unless indicated otherwise. 

       1.    CTAB Buffer: 2 % CTAB, 100 mM Tris–HCl pH 8.0, 20 mM 
EDTA pH 8.0, 1.4 mM NaCl.   

   2.    Vertebrate Lysis Buffer: 100 mM NaCl, 50 mM Tris–HCl pH 
8.0, 10 mM EDTA pH 8.0, 0.5 % SDS.   

   3.    Invertebrate Lysis Buffer: 700 mM GuSCN, 30 mM EDTA 
pH 8.0, 30 mM Tris–HCl pH 8.0, 0.5 % Triton X-100, 5 % 
Tween-20.   

   4.    ProK Solution: 20 mg/mL Proteinase K, 10 mM Tris–HCl 
pH 7.4, 50 % glycerol (v/v).   

   5.    Binding Buffer: 6 M GuSCN, 20 mM EDTA pH 8.0, 10 mM 
Tris–HCl pH 6.4, 4 % Triton X-100.   

   6.    Plant Binding Buffer: 83 % Binding Buffer, 17 % sterile water.   
   7.    Binding Mix: 50 % Binding Buffer, 50 % ethanol.   
   8.    Protein Wash Buffer: 26 % Binding Buffer, 70 % ethanol, 4 % 

sterile water.   
   9.    Wash Buffer: 60 % ethanol, 50 mM NaCl, 10 mM Tris–HCl 

pH 7.4, 0.5 mM EDTA pH 8.0.   
   10.    TNE Buffer: 10 mM Tris-base, 100 mM NaCl, 1 mM EDTA 

pH 8.0.   
   11.    DTT Solution: 0.39 M dithiothreitol.   
   12.    SDS Solution: 20 % SDS.   
   13.    Organic Extraction Buffer: 73 % TNE, 10 % SDS Solution, 

10 % DTT Solution, 7 % ProK Solution.   
   14.    Phenol–chloroform Solution: 50 % phenol, 50 % chloroform–

isoamyl alcohol (24:1 v/v).   
   15.    3 M sodium acetate.   
   16.    Sterile water.   
   17.    100 % ethanol.   
   18.    70 % ethanol.   
   19.    Rocking platform and incubator.   
   20.    Silica-membrane-based spin columns.   
   21.    Centrifuge.   
   22.    GHP membrane.      

       1.    PCR mix (12.5 μL): 6.25 μL of 10 %  d -(+)-trehalose dihydrate, 
2 μL of sterile water, 1.25 μL of 10× reaction buffer, 0.625 μL 
of 50 mM MgCl 2 , 0.125 μL of each 10 μM primer, 0.0625 μL 

2.1  DNA Extraction 
Reagents

2.2  PCR

Dirk Steinke et al.
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of 10 mM dNTP, and 0.060 μL of 5 U/μL DNA Polymerase), 
and 2.0 μL of DNA template.   

   2.    Thermocycler.      

       1.    Agarose powder.   
   2.    10× TAE: 48.5 g of Tris-base, 11.4 mL of glacial acetic acid, 

and 20 mL of 0.5 M EDTA pH 8.0.   
   3.    1× TAE: 900 mL of water and 100 mL of 10× TAE.   
   4.    1 % Ethidium bromide.   
   5.    DNA  gel electrophoresis   equipment.      

       1.    5× Sequencing Buffer: 400 mM Tris–HCl pH 9.0, 10 mM 
MgCl 2 .   

   2.    Sequencing Mix: 5.4 μL of 10 %  d -(+)-trehalose dihydrate, 
1.875 μL of 5× sequencing buffer, 1 μL of 10 μM sequencing 
 primer  , 0.875 μL of sterile water, and 0.25 μL of BigDye.   

   3.    Thermocycler      

       1.    Sephadex beads (dry).   
   2.    0.1 mM EDTA pH 8.0.       

3    Methods 

    See  Table  1  for the lysis and DNA extraction  protocols   most suitable 
for a particular taxonomic group (see also  Note    1  ). Phenol–chlo-
roform extraction is effective for all taxa. Some disadvantages of 
this method are the toxicity of phenol/chloroform and its lengthy 
procedure. Moreover, although using commercial kits has widely 
expanded recently, their high cost limits their use.

         1.    Prepare fresh CTAB lysis buffer by mixing 50 μL of CTAB 
buffer with 5 μL of ProK solution.   

   2.    Add 50 μL of CTAB lysis buffer to the sample and incubate at 
56 °C for 6–18 h on a rocking platform.   

   3.    Add 100 μL of Plant Binding Buffer to each sample and mix by 
pipetting.   

   4.    Transfer all 150 μL to a silica-membrane-based spin column 
(see  Note   2 ) and centrifuge at 6000 ×  g  for 2 min.   

   5.    Add 180 μL of Binding Mix to the membrane and centrifuge 
at 6000 ×  g  for 2 min. 

 Decant the fl ow-through from the collection tube.   
   6.    Add 700 μL of Wash Buffer to the membrane and centrifuge 

at 6000 ×  g  for 4 min. 

2.3  PCR Check

2.4  Cycle 
Sequencing

2.5  Sequencing 
Cleanup

3.1  DNA Extraction

3.1.1  CTAB Lysis 
and Extraction (CTAB)

DNA Barcoding of Marine Metazoans
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       Table 1  
  Lysis buffer/DNA extraction and  primers   used for PCR amplifi cation and sequencing of COI-5P in common 
marine taxa   

 Taxonomic group 
 Lysis/
extraction 

 PCR forward 
primer 

 PCR reverse 
primer 

 Sequencing 
forward 
primer 

 Sequencing 
reverse 
primer 

 Annelida: Echiura  Invert  C_LepFolF  SpoonR1  C_LepFolF  SpoonR1 

 Annelida: Polychaeta a   Invert  polyLCO  polyHCO  polyLCO  polyHCO 

 Brachiopoda  Invert  BrachF1  C_LepFolR  BrachF1  C_LepFolR 

 Bryozoa  CTAB  C_LepFolF  BryR1  BryR1  C_LepFolR 

 Chaetognatha  Invert  ChaetF1  ChaetR1  ChaetF1  ChaetR1 

 Chordata (fi sh, mammals) b   Vert  C_FishF1t1  C_FishR1t1  M13F  M13R 

 Chordata (mammals, 
reptiles, fi sh, 
amphibians) b  

 Vert  C_VF1LFt1  C_VR1LRt1  M13F  M13R 

 Chordata (Birds)  Vert  BirdF1  BirdR2  BirdF1  BirdR2 

 Crustacea (Malacostraca)  Invert  CrustDF1  CrustDR1  CrustDF1  CrustDR1 

 Crustacea (Maxillopoda, 
Branchiopoda, 
Ostracoda) 

 Invert  ZplankF1_t1  ZplankR1_t1  M13F  M13R 

 Cnidaria  CTAB  CnidF1  CnidR1  CnidF1  CnidR1 

 Echinodermata c   CTAB  LCOech1aF1  HCO2198  LCOech1aF1  HCO2198 

 Mollusca: Bivalvia d   CTAB  BivF4_t1  BivR1_t1  M13F  M13R 

 Mollusca: Gastropoda  CTAB  C_GasF1_t1  GasR1_t1  M13F  M13R 

 Nematoda  Invert  C_NemF1_t1  C_NemR1_t1  M13F  M13R 

 Nemertea  Invert  RibbonF1  RibbonR1  RibbonF1  RibbonR1 

 Platyhelminthes (parasitic)  Invert  C_PlatyF1  PlatyR1  C_PlatyF1  PlatyR1 

 Platyhelminthes 
(Turbellaria, free-living) 

 Invert  TurF1  C_LepFolR  TurF1  C_LepFolR 

 Porifera  CTAB  PorF1  C_LepFolR  PorF1  C_LepFolR 

 Pycnogonida  Invert  LCO1490_t1  HCO2198_t1  M13F  M13R 

 Sipuncula  Invert  C_LepFolF  SipR1  C_LepFolF  SipR1 

 Tunicata  Invert  TunF1  TunR1  TunF1  TunR1 

 Universal  Ph-Chl  C_LepFolF  C_LepFolR  C_LepFolF  C_LepFolR 

   a  See   Note    3   
  b  See   Note    4   
  c  See   Note    6   

  d  See   Note    7    

Dirk Steinke et al.
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 Decant the fl ow-through, open and close the column, and 
centrifuge at 10,000 ×  g  for 4 min.   

   7.    Replace the collection tube with a clean 1.5 mL tube with 
removed lid and dry at room temperature for 30 min.   

   8.    Add 40 μL of sterile water to the membrane, incubate at room 
temperature for 1 min, and centrifuge at 10,000 ×  g  for 5 min. 
Store eluted DNA at 4 °C for short-term storage or at −20 °C 
for long-term storage.      

       1.    Prepare fresh lysis buffer by mixing 50 μL of vertebrate or 
invertebrate lysis buffer with 5 μL of ProK solution.   

   2.    Add 50 μL of prepared lysis buffer to the sample and incubate 
at 56 °C for 6–18 h on a rocking platform.   

   3.    Add 100 μL of Binding Mix to each sample and mix by 
pipetting.   

   4.    Transfer all 150 μL to a silica-membrane-based spin column 
(see  Note    2  ) and centrifuge at 6000 ×  g  for 2 min.   

   5.    Add 180 μL of Protein Wash Buffer to the membrane and 
centrifuge at 6000 ×  g  for 2 min.   

   6.    Decant the fl ow-through from the collection tube.   
   7.    Add 700 μL of Wash Buffer to the membrane and centrifuge 

at 6000 ×  g  for 4 min.   
   8.    Decant the fl ow-through, open and close the column, and 

centrifuge at 10,000 ×  g  for 4 min.   
   9.    Replace the collection tube with a clean 1.5 mL tube with 

removed lid and dry at room temperature for 30 min.   
   10.    Add 40 μL of sterile water to the membrane, incubate at room 

temperature for 1 min, and centrifuge at 10,000 ×  g  for 5 min. 
Store eluted DNA at 4 °C for short-term storage or at −20 °C 
for long-term storage.      

       1.    Prepare fresh organic extraction buffer and add 400 μL to the 
sample.   

   2.    Incubate at 37 °C for a minimum of 1 h (ideally overnight) on 
a rocking platform.   

   3.    In a fume hood, add 400 μL of phenol–chloroform solution to 
the sample. Shake to mix. A milky emulsion should form.   

   4.    Centrifuge at 14,000 ×  g  for 5 min.   
   5.    Carefully remove the top aqueous layer (do not take any of the 

white interphase—leave a little aqueous layer behind if 
necessary).   

   6.    Add the aqueous phase to a new tube containing 400 μL of 
phenol:chloroform mixture.   

3.1.2  Vertebrate 
and Invertebrate Lysis 
and Extraction (Vert 
and Invert)

3.1.3  Phenol–Chloroform 
Lysis 
and Extraction (Ph–Chl)

DNA Barcoding of Marine Metazoans
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   7.    Shake to mix and centrifuge at 14,000 ×  g  for 5 min.   
   8.    Carefully remove the top aqueous layer and transfer to a new 

1.5 mL tube.   
   9.    Incubate at 65 °C for 45 min to 2 h to evaporate residual 

chloroform.   
   10.    After evaporation, adjust the total volume to 200 μL with ster-

ile water.   
   11.    Add 20 μL of 3 M sodium acetate and mix.   
   12.    Add 2 volumes (i.e., 440 μL) of cold (−20 °C) 100 % ethanol 

and vortex for 10 s.   
   13.    Incubate at −20 °C overnight.   
   14.    Centrifuge for 20 min at 14,000 ×  g .   
   15.    Carefully remove the supernatant and wash the DNA pellet 

with 500 μL of cold (−20 °C) 70 % ethanol.   
   16.    Centrifuge for 20 min at 14,000 ×  g .   
   17.    Carefully remove the supernatant and wash the DNA pellet 

with 500 μL of cold (−20 °C) 70 % ethanol.   
   18.    Centrifuge for 20 min at 14,000 ×  g .   
   19.    Carefully remove the supernatant and add 20–100 μL of sterile 

water to the DNA pellet and incubate at 65 °C for 30 min. 
Pipette or vortex to mix. DNA is ready for use.       

       1.    Add 2 μL of DNA to 10.5 μL of PCR mix containing the 
appropriate  primers   for the taxa involved ( see  Tables  1  and  2 , 
and also  Note    8  ).

       2.    Pulse centrifuge for 3 s and thermocycle using the following 
conditions:
   (a)    94 °C for 2 min.   
  (b)    5 cycles of:

 ●    94 °C for 40 s.  
 ●   45 °C for 40 s.  
 ●   72 °C for 1 min.      

  (c)    35 cycles of:
 ●    94 °C for 40 s.  
 ●   51 °C for 40 s.  
 ●   72 °C for 1 min.      

  (d)    72 °C for 5 min.          

   Check PCR success by loading 4 μL of PCR product onto a 2 % 
agarose gel. To make 100 mL of 2 % agarose, mix 99 mL of water 
with 1 mL of 10× TAE and 2 g of agarose powder. Heat the 

3.2  PCR

3.3  PCR Check

Dirk Steinke et al.
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mixture in a microwave until boiling and all agarose has completely 
dissolved. Allow the solution to cool for 2 min and then add 2 μL 
of 1 % ethidium bromide and swirl gently to mix. Immediately cast 
the gel with the appropriate comb inserted. Upon solidifying, 
submerge the gel in an electrophoresis chamber fi lled with 1× TAE 
and load your samples. No ladder is required and electrophoresis 
needs only to be long enough to visualize the PCR product. 

 If positive, the PCR product can be sent to a commercial 
sequencing facility or sequenced in-house (see later).  

       1.    Dilute the PCR product by adding 40 μL of sterile water to the 
product remaining after PCR check.   

   2.    Add 2 μL of the diluted PCR product to 9.5 μL of sequencing 
mix (see  Note    9  ) containing the appropriate sequencing 
 primer   ( see  Tables  1  and  2 ).   

   3.    Pulse centrifuge for 3 s and thermocycle using the following 
conditions:
   (a)    96 °C for 2 min.   
  (b)    30 cycles of:

 ●    96 °C for 30 s.  
 ●   55 °C for 15 s.  
 ●   60 °C for 4 min.             

   Sequencing cleanup is performed with Sephadex following the 
manufacturer’s instructions. Briefl y:

    1.    Into a 0.45 μm GHP membrane, measure the appropriate 
amount of dry Sephadex using the tool provided and hydrate 
with 300 μL of sterile water for 4 h at room temperature or 
18 h at 4 °C.   

   2.    Centrifuge at 750 ×  g  for 3 min to drain water.   
   3.    Add the entire volume of sequencing reaction to the prepared 

membrane and then add 25 μL of 0.1 mM EDTA pH 8.0.   
   4.    Place the membrane into a clean collection receptacle (tube or 

plate) and centrifuge at 750 ×  g  for 3 min.   
   5.    The fl ow-through contains purifi ed product that can now be 

directly sequenced by Sanger sequencing.       

4              Notes 

     1.    The CTAB extraction  protocol   was initially developed for 
plants. CTAB selectively precipitates nucleic acids. RNA and 
DNA form an insoluble complex with CTAB at low salt con-
centrations (e.g., 0.4 M NaCl) but the CTAB–Nucleic acid 

3.4  Cycle 
Sequencing

3.5  Sequencing 
Cleanup
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complex becomes soluble at high salt concentration (0.7 M 
NaCl). Polysaccharides (e.g., from plant cell walls), strong 
PCR inhibitors, are insoluble at this salt concentration and 
remain precipitated allowing for their removal. A number of 
metazoan  species   are covered in mucus layers (with at times 
high concentrations of polysaccharides). Therefore, we recom-
mend the use of the CTAB  protocol   for a number of animal 
phyla (Table  1 ).   

   2.    Most of our extraction methods are silica based and involve 
binding DNA to a glass fi ber membrane in the presence of 
chaotropic salts. There are a variety of glass fi ber plates avail-
able on the market, but PALL AgroPrep plates (PALL 5051, 
PALL 5053) have shown the best performance and compati-
bility with automation.   

   3.    As for polychaetes initial PCR with the  primer   set polyLCO/
polyHCO (Tables  1  and  2 ) usually amplifi es approximately 
70 % of the individuals. Most  species   of the polychaete families 
Spionidae, Sabellidae, and Cirratulidae can actually be ampli-
fi ed with the  primer   cocktail recommended for most verte-
brates (C_VF1LFt1/C_VR1LRt1), while members of the 
family Nephtyidae have been amplifi ed with the pair polyLCO/
PolyshortCOIR (Table  2 ). Some  species   of Serpulidae can be 
amplifi ed with polyLCO/polyHCO using PCR products as 
template for a second PCR.   

   4.    The combination C_FishF1t1/ C_FishR1t1 works very well 
for most fi sh groups. However, some  species  , especially elas-
mobranchs, can be better amplifi ed with the alternative chor-
date pair C_VF1LFt1/C_VR1LRt1. The reverse is true for 
some mammal  species  . We recommend the use of the respec-
tive second alternative for initial failures.   

   5.    Tailing the  primer   pair CrustDF1/CrustDR1 with M13F and 
M13R, respectively, can increase amplifi cation and especially 
sequencing success for some Malacostraca. It is possible that the 
conventional  primer   set is more prone to dimer formation 
thereby obscuring the fi rst 30–40 base calls at the 5′ terminus.   

   6.    Alternative  primer   pairs for echinoderms are EchinoF1/
HCO2198 and EchnioF1/COIeRl (Table  2 ).   

   7.    Some bivalves exhibit a different form of mtDNA transmission 
called doubly uniparental inheritance. In this case, the animals 
have two types of mtDNA, a female-transmitted (F-type) and a 
male-transmitted (M-type), the latter being present only in the 
male gonads. The primers we suggest are designed to retrieve 
F-type COI.   

   8.    Several other universal  primer   combinations have been sug-
gested. Among those are modifi cations of the classical 
HCO2198/LCO1490 pair [ 4 ], e.g., found in [ 5 ,  6 ], and 

Dirk Steinke et al.



167

other alternatives that target shorter fragments of COI [ 7 ]. See also 
chapters 13 (Bourlat et al.) and 14 (Leray et al.) in this book, 
which use some of these alternative  primers   for  metabarcoding   
applications.   

   9.    Our cycle sequencing  protocol   is optimized for the use of a 
1/16 dilution of BigDye v3.1 on an ABI 3730xl DNA Analyzer 
(Applied Biosystems).   

   10.    DNA barcoding  protocols   for nonmetazoans have been 
described for some protists [ 8 ] and fungi   [ 9 ].         
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    Chapter 11   

 DNA Barcoding Marine Biodiversity: Steps from Mere 
Cataloguing to Giving Reasons for Biological Differences                     

     Mikko     Nikinmaa      and     Miriam     Götting     

  Abstract 

   DNA barcoding has become a useful tool in many contexts and has opened up a completely new avenue for 
taxonomy. DNA barcoding has its widest application in biodiversity and ecological research to detect and 
describe diversity whenever morphological discrimination is diffi cult or impossible (e.g., in the case of spe-
cies lacking diagnostic characters, early life stages, or cryptic species). In this chapter, we outline the utility 
of including physiological parameters as part of species description in publicly available databases that cata-
log taxonomic information resulting from barcoding projects. Cryptic species or different life stages of a 
species often differ in their physiological traits. Thus, if physiological aspects were included in species defi ni-
tions, the presently cryptic species could be distinguished. We furthermore give suggestions for physiologi-
cal information that should be included in a species description and describe potential applications of DNA 
barcoding for research with physiological components.  

  Key words     DNA barcoding  ,   Physiology  ,   Cryptic species  ,   Invasive species  ,   Phenotypic plasticity  , 
  Speciation  

1       Introduction 

   DNA  barcoding      has become an indispensable component of 
research on biological diversity, as witnessed by the fact that in 
2012 there was a volume of Methods in Molecular Biology devoted 
to DNA Barcoding [ 1 ]. Although the methodology is only approx-
imately 10 years old, a search at the beginning of 2015 in the Web 
of Science found several hundred articles that had used DNA bar-
coding in marine organisms. The aim of the methodology is to 
characterize  species   using a short standard DNA sequence [ 2 ]. The 
preferred properties of such a universal DNA sequence are at least 
the following: fi rst, it is short—in the best case one should be able 
to amplify it with standard PCR and universal  primers   without any 
problems; second, the sequence difference between  species   is 
always greater than within  species  , this is referred to as the ‘barcod-
ing gap’ [ 3 ]; third, the accumulation of mutations occurs at a 
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constant rate, whereby closely related species have a smaller number 
of sequence differences than distant  species  ; fourth, the sequence 
starts from the start codon of a gene. In animals, the most com-
monly used DNA barcoding sequence is the 5′ region of the mito-
chondrial  Cytochrome C oxidase I  (  CO1   ,  COX1 ,  or COI ), which 
was the fi rst one published to separate animal  species   (lepidop-
terans [ 4 ]), because it provides species level resolution in many 
 metazoan   groups. Notably, Cytochrome C oxidase is an enzyme 
involved in aerobic energy production, but any linkage between 
the function of the protein and molecular  taxonomy   is currently 
not known. In fact, it is quite interesting that while there are sev-
eral hundred articles using DNA barcoding on marine organisms, 
there is up to now not a single one combining the search terms 
“DNA barcoding” and “ physiology  .” 

 The purpose of this chapter is to propose that physiological 
considerations should play a role in describing  species  , and in the 
use of DNA barcoding and additional molecular resources for 
(molecular) systematics. As there are no earlier resources apart 
from an opinion paper [ 5 ], this chapter cannot give methods ready 
for use, but will rather give suggestions as to the directions that 
future endeavors could take.  

2     Why Should Physiological Information Be Included in Species Defi nitions? 

  DNA barcoding has  a   wide range of applications, but it has proven 
to be a powerful tool especially for separating  cryptic species  , i.e., 
ones that look alike whereby they cannot be separated by tradi-
tional taxonomic means. Cryptic species can have, e.g., different 
food sources [ 6 ], or the abiotic conditions tolerated by the species 
are different. This possibility is very important for benthic species, 
as sea bottoms characteristically have different oxygen and sulfi de 
levels. It has been shown that some forms, which can probably be 
classifi ed as  cryptic species  , of morphologically the same species 
have quite different oxygen requirements and sulfi de tolerances 
[ 7 ,  8 ]. It often appears that  cryptic species   differ in their physio-
logical properties [ 9 ]. This actually makes the lack of visual differ-
ences between species possible. Because the physiological 
properties (including timing of reproduction, development and 
its speed, biotic interactions, and requirements/tolerance of abi-
otic conditions) separate the species, visual differences are not 
needed to ensure that the organisms are reproductively isolated. 
They either cannot occur in the same locality at the time of repro-
duction or are at different stages of reproductive development. 
If physiological information in such cases were included in species 
defi nition, species which are now defi ned as cryptic would actually 
not be such; they would remain visually cryptic but would be 
distinguishable overall. 
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 There are important reasons why physiologically differing  cryp-
tic species   should be separated. In estimating human impacts on 
marine environments, one often uses community diversity as an end 
point. When a  cryptic species   pair differs in hypoxia and sulfi de toler-
ance, an increase in the area of anoxic bottom area could remain 
undetected, if such a species pair (i.e., morphologically one spe-
cies) were used as a bioindicator of anoxic area. The more sensitive 
species would be replaced with the species that tolerates hypoxia 
better with no overall change in the abundance of the morphologi-
cally defi ned species. The importance of knowledge about the 
tolerances/behavior of the species that are used as bioindicators 
has also earlier been pointed out [ 10 ]. The importance of separat-
ing  cryptic species   becomes even more important as different areas 
may have seemingly the same species with different proportions of 
the morphs with different tolerances. In this case, the same human 
impact can have big differences on the apparent species abundance 
in different localities. Also, in studies of physiological responses of 
the species, both the presence of  cryptic species   in the same locality 
while having different requirements for abiotic conditions and the 
occurrence of cryptic species with different environmental require-
ments in different localities can have signifi cant infl uence on the 
interpretation of the results. In the fi rst case, the environmental tol-
erance seems to be much wider than it actually is. In the latter case, 
two studies with apparently the same species from different locations 
yield confl icting results. The reason for this discrepancy may be 
assigned to, e.g., unstudied contaminants, although the reason is 
that different morphologically  cryptic species   have been studied with 
differences in the physiological features investigated.   

3     A Suggestion for Components of a Tree of Life Catalog Entry 
Including Physiological Component 

 Table  1  gives a suggestion for different components in any tree of 
life catalog entry. As Table  2  we have compiled an example of what 
an entry of a particular  species   could look like. Currently, the world 
is fi lled with  species identifi cation   books—a brief web search found 
more than 300 fi sh guides and more than 200 guides to marine 
 invertebrates   and algae. Typically, the guides describe the morpho-
logical features of species with the aim that they can be separated 
from other organisms. In addition, the books usually describe the 
geographical range, the habitat, and major life history properties of 
the  species.   The species identifi cation catalogs are increasingly 
becoming web based, with at least two major drawbacks. First, the 
information given, and the different entry categories vary  markedly 
between  databases  . This increases the diffi culty of transferring 
information from one database to another. Second, often the data-
bases do not include a comprehensive set of links where relevant 
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information on the  species   could also be found. In an ideal world, 
one could combine all the different  databases   to a “master” data-
base—a taxonomic counterpart to  GenBank  . From this “master” 
database one could/should have links to more specifi c  databases  , 
which would have more specifi c information on the taxonomic 
entity. A comprehensive project (  www.tolweb.org    ) already aims to 
bring together the whole tree of life. This project could be taken as 
the authoritarian source behind combining  taxonomy   and genom-
ics (and also other disciplines). In their current form,  species   pages 
can have somewhat different structures. In our view, they should 
be made uniform both in the master and accessory  databases  . In 
the master database the lack of a component would inform the 
reader that this information is missing. This point could be benefi -
cial on two counts: fi rst, if there is information available, but that 
was not known to the persons compiling the entry, the scientists 
with relevant information could complete the entry; second, 
knowledge of the information gaps could direct research on that 
particular point/ species  . In accessory  databases   the lack could also 
mean that the type of information is not included in the particular 
database.

    Table 1  
  A suggestion for the layout of information about organisms in media describing  biodiversity     

  1.  Species and 
common name 

 Given on the basis of traditional  taxonomy   

  2.  Morphological 
characteristics 

 Description of the characteristics (possibly including illustrations) which 
defi ne the species 

  3. DNA barcode  The properties/sequence of DNA used to separate the species from others. 
Should give a unique identifi cation of the molecular source (e.g., 
 GenBank   accession number with link to the  database   with identifi cation) 

  4. Classifi cation  Taxonomic lineage 

  5.  Spatial distribution 
(range) 

 The geographical distribution of the species 

  6.  Habitat requirements  Description of the types of biotopes where the organism is found 

  7.  General biological 
characteristics 

 Preferred food, mode of reproduction, etc. 

  8.  Physiological 
characteristics 

 Description of the major characteristics that have most likely contributed to 
the appearance of the species in its present environment 

  9.  Genes possibly 
associated with 
phenotypic variation 

 Description of the major genes associated with the diversifi cation traits 
which are probably selected for during adaptation to environment and 
 speciation   

 10. Links  Internet links to other  databases   where information on the species is compiled 

 11. References  The major references pertaining to the above entry categories (maximally 10) 
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    Table 2  
  An example of a species entry to a  biodiversity    database   compiled according to the outline given in 
Table  1    

  1. Species and common name  
    Marenzelleria neglecta  Sikorski & Bick, 2004 
   Synonyms:  Marenzelleria  type II,  Marenzelleria viridis ,  Marenzelleria  cf . viridis  
   Common name: Red gilled mud worm 

  2. Morphological characteristics  
   Up to 115 mm long, 2.4 mm wide, morphologically diffi cult to discriminate from the closely 

related species  M. viridis , juveniles and larvae are not distinguishable from other species of the 
genus, can be identifi ed only by the combination of the following characters: length of the nuchal 
organ is up to setiger 4 and the relation of total number of branchiate setigers to total number of 
setigers is about ¼ to 1/3 (Sikorski and Bick 2004) 

  3. DNA barcode  
   Cytochrome C oxidase subunit I (  http://www.ncbi.nlm.nih.gov/nuccore/?term=marenzelleria%20

coi    ;   http://www.boldsystems.org/index.php/TaxBrowser_TaxonPage?taxid=78928     )  
   Cytochrome b (  http://www.ncbi.nlm.nih.gov/nuccore/?term=marenzelleria+cytochrome+b    ) 
   16 s rDNA (  http://www.ncbi.nlm.nih.gov/nuccore/?term=marenzelleria+16s    ) 
   18S rDNA (  http://www.ncbi.nlm.nih.gov/nuccore/?term=marenzelleria+18s    ) 

  4. Classifi cation  
   Eukaryota;  Metazoa  ; Lophotrochozoa; Annelida; Polychaeta; Scolecida; Spionida; Spionidae; 

 Marenzelleria  Mesnil, 1896 

  5. Spatial distribution (range)  
   GBIF record:   http://www.gbif.org/species/

search?q=marenzelleria&dataset_key=d7dddbf4-2cf0-4f39-9b2a-bb099caae36c    # 
   Additional information: 
    Populations in Europe geographically originate from the East coast of North America 
    Species was introduced to the North Sea and Baltic Sea (late 1970s and early 1980s) by ship 

ballast water 
    Inhabits coastal boreal and arctic waters; the southern limit of distribution is approx. 32° latitude 

  6. Habitat requirements  
   Muddy and sandy sediments in brackish water estuaries (salinities of 0.5–10 psu), up to 130 m 

depth 

  7. General biological characteristics  
   Life span approx. 3 years, suspension and deposit feeder; inhabits vertical mucus-lined tubes 
   Spawning in autumn, sexual reproduction, pelagic larvae (no larval development <5 psu) 
   Very abundant, can make up to 90 % of biomass (<40,000 individuals/m 2 ) 
   Hybridizes with  M. viridis  

  8. Physiological characteristics  
   Shows broad tolerance of many abiotic factors (e.g., salinity, hypoxia, temperature, hydrogen 

sulfi de), prefers oligo- to mesohaline habitats, tolerates salinities of 0–30 psu (LC 50  < 0.1 psu in 
adults, LC 50  < 1 psu in larvae) 

  9. Genes associated with phenotypic diversifi cation  
    isocitrate dehydrogenase  ( idh );  malate dehydrogenase  ( mdh ) 
    capping protein, gelsolin-like (capg); glyceraldehyde-3-phosphate dehydrogenase (gapdh); adenylate 

kinase (ak); peroxiredoxin-1 (prdx1); troponin C (tnnc1)  

(continued)
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    An important  database   that certainly needs to be continued is 
the comprehensive  database   of the DNA barcoding community 
(  www.barcodeofl ife.org    ) [ 11 ], which, importantly, has minimum 
standards on what features should be included when submitting 
DNA barcode data. Additional information such as collection sites, 
collectors,  primers   used to amplify the barcode, pictures, and maps 
can be deposited with the barcode sequence data.  BOLD   is directly 
linked to the member  databases   of the International Nucleotide 
Sequence Database Collaboration (INSDC), DNA Databank of 
Japan (DDBJ), European Nucleotide Archive (ENA), and  Genbank   
(National Center for Biotechnology Information, NCBI, North 
America). Data exchange between  databases   ensures a global syn-
chronization of records.  

4     DNA Sequences Can Be Used to Defi ne Species When This Is Diffi cult 
on the Basis of Traditional Taxonomy 

   The  discussion      earlier points to the fact that in addition to mor-
phological features, physiological features should be included in a 
species defi nition. However, this does not abolish the fact that if 
organisms are visually not distinguishable, it is diffi cult to separate 
them. Before the era of DNA barcoding it was virtually impossible 
to determine if forms inhabiting different environments have DNA 
sequences that are divergent enough to say that the similar-looking 
forms are, in fact, different species. In most instances, traditional 
and molecular taxonomies agree, and as has been suggested, their 
strengths should be combined [ 12 ]. Without connecting the DNA 
sequence to a living organism, the DNA barcode is not very 

Table 2
(continued)

  10. Links  
     http://www.gbif.org/     
     http://www.marinespecies.org     
     http://www.ncbi.nlm.nih.gov/     
     http://www.boldsystems.org/     

  11. References  
   Bastrop, R. et al. (1995): Mar. Biol. 121: 509–516 
   Bastrop, R. et al. (1997): Aquatic Ecology 31: 116–139 
   Bick, A. (2005): Helgol. Mar. Res. 59, 265–272 
   Blank, M. et al. (2004): Mar. Ecol. Prog. Ser. 271: 193–205 
   Blank, M. & Bastrop, R. (2009): Zool. Scr. 38: 313–321 
   Blank, M. et al. (2012): J. Proteome Res. 11: 897–905 
   Bochert, R. (1997): Aquatic Ecology 31: 163–175 
   Schiedek, D. (1997): Aquatic Ecology 31: 199–210 
   Sikorski, A.V. & Bick, A. (2004): Sarsia 89: 253–275 
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informative. Thus, to assign biological signifi cance to it, molecular 
taxonomy can most conveniently be tied to traditional taxonomy. 
However, there are two major instances when traditional taxon-
omy can be at odds with DNA barcoding. The fi rst of these is 
 cryptic species  . In this case, any reproductive isolation is the result 
of physiological differences between the morphs, and, conse-
quently, a difference between the species can be seen provided that 
physiological differences are recorded and included in the defi ni-
tion of species. When  speciation   is incomplete and the barriers 
causing reproductive isolation are broken down, interbreeding, 
producing fertile offspring, may take place. This is probably the 
case in whitefi sh ( Coregonus lavaretus ) in which several subspe-
cies/morphs have been described [ 13 – 15 ]. Second, it is possible 
that two specimens of the same species have very different mor-
phological characteristics. Consequently, if they are separated on 
the basis of  morphology  , two species may be described, although 
separation is not warranted based on their DNA. This situation is 
conspicuous especially for species which have multiple life stages, 
e.g., hydrozoans with pelagic and sessile forms. Similarly, how can 
we discern which pelagic larvae belong to which adults [ 16 ]? 
There are additional examples of morphological dimorphism in fi sh: 
e.g., African cichlids, which are characterized by rapid evolution 
[ 17 ], display markedly different coloration patterns, even when 
they belong to the same species   [ 18 ].  

5     Associating Gene Sequences, Physiological Properties, 
and Phenotypic Plasticity 

  The  concepts   that are important for evaluating the use of DNA 
sequences to separate  species   are many and include at least the 
following. (a) For barcoding, short DNA sequences that show 
more interspecifi c than intraspecifi c variation are used. Sequences 
are not selected on the basis of their involvement in the  speciation   
process. One can argue that for DNA barcoding it is best if the 
sequence is inert, whereby the accumulated differences do not 
result in any change in the function of the gene product. Many 
point mutations occur without changing the function of the gene 
product, but some point mutations can result in the alteration of a 
critical amino acid in the encoded protein. For example, enzymatic 
activity may change leading to, e.g., different hypoxia tolerances in 
organisms. The effects of single amino acid changes on protein 
function are best known for hemoglobins, where there are many 
instances showing marked alterations of oxygen affi nity after only a 
single amino acid change [ 19 ]. (b) Individuals of a  species   display 
a range of responses to an environmental change. This individual 
variation is actually the basis for selection, but most studies report 
means and standard deviation. Usually a study is thought to be 
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good, if the standard deviation of the response is small. Individual 
variation should increasingly be taken into account when assessing 
the responses of populations to environmental impacts [ 20 ,  21 ]. 
For example, in terms of environmental adaptation, “an outlier” 
may display a response to an environmental stress which helps it to 
adapt to the environmental challenge, such as an increase in tem-
perature. Different populations of a  species   can have different 
ranges of possible responses ( see  Fig.  1 ). The  phenotypic plasticity   
which varies between populations of a species makes it harder to 
defi ne  species  , especially cryptic ones. However, in this case, DNA 
sequence can be decisive. One of the strengths of DNA barcoding 
is that it does not require detailed taxonomic knowhow once the 
reference library has been established. (c) With the increasing 
number of fully sequenced genomes, the possibilities of DNA- 
based  taxonomy   increase. One can envision that the type and num-
ber of markers used for  species   delimitation will increase manyfold. 
While the most common marker for DNA barcoding of animals is 
the 5′ end of   Cytochrome C oxidase 1  ( CO1 )   [ 4 ,  22 ], additional 
genes are occasionally used, if the  CO1  sequence does not enable 
 species   delimitation [ 23 ]. In plants, a single marker DNA  barcoding 
system has not become feasible, and the discriminating power of 
any one barcode is smaller than in animals. Among the markers 
studied, it appears that the combination of the plasmid sequences 
of  rbcL  and  matK  is the most informative one [ 24 ]. Of these, 

  Fig. 1     Phenotypic plasticity   of the genotypes in a population can be very different. 
Three different populations (with different genotypes) are represented here ( 1–3 ). 
The possible variation of traits as a function of environment in every population 
is shown by the  lines  ( 1–3 ). The trait variation (range of phenotypes corresponding 
to the trait, shown as the  rectangles ) in the different environmental conditions is 
smallest for population 1, intermediate for population 2, and greatest for popula-
tion 3. The larger the variation between individuals in a population is, the more 
diffi cult it is to determine if the organisms at the opposite ends of the variation 
belong to the same or different species       
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 matK  is rapidly evolving, similarly to the   CO1    of animals. However, 
in many plants it is diffi cult to amplify. The easily amplifi ed  rbcL  is 
thus also used, even though it has poor discriminating power [ 24 ]. 
The situation with plants refl ects the ultimate dilemma of  species 
identifi cation   using molecular markers: the more markers are 
available, the more accurate the identifi cation; however, using sev-
eral markers increases the cost, and this can hinder their use in 
some laboratories which could carry out research requiring only a 
single short and universal DNA marker.

   Adding physiological information to the picture is complicated 
due to the fact that any physiological response is seldom the result of 
the function of only one gene (naturally the genes involved in the 
physiological responses are usually different from the one(s) used in 
DNA barcoding). Furthermore, the same physiological response 
may be obtained even when different genes involved in the pathway 
respond differently [ 21 ]. For example, during heart metabolism in 
fi sh, variation among individuals appears to be the result of marked 
differences in the activities of various enzymes [ 25 ]. However, since 
 speciation   and changes in the structure of communities can only 
take place if some function of an organism is affected, we think that 
such information should be added to taxonomic  databases  . The lim-
itation of such physiological response information resides in the fact 
that while it is possible to sequence the whole genome of an organ-
ism (genomics) and to determine which genes are transcribed (tran-
scriptomics) and translated to proteins (proteomics) under certain 
conditions, as well as to evaluate the stability of a protein, it is virtu-
ally impossible to determine the activity of the protein even in ‘nor-
mal’ cellular conditions. Whenever we measure enzyme activity 
in vitro, we are really measuring its maximal activity in the given 
conditions under unlimited substrate availability. However, in vivo, 
there are several cellular factors (examples tabulated in Table  3 ), 
which may affect phenotypic response through the regulation of 
existing proteins. Individual variability in these pathways enables 
rapid regulation and response to environmental changes, whereby 
responses to disequilibrium conditions use cellular regulation with 
existing proteins. Gene expression pathways involving transcription–
translation cycles cannot be used in acute (minutes to hours) responses 
because they are much slower (hours to days) [ 26 ]. Also, if an organ-
ism is able to survive the environmental challenge without having to 
resort to a changed gene expression, it is done, because modifying 
gene expression carries an energetic cost. 

6        The Use of DNA Barcoding in Research with Physiological Components 

     Biomonitoring   refers to the use of organisms to evaluate the 
changes caused in an ecosystem by environmental contamination, 
addressing both exposure to contaminants and biological responses 
to them. Normally it uses sentinel organisms,  bioindicator species  , 

6.1   Biomonitoring
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and measures their (usually biochemical) responses, biomarker 
responses. Biomarkers can be broadly divided into biomarkers of 
exposure and biomarkers of effect. There is a very important differ-
ence between the two. Biomarkers of exposure indicate that the 
organism has been exposed to a contaminant, but no change in the 
 physiology   (at any level, molecular, cellular, and integrative func-
tions) of the organism is required. Thus, using  microarray   technol-
ogy, a technology to study the expression of many genes (or 
actually the transcription of many genes) at once, one can detect 
changes in mRNA levels, but one does not know how this mRNA 
level change is linked to protein functions (=physiology). One has 
only shown that exposure has occurred, through a biomarker of 
exposure. Only if the observed change in gene expression (in this 
case taken to be the same as gene transcription) is reflected in a 
change in protein activity, one has determined a biomarker of 
effect. In our opinion one can talk about functional genomics only 
if a link between the change in gene transcription and gene prod-
uct (protein) activity has been established [ 27 ]. When a biomarker 

   Table 3  
  Examples of major cellular pathways which may change rapidly in response to environmental 
variation, without changing the amounts of gene products produced   

  Intracellular pH . The activity of virtually all proteins is pH dependent. As an example, many enzymes 
have histidine imidazole as a part of the active group, and the protonation of imidazole changes in 
the physiological pH range (6-8). The activity of pH-regulating membrane transporters can be 
modulated by several cell signaling pathways so that the steady-state intracellular pH varies 

  Substrate concentrations of enzymes . While the conditions of in vitro enzyme assays generally have 
substrate concentrations that are adequate to guarantee that maximal rate of catalysis is reached, 
within the cells of an organism the substrate concentration can be limiting, and, furthermore, highly 
variable 

  Osmolality . Small changes in cellular osmolality affect the three-dimensional structure and aggregation 
of proteins with consecutive effects on their activity. The activity of membrane transporters can 
change to affect the steady-state osmolality of the cells. Also, changes in the salinity of the medium 
may affect the osmolality of the cells either transiently or at equilibrium 

  Concentrations of gaseous signaling molecules, NO, CO, H   2   S, and free radicals . After NO was found to 
be involved in cellular signaling, several other gaseous molecules have been found to carry out similar 
functions. The concentrations of all of these can be changed rapidly. Similar for all of these is that 
they or their parent compounds (e.g., nitrite) are contaminants, and can therefore play a role in the 
toxicological responses of organisms in marine environments 

  Calcium signaling and molecules of other signaling pathways . Calcium plays a role in the signaling of 
many cellular responses. Often the signaling systems have very rapid spikes. Thus, calcium signaling 
can be involved in very rapid cellular responses, as can also other cellular signaling molecules with 
rapid turnover 

  The table gives only a few examples, and the main purpose is to show that cellular conditions can rapidly affect a 
phenotypic response and thereby the capability of individuals in a population to acclimatize to changing conditions. 
Presently, the relationship between  phenotypic plasticity   and genotype is poorly known  
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response is followed in biomonitoring studies, correct  species 
identification   is the key. DNA barcoding can be used here to check 
that a single species (and not its cryptic sister  species  ) is studied. 
Similarly, if the endpoint is a community of species, DNA barcod-
ing must be used to determine if  cryptic species   with different 
physiological properties are found in the community.   

    In the  marine   environment, many nonindigenous  species   have 
either deliberately or mostly accidentally been introduced to new 
areas. If these species are successful and establish themselves in the 
new environment, they can become invasive and replace native  spe-
cies.   Occasionally nonindigenous  species   cannot be easily separated 
from native species by traditional  morphology  , and in such cases, 
DNA barcoding can be of immense help by facilitating  species 
  determinations. This could be done for the  Artemia  species group, 
inhabiting hypersaline environments, which has two American and 
four Old World  species   which can only be separated from each other 
by extremely professional taxonomists. The American  Artemia 
franciscana  has become an  invasive species   and presently appears to 
replace its Old World sibling species in many hypersaline environ-
ments. Recently, one reason for the invasiveness has become appar-
ent, as the reproduction of  A. franciscana  is less affected by pesticide 
exposure than that of the Old World  A. parthenogenetica  [ 28 ]. 

 Another example is the cryptic introduction of  species   of the 
polychaete genus  Marenzelleria  into the Baltic Sea (Northern Europe). 
Since 1985,  M. neglecta  has been found in high abundances in 
coastal areas of the Baltic Sea, where it has been accidentally intro-
duced by ship ballast water from the North American Atlantic coast 
[ 29 ,  30 ]. The broad tolerance of the  species   toward many abiotic 
factors has facilitated its successful establishment and rapid spreading 
in new habitats. Taxonomic discrimination of  M. neglecta  from its 
sibling  species   is very diffi cult and only possible in adult specimens 
using the combination of several morphological characters [ 31 ]. 
The use of  molecular methods   has allowed the  detection   of two 
other introduced  species   in this genus,  M. viridis  and  M. arctia  [ 32 ]. 
The distribution of these species in the Baltic Sea is determined by 
their physiological characteristics.  M. neglecta  is absent from the 
western Baltic Sea where salinities ≥15 psu are observed, because it 
has, compared to its sibling species  M. viridis , a lower ability to 
adapt to salinities ≥10 psu and to fl uctuating salinities. This is con-
fi rmed by lower constitutive activity levels of enzymes involved in 
the amino acid metabolism, i.e., alanine aminotransferase (GPT), 
aspartate aminotransferase (AAT), and glutamate dehydrogenase 
(GDH). The adjustment of intracellular free amino acid concentra-
tions plays an important role in acclimation to salinity changes in 
polychaetes [ 33 ,  34 ]. The temperature tolerance of  M. neglecta  is 
higher compared to both cooccurring  species   [ 35 ]. In Table  2  we 

6.2  Studies 
of Invasive Species
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give an example of a  database   entry for  M. neglecta , including 
molecular, taxonomic, and physiological information. 

 In the case of  invasive species  , it is quite obvious why physi-
ological information should be included in species defi nitions. 
From the physiological information, current and potential future 
distribution range of a  species   can be predicted and areas likely 
to be invaded can be identifi ed [ 36 ,  37 ]. This is particularly 
important for species with harmful effects on ecosystems and 
human health.   

    DNA barcodes  were   established to allow  species identifi cation   on 
the premise that the within-species variation in the barcode is 
smaller than between- species   variation [ 22 ]. With regard to specia-
tion, a major question is, when do populations differ enough, so 
that reproductive isolation occurs, even if the physical barrier caus-
ing separation of the populations is removed? From a physiological 
perspective, this can mean that tolerance to environmental condi-
tions (both abiotic and biotic) has changed so that the populations 
cannot utilize exactly the same environment any more. With regard 
to abiotic conditions such as temperature, this is very relevant to 
future climate models. Studies on the temperature tolerances of 
populations and the functional differences of populations which 
may have tolerance differences have become common [ 38 ,  39 ]. 
Temperature is relevant in the context of barcoding as the product 
of the mitochondrial   CO1    gene, the most commonly used DNA 
barcode in animals, is an enzyme involved in aerobic energy pro-
duction, and variations in energy production are expected between 
populations acclimated to different temperatures. 

 During their isolation, populations may develop completely 
different diets, and this difference may be maintained even after 
the barrier causing isolation has been removed. It is, for example, 
possible that differences in diet have triggered changes in the pro-
portions of certain digestive enzymes, whereby the food optimal 
for one population may not sustain growth and reproduction in 
another. It must be noted that this suggestion is purely hypotheti-
cal as most studies on population differentiation,  speciation  , and 
phylogenetics do not have a physiological component. Even when 
genomic information is included, most studies do not test if the 
transcribed gene is actually translated or if posttranscriptional 
events carry out major regulation of gene expression, although 
such information is required if it is assumed that the change in 
gene function is involved in the response. To conclude, combining 
genomics and physiological measurements could add a new, virtu-
ally unexplored dimension to studies on  speciation  , as ultimately, 
any extant organism must be physiologically competent in the 
environment that it is inhabiting.         

6.3   Speciation
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    Chapter 12   

 Metabarcoding Marine Sediments: Preparation 
of Amplicon Libraries                     

     Vera     G.     Fonseca      and     Delphine     Lallias     

  Abstract 

   The accurate assessment of community composition and ultimately species identifi cation is of utmost 
importance in any ecological and evolutionary study. Advances in sequencing technologies have allowed 
the unraveling of levels of biodiversity never imagined before when applied to large-scale environmental 
DNA studies (also termed metabarcoding/metagenetics/metasystematics/environmental barcoding). 
Here, we describe a detailed protocol to assess eukaryotic biodiversity in marine sediments, identifying 
key steps that should not be neglected when preparing Next-Generation Sequencing (NGS) amplicon 
libraries: DNA extraction, multiple PCR amplifi cation of DNA barcode markers with index/ tag-primers, 
and fi nal Illumina MiSeq sequencing library preparation.  

  Key words     Metabarcoding  ,   Marine eukaryotes  ,   Environmental DNA  ,   High-throughput sequencing  , 
  NGS  ,   Molecular biodiversity  ,   Illumina  

1      Introduction 

  High-throughput (HTP)  sequencing   techniques [ 1 ] cover not 
only entire genomes but can also sequence and identify multiple 
taxa simultaneously from bulk environmental  samples  , revolution-
izing the study of  biodiversity  , ecology, and evolution. With the 
promise of mass sequencing single molecules in real time (SMRT) 
in the near future, at present HTP techniques are already highly 
sensitive, fast and, with high capacity DNA  sequencing  , produce 
large amounts of data at a low cost. HTP technology has made 
high-resolution  biodiversity   assessments possible and its applicabil-
ity to large-scale  environmental   DNA  barcoding   and diversity is 
now well established [ 2 – 11 ]. The use of HTP  Next-Generation 
Sequencing (NGS)   to study environmental community  biodiver-
sity   starts with an important step, namely, sample processing and 
preservation.  Sampling   and preservation strategies are known to 
greatly bias diversity levels [ 3 ,  12 – 14 ] not only because an exhaus-
tive representation of the study area is needed to extrapolate 
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 biodiversity   levels as close to reality as possible [ 15 ] but also 
because sample integrity is lost due to poor preservation. 
Conceptual issues such as choice of gene(s) and/or gene regions 
used are also very important to consider. The use of several marker 
genes and/or regions will greatly augment not only  biodiversity   
resolution but also its coverage [ 7 ,  8 ]. Additionally, the use of rap-
idly evolving genes or intergenic spacer regions might result in the 
creation of multiple Operational Taxonomic Units (OTUs) for 
individuals that can be grouped into a single  species   using other 
criteria [ 16 ]. DNA isolation [ 17 ] and PCR conditions [ 18 – 20 ] are 
among the main drivers of diversity artifacts in large-scale environ-
mental  samples.   Actually, all steps of the molecular approach can 
introduce biases or errors [ 21 ,  22 ]. Specifi cally, during PCR ampli-
fi cation, when incomplete extension occurs, the resulting amplicon 
reanneals to a foreign DNA strand and is copied to completion in 
the following PCR cycles, generating chimeric sequences [ 23 ,  24 ]. 
These chimeras are then hugely amplifi ed during the HTP sequenc-
ing step and further analyzed and mistakenly identifi ed as a new 
 species   [ 20 ,  25 – 27 ], thus greatly infl ating community diversity 
estimates. Although not entirely effective, chimera formation can 
be minimized experimentally by PCR optimization (e.g., reducing 
the number of PCR cycles and extension time), less template con-
centration, and shorter amplicon size [ 28 – 31 ].  NGS   library prepa-
ration consists of PCR amplifying the gene region of interest, 
incorporating  tags   for sample identifi cation and incorporating 
 NGS   platform-specifi c adapters for downstream sequencing. 
Library design is optimal when using a paired-end approach, e.g., 
using a Molecular Identifi cation Tag (MID) of 5–8 nucleotides 
targeting both amplicon ends; despite being more costly, this 
approach represents an effective way to identify chimeras even 
without a well-annotated reference  database  .  Primer   selection for 
amplicon strategies will be based upon the study target taxa and/
or objectives but currently several gene regions have been identi-
fi ed using the latest software and curated  databases   to allow a 
broader taxonomic diversity estimation of the marine realm [ 32 –
 40 ]. Lastly, when using an amplicon approach, the PCR samples 
are sequenced using massively parallel sequencing followed by in 
silico meta-analysis. Several PCR-based  NGS   DNA-sequencing 
technologies are available, based on different chemistries (emul-
sion PCR for Roche 454 and Ion Torrent, and sequencing by syn-
thesis for  Illumina  ); importantly, comparative studies (e.g., [ 41 ]) 
have shown that the  Illumina   sequencing platform is associated 
with a lower error rate, hence its choice in this  protocol  . With the 
fast pace of  NGS  , several bioinformatic pipelines have become 
available and the challenge lies in choosing the most accurate and 
appropriate path to take [ 42 – 45 ]. Some hurdles inherent to the 
meta-analysis of sequences derived from  NGS   approaches are well 
recognized, generally focusing on high levels of richness associated 
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with chimeric sequences [ 19 ,  20 ,  46 – 48 ] but currently mainly 
focusing on sequence clustering, quality fi ltering, and algorithm 
used [ 25 – 27 ,  48 ,  49 ]. The overall steps within such molecular 
approaches could become even more powerful if combined with a 
standardized methodology, namely, for  sampling  , DNA extraction, 
choice of sequencing platform, gene regions used, and bioinfor-
matic analysis, since this would allow direct comparisons across 
space and time within large-scale marine  biodiversity   and ecology 
studies (Fig.  1 ).

2       Materials 

       1.    Analytical grade stainless steel 2 mm wire mesh sieves.   
   2.    100 % molecular biology grade Ethanol.   
   3.    70 % Ethanol (molecular biology grade Ethanol diluted with 

ultra pure water).   
   4.    3 M NaOAc pH 5.2.   
   5.    PowerMax Soil DNA Isolation Kit (MOBIO).   
   6.    PowerClean Pro DNA Clean-Up Kit (MOBIO).   
   7.    Aluminum foil.   
   8.    Spatula.   
   9.    Balance.   
   10.    Laboratory disinfectant (e.g., Distel Spray).   
   11.    Ultraviolet Crosslinker.   
   12.    Qubit ®  fl uorometer.   
   13.    Qubit ®  dsDNA BR Assay Kit.   
   14.    Qubit ®  0.5 mL assay tubes.      

       1.    Q5 Hot Start High-Fidelity 2× MasterMix (New England BioLabs).   
   2.    Ultra pure or PCR grade water.   
   3.     NGS   grade PCR1 amplicon  primers   (Integrated DNA 

Technologies) ( see  Fig.  2 ,  Notes    1   and   16  ).
       4.    PCR2 Index primers: Nextera XT index Kit ( Illumina  ) ( see  Fig.  2  

and  Note    1  ).   
   5.    HT ExoSAP-IT high-throughput PCR product cleanup 

(Affymetrix).   
   6.    RNase/DNase-free 8-well PCR strip tubes and caps.   
   7.    Barrier/fi lter pipette tips (10–1000 μL).   
   8.    Single channel pipettes (10–1000 μL).   
   9.    Multichannel pipettes (10 and 100 μL).   
   10.    Thermocycler.      

2.1  DNA Extraction 
and Precipitation

2.2  Library 
Preparation

Metabarcoding Marine Sediments: Preparation of Amplicon Libraries
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  Fig. 1    Overview of environmental marine metabarcoding steps using  Next- 
Generation Sequencing (NGS)   approaches. Sediment samples are size fraction 
homogenized and DNA extracted. All samples can be identifi ed using an 
8- nucleotide multiplex identifi cation (MID)  tag  /index incorporated into the ampli-
cons during PCR amplifi cation. All barcoded mixed samples are massively 
sequenced using an  NGS   platform followed by in silico meta-analysis using a bio-
informatic pipeline. All data is annotated against public  databases  , followed by 
taxonomic assignment and further assessment of  biodiversity   at the community 
and ecosystem levels using statistical tools.  OTUs  operational taxonomic units       
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  Fig. 2    Overview of the two-step PCR amplifi cation approach for  NGS   library preparation. First round PCR 
 primer   (PCR1) design for the 18S rDNA target region ( a ) and second round PCR (PCR2) index primer design ( b ) 
are shown. Schematic diagram depicting the arrangement of  primers  , indexes, and  Illumina   adapters for PCR1 
and PCR2 ( c ).  Fw  forward from the 5′-end,  Rv  reverse from the 3′-end,  SP  specifi c primer,  iL   Illumina   Linker, 
 i5/i7 : i5/i7  Illumina   Indexes or Molecular Identifi cation  Tags   (MID)       
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       1.    Top Vision™ LM GQ Agarose (Fermentas) or equivalent.   
   2.    100 bp DNA ladder.   
   3.    SafeXtractor tool for DNA fragment extraction from agarose 

gels (5Prime).   
   4.    QIAquick Gel Extraction Kit (Qiagen).   
   5.    1.7 ml microcentrifuge tubes.   
   6.    QuBit ®  Fluorometer.   
   7.    Qubit ®  dsDNA BR Assay Kit.   
   8.    Qubit ®  0.5 mL assay tubes.       

3    Methods 

       1.    Homogenize sediment samples by sieving soils on a 2 mm mesh 
sieve ( see   Note    2  ).   

   2.    Weigh 8–10 g of wet homogenized soil on a clean aluminum 
foil. These samples can be kept at −80 °C until DNA extraction 
( see   Notes    3   and   4  ).   

   3.    Proceed with DNA extraction using the PowerMax Soil DNA 
isolation kit, following the manufacturer’s instructions just up 
to the DNA elution step. All centrifugation steps are extended 
an additional 5 min on top of the centrifugation time proposed 
by the manufacturer.   

   4.    Elute DNA from the spin fi lter in 4.5 mL of solution C6 (pro-
vided by the manufacturer) and leave at room temperature for 
30 min ( see   Note    5  ).   

   5.    Collect DNA from the spin fi lter by centrifuging at 2500 ×  g  
for 15 min.   

   6.    Store DNA samples at −20 °C or proceed with the next step.      

       1.    Add 1/10 volume of 3 M NaOAc to the 4.5 mL DNA eluate.   
   2.    Add 2.5 volumes of 100 % EtOH.   
   3.    Place the samples at −80 °C for 30 min.   
   4.    Centrifuge the samples at 13,000 ×  g  for 35 min at 4 °C.   
   5.    Carefully remove the supernatant (avoiding resuspension of 

the DNA pellet) and centrifuge again to remove excess EtOH 
with a pipette.   

   6.    Wash the pellet with fresh cold 70 % EtOH ( see   Note    6  ).   
   7.    Discard the supernatant and centrifuge to remove excess 

EtOH. Repeat  steps 6  and  7  twice ( see   Note    7  ).   
   8.    Air-dry the pellet for 5–10 min.   
   9.    Resuspend the pellet in 100–300 μL of solution C6 or ultra 

pure water.   

2.3  Amplicon 
Purifi cation 
and Quantifi cation

3.1  DNA Extraction

3.2  DNA 
Precipitation
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   10.    Quantify the DNA samples using a fl uorometric method 
(e.g., Qubit ®  Fluorometer) and dilute all DNA samples to 
10 ng/μL ( see   Notes    8   and   9  ).      

       1.    Prepare all reactions on ice.   
   2.    Set up the following PCR1 reaction mix in a fi nal volume of 

15 μL: 7.5 μL Q5 Hot Start High-Fidelity 2× MasterMix, 
0.75 μL Amplicon Forward  primer   SSU_FO4 (10 μM), 
0.75 μL Amplicon Reverse primer SSU_R22 (10 μM), 5 μL 
PCR grade water, 1 μL DNA (10 ng/μL).   

   3.    Set up the following PCR1 conditions: 2 min denaturation at 
98 °C, then 15 cycles with 40 s 98 °C, 30 s 57 °C, 30 s 72 °C, 
and fi nal extension of 5 min at 72 °C.   

   4.    Add a negative control (no template DNA) for all amplifi cation 
reactions and/or each  primer   set.   

   5.    Each PCR is performed in triplicate and the use of a multi-
channel pipette is advisable when performing several samples 
simultaneously ( see   Notes    10   and   11  ).      

       1.    Prepare all reactions on ice ( see   Note    12  ).   
   2.    Set up the following PCR1 purifi cation mix in a fi nal volume 

of 20 μL: 5 μL HT ExoSAP-IT, 15 μL PCR1.   
   3.    Incubate the reaction at 37 °C for 15 min, followed by 15 min 

at 80 °C. PCR1 product is now ready for the index PCR step.      

       1.    This step attaches the indexes/ tags   and the  Illumina   sequenc-
ing adapters to the locus-specifi c amplicon ( purifi ed PCR1 
product ).   

   2.     Illumina   has several index/ tag   combinations available (i5 and i7) 
(Fig.  2 ) that can be used as a single or paired-end approach.   

   3.    Set up the following PCR2 reaction mix in a fi nal volume of 
25 μL: 12.5 μL Q5 Hot Start High-Fidelity 2× MasterMix, 
1.2 μL Index Forward  primer   (10 μM), 1.2 μL Index Reverse 
primer (10 μM), 3.1 μL PCR grade water, 7 μL purifi ed PCR1.   

   4.    Set up the following PCR2 conditions: 2 min denaturation at 
98 °C, then 15 cycles with 40 s 98 °C, 40 s 55 °C, 30 s 72 °C, 
and fi nal extension of 5 min at 72 °C ( see   Note    13  ).   

   5.    Add a negative control (no template DNA) for all amplifi cation 
reactions and/or each  primer   set.      

       1.    Run each PCR2 product including a DNA ladder on a 2 % low 
melting point agarose gel until the expected index amplicon is 
clearly isolated from any unspecifi c amplifi cation fragment and 
clearly visible at ~550 bp ( see   Notes    11  ,   14,   and   15  ).   

   2.    Extract each index amplicon product with a new SafeXtractor 
tool and place the gel band into a 1.7 ml DNAse-/RNAse-free 

3.3  Locus-Specifi c 
PCR 
Amplifi cation (PCR1)

3.4  PCR1 
Purifi cation

3.5  Index 
PCR (PCR2)

3.6  PCR2 
Purifi cation
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Eppendorf tube. At this point samples can be kept at −20 °C, 
otherwise proceed with the next step.   

   3.    Purify the excised gel-band containing the index amplicon 
with the QIAquick Gel Extraction Kit, following the manufac-
turer’s instructions.   

   4.    Elute the PCR2 amplicon from the spin fi lter in 20 μL of buf-
fer EB and leave at room temperature for 30 min ( see   Note    5  ).   

   5.    Collect the PCR2 amplicon from the QIAquick column by 
centrifuging at 10,000 ×  g  for 15 min.   

   6.    Store the PCR2 index samples at −20 °C or proceed with the 
next step.      

       1.    Quantify the PCR2 index samples using a fl uorometric method 
that uses dsDNA-binding dyes ( see   Note    9  ).   

   2.    Dilute the PCR2 index samples to the same concentration 
using molecular grade water or any EDTA-free elution buffer.   

   3.    Pool equimolar amounts of each PCR2 index sample to a concen-
tration of 3 ng/μL in a fi nal volume 50–60 μL (~100 ng/μL).   

   4.    The pooled  amplicon library   can now be sent to sequence on 
an  Illumina    MiSeq   platform using a paired-end sequencing 
approach (2 × 300 bp) ( see   Notes    16   and   17  ).       

4                          Notes 

     1.    The  primers   used in this  protocol   target a 450 bp 18S V2 
region, selected from Fonseca et al. [ 6 ] and Blaxter et al. [ 50 ]. 
The full-length primer sequence for the 18S Amplicon Forward 
primer (SSU_FO4) is 5′-GCTTGTCTCAAAGATTAAGCC- 3′ 
and for the 18S Amplicon Reverse  primer   (SSU_R22) 
5′-GCCTGCTGCCTTCCTTGGA-3′. For amplifi cation of 
the locus-specifi c region,  Illumina   overhang adapter sequences 
must be added (during PCR1). The sequence added to the 
selected locus-specifi c region is 5′-ACACTCTTTCCCTACACG
ACGCTCTTCCGATCT-3′ for the forward Illumina over-
hang and 5′-GTGACTGGAGTTCAGACGTGTGCTC
TTCCGATCT- 3′ for the reverse  Illumina   overhang (Fig.  2 ). 
Choices of a specifi c locus to PCR amplify marine sediment 
samples for  biodiversity   purposes are broad but targeting more 
than one region might prove ideal for a better taxonomic 
coverage. Other  primers   targeting the 18S V4–V5 region sug-
gested by Stoeck et al. [ 38 ] were also used by the authors but 
no direct comparisons have yet derived from these studies. 
A multilocus approach can be performed simultaneously (in the 
same  Illumina   run or lane) as long as the amplicon sizes do not 
differ more than ~50 bp. Hadziavdic et al. [ 32 ] also suggest a 

3.7  Library 
Quantifi cation
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comprehensive analysis of several known and alternative 18S 
rRNA gene regions that can be used for eukaryotic  biodiversity   
appraisals.   

   2.    Sieves must be sterilized in between samples to avoid cross- 
contamination. They are first cleaned using Distel spray, 
followed by rinsing with 45 μM fi ltered distilled water and 
second by UV sterilizing 5 min on each side of the sieve using 
a crosslinker.   

   3.    Clean the aluminum foil with Distel Spray (or any other surface 
decontaminant) before weighing the soil sample or when using 
any other utensil for this purpose (e.g., disposable polystyrene 
weighing dishes).   

   4.    DNA extraction of marine  meiofauna   is usually performed by 
decanting sediment samples according to Fonseca et al. [ 51 ]. 
However here, we suggest an alternative approach, easier to 
implement. Although the authors have used both methods, the 
comparison of  biodiversity   levels between both approaches has 
never been tested using the same amount of sediment. 
Decanting marine sediment samples is quite effective for retain-
ing meiobenthic representatives for metabarcoding/ metagenetic   
approaches [ 4 – 6 ,  10 ,  14 ,  51 ].   

   5.    Make sure that the membrane is well covered in elution buffer 
to achieve a better DNA yield. Leaving the elution step at 
room temperature for 30 min also ensures a better recovery/
yield of DNA.   

   6.    Ethanol tends to evaporate with time. For the washing steps 
prepare fresh 70 % EtOH to ensure better results.   

   7.    Removing excess ethanol is crucial, since any residual EtOH 
will inhibit downstream steps (PCR in particular).   

   8.    To ensure better downstream library and  NGS   performance, 
the following steps are recommended before diluting the sam-
ples to 10 ng/μL (a) treat DNA with RNase A (DNase- and 
Protease-free, e.g., Thermo Scientifi c) and (b) purify the DNA 
using a column-base method (e.g., PowerClean ProDNA 
Clean-Up Kit, MOBIO). RNAse treatment is recommended 
by  Illumina   to reveal whether degraded samples are derived 
from gDNA or  RNA  . Additionally, sediment samples are 
known to contain humic acid, which is a major PCR- inhibiting 
compound, highlighting the importance of cleaning/purifying 
DNA sediment samples before PCR amplifi cation.   

   9.    For accurate DNA and library quantifi cation, fl uorometric 
methods are considered the most reliable and are also recom-
mended by  Illumina  . Any UV and/or nanodrop quantitation 
method should be avoided due to the lack of sensitivity and 
also biased quantifi cation, caused mainly by the presence of 
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contaminants such as ssDNA, oligos, or  RNA   that only fl uoro-
metric approaches can detect. Using the Qubit ®  dsDNA BR 
Assay Kit (Promega), only 2 μL of sample is needed in 198 μL 
of the Qubit working solution.   

   10.    The two-step amplicon PCR strategy used in  NGS   library 
preparation will fi rst diminish the probability of secondary 
structure formation (hairpins and dimers) during PCR due to 
long  primer   sets and second it represents a low-cost approach. 
The latter because there is no need to purchase individual sets 
of indexed  primers   for each sample and/or specifi c gene locus 
(e.g., it will only require a single set of nonindexed primers to 
amplify the target region (PCR1) and all index  primers   (PCR2) 
can be purchased independently of the target region and 
multiplexed according to the experimental design; alternatively 
purifi ed PCR1 products can also be sent directly to a HTP 
sequencing company).   

   11.    It is important to carry out triplicate PCRs to ensure better 
taxonomic representation, mainly to try to cover the inherent 
variability within and between replicated samples. At this point, 
there is no need to run PCR1 products on an agarose gel due 
to the low number of PCR cycles. If the user’s laboratory is 
equipped with an Agilent Bioanalyzer, a DNA  chip   can be used 
to verify the amplicon size.   

   12.    In between PCR purifi cation steps are crucial to avoid unspe-
cifi c and ineffi cient amplifi cation in subsequent stages of library 
preparation due to the formation of dimer and  primer  –dimer 
structures. Purifi cation steps after each PCR amplifi cation can 
be performed using magnetic beads such as AMPure XP, but 
this also requires a magnetic plate ( see  Chapters   13     by Bourlat 
et al. and   14     by Leray et al. for further details on DNA purifi ca-
tion using magnetic beads). In this  protocol  , we use HT 
ExoSAP-IT enzyme to purify PCR1 amplicons, based on its 
rapidity for sample processing, and the QIAquick Gel 
Extraction Kit to purify PCR2 index amplicons, simply to 
ensure a clean and unique target amplicon selection.   

   13.    Make sure that PCR2 is performed with at least 15 cycles 
because fewer cycles at this stage will result in incomplete 
attachment of one of the index adapters to both DNA ampli-
con strands (5′ and 3′ ends). Amplicon size check on an Agilent 
Bioanalyzer at this stage can ensure that complete attachment 
of the indexes occurred: a single peak with the expected size 
should be observed.   

   14.    At this point, PCR2 product triplicates can either be run inde-
pendently (5 μL) on a 2 % agarose gel to confi rm successful 
PCR amplifi cation or they can be pooled and run together 
(~75 μL total volume) on a 2 % low melting point agarose gel. 
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Running the triplicates independently is recommended to 
ensure that all three PCR reactions were successful and of same 
intensity, before pooling.   

   15.    It is also recommended to perform a 30-cycle PCR1 and run it 
side by side with PCR2 to compare fragment length and thus 
visually confi rm that the  Illumina   adapters and  tags   were added 
to the PCR1 product. This step should be performed only dur-
ing the optimization phase (e.g., while trying different/new 
sets of  primers  ).   

   16.    The fi nal paired-end sequence amplicon should have at least 
~50 bp of overlapping sequence (e.g., for  Illumina   2 × 300 bp 
the insert size should be ~550 bp or smaller to ensure overlap). 
The target gene region should ideally have a melting tempera-
ture of 60 °C to avoid 18S secondary structures [ 20 ] and for 
optimal sequencing. The analysis of hairpin and dimer forma-
tion on the full amplicon sequence is strongly recommended by 
using available online tools (e.g.,   http://www.idtdna.com/
analyzer/Applications/OligoAnalyzer/    ,   http://mfold.rna.
albany.edu/?q=mfold/DNA-Folding-Form    ). Illumina recom-
mends that all oligo  primer   sets are synthetized using TruGrade™ 
processing (e.g.,   http://eu.idtdna.com/site    ) or any similar 
 NGS   grade oligo synthesis, not only to ensure 100 % quality 
control and purity but also to avoid cross- talk between barcoded 
index  primer   sets.   

   17.    Depending on desired coverage,  Illumina   allows the pooling of 
up to 96 libraries (96 possible index combinations) on one 
 MiSeq   run. When pooling less than 96 libraries, make sure to 
use compatible index  primers   ( see   Illumina   guidelines pages 
40–41 for low plexity pooling strategies:   http://www.liai.org/
fi les/nextera_dna_sample_prep_guide_15027987_b.pdf     ).         
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    Chapter 13   

 Preparation of Amplicon Libraries for Metabarcoding 
of Marine Eukaryotes Using Illumina MiSeq: The Dual-PCR 
Method                     

     Sarah     J.     Bourlat     ,     Quiterie     Haenel    ,     Jennie     Finnman    , and     Matthieu     Leray     

  Abstract 

   This protocol details the preparation of multiplexed amplicon libraries for metabarcoding (amplicon- based) 
studies of microscopic marine eukaryotes. Metabarcoding studies, based on the amplifi cation of a taxo-
nomically informative marker from a collection of organisms or an environmental sample, can be per-
formed to analyze biodiversity patterns or predator–prey interactions. For Metazoa, we use the 
mitochondrial cytochrome oxidase 1 (CO1) or the small ribosomal subunit (SSU) markers. Here, we 
describe a strategy for the preparation of multiplexed Illumina MiSeq libraries using a dual-PCR approach 
for the addition of index and adaptor sequences.  

  Key words     Metabarcoding  ,   Biodiversity  ,   Microscopic eukaryotes  ,   Illumina MiSeq  

1      Introduction 

     The  development            of  high-throughput sequencing   technologies 
offers the possibility to recover DNA information from whole 
community samples, a technique routinely used for prokaryotes, 
based on the 16S ribosomal  RNA   gene [ 1 ]. Advances in DNA 
 sequencing   and analytical techniques now allow  biodiversity   assess-
ments from eukaryotes and from various types of environmental 
samples. Recent studies have shown it possible to study bulk envi-
ronmental  samples   dominated by  microscopic eukaryotes  , such as 
marine sediments [ 2 ,  3 ], analyze the contents of fi sh stomachs [ 4 ], 
carry out environmental status assessments for benthic macro- 
invertebrates [ 5 ], or reveal patterns of marine benthic diversity on 
autonomous reef monitoring structures [ 6 ]. The vast majority of 
metabarcoding studies have so far employed Roche 454 for 
sequencing due to its long read lengths compared to other tech-
nologies [ 7 ], but Illumina  MiSeq   technology is now getting more 
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competitive in terms of read length, reaching up to 2 × 300bp with 
MiSeq Reagent Kit v3. Marker sequences amplifi ed can have up to 
500 bp, including a 100 bp overlap for paired end reads. 

 This method consists in dual PCR amplifi cation, the fi rst PCR 
using amplicon-specifi c  primers   including an Illumina adapter 
overhang (referred to here as the amplicon PCR) and a second 
cycle limited PCR for the incorporation of Illumina index adapters 
(referred to here as the index PCR) (Fig  1 , adapted from [ 8 ]).

2       Materials 

       1.    DNA extraction kit. For sediment samples, use the PowerSoil 
or for larger volumes PowerMax soil DNA isolation kit 
(MoBio). For tissue samples, use UltraClean tissue and cells 
DNA isolation (MoBio) or an equivalent kit.      

2.1  DNA Extraction

  Fig. 1    Schema for Illumina  MiSeq   library preparation using dual-PCR. The fi rst PCR step uses amplicon- 
specifi c  primers   including Illumina adapter overhangs (amplicon PCR) and the second cycle limited PCR allows 
the incorporation of Illumina index adapters i5 and i7 (index PCR). Bead purifi cations are carried out after each 
step. Quantifi cation, normalization, and pooling are carried out before sequencing on  Illumina    MiSeq   (Figure 
adapted from [ 8 ])       
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       1.    96-well PCR plates and microseal fi lm.   
   2.    Pfu proofreading polymerase.   
   3.    dNTP mix containing sodium salts of dATP, dCTP, dGTP, and 

dTTP, each at 10 mM (total concentration 40 mM).   
   4.    Nuclease-free water.   
   5.    Thermocycler.   
   6.     Gel electrophoresis   apparatus and reagents.   
   7.    100 bp DNA ladder.   
   8.    Locus-specifi c  primers   with Illumina overhang. Illumina over-

hang adapter sequences derived from the 16S demonstrated  pro-
tocol   (Illumina) [ 8 ] were appended to locus-specifi c primers for 
compatibility with Illumina index and sequencing adapters [ 8 ]. 
The universal  CO1   primers available for the  Metazoa   amplify a 
658 bp region [ 9 ], which is too long for most  NGS   applications. 
For the  CO1   gene, Illumina overhangs were appended to each of 
the  primer   sequences proposed by Leray et al. to amplify a 313 bp 
fragment, termed the ‘mini-barcode’ (mlCOIintF-dgHCO2198) 
[ 10 ]. For the reverse CO1 primer, a variation of the primer pro-
posed by Lobo et al. was used, which was shown to enhance 
amplifi cation of the CO1 region in a wide range of invertebrates 
[ 11 ]. For the  SSU   region, Illumina overhang adapter sequences 
were appended to primers modifi ed from Fonseca et al. and 
yielding a 364 bp fragment (SSU_FO4—SSU_R22) [ 3 ]. These 
 primers   target a homologous region of the gene and fl ank a 
region that is highly divergent, corresponding to the V1–V2 
region of the 18S gene.  See  Chapter   12     by Fonseca and Lallias for 
further details on the SSU_FO4 and SSU_R22 primers.      

       1.    Magnetic beads for DNA purifi cation, such as AMPure XP 
(Agencourt), or equivalent. These are also called SPRI beads 
for solid-phase reversible immobilization.   

   2.    Magnetic 96-well plate stand.   
   3.    Freshly prepared 80 % ethanol.   
   4.    Nuclease-free water.      

       1.     Nextera XT   index Kit, 96 indices, 384 samples for a 96-well 
plate (Illumina).   

   2.    KAPA HiFi HotStart ready mix or equivalent high-fi delity 
DNA polymerase mix containing buffer, MgCl 2 , dNTPs, and 
polymerase.      

       1.    Tapestation (Agilent 2200) with high Sensitivity D1000 
ScreenTape.   

   2.    Qubit ®  2.0 Fluorometer and Qubit™ dsDNA HS assay kit.   
   3.    Tris-Cl 10 nM buffer, pH 8.5 with 0.1 % Tween 20.      

2.2  Amplicon PCR

2.3  Bead Purifi cation

2.4  Index PCR

2.5  Normalization 
and Pooling
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       1.       MiSeq   Instrument (Illumina).   
   2.    MiSeq Reagent Kit v3 (600 cycles).

 ●    Box 1—MiSeq Reagent Cartridge and Hybridization Buffer 
(HT1).  

 ●   Box 2—Flow Cell and PR2 Bottle.      
   3.    Heat Block.   
   4.    NaOH stock (1.0 N).   
   5.    Microcentrifuge tubes.   
   6.    PhiX (10 nM).   
   7.    Tween 20.   
   8.    Laboratory grade water.   
   9.    70 % EtOH.   
   10.    Whatman, lens cleaning tissue.         

3    Methods 

   For total DNA extraction from sediment samples, use MoBio’s 
PowerSoil or PowerMax DNA isolation kit, depending on the vol-
ume of sediment processed. For DNA extraction from tissue sam-
ples, use MoBio’s UltraClean tissue and cells DNA isolation kit or 
an equivalent kit according to the manufacturer’s instructions.  

   Here, we use locus-specifi c  primers   with an Illumina overhang as 
described in Subheading 2.2. To minimize PCR errors, use Pfu 
proofreading polymerase. Also, we recommend running three 
PCR replicates to minimize biases.

    1.    For a 50 μl reaction volume, use 5 μl Pfu polymerase buffer 
(10×), 1 μl dNTP mix (fi nal concentration of each dNTP 
200 μM), 0.5 μl of each  primer   at 50 pm/μl, 2 μl DNA tem-
plate (~10 ng), 0.5 μl Pfu DNA polymerase, and 40.5 μl of 
nuclease-free water ( see   Note    1  ).   

   2.    Run three PCR replicates (e.g., three independent PCRs for the 
same sample) using the following cycling conditions: 2 min at 
95 °C (1×); 1 min at 95 °C, 45 s at  X °C, 1 min at 72 °C (25×); 
5 min at 72 °C (1×); hold at 4 °C. Replace  X  with the adequate 
annealing temperature for your particular  primers   ( see   Note    2  ).   

   3.    Run a 1–2 % agarose gel to check the size of the amplicons 
using a DNA ladder. % Agarose depends on the size of your 
fragment.   

   4.    If any additional bands appear that are not the size of the 
desired product, increase the annealing temperature of the 
PCR or perform additional purifi cation steps ( see   Note    3  ).   

2.6  Library 
Preparation and MiSeq 
Sequencing

3.1  DNA Extraction

3.2  Amplicon PCR
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   5.    Pool PCR replicates.    

     Purify amplicons using magnetic beads and a magnetic stand. Size 
selection can be achieved using different ratios of beads to sample 
( see   Note    3  ). A ratio of bead to sample of 0.8:1 will effi ciently 
purify the amplicons away from primers and  primer   dimers and 
allow selection of fragments larger than 200 bp [ 12 ].

    1.    Vortex the beads before use. Add 40 μl beads to 50 μl of PCR 
product to obtain a ratio of 0.8. Pipette up and down ten times. 
Incubate a room temperature without shaking for 5 min.   

   2.    Place the plate on the magnetic stand until the supernatant has 
cleared, at least 3 min.   

   3.    Remove the supernatant with a multichannel pipette if you are 
using a 96-well plate, making sure not to disturb the beads.   

   4.    With the samples on the magnetic stand, wash the beads by 
adding 200 μl of freshly prepared 80 % ethanol and incubate 
for 30 s. Carefully remove the supernatant without disturbing 
the beads.   

   5.    Repeat washing  step 4 .   
   6.    Remove all residual ethanol using a pipette and air dry, leaving 

the samples on the magnetic stand.   
   7.    Remove the plate from the stand and add 40 μl of nuclease- 

free water for elution, gently pipetting up and down ten times 
to resuspend the beads. Incubate the plate at room tempera-
ture for 5 min.   

   8.    Place the plate back on the magnetic stand at least 5 min or 
until the supernatant has cleared.  See  also  Note    4   about bead 
carryover.   

   9.    Carefully transfer the supernatant to a new plate.   
   10.    Seal the plate and freeze the samples at this point, or proceed 

with the index PCR.    

     In this step, barcodes for dual  indexing   are attached to the purifi ed 
amplicons containing Illumina overhangs. For indexing, we use 
the  Nextera XT   DNA index kit according to the manufacturer’s 
instructions.

    1.    For a 50 μl reaction volume, use 5 μl of cleaned up PCR ampli-
cons, 5 μl Nextera XT Index Primer i5, 5 μl  Nextera XT   Index 
 Primer   i7, 25 μl 2× KAPA HiFi HotStart ready mix, and 10 μl 
nuclease-free water.   

   2.    Run the PCR using the following cycling conditions: 3 min at 
95 °C (1×); 30 s at 95 °C, 30 s at 55 °C, 30 s at 72 °C (8×); 
5 min at 72 °C (1×); hold at 4 °C.   

3.3  Bead Purifi cation

3.4  Index PCR

Preparation of Amplicon Libraries for Metabarcoding of Marine Eukaryotes Using…
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   3.    Run the product on a 1.5 % agarose gel to check the size of the 
amplicons using a DNA ladder (Fig.  2 ).

       4.    If any additional bands appear that are not the size of the 
desired product, additional purifi cation steps need to be car-
ried out ( see   Note    3  ).    

     Purify the amplicons after the index PCR using magnetic beads 
and a magnetic stand. Size selection can be achieved using differ-
ent ratios of beads to sample ( see   Note    3  ). A ratio bead:sample of 
0.8:1 effectively purifi es amplicons away from primers and  primer   
dimers and allows selection of fragments larger than 200 bp [ 12 ]. 
Follow instructions in Subheading 3.3.  

   Verify the average fragment size of the individual samples with 
Tapestation. Ensure you have the right fragment and that you 
don’t have any additional unwanted peaks ( see   Notes    4   and   5  ). 
The result should be a Tapestation trace with one main peak of the 
right size and the upper and lower marker peaks (Fig.  3 ).

          1.    Measure the concentration of your libraries with Qubit (or 
some other fl uorometric quantifi cation method that uses 
dsDNA dyes) ( see   Note    6  ).   

   2.    Calculate sample concentration in nM using the following for-
mula. The assumed molecular weight of 1 bp is 660 Da.

  

Concentration in ng l
g mol average library siz

/ , ,
/

 


1 000 000
660 ee

nM
 

 .
   

             1.    Dilute the samples to 50 nM using Tris–Cl 10 nM buffer, 
pH 8.5 with 0.1 % Tween 20.   

   2.    Dilute the samples again to 10 nM using Tris–Cl 10 nM buf-
fer, pH 8.5 with 0.1 % Tween 20.   

   3.    Measure sample concentrations on Qubit to check the accu-
racy of dilution.   

   4.    Correct the concentration of the samples to 10 nM.   

3.5  Bead Purifi cation

3.6  Library 
Validation

3.7  Library 
Quantifi cation

3.8  Normalization 
and Pooling

  Fig. 2    PCR products run on a 1.5 % agarose gel to check the size of the ampli-
cons using a DNA ladder. Well 1: 100 bp DNA ladder; wells 2–5: samples after 
amplicon PCR and bead purifi cation; wells 6–9: samples after index PCR. The 
 arrow  shows the desired product at 500 bp       
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   5.    Pool the samples, using 2 μl of each sample. Adjust this volume 
if some of the samples are more or less concentrated than 10 nM.      

   Validate the pool using Qubit and Tapestation. If an unwanted peak 
is observed at this stage, proceed with additional magnetic bead 
purifi cation on the pooled samples. Bead purifi cations should be 
carried out until all unwanted products are removed ( see   Note    4  ).

    1.    Run Tapestation to see if the purifi cation was successful.   
   2.    Dilute the pool to 4 nM.    

     To prepare the DNA for cluster generation and sequencing, the 
libraries are denatured with NaOH, diluted with hybridization 
buffer (HT1), and heat denatured. The following steps are done 
 accordingly Illuminas 16S  Metagenomic   Sequencing Library 
Preparation  protocol   [ 8 ].

    1.    Combine 5 μl pool (4 nM) with 5 μl NaOH (0.2 N) in a 
microcentrifuge tube.   

   2.    Vortex and spin down.   
   3.    Incubate at room temperature for 5 min to make the DNA 

single stranded.   
   4.    Add 990 μl HT1.    

  This results in a 20 pM Library in 1 mM NaOH, which can be 
further diluted to your fi nal concentration. Keep the denatured 
DNA on ice until you are ready to do the fi nal dilution.  

   Dilute the denatured DNA with HT1 to the desired concentra-
tion. Illumina recommends starting the fi rst run using a 4 pM 
loading concentration and to adjust that in following runs ( see  
 Note    7  ). For this project we diluted the library to 5 pM.

3.9  Pool Validation

3.10  Library 
Denaturation

3.11  Dilution 
of Denatured Library
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  Fig. 3    Tapestation trace after bead purifi cation and pooling       
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    1.    Mix 150 μl of your 20 pM denatured DNA with 450 μl pre-
chilled HT1 to get 5 pM.   

   2.    Invert and spin down.   
   3.    Place the denatured and diluted DNA on ice.    

     PhiX is a balanced and diverse library that can be used as a control 
in sequencing runs. In this case we spiked in 15 % ( see   Note    8  ). 

 Follow these steps to denature and dilute PhiX to the same 
concentration as the  amplicon library   (5 pM).

    1.    Combine 2 μl PhiX library (10 nM) with 3 μl Tris (10 mM, 
pH 8.5) in a microcentrifuge tube to dilute PhiX to 4 nM.   

   2.    Vortex and spin down.   
   3.    Add 5 μl NaOH (0.2 N) to the tube with 5 μl PhiX library 

(4 nM) to get a 2 nM PhiX library.   
   4.    Vortex and spin down. Incubate at room temperature for 

5 min to make the DNA single stranded.   
   5.    Add 990 μl HT1 to dilute PhiX to 20 pM.   
   6.    Mix 150 μl of your 20 pM denatured PhiX with 450 μl pre-

chilled HT1 to dilute PhiX to the same loading concentration 
as your  amplicon library   (5 pM).   

   7.    Invert and spin down.   
   8.    Place the denatured and diluted PhiX on ice.    

     This step should be performed directly before loading the library 
into the  MiSeq   reagent cartridge.

    1.    Combine 90 μl PhiX (5 pM) with 510 μl of your library (5 pM) 
to get a 15 % PhiX spike in.   

   2.    Incubate the combined library and PhiX in a heat block at 
96 °C for 2 min.   

   3.    Invert the tube to mix and place it in an ice water bath for 5 min.    

     The  MiSeq   Control Software (MCS) guides you through the steps to 
load the fl ow cell and reagents. MCS also provides you with an over-
view of the quality statistics during the run. MCS controls the fl ow 
cell stage, fl uidics system, and fl ow cell temperatures, and captures 
images of clusters on the fl ow cell during the run. The following 
steps are done accordingly Illuminas MiSeq System User Guide [ 14 ].

    1.    Prepare the prefi lled sequencing reagent cartridge for use 
(MiSeq Reagent Kit v3, 600c), by thawing it in a water bath 
with ultrapure water.   

   2.    Wash and dry the fl ow cell.   
   3.    Load the fl ow cell.   
   4.    Load the PR2 bottle and empty the waste bottle.   

3.12  Denaturation 
and Dilution of PhiX 
Control

3.13  Combining 
the Library and PhiX 
Control

3.14  MiSeq 
Sequencing
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   5.    Pierce the foil seal in the cartridge where it says “load sample” with 
a pipette tip and add 600 μl of your denatured and diluted sample.   

   6.    Load the cartridge.   
   7.    After loading the fl ow cell, buffer and reagent cartridge, MiSeq will 

search for the correct sample sheet based on the barcode on the 
cartridge. Review the run parameters in your sample sheet, created 
with Illumina Experiment Manager (IEM) ( see   Note    9  ). MCS per-
forms the run according to parameters specifi ed in the sample sheet.   

   8.    Review prerun check results.   
   9.    Select ‘Start Run’ to start sequencing (2 × 300 bp run).   
   10.    Monitor the run from the MCS.   
   11.    Perform a postrun wash when the sequencing run is ready.    

4                     Notes 

     1.    A smaller reaction volume can also be used if necessary as the 
triplicate reactions will be later pooled.   

   2.    Cycling conditions should be modifi ed according to the target 
gene. For example, 48 °C annealing temperature will be best suited 
if the PCR is carried out with the mlCOIintF- dgHCO2198 primer 
set.  Primer   annealing temperature can be calculated as about 5 °C 
lower than the melting temperature (Tm) of your  primers.   You can 
also use a web-based Tm calculator tool. If no product is visible on 
the gel, lower annealing temperatures can be chosen but this can 
result in unspecifi c binding to sequences other than the intended 
target, visible as additional bands on the gel. Optimal annealing 
temperatures should result in the highest product yield for the 
intended amplicon. Regarding number of PCR cycles used, we 
recommend using the lowest possible number to prevent the 
introduction of PCR errors. Here we use 25 cycles for the ampli-
con PCR, but in cases where no PCR product is visible on the gel 
with 25 cycles, this can be increased to 30 or 35 cycles.   

   3.    Size selection can be carried out by gel purifi cation. An alternative 
better suited to  high-throughput sequencing   and low DNA con-
centrations is to use magnetic beads, as these will give better DNA 
recovery. Depending on the ratio of beads to sample, different 
size fragments can be purifi ed [ 12 ]. In addition, selection of frag-
ments to the left and right side of the desired fragment range can 
be carried out. Left side selection is done by binding the larger 
fragments to the right of the desired range to the beads and elut-
ing the smaller fragments. For right size selection, the larger frag-
ments to the right of the desired range are bound to the beads, 
and the supernatant containing the smaller fragments is removed 
to a fresh tube. For more details on this procedure  see  [ 13 ].   

   4.    If an unwanted product is seen at 1000 bp, it can be due to 
bead carryover. To ensure that all magnetic beads are removed 
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from the sample, an additional purifi cation step can be carried 
out, by placing the samples on the magnetic stand for 15 min 
and transferring the supernatant to a new tube.   

   5.    It is not unusual to detect a peak around ~120–130 bp when vali-
dating your library. It is important to try to remove this peak 
(which could be adapter dimer). Adapter dimers will also bind to 
the fl ow cell, cluster very effi ciently, and represent a high propor-
tion of the total sequencing yield. This will also have an impact on 
the overall quality of the run, which tends to drop after the adapter 
dimer. You should be able to successfully remove adapter dimer 
by carrying out another round of magnetic bead cleanup. If your 
unwanted peak is much higher in proportion to your library peak, 
or if you cannot get rid of it by bead purifi cation, a more aggres-
sive selective approach by gel extraction is recommended. Keep in 
mind that the yield may be compromised when using this method.   

   6.    Because it is very important to get the quantifi cation as correct 
as possible, it is strongly advised to use a fl uorescent dye 
method such as Qubit or PicoGreen instead of NanoDrop, 
which is based on UV absorbance. Instruments that use UV 
absorbance cannot distinguish between DNA,  RNA  , degraded 
nucleic acids, and other contaminants. Quantifi cation with 
fl uorescent dyes only detects the molecule of interest, and 
hence gives the most accurate values.   

   7.    We expect amplicons to have low diversity, this is not an issue in 
general but with low diversity libraries it is advisable to keep 
cluster density between 600 and 800 K/mm 2  (or even lower). It 
is important to keep this in mind, so you don’t overcluster the 
fl owcell, which can lead to run failure. It is better to start with a 
low loading concentration and adjust it in following runs.   

   8.    Low diversity libraries, such as amplicon libraries, where a large 
number of the reads have the same sequence, require a PhiX spike 
in to create a more diverse set of clusters. Illumina recommends a 
1 % PhiX spike in to all libraries. For low-diversity libraries, the 
percentage of PhiX depends on the diversity of the library and 
requires optimization. Between 10 and 20 % should be enough.   

   9.    Illumina Experiment Manager (IEM) is an application that 
helps you with the sample sheet setup of your run parameters 
for your  MiSeq   run.             
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    Chapter 14   

 Preparation of Amplicon Libraries for Metabarcoding 
of Marine Eukaryotes Using Illumina MiSeq: 
The Adapter Ligation Method                     

     Matthieu     Leray     ,     Quiterie     Haenel    , and     Sarah     J.     Bourlat     

  Abstract 

   Amplicon-based studies of marine microscopic eukaryotes, also referred to as metabarcoding studies, can 
be performed to analyze patterns of biodiversity or predator–prey interactions targeting the mitochondrial 
cytochrome oxidase 1 (CO1) or the small ribosomal subunit (SSU) markers. Because high-throughput 
sequencing (HTS) Illumina platforms provide millions of reads per run, hundreds of samples may be 
sequenced simultaneously. This protocol details the preparation of multiplexed amplicon libraries for 
Illumina MiSeq sequencing. We describe a strategy for sample multiplexing using a combination of tailed 
PCR primers and ligation of indexed adapters.  

  Key words     Metabarcoding  ,   Eukaryotes  ,   Illumina MiSeq  ,   Multiplexing  ,   Tags  ,   TruSeq  

1      Introduction 

     High Throughput Sequencing (HTS)  technologies            have revolution-
ized the fi eld of community ecology in recent years. Deep sequenc-
ing of PCR amplicons provides cost-effective estimates of  species   
diversity and  taxonomic composition   from samples that were tradi-
tionally sorted by hand [ 1 ,  2 ] and characterized at coarse  taxo-
nomic levels   [ 3 ]. Moreover, community profi les generated using 
HTS data are independent of taxonomic expertise and therefore 
more comparable between studies for environmental  monitoring   
and environmental status assessment [ 4 – 6 ]. Because the number of 
reads produced in a single HTS run is far greater than what is nec-
essary for characterizing most community samples, hundreds of 
samples may be pooled into a single run to be sequenced simulta-
neously [ 7 ,  8 ]. Prior to pooling, sequences belonging to each sam-
ple must be tagged with a unique identifi er to be recognizable in 
downstream data processing. Several alternative tagging 
approaches have been used in the literature for sample 



210

 multiplexing   (e.g., the dual PCR method,  see  Chapter   13     by 
Bourlat et al. and Chapter   12     by Fonseca and Lallias). In this chap-
ter, we present a hierarchical tagging method for sequencing 
amplicons on the Illumina  MiSeq   that combines the use of tailed 
PCR  primers   followed by the ligation of indexed adapters ( see  
Fig.  1 ). This method uses two sets of  tags   for maximizing the num-
ber of samples pooled in a  MiSeq   run. The fi rst  tag   is added to the 
target fragment during PCR amplifi cation using tailed locus-spe-
cifi c  primers  . The second  tag   is added to the product of amplifi ca-
tion via ligation in the form of a single-indexed Illumina Y-adapter. 
An example of the pooling strategy is presented in Fig.  2 . Marker 
sequences amplifi ed using this method may be up to 500 bp using 
the Illumina V3 reagent kit (2 × 300 bp paired end), including a 
100 bp overlap for paired end reads, which is suitable for sequenc-
ing fragments of the  cytochrome oxidase 1 (CO1)   or the  small 
ribosomal subunit (SSU)   markers.

  Fig. 1    Scheme for  Illumina    MiSeq   multiplex library preparation using the tailed PCR  primers   and ligation of 
single-indexed Y-adapters. The fi rst PCR step uses amplicon-specifi c primers with a 6-nucleotide  tag  . The 
second step uses a ligation to add a single-indexed Y-adapter to pooled PCR amplicons       

 

Matthieu Leray et al.

http://dx.doi.org/10.1007/978-1-4939-3774-5_13
http://dx.doi.org/10.1007/978-1-4939-3774-5_12


211

2        Materials 

       1.    For sediment samples, use the PowerSoil DNA Isolation Kit 
(MoBio). For tissue samples, use the UltraClean Tissue & Cells 
DNA Isolation Kit (MoBio) or equivalent. For environmental 
 samples   with large biomass (e.g. plankton), use PowerMax Soil 
DNA Isolation Kit (MoBio).   

   2.    DNA cleanup kit such as PowerClean Pro DNA Clean-Up Kit 
(MoBio).      

       1.    96-well PCR plates and microseal fi lm.   
   2.    50× Clontech Advantage2 Polymerase Mix (Takara).   
   3.    10× Clontech Advantage2 PCR buffer (Takara).   
   4.    dntp mix containing sodium salts of dATP, dCTP, dGTP, and 

dTTP, each at 2.5 mM (total concentration 10 mM).   
   5.    Nuclease-free water.   
   6.    Thermocycler.   
   7.     Gel electrophoresis   apparatus and reagents.   

2.1  DNA Extraction

2.2  PCR 
Amplifi cation Using 
Tailed 
Locus- Specifi c PCR
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  Fig. 2    Illustration of the pooling strategy used for the adaptor ligation library preparation       
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   8.    100 bp DNA ladder.   
   9.    Tailed locus-specifi c PCR  primers  , as detailed below: 

 For this  protocol  , we designed six nucleotide  tags   that are 
appended to the locus-specifi c forward and reverse primers 
(tailed primers) to amplify a 313 bp region of  CO1   [ 9 ].  Tags   
differ from each other by at least three nucleotides. A total of 
49 primer combinations can be used for sample  multiplexing   
using the seven unique tailed forward and seven unique tailed 
reverse PCR  primers   presented below (e.g., sample1, 
mlCOIint_Tag1—dgHCO_Tag1; sample 2, mlCOIint_
Tag1—dgHCO_Tag2; sample 3, mlCOIint_Tag2—dgHCO_
Tag1; sample 4, mlCOIint_Tag2—dgHCO_Tag2…). These 
same  tags   can be appended to other PCR primers to amplify 
CO1 (e.g., Lobo_R1, based on [ 10 ]) or 18S (e.g., SSU_FO4, 
SSU_R22, based on [ 1 ]).  See  Chapter   13     by Bourlat et al. for 
further information on the 18S LOBO primers and chapter   12     
by Fonseca and Lallias for further information on  SSU    primer   
pairs (SSU_FO4 and SSU_R22). 

 All  CO1  -specifi c tailed forward and reverse  primers   are 
detailed below:

 Primer name  Tailed primer sequence (5′–3′) 

 mlCOIintF_Tag1  AGACGC GGWACWGGWTGAACWGTWTAYCCYCC  

 mlCOIintF_Tag2  AGTGTA GGWACWGGWTGAACWGTWTAYCCYCC  

 mlCOIintF_Tag3  ACTAGC GGWACWGGWTGAACWGTWTAYCCYCC  

 mlCOIintF_Tag4  ACAGTC GGWACWGGWTGAACWGTWTAYCCYCC  

 mlCOIintF_Tag5  ATCGAC GGWACWGGWTGAACWGTWTAYCCYCC  

 mlCOIintF_Tag6  ATGTCG GGWACWGGWTGAACWGTWTAYCCYCC  

 mlCOIintF_Tag7  ATAGCA GGWACWGGWTGAACWGTWTAYCCYCC  

 dgHCO2198_Tag1  AGACGC TAAACTTCAGGGTGACCAAARAAYCA  

 dgHCO2198_Tag2  AGTGTA TAAACTTCAGGGTGACCAAARAAYCA  

 dgHCO2198_Tag3  ACTAGC TAAACTTCAGGGTGACCAAARAAYCA  

 dgHCO2198_Tag4  ACAGTC TAAACTTCAGGGTGACCAAARAAYCA  

 dgHCO2198_Tag5  ATCGAC TAAACTTCAGGGTGACCAAARAAYCA  

 dgHCO2198_Tag6  ATGTCG  TAAACTTCAGGGTGACCAAARAAYCA  

 dgHCO2198_Tag7  ATAGCA TAAACTTCAGGGTGACCAAARAAYCA  

              1.    Magnetic beads for DNA purifi cation (also called SPRI beads 
for solid-phase reversible immobilization).   

   2.    Magnetic 96-well plate.   
   3.    Freshly prepared 70 % ethanol.   
   4.    Nuclease-free water or resuspension buffer provided in  TruSeq   

DNA PCR-free LT Library Prep Kit (Illumina).      

2.3  Bead Purifi cation

Matthieu Leray et al.

http://dx.doi.org/10.1007/978-1-4939-3774-5_13
http://dx.doi.org/10.1007/978-1-4939-3774-5_12


213

       1.    Qubit fl uorometric quantitation apparatus.   
   2.    Qubit dsDNA HS Assay Kit.   
   3.    Nuclease-free water.      

       1.    End Repair Mix 2 from  TruSeq   DNA PCR-free LT Library 
Prep Kit (Illumina).   

   2.    Resuspension Buffer from  TruSeq   DNA PCR-free LT Library 
Prep Kit (Illumina).   

   3.    Thermocycler with heated lid.      

       1.    A-Tailing Mix from TruSeq DNA PCR-free LT Library Prep 
Kit (Illumina).   

   2.    Resuspension Buffer from  TruSeq   DNA PCR-free LT Library 
Prep Kit (Illumina).   

   3.    Thermocycler with heated lid.      

       1.    DNA Adapter Index tubes from  TruSeq   DNA PCR-free LT 
Library Prep Kit (Illumina).   

   2.    Ligation Mix from TruSeq DNA PCR-free LT Library Prep 
Kit (Illumina).   

   3.    Resuspension Buffer from TruSeq DNA PCR-free LT Library 
Prep Kit (Illumina).   

   4.    Stop Ligation Buffer from TruSeq DNA PCR-free LT Library 
Prep Kit (Illumina).   

   5.    Thermocycler with heated lid.      

       1.    TapeStation.   
   2.    Qubit fl uorometric quantitation apparatus.   
   3.    Qubit dsDNA HS Assay Kit.   
   4.    Tris–Cl 10 nM buffer, pH 8.5 with 0.1 % Tween 20.      

       1.    ViiA 7 real-time PCR system (Applied Biosystems).   
   2.    KAPA library quantifi cation kit for Illumina platform (ROX low).   
   3.    Tris–Cl 10 nM buffer, pH 8.5 with 0.1 % Tween 20.   
   4.    Nuclease-free water.       

3    Methods 

   For total DNA extraction from sediment samples or samples with 
large biomass, use MoBio’s PowerSoil DNA isolation kit according 
to the manufacturer’s instructions. For other sample types, any 
DNA extraction kit can be used, with an additional DNA purifi ca-
tion step to remove inhibitors using MoBio’s PowerClean Pro 
DNA Clean-Up Kit according to the manufacturer’s instructions.  

2.4  Normalization 
and Pooling

2.5  End Repair

2.6  A-Tailing

2.7  Ligation 
of Y-Adapters

2.8  Final 
Normalization 
and Pooling Step

2.9  Library 
Validation Using 
Quantitative PCR

3.1  DNA Extraction

Preparation of Amplicon Libraries for Metabarcoding of Marine Eukaryotes Using…
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   Here, we use locus-specifi c  primers   with a 6-nucleotide  tag  . To 
minimize PCR errors, use a proofreading polymerase. Also, we 
recommend running three PCR replicates to minimize biases:

    1.    For a 20 μl reaction volume, use 2 μl Clontech Advantage2 
PCR buffer (10×), 1.4 μl dntp mix (10 mM), 1 μl of each 
 primer   (10 μM), 1 μl DNA template (~10 ng), 0.4 μl Clontech 
Advantage2 Polymerase Mix (50×), and 13.2 μl of nuclease-
free water.   

   2.    Run three PCR replicates (e.g., three independent PCR for the 
same sample) using the following cycling conditions: 5 min at 
95 °C (1×); 1 min at 95 °C, 45 s at 48 °C, and 30 s at 72 °C 
(35×); and 10 min at 72 °C (1×); hold at 4 °C.   

   3.    Run a 1.5 % agarose gel to check the size of the amplicons 
using a DNA ladder.   

   4.    If any additional bands appear that are not the size of the 
desired product, increase the annealing temperature of the 
PCR or perform additional purifi cation steps ( see   Note    1  ).   

   5.    Pool PCR replicates.    

        Purify amplicons using magnetic beads and a magnetic stand. Size 
selection can be achieved using different ratios of beads to sample 
( see   Note    1  ). A ratio bead–sample of 1.6:1 will effi ciently purify the 
amplicons away from  primers   and primer dimers [ 11 ]:

    1.    Vortex the beads before use. Add 80 μl beads to 50 μl of PCR 
product to obtain a ratio of 1.6. Pipette up and down ten times. 
Incubate a room temperature without shaking for 5 min.   

   2.    Place the plate on the magnetic stand until the supernatant has 
cleared, at least 3 min.   

   3.    Remove the supernatant with a multichannel pipette if you are 
using a 96-well plate, making sure not to disturb the beads.   

   4.    With the samples on the magnetic stand, wash the beads by add-
ing 200 μl of freshly prepared 70 % ethanol, and incubate for 30 s. 
Carefully remove the supernatant, without disturbing the beads.   

   5.    Repeat washing  step 4 .   
   6.    Remove all residual ethanol using a pipette and air dry with the 

samples on the magnetic stand for 3 min.   
   7.    Remove the plate from the stand and add 40 μl of nuclease-

free water for elution, gently pipetting up and down ten times 
to resuspend the beads. Incubate the plate at room tempera-
ture for 5 min.   

   8.    Place the plate back on the magnetic stand at least 5 min or 
until the supernatant has cleared.  See  also  Note    2   about bead 
carryover.   

   9.    Carefully transfer the supernatant to a new plate.    

3.2  PCR 
Amplifi cation Using 
Tailed 
Locus- Specifi c PCR

3.3  Bead Purifi cation

Matthieu Leray et al.



215

     At this step, equimolar amounts of purifi ed amplicons are pooled, 
so that each pool contains amplicons generated using different 
tailed PCR  primers   ( see  Fig.  2 ):

    1.    Check the concentration of the purifi ed amplicons using Qubit.   
   2.    Pool equimolar amounts of each purifi ed amplicon for a fi nal 

amount of 1 μg in a fi nal volume of 60 μl (add water if 
necessary).    

         1.    Thaw End Repair Mix 2 and resuspension buffer.   
   2.    Add 40 μl of End Repair Mix 2 to each tube containing 60 μl 

of pooled PCR amplicon (1 μg) and mix gently by pipetting up 
and down ten times.   

   3.    Incubate the samples for 30 min at 30 °C in a thermocycler 
with pre-heated lid.      

   Perform a magnetic bead cleanup (refer to Subheading  3.3 ) using 
a ratio of 1:1.6. Add 160 μl of beads to each tube containing 100 μl 
of end repair mix ( see   Note    3  ). At the end of the cleanup, elute the 
sample in 20 μl of resuspension buffer and transfer 17.5 μl of the 
clear supernatant to a new tube. If you don’t proceed to the next 
step immediately, samples can be stored in the −20 °C freezer for 
up to 7 days.  

       1.    Thaw A-Tailing Mix and resuspension buffer.   
   2.    Add 12.5 μl of A-Tailing Mix to each tube containing 17.5 μl 

of sample and mix gently by pipetting up and down.   
   3.    Incubate the samples for 30 min at 37 °C, followed by 5 min at 

70 °C and 5 min at 4 °C in a thermocycler with pre-heated lid.   
   4.    Proceed immediately to the ligation.      

        1.    Thaw DNA Adapter Index tubes and stop ligation buffer. 
Leave Ligation Mix in the freezer until immediately before use 
and keep on ice once removed from the freezer.   

   2.    Add reagents in the following order to each tube containing 
30 μl of end-repaired and A-tailed PCR amplicons – (1) 2.5 μl 
of resuspension buffer; (2) 2.5 μl of ligation mix; (3) and 2.5 μl 
of appropriate DNA Adapter Index – and mix gently by pipetting 
up and down.   

   3.    Incubate the samples for 10 min at 30 °C in a thermocycler 
with pre-heated lid and then hold at 4 °C.   

   4.    Add 5 μl of stop ligation buffer to each sample and mix gently 
by pipetting up and down.      

   Perform a magnetic bead cleanup (refer to Subheading  3.3 ) using 
a ratio of 1:1 following Illumina  TruSeq    protocol  . Add 42.5 μl of 
beads to each sample containing 42.5 μl of Adapter mix obtained 

3.4  Normalization 
and Pooling

3.5  End Repair

3.6  Bead Purifi cation

3.7  A-Tailing

3.8  Ligation 
of Y-Adapters 
( See  Fig.  2 )

3.9  Bead 
Purifi cations (Twice)

Preparation of Amplicon Libraries for Metabarcoding of Marine Eukaryotes Using…
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after Subheading  3.8 . At the end of the cleanup, elute the sample 
in 52.5 μl resuspension buffer and transfer 50 μl of the clear super-
natant to a new tube. Perform an additional magnetic bead cleanup 
(refer to Subheading  3.3 ) using a ratio of 1:1. At the end of the 
cleanup, elute the sample in 22.5 μl resuspension buffer and trans-
fer 20 μl of the clear supernatant to a new tube.  

       1.    Check fragment sizes of each sample using a TapeStation. One 
main peak of the right size should be seen in addition to the 
lower and upper markers.   

   2.    Check sample concentration using Qubit.   
   3.    Dilute each indexed library to 10 ng/μl.   
   4.    Pool 5 μl of each indexed library.      

       1.     If the KAPA kit is  used   for the fi rst time, add the 10× Primer 
Premix (1 ml) to the bottle of 2× KAPA SYBR FAST qPCR 
Master Mix and mix well with vortexer.   

   2.    Prepare 1:5000, 1:10,000, and 1:20,000 dilutions of the 
library using Tris–Cl 10 nM buffer, pH 8.5 with 0.1 % Tween 
20. It is best to prepare three independent dilutions for each 
individual dilution (i.e., three independent 1/5000 dilutions). 
Here is an example on how to prepare dilutions:

 Dilution  Library input  10 mM Tris–HCl (μl) 

 1:50  2 μl of undiluted library  98 

 1:5000  2 μl of 1/50 dilution  198 

 1:10,000  10 μl of 1/5000 dilution  10 

 1:20,000  10 μl of 1/5000 dilution  30 

       3.    Determine the total number of reactions that will be per-
formed for the appropriate number of replicates of each of the 
following reactions:
 –    Three replicates of each of the six DNA standards.  
 –   Three replicates of each dilution to be assayed.  
 –   Three replicates of the no template control.      

   4.    Prepare the Master Mix for the total number of reactions. For 
each 20 μl reaction, add:
 –    12 μl of 2× KAPA SYBR FAST Master Mix.  
 –   4 μl of PCR-grade water.      

   5.    Mix and briefl y centrifuge the reagent Master Mix.   
   6.    Dispense 16 μl of Master Mix to each well.   
   7.    Add 4 μl of PCR-grade water to each well of the no template 

control.   

3.10  Normalization 
and Pooling

3.11  Library 
Validation Using 
Quantitative PCR

Matthieu Leray et al.
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   8.    Add 4 μl of each DNA standard to the appropriate well. Always 
start with low concentration standard.   

   9.    Add 4 μl of each sample dilution to the appropriate well.   
   10.    Seal the plate, centrifuge, and transfer to the qPCR instrument.   
   11.    Setup experiment on the Applied Biosystems ViiA 7 real-time 

PCR system according to the manufacturer’s instructions. In the 
menu, select the following options:
 –    Fast 96-well block.  
 –   Standard curve.  
 –   SYBR mode.  
 –   Fast.      

   12.    Set the reaction volume to 20 μl.   
   13.    Perform qPCR using the following cycling conditions: 5 min 

at 95 °C (1×), 30 s at 95 °C, and 45 s at 60 °C (35×).   
   14.    Calculate sample concentration in nM using the KAPA library 

Quantifi cation Data Analysis Template for Illumina.   
   15.    Dilute the library to 4 nM.        

4        Notes 

     1.    Size selection can be carried out by gel purifi cation. An alternative 
better suited to  high-throughput sequencing   and low DNA 
concentrations is to use magnetic beads, as these will give better 
DNA recovery. Depending on the ratio of beads to sample, 
different size fragments can be purifi ed [ 11 ]. In addition, 
selection of fragments to the left and right side of the desired 
fragment range can be carried out. Left side selection is done 
by binding the larger fragments to the right of the desired 
range to the beads and eluting the smaller fragments. For right 
size selection, the larger fragments to the right of the desired 
range are bound to the beads, and the supernatant containing 
the smaller fragments is removed to a fresh tube. For more 
details on this procedure  see  [ 12 ].   

   2.    If an unwanted product is seen at 1000 bp, it can be due to 
bead carryover. To ensure that all magnetic beads are removed 
from the sample, an additional purifi cation step can be carried 
out by placing the samples on the magnetic stand for 15 min 
and transferring the supernatant to a new tube.   

   3.    If bead cleaning is performed in a magnetic plate, beads of the 
top layer might not effi ciently bind to the magnet because of 
the large volume. To ensure maximum recovery, fi rst pipette 
off approximately 100 μl of the lower clear layer and wait for 
an additional 5 min before pipetting the rest of the liquid.             

Preparation of Amplicon Libraries for Metabarcoding of Marine Eukaryotes Using…
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    Chapter 15   

 Visualizing Patterns of Marine Eukaryotic Diversity 
from Metabarcoding Data Using QIIME                     

     Matthieu     Leray      and     Nancy     Knowlton     

  Abstract 

   PCR amplifi cation followed by deep sequencing of homologous gene regions is increasingly used to char-
acterize the diversity and taxonomic composition of marine eukaryotic communities. This approach may 
generate millions of sequences for hundreds of samples simultaneously. Therefore, tools that researchers 
can use to visualize complex patterns of diversity for these massive datasets are essential. Efforts by micro-
biologists to understand the Earth and human microbiomes using high-throughput sequencing of the 16S 
rRNA gene has led to the development of several user-friendly, open-source software packages that can be 
similarly used to analyze eukaryotic datasets. Quantitative Insights Into Microbial Ecology (QIIME) offers 
some of the most helpful data visualization tools. Here, we describe functionalities to import OTU tables 
generated with any molecular marker (e.g., 18S, COI, ITS) and associated metadata into QIIME. We then 
present a range of analytical tools implemented within QIIME that can be used to obtain insights about 
patterns of alpha and beta diversity for marine eukaryotes.  

  Key words     Metabarcoding  ,   QIIME  ,   Alpha diversity  ,   Beta diversity  ,   Principal component analysis  , 
  Rarefaction  

1      Introduction 

   The world’s  Oceans      harbor an immense diversity of life estimated 
between 0.3 and 2.2 million  species   belonging to 31 phyla [ 1 ,  2 ]. 
Yet, with only about 0.25 million formally described species to date, 
a considerable portion of that diversity remains either unknown to 
science or without a formal description. In addition, diagnostic 
morphological characters used to differentiate  species   can be very 
subtle in some invertebrate groups or even absent among micro-
scopic soft-bodied taxa (e.g., nematodes). This taxonomic impedi-
ment has dramatically limited our understanding of the way ocean 
ecosystems function and respond to environmental changes, with 
most studies focusing on just a few indicator  metazoan   taxa [ 3 ]. 
The realization that we might not be able to study ocean diversity 
using  morphology   alone has led more and more researchers toward 
DNA approaches to characterize and monitor diversity [ 4 ,  5 ]. 
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 DNA  sequencing   expands the taxonomic coverage of ecologi-
cal studies by providing rapid and reliable  species   identifi ers that do 
not depend on having taxonomic expertise. Building upon DNA 
barcode resources and taking advantage of the availability of afford-
able  High-Throughput Sequencing (HTS)   technologies, the con-
cept of DNA metabarcoding is now revolutionizing our 
understanding of patterns of marine diversity. Most commonly, 
general  primer   sets are used to mass amplify (via Polymerase Chain 
Reaction or PCR) a short hypervariable DNA fragment from an 
collection of organisms mixed together. Reads obtained using an 
HTS platform are then sorted bioinformatically to delineate 
Operational Taxonomic Units (OTUs) and provide estimates of 
richness and community composition [ 6 ]. This metabarcoding 
approach [ 7 ] is now widely used, and the scientifi c community has 
converged toward using standard DNA markers such as 18S 
nuclear small subunit (nSSU) ribosomal RNA and the mitochon-
drial Cytochrome Oxidase c. Subunit I (COI) genes to target a 
wide taxonomic range of organisms. 

 The ability to obtain community profi les from hundreds of 
samples offers the potential for an unprecedented understanding 
of marine diversity. While powerful analysis tools are essential to 
handle very large sequence datasets, visualizing patterns of diver-
sity for complex datasets also represents a major challenge. For 
example, researchers need to be able to see how community pro-
fi les vary in relation to each other and in relation to various meta-
data variables. Quantitative Insights Into Microbial Ecology 
(QIIME) [ 8 ] is one of the most powerful data visualization tools. 
Like many other sequence data analysis workfl ows (e.g., Mothur 
[ 9 ]), QIIME was developed to analyze microbial 16S rRNA data-
sets, but its functionalities can be used to analyze  OTU tables   
obtained with any molecular marker. 

 QIIME combines many separate programs into a user-friendly 
software package to perform analysis from the raw data generated 
by any HTS platform to the graphical representation of the data. 
Functionalities available within QIIME for sequence processing 
include sample  demultiplexing  , OTU picking, phylogenetic analy-
sis, and taxonomic assignments, all of which are also implemented 
in other software packages (e.g., Mothur [ 9 ], CloVR [ 10 ], LotuS 
[ 11 ]). On the other hand, QIIME offers some unique interactive 
graphic tools to explore patterns of diversity in relation to meta-
data variables (e.g., three-dimensional visualizations with EMPeror 
[ 12 ]). In this chapter, we fi rst describe how to import an  OTU 
table   and associated metadata into QIIME. We then present a 
QIIME tutorial to represent the  taxonomic composition   (e.g., 
histograms, heatmaps), plot OTU diversity ( alpha diversity  ), and 
plot dissimilarities in OTU composition between samples ( beta 
diversity  ). We illustrate  community analysis   using amplicon data 
comparing OTU composition between sessile communities 
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collected on settlement plates in Florida and Virginia (USA). 
Samples were characterized using HTS of the mitochondrial 
Cytochrome Oxidase c. Subunit 1 region [ 5 ].  

2     Materials 

   To avoid installing each program used within QIIME separately, 
the developing team proposes several full installation packages.

    1.    The precompiled MacQIIME software package for Mac OS X. 
The following tutorial assumes that the user is working with 
MacQIIME.   http://www.wernerlab.org/software/macqiime    .   

   2.    The QIIME virtual box that can be installed and run on Mac 
OS X, Windows, and Linux. Instructions are provided in the 
following link   http://qiime.org/install/virtual_box.html    .   

   3.    The QIIME virtual machine on Amazon Web Services.      

   MacQIIME is a precompiled, easy-to-install, and easy-to-use ver-
sion of QIIME that is maintained by the Werner lab (  http://www.
wernerlab.org    ). Version 1.9.1 requires Mac OS X versions 10.7 
(Lion) and above.

    1.    Download the compressed Tar archived MacQIIME fi le here 
  http://www.wernerlab.org/software/macqiime    .   

   2.    Unarchive MacQIIME 1.9.1. 
 Open your terminal and type: 
 $ cd ~/Downloads 
 $ tar –xvf MacQIIME_1.9.1-20150604_OS10.7.tar   

   3.    Install MacQIIME 1.9.1. 
 $ cd MacQIIME_1.9.1-20150604_OS10.7 
 $ ./install.s   

   4.    Launch MacQIIME 1.9.1. 
 $ macqiime    

       Regardless   of the target gene and the  bioinformatics   pipeline used 
for sample  demultiplexing  , quality filtering, OTU clustering, and 
taxonomic assignment, the final product of any metabarcoding 
study is a “sample by observation contingency table” displaying 
the number of reads per OTU and per sample. The file format 
traditionally used to represent a raw contingency table is a tab-
delimited text file, termed a classic OTU table. A classic OTU table 
can be easily visualized and manipulated in excel or TextWrangler 
but it has been deemed an inefficient file format for cross-studies 
comparison, for transferring data between software packages, and 
for optimizing the use of disk space [ 13 ]. As a result, QIIME now 
requires classic OTU tables to be converted into Biological 
Observation Matrix file format (BIOM).

2.1  QIIME Packages 
Available

2.2  Getting Ready 
with MacQIIME 1.9.1

2.3  BIOM Formatted 
OTU Table (Input File 
Required)

Visualizing Patterns of Marine Eukaryotic Diversity from Metabarcoding Data Using QIIME
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    1.    Prepare your classic OTU table as shown in Table  1  and save it 
as a tab-delimited text fi le called “otu_table.txt” in a directory 
called “qiime_analysis.”

       2.    Open your terminal and navigate to the directory “qiime_
analysis” where the classic OTU table is located. 

 $ cd ~/qiime_analysis   

   3.    Assuming that MacQIIME is already open (see earlier), type 
the following command to convert your classic OTU table to 
a  BIOM   formatted table ( see   Note 1 ). 

 $ biom convert -i otu_table.txt -o otu_
table.biom --process-obs-metadata taxonomy 
--table-type "OTU table" --to-json 

 where the parameter  -i  is used to specify the input fi le and 
the parameter  -o  is used to specify the output fi le ( see   Note 2 ).   

   4.    Check conversion by summarizing the count information. 
 $ biom summarize-table -i otu_table.biom -o 

otu_table_summary_counts.txt --qualitative 
 The number of OTUs per sample is provided. The param-

eter  --qualitative  should be removed from the script to sum-
marize the number of sequences per sample instead.   

   5.    Filter out  singletons  . 
 OTUs represented by a single sequence are often consid-

ered less reliable because they may result from sequencing 
errors. The following command discards all OTUs that are not 
represented by at least two sequences. 

 $ fi lter_otus_from_otu_table.py -i otu_table.
biom -o otu_table_nosingleton.biom -n 2     

      The  mapping fi le   contains information about each sample present 
in the  OTU table  . It can be generated by hand using excel and 
saved as a tab-delimited text fi le. Columns “#SampleID,” 
“BarcodeSequence,” “LinkerPrimerSequence,” and “Description” 
are mandatory and should be presented in this order. Additional 
metadata columns may be added between “LinkerPrimerSequence” 
and “Description” (e.g., Location, Site; Table  2 ). When QIIME is 
used for downstream data analysis and visualization only, as is the 
case in this tutorial, the “BarcodeSequence” and 
“LinkerPrimerSequence” columns can be left empty (but keep 
tabs) or with “NA” (Table  2 ).

   QIIME has a functionality to test the validity of a mapping fi le. 
-p and –b parameters need to be specifi ed if no Barcode and  primer   
sequences are provided. This command line generates a log fi le list-
ing potential warnings and errors detected in the mapping fi le 
(e.g., invalid characters, duplicated sample ID). In the following 
command, the parameter  -m  specifi es the mapping fi le labeled 
“Metadata_map.txt.” 

 $ validate_mapping_fi le.py -m Metadata_
map.txt -p -b   

2.4  Metadata 
Mapping File (Input 
File Required)

Matthieu Leray and Nancy Knowlton
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   This is used  to   calculate phylogenetic alpha (e.g., phylogenetic 
diversity) and  beta diversity   metrics (e.g., unifrac). The QIIME 
script “make_phylogeny.py” generates a tree using various meth-
ods (default: FastTree). Otherwise a tree can be imported into 
QIIME as a Newick formatted tree fi le. In the following tutorial, 
we do not use phylogenetic alpha and beta metrics.  

    A parameter fi le is used to specify one or a set of values of a param-
eter within a QIIME script. The parameter fi le contains the name 
of the script (i.e., alpha_diversity) followed by the name of the 
parameter (i.e., metrics), followed by a tab and fi nally the value of 
the parameter (i.e., observed_species, chao1). The following line 
indicates that the observed number of  species   and chao1 should be 
used to calculate  alpha diversity  . It should be saved as a text fi le ( see  
 Note 5  for a list of alpha metrics implemented in QIIME). 

 alpha_diversity:metrics observed_species,chao1  

2.5  Phylogenetic 
Tree (Input File 
Optional)

2.6  Alpha Parameter 
File (Input File 
Optional)

    Table 2  
  Example of a metadata  mapping fi le   containing information about 18 samples analyzed in Leray and 
Knowlton [ 5 ]   

 # Sample ID  Barcode sequence  Linker primer sequence  Location  Site  Description 

 ML.0136  NA  NA  Virginia  Site1  Virginia.Site1 

 ML.0137  NA  NA  Virginia  Site1  Virginia.Site1 

 ML.0138  NA  NA  Virginia  Site1  Virginia.Site1 

 ML.0139  NA  NA  Virginia  Site3  Virginia.Site3 

 ML.0140  NA  NA  Virginia  Site3  Virginia.Site3 

 ML.0141  NA  NA  Virginia  Site3  Virginia.Site3 

 ML.0142  NA  NA  Virginia  Site2  Virginia.Site2 

 ML.0143  NA  NA  Virginia  Site2  Virginia.Site2 

 ML.0144  NA  NA  Virginia  Site2  Virginia.Site2 

 ML.0145  NA  NA  Florida  Site1  Florida.Site1 

 ML.0146  NA  NA  Florida  Site1  Florida.Site1 

 ML.0147  NA  NA  Florida  Site1  Florida.Site1 

 ML.0148  NA  NA  Florida  Site2  Florida.Site2 

 ML.0149  NA  NA  Florida  Site2  Florida.Site2 

 ML.0150  NA  NA  Florida  Site2  Florida.Site2 

 ML.0151  NA  NA  Florida  Site3  Florida.Site3 

 ML.0152  NA  NA  Florida  Site3  Florida.Site3 

 ML.0153  NA  NA  Florida  Site3  Florida.Site3 

  Each sample represents a community of sessile organisms collected on settlement plates at three sites in Florida and 
Virginia ( see   Note 4 )  

Matthieu Leray and Nancy Knowlton
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   The beta parameter fi le specifi es the beta metrics to use. The format 
of the fi le is similar to the format of the alpha parameter fi le detailed 
earlier. It should also be saved as a text fi le ( see   Note 6  for a list of 
beta metrics implemented in QIIME). 

 beta_diversity:metrics bray_curtis,binary_jaccard   

3    Methods 

 Diversity analyses presented in the following section require four 
input fi les placed in the same directory called “qiime_analysis”:

 –    otu_table_nosingleton.biom  
 –   Metadata_map.txt  
 –   alpha_params.txt  
 –   beta_params.txt    

  See  Subheading  2  for details about input fi le format. 

    High-throughput sequencing      experiments often result in unequal 
numbers of reads between samples. Differences in sequencing 
depth affect estimates of alpha and  beta diversity   because as more 
sequences are obtained more OTUs are detected. The goal is 
therefore to scale the number of sequences of the larger samples 
down to the smallest number of sequences that a sample contains 
within the dataset. The following QIIME script creates a single 
 OTU table   “otu_table_nosingleton_rarefi ed.biom” that has been 
subsampled down to 11,982 reads for all samples. 

 single_rarefaction.py -i otu_table_nosingleton.biom -o otu_table_
nosingleton_rarefi ed.biom -d 11982  

    Rank abundance curves   display OTU richness and evenness. OTU 
richness in a sample can be viewed as the number of ranks that a 
curve reaches. OTU evenness corresponds to the slope of the line 
(Fig.  1 ). A steep line means that a few OTUs dominate the sample 
in terms of abundance (low evenness). In the following command 
line,  -s  is used to specify the name of the sample to plot. ‘*’ means 
that all samples should be presented on the same plot. We also spec-
ify  -a  to use absolute counts and  -x  to represent a linear  x -axis scale.

   plot_rank_abundance_graph.py -i otu_table_nosingleton_rarefi ed.
biom -s '*' -o Rank_abundance_plots.pdf -a -x  

    Various  graphical   representations of taxonomic composition are 
implemented in QIIME. Histograms and heatmaps drawn at various 
 taxonomic levels   are particularly useful for interpreting patterns of 
alpha and  beta diversity  .

2.7  Beta Parameter 
File (Input File 
Optional)

3.1  Rarefy OTU Table

3.2  Plot Rank 
Abundance Curves

3.3  Visualize 
Taxonomic 
Composition
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    1.    Calculate the relative abundance of taxonomic groups within each 
sample of the rarefi ed  OTU table  . The following script creates 
one table per  taxonomic level   (i.e., kingdom, phylum, class). 
They are later referred to as  taxonomy   tables. 

 $ summarize_taxa.py -i otu_table_nosingle-
ton_rarefi ed.biom -o  taxa_summary_relative_
abundance   

   2.    Generate  taxonomy   tables with absolute abundance rather 
than relative abundance using the parameter  -a  

 $ summarize_taxa.py -i otu_table_nosingle-
ton_rarefi ed.biom -o taxa_summary_absolute_
abundance -a   

   3.    Plot histogram displaying relative sequence abundance within 
each sample at the phylum (Fig.  2 ) and class levels. Open the 
html fi les to visualize the plots. QIIME also produces each plot 
in a pdf format.

   $ plot_taxa_summary.py -i taxa_summary_rel-
ative_abundance/otu_table_nosingleton_rarefi ed_
L3.txt -o taxa_summary_plots/plots_phylum 

 $ plot_taxa_summary.py -i taxa_summary_rel-
ative_abundance/otu_table_nosingleton_rarefi ed_
L4.txt -o taxa_summary_plots/plots_class   

   4.    Plot heatmaps with relative sequence abundance to further 
explore differences in composition between groups of samples. 
Like histograms, they can be produced at all  taxonomic levels   

  Fig. 1     Rank abundance curves   for 18 communities of sessile organisms collected 
on settlement plates in Virginia (ML.0136 ML.-0144) and Florida (ML.0145-
ML .0153). Each community was characterized using HTS of COI amplicons [ 5 ]       
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represented in  taxonomy   tables (computed by the summarize_
taxa.py script). In the following, we specify  --no_log_transform  
because the input fi le contains relative abundances. 

 $ make_otu_heatmap.py -i taxa_summary_rel-
ative_abundance/otu_table_nosingleton_rar-
efi ed_L3.biom -o taxa_summary_plots/plots_
phylum/phylum_heatmap.pdf --no_log_transform 
--absolute_abundance 

 $ make_otu_heatmap.py -i taxa_summary_rel-
ative_abundance/otu_table_nosingleton_rar-
efi ed_L4.biom -o taxa_summary_plots/plots_
class/class_heatmap.pdf --no_log_transform 
--absolute_abundance   

   5.    Plot heatmaps with log-transformed absolute sequence abun-
dance at the phylum (Fig.  3 ) and class levels. Because in most 
datasets a few OTUs might dominate the sequence counts, 
transforming the data often helps better visualize differences in 
 taxonomic composition  .

   $ make_otu_heatmap.py -i taxa_summary_abso-
lute_abundance/otu_table_nosingleton_rarefi ed_
L3.biom -o  taxa_summary_plots/plots_phylum/
phylum_heatmap_log.pdf --absolute_abundance 

 $ make_otu_heatmap.py -i taxa_summary_abso-
lute_abundance/otu_table_nosingleton_rarefi ed_
L4.biom -o taxa_summary_plots/plots_class/
class_heatmap_log.pdf --absolute_abundance     

  Fig. 2    Histogram summarizing the relative number of COI amplicons within each community of sessile organ-
isms collected in Virginia (ML.0136-ML. 0144) and Florida (ML.0145-ML. 0153). Relative abundance is pre-
sented at the phylum level. See metadata fi le for more information about each sample       
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      Alpha diversity   represents the diversity within each sample ( see   Note 
5  for a list of alpha metrics implemented in QIIME). The follow-
ing command line creates a table with the observed number of 
OTUs and  Chao1   values for each sample. 

 $ alpha_diversity.py -i otu_table_nosingleton_
rarefi ed.biom -m observed_otus,chao1 -o alpha_
diversity.txt  

    Unlike  species    accumulation   curves, individual-based rarefaction 
curves are built using a resampling approach by randomly selecting 
sequences at increasing levels of accumulation (e.g. 1000, 2000, 
3000 reads) until all sequences have been accumulated. Many 

3.4  Calculate Alpha 
Diversity

3.5  Plot Alpha 
Rarefaction Curves

  Fig. 3    Heatmap representing log-transformed numbers of COI amplicons within each community of sessile 
organisms collected in Virginia (ML.0136-ML. 0144) and Florida (ML.0145-ML. 0153)       
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resampling iterations are done at each level to calculate the mean 
and standard deviation of the curve.

    1.    Plot rarefaction curves using alpha metrics specifi ed in the 
alpha_params.txt fi le ( see  Subheading  2.6 ). An interactive .html 
output fi le can be opened with a web browser to visualize 
curves built with the different alpha metrics. Because a  map-
ping fi le   is also specifi ed, rarefaction curves averaged per groups 
of samples are also displayed (e.g., Virginia vs. Florida). 

 $ alpha_rarefaction.py -i otu_table_nos-
ingleton_rarefi ed.biom -m Metadata_map.txt -o 
alpha_rarefaction -p alpha_params.txt 

 If no alpha parameter fi le is specifi ed, the default metrics 
are used, among which PD_whole_tree requires a  phyloge-
netic tree  .   

   2.    Plot rarefaction plots in .pdf format (Fig.  4 ; also  see   Note 7 ).
   $ make_rarefaction_plots.py -i alpha_rar-

efaction/alpha_div_collated -o alpha_rarefac-
tion/pdfs -g pdf -m Metadata_map.txt     

      Beta diversity   is a measure of dissimilarity in  species   composition 
between samples. QIIME supports both qualitative and quantita-
tive metrics of beta diversity. Qualitative metrics (e.g., binary_jac-
card) measure changes in communities driven by presence/absence 
of OTUs, whereas quantitative metrics (e.g., bray_curtis) measure 
differences in relative abundance of OTUs between communities. 

3.6  Calculate Beta 
Diversity

  Fig. 4    Alpha  rarefaction   curves representing the observed number of OTUs as a 
function of the number of resampled sequences in the  OTU table  . Curves were 
averaged per location (red: Florida; blue: Virginia)       
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The following command line calculates distance matrices using the 
 Jaccard   and  Bray Curtis   metrics. 

 $ beta_diversity.py -i otu_table_nosingleton_
rarefi ed.biom -m binary_jaccard,bray_curtis -o 
beta_diversity  

    In the following  section  , we provide command lines to represent 
dissimilarities in OTU composition calculated between samples 
using both the qualitative  Jaccard   metric and the quantitative  Bray 
Curtis   metric.

    1.    Plot pairwise distances within and between categories (Fig.  5 ).
   $ make_distance_boxplots.py -d beta_diver-

sity/binary_jaccard_otu_table_nosingleton_
rarefi ed.txt -m Metadata_map.txt -f "Location" 
-o beta_boxplot/binary_jaccard 

 $ make_distance_boxplots.py -d beta_diver-
sity/bray_curtis_otu_table_nosingleton_rar-
efi ed.txt -m Metadata_map.txt -f "Location" 
-o beta_boxplot/bray_curtis   

3.7  Visualize Beta 
Diversity

  Fig. 5    Boxplot representing  Bray Curtis   distances within and between locations 
where sessile communities were collected. These plots show that, based on COI 
amplicon data, the  taxonomic composition   of sessile communities is more simi-
lar within Florida and Virginia than it is between the two locations       
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   2.    Calculate principal coordinate axes. 
 $ principal_coordinates.py -i beta_diver-

sity/binary_jaccard_otu_table_nosingleton_
rarefi ed.txt -o PC_binary_jaccard.txt 

 $ principal_coordinates.py -i beta_diver-
sity/bray_curtis_otu_table_nosingleton_rar-
efi ed.txt -o PC_bray_curtis.txt   

   3.    Plot interactive three-dimensional  Principal Coordinate 
Analysis (PCoA)   using EMPeror [ 12 ] (Fig.  6 ).

   $ make_emperor.py -i PC_binary_jaccard.txt 
-m Metadata_map.txt -o  3D_PCoA/binary_jaccard/ 

 $ make_emperor.py -i PC_bray_curtis.txt 
-m Metadata_map.txt -o 3D_PCoA/bray_curtis/   

   4.    Plot two-dimensional  PCoA   using the  Jaccard   and  Bray Curtis   
distance matrices. 

 $ make_2d_plots.py -i PC_binary_jaccard.txt 
-m Metadata_map.txt -o 2D_PCoA_binary_jaccard 

 $ make_2d_plots.py -i PC_bray_curtis.txt 
-m Metadata_map.txt -o 2D_PCoA_bray_curtis   

   5.    Plot hierarchical clustering tree using Unweighted Pair Group 
Method with Arithmetic mean ( UPGMA  ). The resulting tree 
can be visualized in FigTree (http:// tree.bio.ed.ac.uk/soft-
ware/fi gtree/). 

 $ upgma_cluster.py -i beta_diversity/
binary_jaccard_otu_table_nosingleton_rar-
efi ed.txt -o UPGMA_binary_jaccard.tre 

  Fig. 6    Three-dimensional  PCoA   visualized using Emperor in a web browser. Emperor is used to color by category 
in the metadata  mapping fi le  . Here, the  PCoA   was built using the  Bray Curtis   distance matrix       

 

Visualizing Patterns of Marine Eukaryotic Diversity from Metabarcoding Data Using QIIME



232

 $ upgma_cluster.py -i beta_diversity/
bray_curtis_otu_table_nosingleton_rarefi ed.
txt -o UPGMA_bray_curtis.tre     

      The reliability of  beta diversity   estimates is measured by resampling 
random subsets of the  OTU table   several times, a process called 
jackknifi ng. Beta diversity is then calculated for all independent 
datasets and compared to the value obtained for the entire dataset.

    1.    Jackknife the entire dataset and compare beta diversity values. 
Here, we resample 8986 sequences of each sample (which 
corresponds to 75% of the smallest sample) to ensure that the 
smallest sample is also randomly resampled. 

 $ jackknifed_beta_diversity.py -i otu_
table_nosingleton.biom -m Metadata_map.txt -o 
beta_jack -e 8986 -p beta_params.txt 

3.8  Evaluate 
Robustness of Beta 
Diversity Estimates 
to Sequencing Effort

  Fig. 7     UPGMA   hierarchical clustering tree with branch support calculated using jackknifi ng. Branch colors 
represent the level of support: red for 75-100% support; yellow for 50-75 % support; green for 25-50% sup-
port; blue for < 25% support. Here, the tree shows high level of support for differences in community composi-
tion between sessile communities in Virginia (ML.0136-ML.0144) and Florida (ML.0145-ML.0153). It also 
shows strong support for community structuring at each location       
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 This workfl ow creates a three-dimensional  PCoA   with a 
confi dence ellipsoid around each sample. It calculates support 
values for the  UPGMA   tree.   

   2.    Support values to UPGMA hierarchical clustering tree (Fig. 7)
   $ make_bootstrapped_tree.py -m beta_jack/

binary_jaccard/upgma_cmp/master_tree.tre -s 
beta_jack/binary_jaccard/upgma_cmp/jack-
knife_support.txt -o beta_jack/binary_jac-
card/upgma_cmp/jackknife_named_nodes.pdf 

 $ make_bootstrapped_tree.py -m beta_jack/
bray_curtis/upgma_cmp/master_tree.tre -s 
beta_jack/bray_curtis/upgma_cmp/jackknife_
support.txt -o beta_jack/bray_curtis/upgma_
cmp/jackknife_named_nodes.pdf   

   3.    Plot two-dimensional  PCoA   with confi dence ellipsoid around 
each sample estimated using jackknifi ng. 

 $ make_2d_plots.py -i beta_jack/binary_jac-
card/pcoa/ -m Metadata_map.txt -b 'Location&&Site' 
--ellipsoid_opacity=0.2 -o beta_jack/binary_
jaccard/pcoa/ 

 $ make_2d_plots.py -i beta_jack/bray_curtis/
pcoa/ -m Metadata_map.txt -b 'Location&&Site' 
--ellipsoid_opacity=0.2 -o beta_jack/
bray_curtis/pcoa/   

   4.    Calculate the mean, median, and standard deviation of the dis-
tance matrices previously created by jackknifi ng the  OTU 
table  . 

 $ dissimilarity_mtx_stats.py -i beta_jack/
binary_jaccard/rare_dm/ -o beta_jack/binary_
jaccard/rare_dm/ 

 $ dissimilarity_mtx_stats.py -i beta_jack/
bray_curtis/rare_dm/ -o beta_jack/bray_cur-
tis/rare_dm/   

   5.    Create boxplots to visualize variations in beta distances within and 
between categories. Here, we specify the category “Location.” 

 $ make_distance_boxplots.py -m Metadata_
map.txt -o beta_jack/binary_jaccard/distance_
boxplot/ -d beta_jack/binary_jaccard/rare_dm/
means.txt -f Location --save_raw_data 

 $ make_distance_boxplots.py -m Metadata_
map.txt -o beta_jack/bray_curtis/distance_
boxplot/ -d beta_jack/bray_curtis/rare_dm/
means.txt -f Location --save_raw_data     

     Several  statistical   approaches are implemented within QIIME for 
testing for differences in beta diversity between groups of samples 
( see   Note 8 ). Among them, the Permutational Multivariate Analysis 

3.9  Test 
for Differences in Beta 
Diversity 
Between Groups 
of Samples
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of Variance ( PERMANOVA  ) is a nonparametric analog of ANOVA 
that tests for differences in the position of sets of objects in multi-
variate space. The parameter  -c  specifi es the metadata categories 
that need to be compared.
   compare_categories_diversity/binary_jaccard_otu_
table_nosingleton_rarefi ed.txt -m Metadata_map.
txt -c Location -o beta_tests/binary_jaccard/-
method permanova  __categories.py -ibeta_diver-
sity/bray_curtis_otu_table_nosingleton_rarefi ed.
txt -m Metadata_map.txt -c Location -o beta_tests/
bray_curtis/ --method permanova

         Notes 
     1.    If fi le conversion fails and QIIME returns an error message, it 

is most likely due to the presence of special characters in your 
classic  OTU table   that are not supported by the BIOM format. 
To detect and remove these characters, open your classic  OTU 
table   in TextWrangler, and select “Zap Gremlins…” in the 
“Text” menu.   

   2.    The syntax of QIIME commands is standardized. For example, 
 -i  is used to specify the input fi le and  -o  to specify the output 
fi le (or directory) in all command lines.   

   3.    Each sample identifi er should only contain alphanumeric 
characters and period (.)   

   4.    Sample identifi ers should match between the  OTU table   and 
the  mapping fi le  .   

   5.    The following alpha metrics are supported in QIIME: ace, 
berger_parker_d, brillouin_d, chao1, chao1_ci, dominance, dou-
bles, enspie, equitability, esty_ci, fi sher_alpha, gini_index, goods_
coverage, heip_e, kempton_taylor_q, margalef, mcintosh_d, 
mcintosh_e, menhinick, michaelis_menten_fi t, observed_otus, 
observed_species, osd, simpson_reciprocal, robbins, shannon, 
simpson, simpson_e, singles, strong, PD_whole_tree. Further 
information about each metric can be found at   http://scikit-bio.
org/docs/latest/generated/skbio.diversity.alpha.html    .   

   6.    The following nonphylogenetic beta metrics are supported in 
Qiime: abund_jaccard, binary_dist_chisq, binary_dist_chord, 
binary_dist_euclidean, binary_dist_hamming, binary_dist_jac-
card, binary_dist_lennon, binary_dist_ochiai, binary_otu_gain, 
binary_dist_pearson, binary_dist_sorensen_dice, dist_bray_curtis, 
dist_canberra, dist_chisq, dist_chord, dist_euclidean, dist_gower, 
dist_hellinger, dist_kulczynski, dist_manhattan, dist_morisita_
horn, dist_pearson, dist_soergel, dist_spearman_approx, dist_
specprof. Phylogenetic metrics that require a  phylogenetic tree   
are the following: dist_unifrac_G, dist_unifrac_G_full_tree, dist_
unweighted_unifrac, dist_unweighted_unifrac_full_tree, dist_
weighted_normalized_unifrac, dist_weighted_unifrac.   
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   7.    The legend is not displayed on the .pdf fi les but can be seen in 
the html fi le.   

   8.    Statistical methods available in QIIME to test for differences in 
composition between categories of samples are as follows: 
ANOSIM, BIO-ENV, Moran’s I, MRPP,  PERMANOVA  , 
PERMDISP, db-RDA. Further information about each test 
can be found here   http://qiime.org/scripts/compare_cate-
gories.html      .         
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    Chapter 16   

 Analysis of Illumina MiSeq Metabarcoding Data: 
Application to Benthic Indices for Environmental 
Monitoring                     

     Eva     Aylagas     and     Naiara     Rodríguez-Ezpeleta      

  Abstract 

   This protocol details the analysis of Illumina MiSeq amplicon libraries derived from marine benthic mac-
roinvertebrate samples and based on two barcodes of the mitochondrial cytochrome oxidase 1 (CO1) 
gene: a “short region,” covered by overlapping forward and reverse reads and a “long region” for which 
forward and reverse reads do not overlap. Aside from providing guidelines for analyzing both types of 
amplicons, we show how amplicon reads can be used for the calculation of benthic indices for environmen-
tal monitoring.  

  Key words     Marine benthic macroinvertebrates  ,   Amplicon sequencing  ,   CO1  ,   Folmer region  ,   MiSeq  

1      Introduction 

      Metabarcoding,                the simultaneous amplifi cation of a standardized 
DNA fragment specifi c for a  species   from the total DNA extracted 
from an environmental  sample  , allows the rapid, accurate, and 
cost-effective identifi cation of the entire  taxonomic composition   of 
thousands of samples simultaneously [ 1 ]. This is particularly rele-
vant for monitoring programs relying on the application of benthic 
indices, which are based on  indicator species   or  ecological groups   
of  species   classifi ed according to their sensitivity to stress [ 2 ]. 
Implementation of metabarcoding in regular monitoring programs 
requires both standardized laboratory and data analysis procedures 
so that results across studies can be compared [ 3 ]. Here, we 
describe the data analysis procedures developed to derive the ben-
thic macroinvertebrate  taxonomic composition   of an environmen-
tal  sample   from MiSeq amplicon reads such as the ones generated 
using the  protocols   described in Chapters   12     (Fonseca and Lallias), 
  13     (Bourlat et al.), and   14     (Leray et al.). We will focus on barcodes 
based on two regions of the most commonly used gene for 
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 Metazoa  , the mitochondrial  cytochrome oxidase 1 (CO1)   [ 4 ]: a 
“long region” of 658 bp amplifi ed using the LCO1490–HCO2198 
[ 5 ], dgLCO1490–dgHCO2198 [ 6 ], or jgLCO1490–jgHCO2198 
[ 7 ]  primer   pairs, and a “short region” of 313 bp amplifi ed using 
the mlCOIintF [ 8 ] forward primer with the HCO2198, 
dgHCO2198, or jgHCO2198 reverse  primers.   The analysis for 
the long region is especially challenging as, unlike in the short 
region, the reads do not overlap, which requires additional read 
and  database   preparation steps. Additionally, we describe the appli-
cation of Illumina MiSeq amplicon analysis to environmental mon-
itoring based on benthic macroinvertebrate indices. One of the 
most successful biotic indices used worldwide is  AZTI’s Marine 
Biotic Index (AMBI)  , which uses marine  benthic macroinverte-
brates   as indicators of ecosystem health [ 9 ]. Calculation of the cur-
rently implemented  AMBI   is based on abundance-weighted 
pollution tolerances of the  species   present in a sample (tolerance 
expressed categorically as one of fi ve  ecological groups  —sensitive 
to pressure, indifferent, tolerant, opportunist of second order, and 
opportunist of fi rst order). However, estimating abundances from 
sequence data is diffi cult due to biological factors such as multicel-
lularity, variation in tissue cell density, inter and intraspecifi c varia-
tions in gene copy number, and technical limitations such as PCR 
biases (some sequences are amplifi ed more than others) and PCR 
and sequencing errors [ 10 ]. Thus,  biodiversity   estimation of the 
 species   present in a sample using sequencing data should rely on 
presence/absence metrics [ 11 ], such as the p/a  AMBI  , based on 
presence/absence of each  species   and providing  biotic index   values 
that are strongly related to the  AMBI   values [ 2 ].  

2    Materials 

   We assume that 300 bp long forward and reverse sequence reads 
are provided by the sequencing facility, and demultiplexed based 
on the barcodes assigned to each sample as described in Chapters 
  13     (Bourlat et al.) and   14     (Leray et al.). There should be two fi les 
per sample in compressed  fastq format  , usually with extension 
“.fastq.gz.”  

   All analyses described in Subheadings  3.1 – 3.4  are performed on a 
Unix-based environment. The programs listed as follows need to 
be previously installed in the system:

    1.    FastQC [ 12 ]:    http://www.bioinformatics.babraham.ac.uk/
projects/fastqc    .   

   2.    Trimmomatic [ 13 ]:   http://www.usadellab.org/
cms/?page=trimmomatic    .   

   3.    FLASH [ 14 ]:   http://ccb.jhu.edu/software/FLASH    .   
   4.    mothur [ 15 ]:   http://www.mothur.org    .   

2.1  Sequencing 
Reads

2.2  Software
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   5.    Cd-hit [ 16 ]: http://weizhong-lab.ucsd.edu/cd-hit/. 
 For Subheading  3.5 , the  AMBI   software needs to be 

installed on a Windows environment.   
   6.    AMBI [ 9 ]: http://ambi.azti.es.    

       A database that  contains   the correspondence between each taxon 
and its barcode is needed for taxonomic assignment. Here, we will 
use the most complete and curated database for the  CO1   marker, 
the  BOLD   database. Generating a formatted database with all 
CO1 barcodes requires the retrieval of aligned sequences and  tax-
onomy   fi les from BOLD (http://www.boldsystems.org) using an 
existing account ( see   Note    1  ).

    1.    Aligned sequences are retrieved by searching “Public records” 
from the “Workbench” section using the option “Let  BOLD   
align my sequences” ( see   Note    2  ).   

   2.     Taxonomy   fi les (in TSV format) are retrieved by using the 
“Access Published & Released Data” from the taxonomy 
browser.    

3        Methods 

 Taxonomic assignment of reads is described in Subheading  3.4  and is 
based on the MiSeq SOP tutorial [ 17 ] of mothur. This tutorial starts 
with the raw reads; however, due to the nature of our data (i.e., non-
overlapping forward and reverse reads), the need for a custom  data-
base   and the fact that this tutorial does not consider quality scores, we 
have introduced a preprocessing step of the raw data described in 
Subheadings  3.1  and  3.2  for the CO1 short and long regions, respec-
tively ( see   Note    3  ), and a  database   preparation step described in 
Subheading  3.3 . In Subheading  3.5 , we describe the calculation of 
benthic indices based on the taxonomic assignment of amplicon reads. 

 Throughout the methods section, “$” indicates Unix com-
mands run in the terminal window, whereas “mothur>” indicates 
commands run inside mothur ( see   Note    4  ). 

         The “short region”    amplicons are 313 bp long, meaning that, with 
300 bp long MiSeq forward and reverse reads, an overlap of 237 bp 
is expected.

    1.    Check the quality of the reads using FastQC: 
 $ fastqc S1_R1.fastq.gz S1_R2.fastq.gz 

 This will generate a .fastqc.html fi le for each forward and 
reverse fi le that can be visualized in any web browser. The plots 
generated contain relevant information on the library prepara-
tion process and sequence quality (see the FastQC documenta-
tion for more information). If everything looks as expected, 
continue to the next step ( see   Note    5  ).   

2.3  Databases

3.1  Preparation 
of Reads for Analysis 
of the CO1 “Short 
Region”
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   2.    Remove  primer   sequences (the fi rst 26 bases of the forward 
and reverse reads,  see   Note    6  ) using Trimmomatic: 
 $ trimmomatic SE -phred33 -trimlog S1_R1.logfi le 

S1_R1.fastq.gz S1_R1_crop.fastq.gz HEADCROP:26 

 $ trimmomatic SE -phred33 -trimlog 

S1_R2.logfi le S1_R2.fastq.gz S1_R2_crop.fastq.
gz HEADCROP:26 

 This will result in two output fi les, S1_R1_crop.fastq and 
S1_R2_crop.fastq, that contain the forward and reverse reads 
without the  primer   sequence.   

   3.    Merge the forward and reverse reads with a minimum and 
maximum required overlap length between two reads of 217 
and 257 bp, respectively ( see   Note    7  ): 
 $ fl ash S1_R1_crop.fastq.gz S1_R2_crop.fastq.
gz -M 257 -m 217 -o S1 -z 

 This will generate fi ve output fi les: S1.hist and S1.histo-
gram that contain numeric and visual histograms of merged 
read lengths, S1.extendedFrags.fastq.gz that contains the 
merged reads, and S1.notCombined_1.fastq.gz and S1.not-
Combined_2.fastq.gz that contain the forward and reverse 
reads that were not merged, respectively.   

   4.    Remove reads that have an average quality (Phred score) below 
25 using the SLIDINGWINDOW option in Trimmomatic 
and choosing as window length the total length of the ampli-
con ( see   Note    8  ): 
 $ trimmomatic SE -phred33 -trimlog 
S1_extendedFrags_trimmed.logfi le S1.extended-
Frags.fastq.gz 
S1_ready.fastq.gz SLIDINGWINDOW:313:25 

 This will generate an output file (S1_ready.fastq.gz) 
that contains only the reads with an average Phred score 
above 25.   

   5.    Uncompress the S1_ready.fastq.gz fi le and transform it into a 
fasta fi le using mothur: 
 $ gunzip S1_ready.fastq.gz 

 $ mothur "#fastq.info(fastq=S1_ready.fastq)" 

 This will generate the S1_ready.fasta fi le that will be used 
as the input for Subheading  3.4 .     

          The “long region”    amplicons are 658 bp long, meaning that with 
300 bp long MiSeq forward and reverse reads, a nonsequenced 
gap of 109 bp is expected.

    1.    Check the quality of the reads using FastQC: 
 $ fastqc S1_R1.fastq.gz S1_R2.fastq.gz 

3.2  Preparation 
of Reads for Analysis 
of the CO1 “Long 
Region”
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 This will generate a .fastqc.html fi le for each forward and 
reverse fi le that can be visualized in any web browser. The plots 
generated contain relevant information on the library preparation 
process and sequence quality (see the FastQC documentation 
for more information). If everything looks as expected, con-
tinue to the next steps, but note at which position the reads 
have an average quality below 25 ( see   Note    9  ).   

   2.    Trim the forward and reverse reads at the position where the 
average quality is below 25 ( see   Note    8  ) (260 and 200 for the 
forward and reverse reads in this example): 
 $ trimmomatic SE -phred33 -trimlog S1_R1.logfi le 

S1_R1.fastq.gz S1_R1_cut.fastq.gz CROP:260 

 $ trimmomatic SE -phred33 -trimlog S1_R2.logfi le 

S1_R2.fastq.gz S1_R2_cut.fastq.gz CROP:200 

 Note that, after this trimming step, the nonsequenced gap 
gets longer (249 bp in this example)   

   3.    Remove  primer   sequences (the fi rst 25 and 26 bases of the 
forward and reverse reads, respectively;  see   Note    6  ) using 
Trimmomatic: 
 $ trimmomatic SE -phred33 -trimlog S1_R1_cut.
logfi le 

S1_R1_cut.fastq.gz S1_R1_crop.fastq.gz HEADCROP:25 

 $ trimmomatic SE -phred33 -trimlog S1_R2_cut.
logfi le 

S1_R2_cut.fastq.gz S1_R2_crop.fastq.gz HEADCROP:26 

 This will result in two output fi les: S1_R1_crop.fastq and 
S1_R2_crop.fastq.   

   4.    Uncompress the S1_R1_crop.fastq.gz and S1_R2_crop.fastq.
gz fi les: 
 $ gunzip *_crop.fastq.gz 

 This will generate S1_R1_crop.fastq and S1_R2_crop.
fastq fi les.   

   5.    Transform the S1_R1_crop.fastq and S1_R2_crop.fastq fi les 
into fasta fi les and reverse-complement the reverse reads: 
 $ mothur "#fastq.info(fastq=S1_R1_crop.fastq)" 

 $ mothur "#fastq.info(fastq=S1_R2_crop.fastq)" 

 $ mothur "#reverse.seqs(fasta=S1_R2_crop.fasta)"   

   6.    Paste the forward (S1_R1_crop.fasta) and reverse- 
complemented reverse reads (S1_R2_crop.rc.fasta) generated 
in the previous step to create an artifi cial barcode consisting of 
the trimmed forward and reverse reads. Because the forward 
and reverse fi les are in the same order, a simple paste command 
can be used. 
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 $ paste -d '\0' S1_R1_crop.fasta S1_R2_crop.
rc.fasta | cut -d '>' -f1,2 > S1_ready.fasta 

 This will generate the S1_ready.fasta fi le that will be the 
input for Subheading  3.4 . In this example, the barcode is 
409 bp read long, which corresponds to the “long region” 
that lacks a 249 bp long internal fragment.     

         We start with  the   fi les described in Subheading  2.3  that are required 
to generate the database: the aligned sequences (with .fasta extension) 
and the  taxonomy   (with .txt extension).

    1.    Remove identical sequences from the  alignment   fi le and keep 
one as a representative sequence in order to reduce the size of 
the database: 
 $ cd-hit –i BOLDdb.fasta -o BOLDdb_clean.fasta 
–c 1 M2000   

   2.    Trim the sequences down to the 658 bp Folmer  CO1   frag-
ment (retain the sequence between positions 38 and 714) 
using a sequence  alignment   editor (e.g., Bioedit [ 18 ]).   

   3.    Keep the header with the sequence identifi er preceded by “>”: 
 $ cut -d '|' -f1 BOLDdb_clean.fasta > BOLDrefdb.
fasta   

   4.    From the  taxonomy   fi le, keep only the columns and lines 
needed and convert to mothur fi le format (Fig.  1 ):
   $ grep -v 'processid' BOLDtaxonomy.txt | cut 
-f1,9,11,13,15,19,21 | sed 's/\t/;/g' | cut 
-d ';' -f1 > BOLDtaxonomy1.txt 

 $ grep -v 'processid' BOLDtaxonomy.txt | cut 
-f1,9,11,13,15,19,21 | sed 's/\t/;/g' | cut -d 
';' -f2- | sed 's/ /_/g' | sed 's/$/;/g'> 
BOLDtaxonomy2.txt 

 $ paste BOLDtaxonomy1.txt BOLDtaxonomy2.txt 
> BOLDtax.txt   

3.3  Database 
Preparation

  Fig. 1    An extract of the BOLDreftax.txt fi le used for the taxonomic assignment of reads. The  taxonomy   fi le is a 
two column text fi le where the fi rst column is the sequence identifi er and the second a string of taxonomic 
information separated by semicolons       
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   5.    Retain only the identifi ers contained in the reference  CO1   
 alignment   ( see   Note    10  ): 
 $ grep '>' BOLDrefdb.fasta | cut -d '>' -f2 
> identifi ers.txt 

 $ fgrep –f identifi ers.txt BOLDtax.txt > 
BOLDreftax.txt 

 If using the CO1 “long region”, continue with this step:   
   6.    Remove the 249 bp gap fragment from the BOLDrefdb.fasta fi le 

(from positions 246 to 498) using a sequence  alignment   editor to 
construct the BOLDgaprefdb.fasta database ( see   Note     11  ).    

          We assume that we start with quality trimmed and merged reads 
for the  CO1   “short region” (Subheading  3.1 ) or CO1 “long 
region” (Subheading  3.2 ) and that we have an appropriately for-
matted  database   (Subheading  3.3 ). Usually, Subheadings  3.1  and 
 3.2  have generated fi les for more than one sample (probably hun-
dreds), which need to be merged into a single fi le (let us assume 
here we only have three samples: S1, S2, and S3). The commands 
used in this section and their input and output fi le requirements 
are carefully explained in the mothur manual.

    1.    Merge the .fasta fi les generated in steps 3.1 or 3.2 for each 
sample and create a group fi le to assign sequences to a specifi c 
sample; for simplicity, rename the group fi le to a shorter name: 
 $ cat S1_ready.fasta S2_ready.fasta S3_ready.
fasta > all.fasta 

 $ mothur “#make.group(fasta=S1_ready.fasta-
S 2 _ r e a d y . f a s t a - S 3 _ r e a d y . f a s t a , 
groups=S1-S2-S3)” 

 $ mv S1_ready.S2_ready.S3_ready.groups all.
groups   

   2.    Discard sequences with at least one ambiguous base ( see   Note    12  ), 
retain only unique reads ( see   Note    13  ) and count the number 
of sequences per group: 
 mothur> screen.seqs(fasta=all.fasta, group=all.
groups, maxambig=0, processors=8) 

 mothur> unique.seqs(fasta=all.good.fasta) 

 mothur> count.seqs(name=all.good.names, 
group=all.good.groups)   

   3.    Align the sequences (here, the COI “short region” is used as 
an example) to the corresponding  CO1   reference  database   
using the Needleman–Wunsch global  alignment   algorithm. 
Retain sequences that align inside the barcode region ( see   Note  
  14  ) and are longer than a given threshold ( see   Note    15  ). In 
order to obtain a cleaner  alignment  , regions of the alignment 
with no data and resulting redundancies are removed: 

3.4  Taxonomic 
Assignment 
of Amplicon Reads
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 mothur> align.seqs(fasta=all.good.unique.fasta, 
reference=BOLDrefdb.fasta, processors=8, fl ip=T) 

 mothur> screen.seqs(fasta=all.good.unique.
align, count=all.good.count_table, min-
length=200, start=420, end=550, processors=8) 

 mothur> fi lter.seqs(fasta=all.good.unique.
good.align, processors=8) 

 mothur> unique.seqs(fasta=all.good.unique.good.
fi lter.fasta,  count=all.good.good.count_table)   

   4.    Remove sequences that occur only once among all samples 
( singletons  ) ( see   Note    16  ): 
 mothur> split.abund(fasta=all.good.unique.
good.fi lter.unique.fasta, count=all.good.unique.
good.fi lter.count_table, cutoff=1)   

   5.    Remove potential chimeric sequences using UCHIME [ 19 ] de 
novo mode: 
 mothur> chimera.uchime(fasta=all.good.unique.
good.fi lter.unique.abund.fasta, count=all.good.
unique.good.filter.abund.count_table, 
processors=8) 

 mothur> remove.seqs(accnos=all.good.unique.
good.filter.unique.abund.uchime.accnos, 
fasta=all.good.unique.good.filter.unique.
abund.fasta, count=all.good.unique.good.fi l-
ter.abund.count_table)   

   6.    Assign  taxonomy   to the sequences using the Wang approach 
[ 20 ]. Taxonomic assignments are done using the aligned refer-
ence  database   and the reference taxonomy fi le created in 
Subheading  3.3 : 
 mothur> classify.seqs(fasta=all.good.unique.
good.fi lter.unique.abund.pick.fasta, count= all.
good.unique.good.fi lter.abund.pick.count_table, 
template=BOLDrefdb.fasta, taxonomy=BOLDreftax.
txt, cutoff=90, method=wang, processors=8)   

   7.    Cluster sequences into “Operational Taxonomic Units” 
(OTUs) based on the previous taxonomic classifi cation. Count 
the number of times an OTU is observed in order to have 
information about the incidence of the OTUs in the different 
samples. 
 mothur> phylotype(taxonomy=all.good.unique.
good.filter.unique.abund.pick.BOLDreftax.
wang.taxonomy) 

 mothur> make.shared(list=all.good.unique.
good.filter.unique.abund.pick.BOLDreftax.
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wang.tx.list, count=all.good.unique.good.fi l-
ter.abund.pick.count_table) 

 This will create a fi le with the count of the number of reads 
in each OTU, for each sample.   

   8.    Assign  taxonomy   to each OTU: 
 mothur> classify.otu(list=all.good.unique.
good.filter.unique.abund.pick.BOLDreftax.
wang.tx.list, count=all.good.unique.good.fi l-
ter.abund.pick.count_table, taxonomy=all.
good.unique.good.fi lter.unique.abund.pick.
BOLDreftax.wang.taxonomy)   

   9.    Combine the fi les obtained in  steps 7  and  8  into a single table 
to generate the  OTU table   that contains the count of the num-
ber of sequences in each OTU, for each sample, and the  taxon-
omy   of that OTU.    

  The  OTU table   is the fi nal output obtained using this  proto-
col  , which can be used as an input fi le for  diversity metrics   estima-
tions (i.e., alpha and  beta diversity     ).  See  also Chapters   1     by Lehmann 
and   15     by Leray and Knowlton on the calculation of diversity indi-
ces using the OTU table. The  OTU table   can also be used for the 
calculation of biotic indices,  biodiversity   monitoring programs, 
and other biodiversity studies that are based on sample  taxonomic 
composition  .  

     The  biotic index   calculation procedure described here is based on 
presence/absence data obtained from the taxonomic analysis of 
amplicon reads performed in Subheading  3.4  and carried out 
according to the “Instructions for the use of the  AMBI   index” 
 protocol   [ 21 ]. Detailed information about each step can be found 
in the manual. 

 We assume that we start with the  OTU table  , for which taxo-
nomic assignment of the reads has been performed.

    1.    Import the OTU table into a spreadsheet and open it in R, 
Excel, or any other program to manipulate data.   

   2.    Transform relative abundance of the retained taxa into presence/
absence data. Simply change the number of reads to 1 if they 
represent more than 0.01 % of the total taxa and keep the rest 
of the cells blank.   

   3.    Open the  AMBI   software, import the spreadsheet, and calculate 
the AMBI index. The result will show the ecological quality of 
the stations under study (Fig.  2b ), allowing the monitoring of 
a site after an impact or the  detection   of gradients from the 
source of a certain impact. In addition, detailed information 
on the percentage of taxa assigned to each  ecological group   for 
each station can be displayed (Fig.  2a ).

3.5  Calculation 
of Benthic Indices 
from Sequence Data
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4                              Notes 

     1.    A new  BOLD   account can be created at   http://www.boldsys-
tems.org/index.php/MAS_Management_NewUserApp    .   

   2.    Minimum required fi elds in the record search are  Taxonomy  , 
Marker and select to include public records. Note that record 
search can be performed by  taxonomic level   (e.g., phylum), 
although some groups need to be split into lower levels 

  Fig. 2    ( a ) Percentage of taxa from each  ecological group   and derived presence/absence  AMBI   (p/a AMBI) 
values for 11 arbitrary stations used as an illustrating example. ( b ) Ecological quality for 11 arbitrary stations 
used as an illustrating example       
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(e.g., Chordata has to be split into classes) due to download 
limitations of 50,000 records in a unique search. If that is the 
case, you will need to concatenate the resulting fi les to create 
a single fi le.   

   3.    Subheadings  3.1  and  3.2  describe the steps needed to process 
one sample (named here “S1”) for which two raw data fi les 
(S1_R1.fastq.gz and S1_R2.fastq.gz), corresponding to 
300 bp long forward and reverse reads, have been provided. 
Processing the hundreds of fi les usually generated in one 
MiSeq run would require the use of scripts including loops, 
which is not covered in this chapter.   

   4.    mothur can be executed using an interactive mode, batch 
mode, and command line mode; see the mothur webpage for 
more explanations on how to use each mode.   

   5.    It is expected that quality drops toward the end of the reads. For 
the analysis of the “short region,” this is not an issue because the 
large overlapping region allows the poor quality bases at the 
ends of the forward reads to be compensated by the good qual-
ity ones of the beginning of the reverse reads and vice versa.   

   6.    If different  primers   are used, these values need to be adjusted 
to the appropriate primer length.   

   7.    We found that using a minimum and a maximum overlap of, 
respectively, minus and plus 20 bases from the expected 
overlap (237 bp in the case of the “short region”) provides 
good results.   

   8.    Quality score thresholds are somewhat arbitrary. We found 
that 25 is not too strict, neither too loose, but other values are 
equally appropriate.   

   9.    It is expected that the quality of the read drops toward the end; 
for the analysis of the “long region,” this is an issue because 
there is no overlap.   

   10.    The  taxonomy   fi le downloaded from  BOLD   also includes taxa 
for which no barcode is available. Because the  database   must 
contain the same identifi ers in both  alignment   and  taxonomy   
fi les, these additional taxa need to be removed.   

   11.    Removing the 249 bp gap fragment in the  database   facilitates 
the  alignment   of the query sequences to the reference align-
ment. We found that even changing the alignment parameters, 
mothur is not able to correctly aligning the  CO1   “long region” 
sequences to the complete reference  database  .   

   12.    Discarding all reads that contain at least one ambiguous base 
may lead to too few reads remaining; in such cases, it is possible 
to exclude only those reads with more than a certain number 
of ambiguous bases.   

   13.    The unique.seqs commands is applied several times in order to 
reduce the number of reads analyzed by returning only the 

Analysis of Illumina MiSeq Metabarcoding Data: Application to Benthic Indices…



248

unique sequences found; it has no effect on the output as it is 
not a fi ltering step.   

   14.    Before aligning sequences to the reference  alignment  , verify 
the start and end positions on the alignment—this will facili-
tate following fi ltering steps. For the  CO1   “short region,” we 
retained sequences that start at or before position 420 and end 
at or after position 550; for the  CO1   “long region” these 
positions are 60 and 300, respectively.   

   15.    We used 200 bp for the  CO1   “short region” and 300 bp for 
the  CO1   “long region.”   

   16.    It is assumed that reads that occur only once ( singletons  ) are 
most likely to be due to PCR or sequencing errors than to be 
real data.              
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