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v

 Fluorescence imaging is widely used for biomedical research due to its high sensitivity and 
resolution, as well as low instrument cost. Although conventionally used to study biology 
at cellular and tissue levels, fl uorescence imaging is emerging as a valuable tool for investi-
gating physiological and pathophysiological processes in living systems. In the clinical set-
ting, fl uorescence imaging techniques, particularly those utilizing light in the near infrared 
(NIR) spectroscopic region where deep tissue penetration and low interference by tissue 
autofl uorescence are offered, have been successfully used to provide real-time guidance in 
oncologic surgery. Undoubtedly, in vivo fl uorescence imaging will continue to signifi cantly 
impact biological research, drug discovery, and clinical practice. 

 The fast-growing fi eld of in vivo fl uorescence imaging has attracted new researchers, 
who often express the desire and need for detailed procedures, methods, and troubleshoot-
ing guides. This book was prepared to meet this need, which includes a rich variety of 
applications using various instrumentations (fl uorescence refl ectance imaging, fl uorescence 
lifetime imaging, fl uorescence molecular tomography, diffuse optical tomography, two-
photon microscopy, and goggle system for intraoperative imaging), probes (fl uorescent 
dyes, proteins, targeted and activatable probes, and nanoparticles), disease models (cancer, 
infl ammation, and aplastic anemia), and targets (cancer cells, tumor microenvironment, 
and intracellular metals) to account for the multidisciplinary nature of the fi eld. We have 
also included chapters on the emerging fi elds of cell tracking, image-guided treatment, and 
fl uorescence imaging in the second NIR window. In addition, protocols for evaluation 
methods before and after in vivo imaging are also presented. Furthermore, this book 
includes reviews on bioconjugation and biostatistical analysis methods to provide guidance 
on fl uorescent probe development and imaging data analysis. All procedures are described 
in a practical manner, and we very much hope that researchers from different fi elds will fi nd 
this book valuable for them to become familiar with in vivo fl uorescence imaging.  

  Pittsburgh, PA, USA     Mingfeng     Bai     
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    Chapter 1   

 Before In Vivo Imaging: Evaluation of Fluorescent Probes 
Using Fluorescence Microscopy, Multiplate Reader, 
and Cytotoxicity Assays                     

     Shaojuan     Zhang      

  Abstract 

   Fluorescent probes are widely utilized for noninvasive fl uorescence imaging. Continuing efforts have been 
made in developing novel fl uorescent probes with improved fl uorescence quantum yield, enhanced target- 
specifi city, and lower cytotoxicity. Before such probes are administrated into a living system, it is essential 
to evaluate the subcellular uptake, targeting specifi city, and cytotoxicity in vitro. In this chapter, we briefl y 
outline common methods used to evaluate fl uorescent probes using fl uorescence microscopy, multiplate 
reader, and cytotoxicity assay.  

  Key words     Fluorescence microscopy  ,   Multiplate reader  ,   Cytotoxicity  ,   Targeting specifi city  

1      Introduction 

 Before a fl uorescent probe is administered into living animals for 
in vivo imaging, it is critical to investigate the biological character-
istics of the probe in cells to answer the following questions. How 
much cellular uptake of  the               probe may be achieved in target cells? 
What is the binding  affi nity   between the probe and the target 
receptor or cellular function (pH, oxygen level, ions etc.)? Is the 
probe safe for cellular and animal studies? An ideal fl uorescent 
probe should have good cellular uptake, strong  and   specifi c bind-
ing affi nity towards the target, and low toxicity.  This   collection of 
protocols provides a basic guide for the evaluation of fl uorescent 
probes by addressing each of these essential questions,    and includes 
the following sections: (1) evaluation of cellular uptake and local-
ization using fl uorescence microscopy, (2) evaluation of binding 
specifi city using  multiplate reader  , and (3) evaluation of safety pro-
fi le using cytotoxicity assay. 

 The uptake and  localization               of fl uorescent probes in cells is 
typically visualized using a fl uorescence microscope. To confi rm 
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the  subcellular localization or targeted cellular function, the signal 
from an in vivo fl uorescent probe and the signal from fl uorescent 
staining that specifi cally label particular cell organelle or cellular 
function are often compared to provide an observation if the two 
are closely related. This is called  colocalization   study and often 
done by overlapping the same cellular images taken through fi lter 
sets with different wavelength windows. These staining agents are 
widely available from commercial sources. Caution should be exer-
cised when selecting the appropriate fl uorescent staining agents. It 
is critical to choose a staining agent with distinct spectroscopic 
region from that of the in vivo fl uorescent probe to avoid signal 
mixing. Some of staining agents prefer living cells; some others can 
only be used in fi xed cells; whereas the rest may work in both con-
ditions. Many agents have been developed to indicate specifi c cel-
lular structures, such as plasma membrane, cytoskeleton, cytosol, 
endoplasmic reticulum, endosomes, Golgi complex, mitochondria, 
nucleus, lysosomes, and peroxisome. Advanced fl uorescent stain-
ing agents can also act as sensors to provide physiological informa-
tion such as pH value [ 1 ], intracellular oxygen level [ 2 ], or  reactive 
oxygen species (ROS)   production level [ 3 ]. Some can even be acti-
vated and switched on/off upon binding with  s  pecifi c target [ 4 ] or 
cleaved by certain  enzymes   [ 5 ]. As such, fl uorescent microscopy 
has become a powerful tool to evaluate fl uorescent probes in vitro. 

 While fl uorescence microscopy offers qualitative visualization 
of fl uorescent probes in cells,  multiplate reader      allows for rapid 
quantifi cation of the overall fl uorescence signal from cells in batch. 
Multiplate reader also provides an alternative method to determine 
receptor binding affi nities of fl uorescent probes [ 6 ], which have 
been historically determined using radioligands, a costly and less 
desirable technology that involves working with radioactive haz-
ardous materials. Multiplate reader can quickly quantify fl uores-
cent probe binding to targeted receptor in living cells using 
multi-well plates, analogous to whole-cell radioligand binding 
assays, but with inherent safety and cost advantages. 

 Cytotoxicity of  fl uorescent               probes must be evaluated before they 
are shown the green light to in vivo study. Cell cytotoxicity assays are 
commonly used to such purpose by discriminating dead cells popula-
tion from living cells. Various cell functions can be utilized by these 
assays to differentiate dead or living cells, including enzyme activity, 
cell membrane permeability, cell adherence, ATP production, co-
enzyme production, and nucleotide uptake activity. Traditionally, cell 
viability is tested with  dye exclusion assays  , which involves counting 
dead cells after staining with a vital dye, or  clonogenic assays  , which 
measures the percentage of cells capable of giving rise to clones. For 
example, dye exclusion test using Trypan blue is a simple way to evalu-
ate cell membrane integrity (and thus assume cell proliferation or 
death). However, these conventional assays are labor-intensive and 
subjective to observer error. These limitations have been overcome 
with newer assays such as MTT (3-(4,5- dimethylthiazol- 2-yl)-2,5-dip

Shaojuan Zhang
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henyltetrazolium bromide), which provides a simple, automated and 
highly effi cient method for evaluating an agent’s toxicity in vitro [ 7 ]. 
MTT, a yellow tetrazole salt, is reduced to purple formazan in the 
mitochondria of living cells, and the absorbance of the resulting pur-
ple solution can be quantifi ed by a spectrophotometer. This reduction 
takes place only when mitochondrial reductase is active, hence in liv-
ing cells. Therefore, the  absorption   intensity can be directly related to 
the number of viable (living) cells. In this chapter,  MTT assay   is used 
as an example for the evaluation of cytotoxicity.  

2    Materials 

          1.    Sterile biosafety cabinet.   
   2.       Humidifi ed CO 2  incubator.   
   3.    Pipette-aid.   
   4.    Corning Cell Culture Treated T-75 Flasks (COSH 

HEALTHCARE: #1012637).   
   5.    24-well cell culture plates.   
   6.    5 mL and 10 mL sterile serological pipettes (VWR 

INTERNATIONAL: #89130-896 and #89130-898).   
   7.    2 mL VWR disposable polystyrene aspirating pipettes (VWR 

INTERNATIONAL: #414004-265).   
   8.    Deionized water.   
   9.     Dulbecco’s               Modifi ed Eagle’s Medium (DMEM, Sigma 

Aldrich: #D6546).   
   10.    HyClone Fetal Bovine Serum (FBS), USDA Tested (FISHER 

SCIENTIFIC: #SH3091003).   
   11.    Penicillin–Streptomycin–Glutamine (100×) (Life Technologies: 

#10378-016).      

       1.    Materials listed in Subheading  2.1 .   
   2.    Fluorescence microscope.   
   3.    Gelatin-coating solution: 0.1 % gelatin (ATCC: #PCS-999-027).   
   4.                   Sterilized coverslips (Corning: #2975-225).   
   5.    MatTek 35 mm glass bottom culture dish (MatTek: 

#P35G-1.5-14-C).   
   6.    Nunc Lab-Tek II Chamber Slide (Thermo Scientifi c: #154534).   
   7.    1× PBS (phosphate buffered saline).   
   8.    Fixative solution: 4 % paraformaldehyde in PBS.   
   9.    Triton X-100 in 1× PBS. Diluted to 0.1–0.5 % (v/v) in PBS 

before use.   
   10.    DAPI (4′,6-diamidino-2-phenylindole) solution (Thermo 

Scientifi c: #62248).   

2.1   Cell Culture   
Related Equipment 
and Reagents

2.2  Fluorescence 
 Microscopy   Equipment 
and Reagents

Before In Vivo Imaging…
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   11.    Hoechst 33342 solution (Thermo Scientifi c: #H3570).   
   12.       ProLong ®  Gold antifade mounting medium (Life Technologies: 

#P36930).   
   13.                   Nail polish.   
   14.    Image-processing and analysis software.      

       1.    Materials listed in Subheading  2.1 .   
   2.    BioTek Synergy H4 Multi-Mode Reader.   
   3.    96-well Optical Bottom Plate, Black Polystyrene,  Cell Culture   

Treated, with lid, Sterile (FISHER SCIENTIFIC: #1256670).   
   4.    50 mL disposable VWR Reagent Reservoirs (VWR 

INTERNATIONAL: #89094-676).   
   5.       DRAQ-5 (Cell signaling: #4084S).   
   6.    Hank’s Balanced Salt Solution (HBSS, Life Technologies: 

#14170-112).   
   7.    Magnesium chloride hexahydrate (Sigma Aldrich: #M9272).   
   8.                   Albumin from bovine serum (BSA, Sigma Aldrich: #A7906).   
   9.    Sodium azide (NaN 3 ).   
   10.    Binding buffer: serum-free media, or HBSS with 1 mM Mg 2+ , 

0.1 % BSA, and 0.1 % NaN 3 .   
   11.    Washing buffer: serum-free media, PBS, or HBSS.      

       1.    Materials listed in Subheading  2.1 .   
   2.    96-well Optical Bottom Plate, Black Polystyrene, Cell Culture 

Treated, with lid, Sterile (FISHER SCIENTIFIC: #1256670).   
   3.    50 mL disposable VWR Reagent Reservoirs (VWR 

INTERNATIONAL: #89094-676).   
   4.       Multichannel pipettes (Eppendorf Research).   
   5.    CellTiter 96 ®  Non-Radioactive Cell Proliferation Assay (MTT) 

(Promega: #G4000).   
   6.    CellTiter-Glo ®  Luminescent Cell Viability Assay (Promega: 

#G7570).       

3    Methods 

          1.    For cell microscopy, cells must be grown in cellware ( see   Note    1  ) 
that are amenable to  optical imaging  . Cells are seeded 
( see   Note    2  ) at an appropriate density and allowed to attach to 
the cellware ( see   Note    3  ). Cells are usually seeded 24 h prior to 
imaging experiments to achieve 60–80 % confl uence.   

   2.    Cells are treated with a solution of the fl uorescent probe in 
culture medium and incubated until the fl uorescent probe has 

2.3  Plate Reader 
Equipment 
and Reagents

2.4  Cytotoxicity 
Assay Equipment 
and Reagents

3.1                 Evaluation 
of Fluorescent Probes 
Using Fluorescence 
Microscopy

3.1.1  Preparation 
for  Live-Cell imaging  

Shaojuan Zhang
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bound to the target. To ensure optimal probe binding, probe 
concentration and incubation time should be optimized.   

   3.    (Optional) To identify the subcellular localization of fl uores-
cent probe, cells are often labeled with organelle-selective 
stains to highlight the targets of interest. Popular choices 
include Hoechst for nucleus staining, MitoTracker ®  for mito-
chondria, etc. ( see   Note    4  ).   

   4.       Remove unbound probes by rinsing the cells with PBS for 
three times.   

   5.       Prepare the cellware for microscopy. For chamber slide, keep 
the sample submerged in liquid by adding PBS and mount the 
slide using coverslip ( see   Note    5  ). For glass bottom dish, pre-
serve the sample by adding PBS.      

       1.    Prepare cells using the methods described above ( steps 1–3  
under Subheading  3.1.1 ).   

   2.    To fi x cells, cells are treated with 4 % (v/v) paraformaldehyde 
in PBS ( see   Note    6  ) for 20 min at room temperature followed 
by three sequential rinses with PBS.   

   3.    To permeabilize the cells, cells are treated with 0.1 % Triton 
X-100 in PBS ( see   Note    7  ) for 15 min at room temperature 
followed by three sequential rinses with PBS.   

   4.    (Optional) Cells are treated with additional stains that require 
post-fi xation condition. For example,    DAPI is often applied 
after all other stains and fi xation.   

   5.    Remove unbound probes by rinsing the cells with PBS for 
three times.   

   6.       Prepare the cellware for microscopy. Cover the cells on cham-
ber slide using ProLong ®  mounting medium. Mount the slide 
using coverslip ( see   Note    5  ). Allow the ProLong ®  mounting 
medium to dry overnight at room temperature ( see   Note    8  ).      

       1.    Visualize the cells using a fl uorescence microscope equipped 
with the appropriate fi lters ( see   Note    9  ).   

   2.                   Once the cells are in focus, turn off the visible light source. You 
will not be able to see the fl uorescent signal if the visible light is on.   

   3.    Capture fl uorescence images ( see   Note    10  ).   
   4.    Optional: phase contrast/differential interference contrast 

(DIC) images can be used to provide morphological informa-
tion of cells.   

   5.       Analyze the fl uorescent images using image-processing and 
analysis software such as Image J.     

  See  Fig.  1  as an example [ 8 ]. The images of CB 2 -mid DBT 
cells, which express CB 2  receptor, were acquired using three  fi lters 

3.1.2                 Preparation 
for  Fixed-Cell Imaging  

3.1.3   Fluorescence 
Imaging  

Before In Vivo Imaging…
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  (ICG, DAPI, and DIC). The subcellular location information of  a 
  CB 2  receptor- targeted probe (NIR760-mbc94) was demonstrated 
using merged images from ICG (fl uorescence from NIR760-
mbc94) and DAPI (nuclear staining) fi lter. DIC images were used 
to provide morphological information of cells.

             1.                   Cells of interest are grown to confl uence in T75 fl asks, har-
vested, and seeded (approximately 1–5 × 10 4  cells per well) into 
a 96-well plate ( see   Note    11  ).   

   2.    Incubate the plate at 37 °C, 5 % CO 2  for 24 h.   
   3.    Aspirate and replace culture medium with 100 μL binding buffer 

( see   Note    12  ) containing the fl uorescent probes with or without 
the  blocking   agent (competitor) ( see   Notes    13   and   14  ).

3.2  Evaluation 
of Fluorescent Probes 
Using  Multiplate Reader  

3.2.1  Quantifi cation 
of Cell Uptake and  Binding 
  Specifi city Using 
Multiplate Reader

  Fig. 1       Fluorescent  imaging               using fl uorescent probe NIR760-mbc94 in CB 2 -mid DBT cells. Cells were preincu-
bated with or without  blocking   agent SR144528 and were then incubated with NIR760- mbc94 or free NIR760. 
The cell nucleus was stained with DAPI. Fluorescent cell imaging  was   obtained using Zeiss Axio Observer fl uo-
rescent microscopy with ApoTome 2 imaging system. From  left  to  right :  indocyanine green ( ICG )   fi lter ( red ), ICG 
fi lter ( red ) + DAPI fi lter ( blue ) merged, DIC. All  fl uorescence images   are on the same scale. Scale bars = 20 μm. 
Reprinted with permission from [ 8 ]. Copyright 2013 American Chemical Society       

 

Shaojuan Zhang
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 ●       For co-treatment, incubate cells with test fl uorescent probe 
and the blocking agent for 30 min at 37 °C. The incuba-
tion time is subjected to optimization.  

 ●   For pretreatment, cells are treated with 100 μL culture medium 
with the blocking agent for 30 min at 37 °C, and then treated 
with the fl uorescent probe for an additional 30 min at 
37 °C. The incubation time is subjected to optimization.      

   4.       Read fl uorescence intensity prior to washing as the initial 
reading.   

   5.    Wash the cells with 100 μL washing buffer to remove unbound 
fl uorescent probe, and repeat 2–5 times if necessary ( see   Note    15  ).   

   6.       Read fl uorescence intensity.   
   7.    Optional: Normalize the fl uorescence intensity recorded with 

the initial reading ( see   Note    16  ).   
   8.                   Fix the cells with 4 % paraformaldehyde in PBS for 10 min at 

room temperature and rinse twice with PBS.   
   9.    Permeabilize the cells with 0.1 % Triton X-100 in PBS ( see   Note    7  ) 

for 5 min at room temperature and rinse twice with PBS.   
   10.       Incubate cells with DRAQ-5 (1:2500) for 5 min at room tem-

perature and rinse twice with PBS.   
   11.    Record fl uorescence at 650/690 nm (excitation/ emission  ) for 

cell number quantifi cation.   
   12.       Normalize the fi nal results with cell number.     

  See  Fig.  2  as an example [ 8 ].    Cellular uptake of NIR760-
mbc94 was determined using a  multiplate reader  .

          1.    Cells of interest are grown to confl uence in T75 fl asks, har-
vested, and seeded (approximately 1–5 × 10 4  cells per well) into 
a 96-well plate ( see   Note    11  ).   

   2.                   Incubate the plate at 37 °C, 5 % CO 2  for 24 h.   
   3.    Divide the cells into two groups:  blocking   (nonspecifi c bind-

ing) and non-blocking (total binding).   
   4.    Optional: For pretreatment (to achieve better blocking results), 

incubate the blocking group with the fi nal concentration of 
the blocking agent (e.g., 10 μM) in binding buffer at 37 °C for 
30 min. Simultaneously, incubate the non-blocking group 
with vehicle of the same volume at 37 °C.   

   5.             For the blocking group, prepare multiple solutions in small 
tubes with increasing concentration of the fl uorescent probe 
(e.g., 5.0, 10, 20, 40, 80, 120, 160, 200, 400, 600, 800 nM, 
1 μM) and the blocking agent with the predetermined fi nal con-
centration (e.g., 10 μM).   

3.2.2   Saturation Binding 
Assay   Using  Multiplate 
Reader  

Before In Vivo Imaging…
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   6.    For the non-blocking group, prepare the same multiple solutions 
as above with increasing concentration of the fl uorescent probe 
(e.g., 5.0, 10, 20, 40, 80, 120, 160, 200, 400, 600, 800 nM, 
1 μM), but no blocking agent.   

   7.       Aspirate and replace culture medium with 100 μL of each solu-
tion prepared above.   

   8.                   Incubate the cells for 30 min at 37 °C ( see   Note    14  ).   
   9.    Wash the cells with 100 μL washing buffer to remove unbound 

fl uorescent probe, repeat 2–5 times if necessary ( see   Note    15  ).   
   10.    Read fl uorescence intensity.   
   11.    Fix the cells with 4 % paraformaldehyde in PBS for 10 min at 

room temperature and rinse twice with PBS.   
   12.    Permeabilize the cells with 0.1 % Triton X-100 in PBS ( see   Note  

  7  ) for 5 min at room temperature and rinse twice with PBS.   
   13.             Incubate cells with DRAQ-5 (1: 2500) for 5 min at room tem-

perature and rinse twice with PBS.   
   14.    Record fl uorescence at 650/690 nm (excitation/ emission  ) for 

cell number quantifi cation.   
   15.    Normalize the fi nal results with cell number.   
   16.    Analyze  saturation binding assay   using GraphPad Prism v5.0 

built-in functions for corresponding assay types. The specifi c 
binding is obtained by subtraction of the nonspecifi c binding 
from the total binding. The dissociation constant ( K  d ) and recep-
tor density (B max ) are estimated from the nonlinear fi tting of the 
specifi c binding versus the concentration of test fl uorescent probe.     

  Fig. 2    Quantitative  cell               uptake of fl uorescent probe NIR760-mbc94. CB 2 - mid DBT 
cells were  preincubated   with or without  blocking   agent SR144528 and were then 
incubated with NIR760-mbc94 or free NIR760. Cells were washed to remove the 
unbound fl uorescent probes. Fluorescent intensity was measured with a Synergy 
H4 Hybrid Multi- Mode Microplate Reader. Each data point represents the 
mean ±  SD   based on triplicate samples (** p  < 0.01 and *** p  < 0.001). Reprinted 
with permission from Ref.  8 . Copyright 2013 American Chemical Society       
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  See  Fig.  3  as an example [ 9 ].       The binding affi nity of a CB 2  
receptor- targeted  fl   uorescent probe, NIR760-XLP6, was deter-
mined by plotting the fl uorescence signal from cells treated with 
NIR760-XLP6 as a function of the probe concentration.

           1.                   Cells of interest are grown to confl uence in T75 fl asks, har-
vested, and seeded (approximately 1–5 × 10 4  cells per well) into 
a 96-well plate.   

   2.       Incubate the plate at 37 °C, 5 % CO 2  for 24 h prior to assay.   
   3.    Treat cells with 100 μL of test fl uorescent probes at various con-

centrations (e.g., 80, 40, 20, 10, 5 , 2.5, 1.25, 0.625, 0 μM).   
   4.    For control experiments, treat cells with the corresponding 

controls ( see   Note    17  ) at various concentrations (e.g., 80, 40, 
20, 10, 5, 2.5, 1.25, 0.625, 0 μM).   

   5.    Incubate the cells at 37 °C for 24–72 h. The time for treat-
ment can be extended depending on the desired experimental 
design.   

   6.    After the incubation, add 10 μL MTT solution (stock: 5 mg/
mL in PBS) to each well (fi nal concentration of 0.45 mg/mL).   

   7.    Incubate for 4 h at 37 °C in a humidifi ed, 5 % CO 2  atmosphere.   
   8.                   Remove media. Do not disturb cells and do not rinse with PBS.   
   9.    Add 100 μL MTT Solubilization Solution/Stop Mix to each 

well to dissolve formazan crystals.   
   10.       Allow the plate to stand for at least 1 h ( see   Note    18  ) in a sealed 

container with a humidifi ed atmosphere at room temperature.   
   11.    Agitate cells on an orbital shaker for 15 min.   

   12.    Read absorbance at 570 nm with a reference fi lter of 630–
750 nm ( see   Note    19  ).     

3.3  Evaluation 
of Fluorescent Probes 
Using 
Cytotoxicity Assays

  Fig. 3     Saturation binding                  assay of NIR760-XLP6 in DBT-CB 2  cells.  Left : Fluorescence intensity as a function of 
concentration of NIR760-XLP6 in DBT-CB 2  cells with  or   without pretreatment of XLP4 as the total and nonspe-
cifi c binding of NIR760-XLP6 in DBT-CB 2  cells, respectively.  Right : Specifi c binding obtained by the subtraction 
of the fl uorescence intensity of nonspecifi c binding from that of the total binding as a function of concentration 
of NIR760-XLP6 in DBT-CB 2  cells. Each data point represents the mean ± SEM based on triplicate samples. 
Reprinted with permission from Ref.  9 . Copyright 2015 Elsevier Ltd       
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  See  Fig.  4  as an example [ 9 ]. Cell viability of NIR760-XLP6 at 
various concentrations was accessed  using   a  multiplate reader   and 
compared with that of indocyanine green (ICG, an FDA-approved 
dye) and doxorubicin (a chemotherapy drug).

4                                 Notes 

     1.    Chamber slide system with multiple chambers offers a conve-
nient tool to grow cells directly on microscopy-ready slide for 
different treatments. For inverted microscopes, the objective 
lens is below the sample. Use of glass bottom culture dish with 
#1.5 glass cover (160–190 μm thick) is recommended.   

   2.    For suspension  cell culture  , specifi c coating (e.g., poly- d -lysine, 
collagen, fi bronectin) may be required for better cell-adhering 
results. Refer to the literature for the appropriate coating.   

   3.    For example, 3 × 10 4  cells per chamber are seeded in an 8-well 
chamber slide (0.7 cm 2 /well). This number is subject to the 
growth rate of the cells and culture area.   

   4.    When multiple stains are utilized, the  emission   profi le of each 
stain should be carefully selected in advance to prevent signal 
overlapping. Commercialized stains with various emission 
wavelengths are often available.   

   5.    The thickness of the coverslip is critical for optimal image qual-
ity. The ideal thickness of coverslip is 170 μm. For most stud-
ies, #1.5 glass coverslip is recommended. Extra caution should 
be paid when mounting the coverslip to avoid trapping air 

  Fig. 4     Cytotoxicity   of NIR760-XLP6. DBT- CB 2                cells were treated with NIR760-
XLP6 ( red ),    ICG ( green ), or Doxorubicin ( black ) respectively. Cell  viability   was 
assessed by the CellTiter-Glo ®  Luminescent Cell Viability Assay kit. Each data 
point represents the mean ± SEM based on triplicate samples. Reprinted with 
permission from Ref.  9 . Copyright 2015 Elsevier Ltd       
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bubbles. Generally, this may be achieved by gradually lowering 
down the coverslip on wet  sample               with an angle and permit the 
air to escape from one side.   

   6.    Paraformaldehyde fi xation can result  in   hydrophobic cross- 
linking of tissue proteins. Typical cell-fi xation protocols use 
4 % paraformaldehyde in PBS for 10–20 min. Avoiding pro-
longed fi xation time is advised when using paraformaldehyde 
as a fi xing agent. Other commonly used fi xing agents include 
organic solvents, such as methanol and acetone, which don’t 
alter target proteins covalently. Acetone and methanol are gen-
erally used ice-cold (4 °C). Fix cells in −20 °C methanol or 
acetone for 5–10 min. Permeabilization step is not needed fol-
lowing methanol or acetone fi xation.   

   7.    This is generally achieved with a mild surfactant, which dis-
solves cell membranes in order to allow larger dye molecules to 
get inside the cells.   

   8.    Alternatively, the coverslips may be sealed to the slide by apply-
ing nail polish or glue along the edges.   

   9.    Select appropriate fi lter cube for the fl uorochrome you want to 
image. Common fi lters include DAPI dye fi lter, fl uorescein iso-
thiocyanate dye (FITC) fi lter, Texas Red dye fi lter,  and   ICG fi lter.   

   10.    Fluorescence microscope parameters (i.e., fi lter set, exposure 
time, gain, and other parameters) should fi rst be optimized. 
When comparing fl uorescent molecules (e.g., comparing a tar-
geted fl uorescent probe with the corresponding non-targeted 
free dye to demonstrate binding specifi city). The same condi-
tion should be used  througho  ut the subsequent experiments. It 
is critical that  fl uorescence images   captured are not saturated.   

   11.    The type of multi-well plate is critical for the success of fl uores-
cence binding assay. A preferred microplate should have mini-
mum back-scattered light and background fl uorescence, as 
well as reduced  autofl uorescence   and crosstalk between wells.   

   12.    The presence of serum in the binding buffer has a critical role in 
the uptake and internalization of fl uorescent probes [ 10 ]. 
 Optimizing binding assay may involve adjusting the serum con-
centration in the binding buffer. For example, serum-free condi-
tion is recommended when studying G protein-coupled receptor 
(GPCR)-targeted fl uorescent probes because there are many 
ligands for GPCR in serum that may lead  to               inaccurate results.   

   13.    Generally, hydrophobic ligands show higher nonspecifi c bind-
ing. It is possible to reduce nonspecifi c binding with some of 
the following method: (a) use microplates built from different 
materials; (b) use 1 % BSA to treat microplates prior to the 
addition of fl uorescent probes or blocking agents; (c) add BSA, 
salts or detergents to the binding or washing buffer.   

Before In Vivo Imaging…
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   14.    For better  blocking    resu  lts, the fi nal concentration of blocking 
agents or fl uorescent probe needs to be optimized. The ratio of 
the two may range from one to several thousands. Depending 
on the kinetics of the cellular uptake of the blocking agents and 
probes, the incubation time needs to be optimized. In addition 
to comparison between blocked and non-blocked samples, a 
sample with  the   corresponding non-targeted free dye is often 
used to further demonstrate the binding specifi city.   

   15.    Some fl uorescent probes do not bind to the target receptor 
tightly, and the probe can be easily washed out from the bind-
ing site. In this case, the fl uorescent signal may be decreased to 
a background level after a number of washing, resulting in 
unreliable binding affi nity measurement. This problem can be 
solved by (a) increasing the gain of plate reader; (b) optimizing 
binding buffer and washing buffer with different combina-
tions; (c) fi xing and permeabilizing cells before the addition of 
the fl uorescent probe; (d) cross check the result with radiola-
beled  saturation binding assay  .   

   16.    Normalization with the  initial   reading (fl uorescence intensity 
before washing) is especially necessary when comparing differ-
ent fl uorescent probes, or when the initial fl uorescence signal 
varies due to different treatments. This correction can mini-
mize well-to-well fl uorescence signal differences resulting from 
initial  variations  . The resulting fl uorescent data are typically 
normalized to 1000 and expressed in terms of relative fl uores-
cence units, RFU.   

   17.    Typically, control experiments consist of a positive control that 
uses a toxic drug (e.g., Doxorubicin), a negative control that 
uses a known nontoxic  fl uorescence   dye (e.g., ICG), and the 
vehicle in which the test probe is dissolved. The concentrations 
of controls should be kept the same as these of the test probe.   

   18.    Due to the long experiment time, the result of  MTT assay   is 
often obtained on the second day. However, uneven evapora-
tion of culture fl uid in wells of multi-well plates may cause 
erroneous results.   

   19.    MTT assays measure absorbance at 570  nm               with a reference 
fi lter of 630–750 nm. If the absorption window of the  t  est fl uo-
rescent probe overlaps with this range, the MTT assay result 
may be false. To solve this issue, ATP based CellTiter-Glo 
Luminescent Cell Viability Assay kit (Promega Corporation: # 
G7570) can be used. This assay measures the luminescence that 
represents the quantitation of the ATP present in living cells.         

Shaojuan Zhang
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    Chapter 2   

 Bioconjugation Methods for Coupling Targeting Ligands 
with Fluorescent Dyes                     

     Xiaoxi     Ling      

  Abstract 

   Targeted molecular imaging probes are essential tools for visualization of specifi c molecular processes in 
cells and living systems. Among these, targeted fl uorescent probes are widely used due to the high sensitiv-
ity and resolution of fl uorescence imaging. The conventional strategy for developing targeted fl uorescent 
probes is to couple targeting ligands with fl uorescent dyes by covalent bond via bioconjugation. Here, we 
describe several commonly used bioconjugation methods, from traditional amide and thiol coupling, to 
metal-catalyzed coupling reaction and catalyst free cycloaddition.  

  Key words     Bioconjugation  ,   Coupling reaction  ,   Amide coupling  ,   Thiol coupling  ,   Targeted  ,   Huisgen 
cycloaddition  ,   Click chemistry  ,   Michael addition  ,   Suzuki coupling  ,   Fluorescent probe  ,   Molecular 
imaging  ,   Inverse electron demand Diels–Alder cycloaddition  

1      Introduction 

 This chapter details  the   commonly used bioconjugation methods 
for developing targeted  fl uorescent probes  . Primary amino group 
is the most common functionality found in targeting molecules. A 
general bioconjugation strategy for amino group is  a  mide coupling 
with a carboxylic acid group. Such a reaction typically involves 
coupling agents and base, and takes hours to complete. To speed 
up the reaction and simplify the purifi cation process, activated car-
boxylic acid groups, such as  N -hydroxysuccinimide (NHS) ester 
and isothiocyanate, are often used to react with primary amino 
group. In fact, many commercialized fl uorescent dyes are designed 
with carboxylic acid or its activated forms as the  conjugation   site. 

 Thiol group is another popular functional group for bioconju-
gation, especially for peptides containing cysteine. The conven-
tional method to conjugate thiol group is using iodoacetamide, 
however, Michael addition using maleimide has become  more 
  commonly used, which is faster, easier, and more selective. Some 
manufactures have already discontinued the supply of fl uorescent 
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dyes with iodoacetamide because of the more favorable maleimide 
functional group. 

 Certain metal catalysts are known for their ability to promote 
reactions that are otherwise diffi cult to take place. The Cu-catalyzed 
azide–alkyne cycloaddition (well known as click chemistry) and the 
Nobel Prize winning palladium (Pd)-catalyzed coupling reactions 
are both effi cient and have been utilized to conjugate targeting 
ligands and fl uorescent dyes. To meet the increasing interest of 
 bioorthogonal   chemistry that allows coupling in living systems, 
catalyst free inverse electron demand Diels–Alder reaction has been 
recently reported [ 1 ,  2 ], which can effi ciently conjugate two mol-
ecules under mild conditions.  

2    Materials 

 All solvents and reagents ( see   Note    1  ) can be purchased from com-
mercial vendors and used as received. 

 Many  fl uorescent   dyes are light sensitive. Their coupling reac-
tions should be performed in the absence of light. If a dark room 
is not an option, covering the reaction with aluminum foil is an 
effi cient solution to protect the fl uorescent dye from 
photodegradation. 

       1.     O -(Benzotriazol-1-yl)- N , N , N′ , N′ -tetramethyluronium hexa-
fl uorophosphate (HBTU).   

   2.    1-Hydroxybenzotriazole (HOBt).   
   3.     N ,  N -Diisopropylethylamine (DIPEA).   
   4.    Anhydrous  N , N -dimethylformamide (DMF).      

       1.    1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC).   
   2.    4-Dimethylaminopyridine (DMAP).   
   3.       Anhydrous DMF.      

       1.    DIPEA.   
   2.    Dimethyl sulfoxide (DMSO).      

       1.    Anhydrous tetrahydrofuran (THF).   
   2.    DMF.   
   3.    Thionyl chloride or oxalyl chloride.   
   4.    Triethylamine (NEt 3 ).      

       1.    NEt 3 .   
   2.    Dichloromethane (DCM).      

2.1  Direct  Amide 
  Coupling 
with Phosphonium/
Uronium/Guanidinium 
Salt

2.2  Direct  Amide   
Coupling 
with Carbodiimide

2.3  Indirect Amide 
Coupling 
Through NHS Ester

2.4  Indirect  Amide 
  Coupling Through Acyl 
Chloride

2.5     Thiourea 
Coupling 
with Isothiocyanate

Xiaoxi Ling
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       1.    DMF.      

       1.    Copper (II) sulfate (CuSO 4 ).   
   2.    Sodium ascorbate.   
   3.    DMF.   
   4.    DIPEA.      

       1.       Palladium(II) acetate (Pd(OAc) 2 ).   
   2.    Tri( o -tolyl)phosphine.   
   3.    Anhydrous DMF.   
   4.    DIPEA.      

       1.    Water.       

3    Methods 

       1.    Dissolve carboxylic acid functionalized fl uorescent dye (0.10 
mmol, 1.0 equiv.,  see   Note    2  ), HBTU (0.12 mmol, 1.2 equiv., 
 see   Note    3  ), HOBt (0.12 mmol, 1.2 equiv.), and DIPEA (0.15 
mmol, 1.5 equiv.) in anhydrous DMF (1.0 mL) under inert 
atmosphere at 0 °C.   

   2.    After stirring the solution for 10 min, add the targeting ligand 
with primary amine (0.10 mmol, 1.0 equiv.) to the reaction. 
Gradually increase the reaction temperature to 25 °C.   

   3.    After stirring the mixture for 18 h, remove the solvent by 
rotary evaporation and purify the product  using   the appropri-
ate method.     
  See  Fig.  1  for sample reaction.

          1.    Dissolve carboxylic acid functionalized fl uorescent dye (0.10 
mmol, 1.0 equiv.), EDC (0.10 mmol, 1.0 equiv.,  see   Note    4  ), 
and DMAP (0.10 mmol, 1.0 equiv.) in anhydrous DMF (1.0 
mL) under inert atmosphere at 25 °C.   

   2.    After stirring for 30 min, add a solution of targeting ligand 
with primary amine (0.10 mmol, 1.0 equiv.) in anhydrous 
DMF (1.0 mL) to the reaction mixture.   

   3.    After stirring the mixture for 18 h, remove the solvent by rotary 
evaporation and purify the product using the appropriate method.     

  See  Fig.  2  for sample reaction.

2.6   Michael   Addition 
with Maleimide 
and Thiol

2.7   H  uisgen 
Cycloaddition (Click 
Chemistry) with Azide 
and Alkyne

2.8     Palladium- 
Catalyzed Coupling

2.9     Catalyst Free 
Inverse Electron 
Demand Diels–Alder 
[4 + 2] Cycloaddition

3.1   Direct    A  mide 
Coupling 
with Phosphonium/
Uronium/Guanidinium 
Salt

3.2   Direct   Amide 
Coupling 
with Carbodiimide

Bioconjugation Methods for Coupling Targeting Ligands with Fluorescent Dyes
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          1.    Dissolve the targeting ligand with primary amine (0.10 mmol, 
1.0 equiv.), DIPEA (0.15 mmol, 1.5 equiv.), and the fl uorescent 
dye with an NHS ester (0.10 mmol, 1.0 equiv.,  see   Note    5  ) in 
anhydrous DMSO (1.0 mL) under inert atmosphere.   

   2.    After stirring the mixture for 6 h, remove the solvent ( see   Note  
  6  ) and purify the fi nal product using the appropriate method.     

  See  Fig.  3  for sample reaction.

          1.    Dissolve carboxylic acid functionalized fl uorescent dye (1.0 
mmol, 1.0 equiv.) in anhydrous THF (10 mL) ( see   Note    7  ).   

3.3   Indirect   Amide 
Coupling 
Through NHS Ester

3.4  Indirect  Amide 
   Coupling   through Acyl 
Chloride

  Fig. 1     Synthesis      of type 2 cannabinoid receptor targeting near infrared  fl uorescent probe   [ 1 ]: (a) HBTU, HOBt, 
DIPEA, DMF. Reproduced with permission from Ref.  1 . Copyright (2013) American Chemical Society       

  Fig. 2     Synthesis    of   mitochondrial-targeting naphthalimide probe [ 2 ]: (a) EDC, DMAP DMF. Reproduced with 
permission from Ref.  2 . Copyright (2012) American Chemical Society       
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   2.    Carefully add thionyl chloride or oxalyl chloride (2.0 mmol, 
2.0 equiv.) to the stirring solution dropwise. Add catalytic 
amount of DMF (one drop).   

   3.    Monitor the reaction progress carefully until the starting mate-
rial was consumed ( see   Note    8  ). The solution can be used in 
the next step directly ( see   Note    9  ).   

   4.       Dissolve the targeting ligand with primary amine (1.0 mmol, 
1.0 equiv.) in anhydrous THF (10 mL) and add NEt 3  (2.0 
mmol, 2.0 equiv.) at 0 °C. Slowly add the acyl chloride solu-
tion to the stirring mixture dropwise. After the addition, grad-
ually increase the reaction temperature to 25 °C.   

   5.    Monitor the reaction progress using TLC analysis until the 
starting material was consumed. Purify the product using the 
appropriate technique.     

  See  Fig.  4  for sample reaction.

          1.    Dissolve the targeting ligand with primary amine (0.10 mmol, 1.0 
equiv.) in DCM (10 mL) and add NEt 3  (10 mmol, 100 equiv.).   

   2.       After stirring the mixture for 5 min, add the isothiocyanate 
functionalized dye molecule (0.10 mmol, 1.0 equiv.).   

   3.    After stirring the mixture for 18 h, remove the solvent and 
purify the product using the appropriate method.     

  See  Fig.  5  for sample reaction.

3.5     Thiourea 
Coupling 
with Isothiocyanate

  Fig. 3     Synthesis    of   translocator protein (TSPO) targeting imaging probe [ 3 ]: (a) DMSO. Reproduced with per-
mission from Ref.  3 . Copyright (2012) American Chemical Society       
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          1.    Dissolve the thiol compound (1.0 μmol, 1.0 equiv.) and 
maleimide functionalized dye (1.0 μmol, 1.0 equiv.,  see   Note    10  ) 
in DMF (1.0 mL) under inert atmosphere.   

   2.    After completion of the reaction, remove the solvent and purify 
the product using the appropriate method.     

  See  Fig.  6  for sample reaction.

          1.    Dissolve alkyne (0.10 mmol, 1.0 equiv.,  see   Note    11  ), azide 
(0.12 mmol, 1.2 equiv.  see   Note    12  ), CuSO 4  (12 μmol, 0.12 
equiv.,  see   Note    13  ), and sodium ascorbate (0.05 mmol, 0.50 
equiv.) in DMF (5.0 mL) under inert atmosphere.   

   2.    Add DIPEA (0.10 mmol, 1.0 equiv.) to the stirring mixture at 
25 °C. Monitor the reaction until the starting materials are 
consumed. Purify the product using the appropriate method.     

  See  Fig.  7  for sample reaction.

          1.    The iodinated dye (5.0 μmol, 1.0 equiv.), acetylenic targeting 
ligand (7.5 μmol, 1.5 equiv.),    Pd(OAc) 2  (2.5 μmol, 0.5 equiv.), 
and tri( o -tolyl)phosphine (7.5 μmol, 1.5 equiv.) are suspended 
in anhydrous DMF (0.50 mL) under inert atmosphere.   

3.6   Michael Addition 
with   Maleimide 
and Thiol

3.7     Huisgen 
Cycloaddition (Click 
Chemistry) with Azide 
and Alkyne

3.8     Palladium- 
Catalyzed Coupling

  Fig. 4     Synthesis    of   protein kinase Cδ targeting coumarin based fl uorophore [ 4 ]: ( a ) Thionyl chloride, THF,  cat.  
DMF; ( b ) NEt 3 , THF. Reproduced with permission from Ref.  4 . Copyright (2011) American Chemical Society       

  Fig. 5     Synthesis    of   fl uorescent inhibitor of cycloxygenase-2 [ 5 ]: (a) NEt 3 , DCM. Reproduced from Ref.  5  under 
ACS AuthorChoice       
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   2.    Add DIPEA (75 μmol, 15 equiv.) to the stirring mixture and 
heat the reaction to 70 °C and monitor the reaction ( see   Note  
  14  ). Remove the solvent by rotary evaporation and purify the 
product using the appropriate method ( see   Note    15  ).     

  See  Fig.  8  for sample reaction.

          1.    Prepare a 0.25 mM aqueous solution of the targeting molecule 
with  trans -cyclooctene and a 0.25 mM aqueous solution of the 
dye molecule with tetrazine ( see   Note    16  ).   

   2.    Mix the two solutions in 1:1 (v/v) ratio together and stir for 
5 min ( see   Note    17  ). Monitor and purify the reaction using the 
appropriate method.     

  See  Fig.  9  for sample reaction.

3.9     Catalyst Free 
Inverse Electron 
Demand Diels–Alder 
[4 + 2] Cycloaddition

  Fig. 6     Synthesis    of   melanoma-targeted fl uorescence probe [ 6 ]: (a) DMF. Reproduced with permission from Ref.  6 . 
Copyright (2012) American Chemical Society       

  Fig. 7     Synthesis   of folate-positive KB cells targeting imaging and drug delivery system [ 7 ]: (a) Cu(ClO 4 ) 2 , 
   sodium ascorbate, DIPEA, DMF. Reproduced with permission from Ref.  7 . Copyright (2013) American Chemical 
Society       
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4                         Notes 

     1.    Solvents and catalysts used in this article are for general guid-
ance. The optimum solvent and catalyst for specifi c reaction 
depends on various factors, such as the solubility and structure 
of the  reactants   and products, reaction temperature, etc.   

   2.    Metal carboxylate salts can also be coupled with targeting amines 
using a modifi ed method as recently described in Ref.  10 .   

   3.    HBTU is the most widely used coupling agent.  O -(7- 
Azabenzotriazol- 1-yl)- N , N , N′ , N′ -tetramethyluronium 
 hexafl uorophosphate (HATU) is proven to be more effi cient 
than HBTU [ 11 ] but also more expensive. Benzotriazol-1-yl-
oxy-tris-(dimethylamino)-phosphonium hexafl uorophosphate 
(BOP) is a very effective coupling reagent. However, it gener-
ates carcinogenic side product hexamethylphosphoric triamide 
(HMPA). Therefore, use of benzotriazol-1-yl-oxy-tris- -
pyrrolidino-phosphonium hexafl uorophosphate (PyBOP ® ) is 
preferred. PyBroP ®  was developed for coupling with steric 
challenging secondary amine. For other coupling reagents and 
recent reviews  see  Refs.  12 – 14 .   

   4.    Dicyclohexyl carbodiimide (DCC) and its urea byproduct are 
not water soluble and often used in organic  synthesis  . If the 

  Fig. 8    In  situ    synthesis   of integrin targeting phthalocyanine conjugate [ 8 ]: (a) Pd(OAc) 2 , tri( o -tolyl)phosphine, 
DIPEA, DMF. Reproduced with permission from Ref. 8. Copyright (2013) American Chemical Society       

  Fig. 9    In vitro  synthesis    of   imaging probe that specifi cally binds to polo-like kinase 1 [ 9 ]: (a) water.    Reproduced 
with permission from Ref.  9 . Copyright (2011) John Wiley & Sons Limited       
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reaction can be performed in organic solvent and the product 
is water soluble, the DCC and its urea byproduct can be easily 
removed by quenching the reaction with water and fi ltering off 
the precipitate.   

   5.    The NHS ester can be prepared easily by dissolving carboxylic 
acid functionalized fl uorescent dye (0.10 mmol, 1.0 equiv.), 
NHS (0.15 mmol, 1.5 equiv.), and EDC hydrochloride salt 
(0.15 mmol, 1.5 equiv.) in anhydrous DMF (1.0 mL) under 
inert atmosphere. After stirring the mixture for 18 h, remove the 
DMF from the reaction mixture using rotary evaporator to 
obtain the NHS ester.  N -Hydroxysulfosuccinimide (NHSS) can 
be used to prepare water soluble reactive NHSS esters. This 
allows performing the  conjugation   step in aqueous solution.   

   6.    DMSO is usually diffi cult to remove using normal rotary evap-
oration. A rule of thumb to  remove   DMSO is to dilute it with 
water that is ten times of the volume, freeze with dry ice, and 
remove all the solvent using lyophilization. Ionic dyes can also 
be isolated by pouring the reaction mixture into diethyl ether 
(50 mL). Collect the precipitation with fi ltration, wash with 
diethyl ether and dry to yield the product. For non-ionic prod-
uct, dilute the reaction mixture with EtOAc or DCM, wash 
the organic phase with equal volume of water for fi ve times, 
before removing the solvent to yield the crude product.   

   7.    Acyl halides are very reactive species that are useful for diffi cult 
coupling reactions. However, the reactions require other 
reagents to endure harsh reaction condition. Such condition is 
not compatible with many protecting groups or unstable fl uo-
rescent dyes. Additionally, this method also applies to prepara-
tion of sulfonyl halide for sulfonamide  conjugation  .  See  Ref.  3  
for an example.   

   8.    This reaction is exothermic and generates excess amount of cor-
rosive gas, which can be visually noticed as “bubbling” when 
working at hundreds of milligram scale. Cool the reaction fl ask 
with ice bath if necessary. The reaction fl ask should be well vented 
to prevent pressure from building up inside. If it is necessary to 
seal the reaction fl ask with a septum, punch a needle through the 
septum to help release the gas generated. Accordingly, the “bub-
bling” is also a good indication of the reaction progress. After the 
bubbling stops, the reactants are considered consumed.   

   9.    Most acyl chlorides are not stable and should be prepared and 
used right away in situ. Some stable acyl chloride can be iso-
lated by removing the solvent using rotary evaporation and 
stored for longer period of time in the refrigerator.   

   10.    This method is preferred for commercially available dyes with 
maleimide group. Direct  synthesis   of maleimide functionalized 
fl uorescent dyes using maleic anhydride can be challenging 
because it involves dehydration condition that is incompatible 
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with certain dye molecules. A common strategy is to couple the 
dye with commercially available maleimide derivatives using  amid  e 
coupling [ 15 ].  For   alternative maleimide  synthesis   strategies,  see  
Refs.  16 ,  17 . For other thiol coupling options,  see  Ref.  18 .   

   11.    Terminal alkynes are often prepared from iodo, bromo or tri-
fl ate compounds with trimethylsilyl acetylene using Sonogashira 
reaction followed by an easy desilylation reaction with fl uoride 
salt or potassium carbonate. For a recent review of Sonogashira 
reaction  see  Ref.  19 .   

   12.    Warning: Extra caution should be paid when handling azide 
compounds as they can be explosive and shock sensitive. Metal 
spatula should be replaced by plastic spoons when handling 
azide. Organic azides can be prepared by substitution reaction 
of halides or other leaving groups with sodium azide. For small 
molecule azide compounds, calculate the carbon to nitrogen 
ratio using the following equation to determine if it is stable 
enough to work with [ 20 ]

  ( ) /N N NC O N+ ≥ 3    

   N  C , number of carbon atoms;  N  O , number of oxygen atoms; 
 N  N , number of nitrogen atoms.   

   13.    Cu(I) is the active catalyst in this reaction. However, it is often 
generated in situ using Cu(II) salt and sodium ascorbate 
instead of using Cu(I) salt directly.   

   14.    When using nonpolar solvent such as THF or dioxane for 
Sonogashira reaction, the salt of the amine used will form a 
precipitate as the reaction progress.   

   15.    Reference  21  suggests that other palladium-catalyzed coupling 
reactions, such  as      Suzuki coupling and Buchwald–Hartwig, 
can also be utilized for bioconjugation.   

   16.    A common strategy to prepare  trans -cyclooctene or tetrazine 
functionalized targeting ligand or dye molecule is coupling 
them with commercially available  trans -cyclooctene or tetra-
zine NHS  ester   or  amine   using amide coupling.   

   17.    This method is ideal when metal catalyst should be avoided. 
The reaction completes within minutes with high yield. For 
more details about this method,  see  Refs. [ 22 ,  23 ].         
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    Chapter 3   

 In Vivo Fluorescence Refl ectance Imaging 
with Subcutaneous Mouse Tumor Models                     

     Jie     Cao      and     Mingzhou     Zhou     

  Abstract 

   Optical imaging is undoubtedly one of the most versatile and widely used imaging techniques in both 
research and clinical practice. Among optical imaging technologies, fl uorescence imaging is the most pop-
ularly used and has become an essential tool in biomedical science. A key component of fl uorescence imag-
ing is fl uorescence-producing reporters, including fl uorescent dyes and conjugates, as well as fl uorescent 
proteins. For in vivo imaging applications, fl uorophores with long emission at the near-infrared (NIR) 
region are generally preferred to overcome the photon attenuation in living tissue. Here, we describe the 
in vivo fl uorescence imaging of an integrin α υ β 3  targeted NIR fl uorescent probe (cRGD-ICG-Der-02) 
using subcutaneous mouse tumor models.  

  Key words     In vivo  ,   Near infrared fl uorescence imaging  ,   Noninvasive  ,   Tumor targeting probe  ,   ICG  

1      Introduction 

 As one of the most deadly diseases,  cancer   causes death of millions 
of people around the world every year. The earlier it is detected, 
the better are the chances of treating it effectively. Up to now, opti-
cal  molecular imaging   has been increasing in popularity in tumor 
early detection, due to their easy operation, better temporal resolu-
tion, and relative low cost [ 1 – 3 ]. In particular, near infrared (NIR) 
 fl uorescence imaging   possesses many advantages as a  noninvasive   
technique for in vivo real time monitoring the stage and precise 
locations of tumor to aid in directing surgery and other cancer 
treatments, or to check if a cancer has returned [ 4 ,  5 ]. Therefore, 
NIR imaging techniques have been designed for in vivo studies 
such as monitoring response to therapeutic treatment,  investigat-
ing         the  biodistribution   of drugs, and visualizing the targeted deliv-
ery of drug carriers in living animal subjects [ 6 ,  7 ]. 

 To enhance the specifi city of tumor imaging, there exist several 
approaches to increase the accumulation of various  contrast agents   
in the required pathological areas. Certain sizes of molecules 
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 (typically liposomes,  nanoparticles  , and macromolecular drugs) 
tend to accumulate in tumor via enhanced permeability and reten-
tion (EPR)  effect  , which is usually called passive targeting. To 
achieve active targeting, targeting molecules (such as target-spe-
cifi c antibodies, ligands, peptides, and lipids) can be coupled to 
fl uorescent dyes to allow for specifi c imaging of tumor cells [ 8 ]. 

 Because there is little NIR fl uorescence contrast generated by 
most tissues, most in vivo studies rely on administration of exogenous 
contrast agents. Until now,       organic fl uorophores including FDA 
approved  indocyanine green (ICG)   and inorganic fl uorescent semi-
conductor nanocrystals (also called  quantum dots  ; QDs) have been 
used as exogenous  contrast agents   [ 9 – 11 ]. In vivo imaging requires 
that the contrast agent is delivered to the target, has adequate contact 
time with the target for binding to occur, and is retained by the target 
while non-bound material is cleared from the circulation [ 12 ,  13 ]. 
Therefore,  both      organic fl uorophores and QDs could be conjugated 
to targeting molecules for target-specifi c in vivo imaging. 

 Research has shown that integrins, consisting of two noncova-
lently bound transmembrane subunits (α and β), are a family of cell 
surface glycoproteins that mediate diverse biological events involv-
ing cell–cell and cell–matrix interactions [ 14 ,  15 ]. Integrins 
expressed on endothelial cells modulate cell migration and survival 
during angiogenesis, while integrins expressed on carcinoma cells 
potentiate metastasis by facilitating invasion and movement across 
blood vessels [ 16 ]. Integrin α v β 3  seems to play a critical role in 
regulating tumor growth and  metastasis         as well as tumor angio-
genesis. Hence, integrin α v β 3  receptors have attracted intensive 
attention to serve as tumor targets for intervention and diagnostic 
imaging. Here, we recently conjugated a well-known targeting 
molecule, cyclic arginine–glycine–aspartic acid (RGD)-containing 
components (c(RGDyK)), which specifi cally binds to α v β 3  integrin 
receptor upregulated on endothelium during angiogenesis, with 
an NIR  ICG      dye (ICG-Der-02) to develop an NIR probe for 
in vivo tumor-targeted imaging [ 17 ]. This chapter uses this probe 
as an example to describe the methods used for in vivo fl uorescence 
refl ectance imaging with subcutaneous mouse tumor models.  

2    Materials 

   The schematic structure of cyclic RGD-based NIR probe is shown 
in Fig.  1 , and the detailed procedure is shown below:

     1.    ICG-Der-02 (9.97 mg, 0.01 mmol) was reacted with EDC · HCl 
(2.88 mg, 0.015 mmol) and NHS (1.73 mg, 0.0384 mmol) in 
H 2 O (0.5 mL) for 3 h at room temperature.   

   2.    The intermediate product ICG-Der-02-NHS was fi rst con-
fi rmed by thin layer chromatography (TCL).   

2.1   Bioconjugation      
of NIR Probe 
c(RGDyK)-ICG- Der-02

Jie Cao and Mingzhou Zhou
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   3.    0.01 mmol cyclic RGD  was      dissolved in sodium borate 
(Na 2 B 4 O 7 , 0.1 M, pH 8.3, 1 mL) buffer.   

   4.    ICG-Der-02-NHS was mixed with cyclic RGD solution and 
reacted at room temperature overnight in the dark.   

   5.    The crude product c(RGDyK)-ICG-Der-02 was purifi ed by 
fi ltration over Sephadex G-15.    

     A self-built NIR imaging system is used for in vivo real-time  fl uo-
rescence imaging   of the probe’s distribution in tumor-bearing 
mice. This imaging system is shown in Fig.  2 . In brief, the NIR 
imaging system composed of an excitation laser ( λ  = 765.9 nm, 
NL-FC-2.0-763 laser light), a high sensitivity NIR CCD camera 
(PIXIS 512B, Princeton Instrument) and an 800-nm-long pass fi l-
ter for capturing the emitting fl uorescence from the tissue. Besides, 
another HLU32F400 808 nm laser (LIMO, Dortmund, Germany) 
is supplied as the background light to obtain the profi le of the 
  subjected         animal. Otherwise, the imaging was completely dark 
except for the fl uorescence spot [ 18 ]. The camera integration time 
for NIR  optical imaging   acquisition was 300 ms. For image analy-
sis, we used Winview software, which complied with the NIR 
imaging system, and pseudo color mode was chosen ( see   Note    1  ).

2.2  Instruments 
for In Vivo Imaging
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  Fig. 1    Schematic structure of cyclic RGD-based near  infrared   probe: c(RGDyK)-
ICG-Der-02 (Reproduced from Ref.  17  with permission from Wiley)       
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          1.     Athymic nude mice   (nu/nu, aged 4–6 weeks and weight at 
18–22 g) are used ( see   Note    2  ).   

   2.    Harvest  cancer   cells during the exponential growth phase 
using 0.25 % trypsin. Then suspend cells in phosphate buffered 
saline (PBS, 0.01 M; pH 7.2) [ 19 ] ( see   Note    3  ).   

   3.    Quantitate the number of cells using a Coulter counter.   
   4.    Centrifuge cells for 5 min at 1000 rpm to remove the medium. 

Then resuspend the cells in PBS without serum ( see   Note    4  ).   
   5.    Lift the axillary fossa skin of the  mouse   to separate it from the 

underlying muscle and inject 100 μL of the cell suspension 
subcutaneously ( see   Note    5  ).   

   6.    When the tumors reached 500 mm 3 , the tumor bearing mice 
are used for  fl uorescence imaging   ( see   Note    6  ).       

3    Methods 

 Carry out all procedures at  room         temperature unless otherwise 
specifi ed.

    1.    Check and make sure the tumor size is about 500 mm 3 .   
   2.    Set up the in vivo imaging system.   
   3.    Anesthetize the  mouse    using   rodent anesthesia system with 

isofl urane (2 % (vol/vol)  isofl urane   in 0.2 L min −1  of O 2  fl ow).   
   4.    Inject cRGD-ICG-Der-02 PBS solution in mouse via tail vein 

(total volume, 200 μL) ( see   Note    7  ).   
   5.    The mouse was fi xed and laid under the NIR imaging system 

in a dark room ( see   Note    8  ).   

2.3  Tumor 
Mouse Models

Oscillator
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Camera
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  Fig. 2    Schematic diagram of NIR imaging system       
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   6.    A series of images were collected from mice at assigned time 
intervals during 48 h post-injection (Fig.  3 ). We typically 
choose 30 min, 1, 4, 6, 12, 24, and 48 h ( see   Note    9  ).

       7.    As a control, a series of images are collected from non-tumor 
mice at assigned time intervals after intravenous injection of 
c(RGDyK)-   ICG-Der-02. (Fig.  4 ).

       8.    To evaluate the tumor targeting  capability   of the RGD-based 
probe, free dye ICG-Der-02 is also injected into tumor-bear-
ing mice as a control. A series of images are collected at assigned 
time point (Fig.  5 ).

  Fig. 3    NIR images of nude mice bearing MDA-MB-231 tumor  xenograft   after intravenous injection of cRGD- 
ICG- Der-02 within 48 h. MDA-MB- 231   tumor was implanted on the right axillary fossa (Reproduced from Ref. 
 17  with permission from Wiley)       

  Fig. 4    NIR images of normal nude mice after intravenous injection of c(RGDyK)- I  CG-Der-02 (Reproduced from 
Ref.  17  with permission from Wiley)       

  Fig. 5    NIR images of nude mice bearing MDA-MB-231 tumor  xenograft   after intravenous injection of  ICG  - 
Der- 02 within 48 h. MDA-MB-231 tumor (0.5–0.7 cm) was implanted on the right axillary fossa (Reproduced 
from Ref.  17  with permission from Wiley)       
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       9.    Receptor specifi city of the NIR probe can be validated by a 
blocking experiment. Here, free cyclic RGD was used as the 
 blocking   agent (Fig.  6 ). A mixture of 5 mg · kg −1  of cyclic RGD 
and 2 nmol c(RGDyK)-ICG-Der-02 is intravenously injected 
into  mouse  . The fl uorescence images are acquired using the 
same method as described above.

       10.    If needed, ex vivo  fl uorescence          imaging   (Fig.  7 ) can also be 
carried out to validate the in vivo imaging results. Euthanize 

  Fig. 6    NIR images of MDA-MB-231 tumor bearing mice at 4 h post injection of 
c(RGDyK)-ICG-Der-02 ( Left ) and c(RGDyK)-   ICG-Der-02/c(RGDyK) ( Right ) 
(Reproduced from Ref.  17  with permission from Wiley)       

  Fig. 7    NIR images of the MDA-MB-231 tumor and main organs excised from the 
tumor mice 12 h after intravenous injection of c(RGDyK)-   ICG-Der-02 (Reproduced 
from Ref.  17  with permission from Wiley)       
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the  mouse   12 h post injection and harvest the tumor and major 
organs and image them using the in vivo imaging system ( see  
 Note    10  ).

       11.    All experiments are carried out on fi ve mice for  statistical analy-
sis   ( see   Note    11  ).    

4                 Notes 

     1.    The imaging system is easy to use once the user has gone 
through appropriate training of the system. The key issue is 
choosing the right excitation fi lter for in vivo imaging. The 
fi lter we used to acquire the images shown in this protocol is 
765 nm.   

   2.    A nude  mouse   lacks thymus, resulting in a suppressed immune 
system due to a greatly reduced number of T cells. Note that 
the number of T cells will increase with age and other factors 
(such as virus infection), and the appropriate age for tumor 
inoculation is 4–6 weeks. In addition, the immune-suppressed 
nude mice are susceptible to hepatitis and pneumonia; there-
fore, the hygiene standard is very high for their maintenance. 
To ensure long-term survival and reproduction of nude mice, 
specifi c pathogen free (SPF) environment is required and the 
cages, beddings, food, and water all need rigorous sterilization 
before use.   

   3.    To ensure that the immunodefi cient mice are not infected by 
cells contaminated with viruses, the cells should be tested.   

   4.    The concentration of  cancer   cells injected into  mouse   is about 
5 × 10 6  per mL of PBS.   

   5.    To prepare for injection, the cell suspension need to be agi-
tated to prevent the cells from settling and then withdrawn 
from the sterile tube into a 1-cc TB syringe without needle. 
After injection, place the mouse in a clean cage and observe for 
10–15 min to ensure recovery from the anesthesia.   

   6.    During the fi rst week after the implantation, a small bump 
should be visible where the tumor cells were injected but this 
should vanish. After 2–3 weeks, a tumor should begin to be 
visible at the site of implantation and grow. Measure the tumor 
with vernier caliper,          and the tumor size can be calculated using 
the follow formula:  V  tumor  =  a  ×  b  2 /2 ( a  is the longer dimension 
of the tumor and  b  the shorter dimension of the tumor).   

   7.    Before injection, fi rstly make sure the sample was dissolved in 
PBS solution completely. Then, make sure the mouse was fi xed 
and make the vessel dilated. The tail veins swell at higher tem-
perature, simplifying the intravenous-injection procedure. It is 
better to immerse the tail into hot water until the tail becomes 
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red. However, the temperature of the hot water should not be 
too high in order to avoid scalding the tail. We also recom-
mend injecting some PBS (about 50 μL) afterward to fl ush the 
tail vein.   

   8.    To avoid interference of natural light, all the images should be 
taken under dark for tracing the fl uorescence signal. Besides, 
to maximum reduce the interference of any other unrelated 
fl uorescence, mice should be fed with food without fl uores-
cence. Besides, the  fl uorescence imaging   of the preinjection 
 mouse   was acquired and set as background imaging.   

   9.    Images were collected from different angles, including abdo-
men and back. Make sure the excitation intensity is fi xed 
for every image, and pesto color mode is chosen for image 
acquisition.   

   10.     Ex vivo imaging   of the tumor and main organs was performed 
to confi rm the signal  biodistribution   and the  selective   tumor 
targeting of the probe. The tissue–background ratio (T/B 
ratio) was calculated as follows: T/B ratio = (tissue signal − back-
ground signal)/background signal.   

   11.    Data are expressed as means ±  standard   deviation.  Statistical 
analysis   was performed using Student’s   t -test   with statistical 
signifi cance assigned for a   p -value   of <0.05.         
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    Chapter 4   

 FRET Imaging of Enzymatic Activities Using Smart Probes                     

     Jinbo     Li    ,     Yan     Zhang    , and     Zhen     Cheng      

  Abstract 

   Tumor-related enzymes are extensively involved in the occurrence, development, invasion, and metastasis 
of tumors, indicating they hold the potential to serve as biomarkers for tumor diagnosis and treatment. 
Smart probes based on characteristic activities of these enzymes and fl uorescence resonance energy transfer 
(FRET) have been widely developed for fl uorescent imaging of enzymatic activities. Here, we describe the 
detailed chemical strategies for construction of smart probe and its application for FRET imaging of fi bro-
blast activation protein alpha in vitro and in vivo.  

  Key words     Enzyme  ,   Fluorescence resonance energy transfer  ,   Peptide  ,   Fluorescent imaging  ,   Smart 
probe  

1      Introduction 

 Tumor occurrence is often accompanied by the over-expression of 
tumor-related  enzymes  , e.g.,       fi broblast activation protein  alpha 
  (FAPα),  matrix metalloproteinases (MMPs)  , and cathepsins, which 
in turn will also promote the development, invasion, and metastasis 
of tumor [ 1 – 3 ]. The unique properties of tumor-related enzymes 
make them as potential and promising biological targets for tumor 
diagnosis and treatment [ 4 – 6 ]. Therefore, direct in situ imaging of 
these enzymes is benefi cial to early detection, surgical therapy, and 
prognosis of tumors [ 4 ,  7 ,  8 ]. Activatable  fl uorescent probes  , which 
usually consist of a  fl uorophore  , a  specifi c   peptide substrate of tar-
get enzyme, and a  quencher   corresponding to the fl uorophore, 
have widely served as smart probes for fl uorescent imaging of 
tumor- related enzymes [ 9 ,  10 ]. The short distance between the 
fl uorophore and quencher enables the  fl uorescence resonance 
energy transfer (FRET)   effects, causing quenching of the fl uores-
cent signals from fl uorophore. Upon interaction with the target 
enzymes in tumor sites, the peptide substrate will be digested into 
fragments and the dissociation between the fl uorophore and the 
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quencher will induce the recovery of the fl uorescent signals, realiz-
ing FRET imaging of enzymatic activities. 

 In previous systematic protocols for construction of a smart  fl u-
orescent probe  , an activatable  near-infrared   (NIR)  fl uorescent probe   
(ANP FAP , Fig.  1 ) was reported for FRET imaging  of   FAPα [ 11 ], 
which is a member of the serine protease family and highly expressed 
in most epithelial  cancers   [ 12 – 14 ]. The specifi c peptide substrate 
of FAPα, Lys-Gly-Pro-Gly-Pro-Asn-Gln-Cys (KGPGPNQC), was 
selected as the backbone for construction of the smart probe  and 
  synthesized using  the      standard solid phase peptide synthetic proto-
cols [ 15 ]. With the insertion of lysine and cysteine into each end of 
the peptide substrate, we were able to further functionalize the pep-
tide backbone with the NIR  fl uorophore   Cy5.5 and its  quencher   
QSY21 through unique chemical strategies, which are amine-NHS 
and thiol- maleimide reactions, respectively. The resulted smart 
probes were obtained in moderate yield and stable in aqueous solu-
tion. Furthermore, with the smart probe,  successful   in vitro and 
in vivo FRET  imaging   of FAPα was also realized.

   Here, we systematically summarize the chemical methods and 
protocols used in our previous studies for construction of ANP FAP  
and its application for FRET imaging of FAPα. Our  bioconjuga-
tion   strategies is applicable to a wide range of smart probes and 
should benefi t scientists interested in further developing smart 
probes for FRET imaging of enzymatic activities.  

2    Materials 

 All aqueous solutions were prepared using ultrapure water, and all 
organic solvents are analytical grade reagents. Unless specifi cally 
indicated otherwise, all the reagents and solutions are prepared 
and stored at room temperature. 

       1.    Automatic peptide synthesizer.   
   2.    Rink amide MBHA resin.   
   3.    N-Fmoc-protected amino acids.   
   4.     N , N -Dimethylformamide (DMF).   
   5.    Hydroxybenzotriazole (HOBt).   
   6.          Pyridine.   

2.1     Peptide 
Synthesis

  Fig. 1    Chemical structure of ANP FAP        
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   7.    Diisopropylethylamine (DIPEA).   
   8.    Anhydrous acetic anhydride.   
   9.    Trifl uoroacetic acid (TFA).   
   10.    Triisopropylsilane.   
   11.    Ethanedithiol.   
   12.    Acetonitrile.   
   13.    Dichloromethane (DCM).   
   14.    Methanol.   
   15.    Diethyl ether.   
   16.    Solvent A, 0.1 % TFA in water.   
   17.    Solvent B, 0.1 % TFA in acetonitrile.   
   18.       Reversed-phase high-performance liquid chromatography 

(RP-HPLC).      

       1.    Cy5.5-maleimide. Store at −20 °C ( see   Note    1  ).   
   2.          QSY21-NHS. Store at −20 °C ( see   Note    1  ).   
   3.    Phosphate buffered saline (PBS): 0.137 M NaCl, 0.003 M 

KCl, 0.01 M Na 2 HPO 4 , 0.002 M KH 2 PO 4 , pH = 7.4.   
   4.    Dimethyl sulfoxide (DMSO).   
   5.    Agilent UV-visible ChemStation.      

       1.     Recombinant   FAPα. Store at −70 °C ( see   Note    2  ).   
   2.    Recombinant dipeptidyl peptidase-IV (DPPIV). Store at −70 °C 

( see   Note    2  ).   
   3.    Recombinant metallopeptidase-2 (MMP-2). Store at −70 °C 

( see   Note    2  ).   
   4.    Inifi te M1000 spectrofl uorometer.      

       1.    C6 rat glioma cells.   
   2.    U87MG human glioma cells.   
   3.    Female  athymic nude mice  .   
   4.    IVIS200 small animal imaging system.       

3    Methods 

       Unless specifi cally indicated otherwise, all procedures are carried 
out at room temperature. 

       1.    Synthesize the peptide Ac-Lys-Gly-Pro-Gly-Pro-Asn-Gln-
Cys-NH 2  on the automatic peptide synthesizer by using standard 
 solid- phase peptide synthetic protocols. Specifi cally, use 0.2 mmol 
rink amide MBHA resin (1 equivalent) and 1 mmol Fmoc-
protected amino acid (5 equivalents) for peptide synthesis.   

2.2  Probe  Synthesis  

2.3  Enzymatic Assay

2.4  In Vivo Assay

3.1     Peptide 
Synthesis

FRET Imaging of Enzymatic Activities Using Smart Probes
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   2.    Use fi lter to wash the resin with 10 mL of DMF, DCM, and 
methanol respectively for three times.   

   3.    Mix the resin with 50 mL of DMF in a 100 mL conical fl ask. 
Add 1 mmol anhydrous acetic anhydride, 1 mmol HOBt, and 
100 μL of DIPEA into the fl ask. Cover the lid and mix the 
mixture with stirring bar for 30 min ( see   Note    3  ).   

   4.    After removing the solvents, wash the resin with 10 mL of 
DMF, DCM, and methanol respectively for three times.   

   5.    Prepare the cleavage solution in a 20 mL fl ask by mixing 
9.25 mL of TFA, 0.25 mL of triisopropylsilane, 0.25 mL of 
ethanedithiol, and 0.25 mL of H 2 O ( see   Note    4  ).   

   6.    Pour the resin into the cleavage solution and mix the mixture 
with stirring bar for 2 h ( see   Note    5  ).   

   7.       Prepare 50 mL of cold anhydrous diethyl ether ahead by using 
dry ice.   

   8.          Collect the supernatant from  step 6  by using fi lter. Pour the 
supernatant into cold anhydrous diethyl ether from  step 7  ( see  
 Note    6  ).   

   9.    Collect the precipitates by centrifugation (4000 rpm (~2500 ×  g ), 
5 min).   

   10.    After discarding the supernatant, dry the precipitates with 
Argon ( see   Note    7  ).   

   11.    Purify the peptide with a semi-preparative reversed-phase high- 
performance liquid chromatography (RP-HPLC). Set the fl ow 
rate to 4 mL/min, with the mobile phase starting from 95 % 
solvent A and 5 % solvent B (0–3 min) to 35 % solvent A and 
65 % solvent B at 33 min.   

   12.    Collect and lyophilize the product ( see   Note    8  ).      

       1.    Mix 300 μg Cy5.5-maleimide (1 equivalent) with 450 μg pep-
tide (2 equivalents) in 300 μL of PBS (pH = 7.4) in a 1.5 mL 
centrifuge tube ( see   Note    9  ).   

   2.    Keep the tube in dark and shake for 2 h ( see   Note    10  ).   
   3.    Purify the Cy5.5-labeled peptide with RP-HPLC. Set the fl ow 

rate to 4 mL/min, with the mobile phase starting from 95 % 
solvent A and 5 % solvent B (0–3 min) to 35 % solvent A and 
65 % solvent B at 33 min.   

   4.    Collect and lyophilize the product.   
   5.    Mix the Cy5.5-labeled peptide, 440 μg QSY21-NHS (1 equiv-

alent) with 2 μL DIPEA in 100 μL DMSO in a 1.5 mL centri-
fuge tube.   

   6.    Keep the tube in dark and shake for 2–6 h ( see   Note    10  ).   
   7.    Purify ANP FAP  with RP-HPLC. Set the fl ow rate to 4 mL/min, 

with the mobile phase starting from 95 % solvent A and 5 % sol-
vent B (0–3 min) to 35 % solvent A and 65 % solvent B at 33 min.   

3.2  Probe Synthesis
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   8.          Collect and lyophilize the product.   
   9.    Prepare a stock solution of ANP FAP  (1 mM) in water and char-

acterize by measuring the  absorption   and fl uorescence spectra 
( see   Note    11  ).      

       1.    Pre-warm the spectrofl uorometer to let the inside temperature 
reach 37 °C.   

   2.    Mix 1 μL of ANP FAP  with 0.25, 0.5, and 1 μL  of   FAPα (100 μg/
mL) or 1 μL of DPPIV or MMP-2 (100 μg/mL) in 100 μL of 
PBS in a 96-well plate ( see   Note    12  ).   

   3.    Cover the plate with lid and put it into the pre-warmed 
spectrofl uorometer.   

   4.    Set the excitation wavelength at 675 nm and record the  emis-
sion   spectra from 680 to 800 nm every 10 min.   

   5.    Image the samples directly by the IVIS200 imaging system 
after 1 h incubation for phantom study ( see   Note    13  ).      

       1.    Prepare 5 C6 ( FAPα   negative) and 5 U87MG (FAPα negative) 
tumor bearing mice by subcutaneously injecting three million 
C6 cells and fi ve million U87MG cells into the right shoulder 
of female  athymic nude mice   ( see   Note    14  ).   

   2.          Dilute 10 nmol ANP FAP  in 1.5 mL of PBS.   
   3.    Inject each  mouse   with 1 nmol ANP FAP  in 150 μL of PBS via 

tail- vein injection.   
   4.    Perform in vivo fl uorescent imaging at 0.5, 1, 2, 3, and 4 h 

after injection by IVIS200 small animal imaging system. Use 
Cy5.5 fi lter (excitation 615–665 nm; emission 695–770 nm) 
and Cy5.5 background fi lter (580–610 nm) ( see   Note    15  ).       

4                       Notes 

     1.    These dyes are quite sensitive to moisture and light, so dissolve 
them in anhydrous DMSO and make aliquots upon arrival. 
Store the aliquots in dark at −20 °C.   

   2.    Repeated freeze–thaw will induce degradation of these recom-
binant proteins. Upon arrival, make aliquots of these recombi-
nant proteins and store the aliquots at −70 °C.   

   3.    Perform Kasier test [ 15 ] to make sure the reaction is fi nished 
even though it usually takes 30 min for the acetylation of the 
peptide to complete.   

   4.    Prepare the cleavage solution in a fume hood. As TFA and 
ethanedithiol are toxic and smelly, wear goggles and mask to 
prepare the solution. Ethanedithiol was added to protect thiol 
groups of cysteine from cross-linking.   

3.3  Enzymatic Assay

3.4  In Vivo Assay

FRET Imaging of Enzymatic Activities Using Smart Probes
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   5.    It usually takes 2 h to cleave peptides from the resin, while 
longer reaction time (e.g., 3–4 h) is also acceptable.   

   6.    Do this in the fume hood. Mix the solution by vortex to allow 
complete precipitation of peptides.   

   7.    Do not use air to dry the peptides, since the thiol group of 
cysteine is prone to rapid cross-linking.   

   8.          Use the peptide immediately or store it under argon and away 
from moisture.   

   9.    An alternative approach for functionalization of peptide with 
Cy5.5 is to mix peptide (2 equivalents) and Cy5.5-maleimide 
(1 equivalent) with 2 μL of DIPEA in 100 μL of anhydrous 
DMF. Under this condition, this reaction usually takes 30 min.   

   10.    Run analytic RP-HPLC to monitor the reaction progress.   
   11.    Store the stock solution in dark and at 4 °C. The probe is sta-

ble for several months.   
   12.    Add each component into the 96-well plate quickly, as the 

enzymatic cleavage starts immediately once the recombinant 
protein and probe were mixed together.   

   13.    Phantom study means samples were directly viewed under the 
IVIS200 imaging system to mimic fl uorescent imaging of 
smart probes in living mice.   

   14.    Because C6 tumor grows much faster than U87MG tumor, 
less C6 cells are used to ensure that these two types of tumors 
are ready for imaging at the same time. These tumors grow to 
the appropriate sizes for imaging in about 3 weeks post-injec-
tion of tumor cells.   

   15.    The background fi lter is used to eliminate the interference sig-
nal from tissue  autofl uorescence  .         
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    Chapter 5   

 Fluorescence Imaging of Infl ammation in Live Animals                     

     Mingzhou     Zhou     ,     Jie     Cao    , and     Walter     J.     Akers     

  Abstract 

   Infl ammation is associated with many diseases, such as stroke, cancer, and atherosclerosis. Noninvasive 
in vivo monitoring of infl ammation can provide deeper understanding of such diseases, which might help 
to develop better treatment. Infl ammation normally causes neutrophils and macrophages to generate reac-
tive oxygen species (ROS) as the destruction tool, which can be used as a biomarker for infl ammation. 
Near- infrared (NIR) window is optimal for in vivo fl uorescence imaging owing to the reduced autofl uo-
rescence and low attenuation of light in biological tissues. Among NIR fl uorescent probes, activatable 
probes have the promise of achieving high imaging contrast. In this chapter, we describe the method for 
in vivo fl uorescence imaging of infl ammation using a ROS-activatable NIR probe.  

  Key words     Infl ammation  ,   ROS  ,   In vivo  ,   Near infrared fl uorescence imaging  ,   Activatable probe  

1      Introduction 

 Infl ammation is our body’s nonspecifi c protective immune response 
to eliminate injury and initiate the repairing process [ 1 ]. Infl ammation 
is involved in many disease processes, such as stroke [ 2 ] and  cancer   
[ 3 ]. Chronic infl ammation also causes diseases such as atherosclero-
sis [ 4 ]. Monitoring and understanding infl ammation can contribute 
to a better understanding of those diseases and develop treatments. 
There are primarily two types of infl ammation, infection infl amma-
tion and sterile infl ammation [ 5 ]. Infection infl ammation is caused 
by the microorganisms intrusion; sterile infl ammation, on the other 
hand, is normally caused by trauma,  ischemia  –reperfusion injury, or 
chemically induced injury [ 5 ]. Both types of infl ammation have sim-
ilar mechanism. When an injury is detected, immune cells, mainly 
neutrophils and macrophages, will infi ltrate the site of the infection 
via chemotaxis. Besides phagocytosis, neutrophils and macrophages 
also produce reactive oxygen species ( ROS  )    and reactive nitrogen 
species (RNS) to destroy the microorganisms and damaged tissues, 
as well as activate lymphocytes and adapt proper immune responses 
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[ 5 ]. Here, we introduce  ischemia   to cause an infl ammatory response 
[ 6 ] and image the generated  ROS   using fl uorescence imaging. 

 Fluorescence imaging is a powerful tool to monitor and study 
biological processes at molecular level noninvasively with a high 
resolution in cells, tissues, and small animals [ 7 ]. Fluorescence 
imaging can also be used as a complementary technique to other 
imaging methods, such as X-ray  computed tomography (CT)  , 
 magnetic resonance imaging (MRI)  , and positron  emission   tomog-
raphy (PET)   , and has started to be translated into clinical applica-
tions [ 8 ]. For deeper tissue and  in vivo imaging  , fl uorescent dyes 
that are photoactive in the  near-infrared (NIR)   window, 650–
900 nm, are preferred due to reduced  autofl uorescence   and low 
attenuation of light in biological tissues [ 9 ]. 

 The contrast of fl uorescence imaging is typically achieved 
through two strategies. First, the dyes can be conjugated to target-
ing groups (e.g., antibodies [ 10 ] and peptides [ 11 ]) so that the 
fl uorescence dyes accumulate at the region of interest. Second, the 
fl uorescence of the probes is designed to be quenched initially, and 
then regenerated through certain activating processes (e.g., the 
cleavage of the fl uorescent dye from its  quencher   dye by  enzymes   
associated with diseases [ 12 ] and the regeneration of an inter-
rupted  conjugation   system through oxidation process [ 13 ,  14 ]). 
The second type of the fl uorescence probes is called the  activatable 
probes  . Compared to the “always on” probes of the fi rst type, acti-
vatable probes are not highly fl uorescent until reaching the target 
sites, thus offering high  imaging contrast.   Here, we describe the 
detailed protocol for performing in vivo fl uorescence imaging of 
infl ammation using a  ROS  -activatable probe [ 14 ]. As a reduced 
product of a cyanine dye, this probe is nonfl uorescent because the 
reduction disrupted the sp 2  conjugation system essential to achieve 
NIR fl uorescence.  ROS   subsequently oxidize the probe to regen-
erate the sp 2  conjugation system, making the oxidation product 
fl uorescent in the NIR window. Base on this design, reduced  cya-
nine dyes   can act as  ROS   sensors to image infl ammation in vivo.  

2    Materials 

   The  in vivo images   were captured with the Pearl Impulse Small 
Animal Imaging system (LiCor Biosciences, Lincoln, NE).  

   Currently, there is no commercially available NIR contrast agent to 
image infl ammation. Such contrast agent, however, can be readily 
synthesized through a one-step NaBH 4  reduction from commer-
cially available dyes [ 13 ,  14 ]. 

   A variety of NIR dyes, including the commercially available Cy7, 
are suitable to be used as the precursor to synthesize  ROS  -sensitive 
contrast agents [ 13 ]. We used a Cy7 analog developed by Dr. 

2.1  Instrumentation

2.2   Fluorescence 
Imaging   Agent

2.2.1  Infl ammation 
 Imaging      Contrast Agent 
Synthesis General Strategy
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Mikhail Berezin,  LS601  (Scheme  1 ), as the dye of choice [ 15 ]. 
 LS601 , which has its  absorption   and  emission   peaks at 769 nm 
800 nm in DMSO, respectively, is a functionalizable NIR dye with 
high brightness.

      Although not required, we found that  LS601  showed better con-
trast when conjugated to a PEG 40k  molecule. This PEGylation 
increased  LS601 ’s blood circulation time, reduced its albumin 
binding and nonspecifi c protein interaction [ 16 ]. A standard NHS 
ester–amine  conjugation   was applied here (Scheme  1 ):

    1.     LS601  (56 mmol) is dissolved in DMF (2 mL).   
   2.    To the above solution is added N-hydroxysuccinimide (NHS, 

120 mmol) and  N -(3-Dimethylaminopropyl)- N ′-ethylcarbodiimide 
hydrochloride (EDC, 120 mmol).   

   3.    The reaction mixture is stirred overnight in the dark.   
   4.    The product is precipitated out from the solution by adding 

diethyl ether (10 mL) to the reaction mixture ( see   Note    2  ).   
   5.    Recrystallization of the intermediate is done by redissolving 

the precipitate in a minimal amount of methanol ( see   Note    3  ) 
followed by adding excess amount of diethyl ether to precipi-
tate out the product ( see   Note    4  ), which is fi ltered and dried.   

   6.    The intermediate  LS601 -NHS ester (5 μmol) is redissolved in 
DMSO (100 μL).   

   7.    To a solution of methoxy-PEG-amine 40 kDa (PEG 40k , 
2.5 μmol) in NaHCO 3  buffer (0.1 M, 1 mL) is added the 
above solution.   

2.2.2   Conjugation   
of LS601 to a 40 kDa PEG 
(PEG40k) ( See   Note    1  )

  Scheme 1    Preparation of  ROS   sensitive probe  LS601R -PEG 40k  from  LS601 . (Reprinted from Ref.  14  with per-
mission from Publisher)       
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   8.    The reaction mixture is shaken for 3 h in the dark.   
   9.    The product,  LS601 -PEG 40k , is purifi ed with a Sephadex G-25 

column eluted with water ( see   Note    5  ).    

     SDS-PAGE is used to quantitatively characterize  LS601 -PEG 40k . 
Bio- Rad Any KD or 4–20 % Mini-PROTEAN TGXTM Gel is used 
to characterize  LS601 -PEG 40k  and manufacturer’s protocol is fol-
lowed. A Precision Plus Protein All Blue Standard (Bio-Rad 
Laboratories, fl uorescent at 710 nm) is used as the ladder. After 
development, the gel is imaged using the Pearl Impulse Small 
Animal Imaging system (LiCor Biosciences, Lincoln, NE), where 
the probe is imaged using the 785 nm/810 nm channel; the ladder 
is imaged using the 685 nm/710 nm channel ( see   Note    6  ). The 
quantitative analysis is done using the Pearl Cam Software (LiCor 
Biosciences, Lincoln, NE). An equal size region of interest (ROI) 
is drawn at all the bands on the gel in both channels. The fl uores-
cence intensity of each ROI is determined by subtracting the back-
ground fl uorescence from the mean intensity of that ROI. The 
relative distribution of each band is then calculated through divid-
ing each band’s fl uorescence intensity by the sum of all bands’ fl uo-
rescence intensity ( see   Note    7  ). For this  LS601 -PEG 40k   conjugation  , 
~70 % of the product is the mono- PEGylated  LS601 , ~22.5 % is 
the di-PEGylated  LS601 , and there is about ~7.5 % of  LS601  that 
has not been conjugated to PEG 40k  ( see   Note    8  ).  

   The fl uorescent dyes need to be reduced prior to  ROS   sensing 
imaging. The reduction of the dyes followed a general NaBH 4  
reduction procedure.

    1.     LS601 -PEG 40k  (0.28 μmol) is dissolved in deionized (DI) 
water (1 mL) and then cooled to 0 °C.   

   2.    To the above solution at 0 °C is added 20 μL NaBH 4  (1 mg/
mL) in DI water in four portions ( see   Note    9  ). UV–Vis  absorp-
tion   is used to check the completion of this reaction by moni-
toring the disappearance of the 770 nm peak.   

   3.    The reaction is then left overnight in the dark before the in vivo 
use.    

     The probes from the NaBH 4 -reduction can be tested for the  ROS   
sensitivity before in vivo application ( see   Note    10  ). The procedure 
below is followed.

    1.    A quartz cuvette fi lled with methanol (2 mL) and a stirring bar 
is placed in a fl uorometer, whose excitation wavelength is set at 
720 nm and  emission   range is set between 735 and 950 nm.   

   2.    To this cuvette is added 5 μL of the reduced  LS601  (1 mg/
mL in DMSO).   

2.2.3  Characterization 
of the LS601- PEG 40k  
Compound

2.2.4  Reduction 
of the Dyes to  ROS   
Sensors

2.2.5  Probe Evaluation
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   3.    H 2 O 2  is then added to the above solution immediately fol-
lowed by ferrous sulfate (10 mM, 15 μL).   

   4.    The  emission   is monitored ( see   Note    11  ).    

      Animal studies are performed  in   accordance to protocols approved 
by Washington University School of Medicine in St. Louis Animal 
Studies Committee for humane care and use of laboratory animals. 

   6–10-week-old C57B16 black male mice (Harlan Laboratories, 
Indianapolis, IN) are used in this study.  

    Ischemia   was introduced at the lower thigh and lower limb.

    1.    Buprenorphine (0.1 mg/g) is administered subcutaneously 
before surgery and 12 h post-surgery.   

   2.    Mice are anesthetized by  isofl urane   (2 %, 1 L/min) ( see   Note    12  ).   
   3.    The hair of the lower abdomen and the ventral surface of both 

hindlimbs is removed using electric clipping followed by cream 
depilatory.   

   4.    The shaved mice are placed supinely on a covered heating pad 
with limbs secured.   

   5.    The right hindlimb is prepared for the aseptic surgery using 
betadine and ethanol on cotton swabs (3×).   

   6.    In the inguinal area, parallel to the body wall, a 1-cm skin incision 
is made using fi ne forceps and surgical scissors ( see   Note    13  ).   

   7.    7-0 silk ligatures is placed around the artery and vein bundle 
( see   Note    14  ) after dissecting the subcutaneous fat pad from 
the femoral sheath.   

   8.    Finally, the blood fl ow is occluded from the segment of the 
femoral artery and vein between the distal and the 7-0 silk 
knots by resecting the femoral artery within the ligatures.   

   9.    After the surgery, the skin is closed by 6-0 nylon sutures in a 
simple interrupted pattern.   

   10.    0.5 mL saline is administered subcutaneously.   
   11.    The anesthesia is then removed.   
   12.    The  mouse  ’s recovery is monitored on the heating pad.    

3        In Vivo Imaging 

 Imaging studies are carried  out   3 days post-surgery. All procedures 
are done at room temperature unless otherwise specifi ed.

    1.    The mice are anesthetized by isofl urane (2 %, 1 L/min) 
pre-injection.   

   2.    Turn on the imager.   

2.3  Animal Models

2.3.1  Animals

2.3.2  Surgical Procedure 
to Induce  Ischemia  
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   3.    Open the drawer to ensure the machine is connected 
( see   Note    15  ).   

   4.    Wait for the machine to warm up ( see   Note    16  ).   
   5.    Click the camera icon ( see   Note    17  ).   
   6.    The mice are administered with  LS601R -PEG 40k  intrave-

nously via the tail vein.   
   7.    Turn on the  isofl urane   for the imager and place the  mouse   on 

the imaging bed.   
   8.    Start the imaging process by pushing the start button 

( see   Note    18  ).   
   9.    Images are acquired at immediately, 1, 4, and 24 h 

post-injection.    

4       Control Studies   and Imaging Evaluation 

   Two control studies are applied: (1) Imaging of injured limb vs. 
uninjured limb by  LS601R -PEG 40k , and (2) imaging of injured 
limb using  LS601R -PEG 40k  vs. unreduced dye ( LS601 -PEG 40k ). 
As shown in Fig.  1 , the limb that was induced with  ischemia   (left) 
showed higher contrast than the intact limb (right) when imaged 
by  LS601R -PEG 40k . In addition, when both  LS601R -PEG 40k  and 
 LS601 -PEG 40k  were studied under the same imaging study condi-
tion, the reduced form,  LS601R - PEG 40k  showed much higher 
contrast than the unreduced form (Fig.  2 ).

       The anesthetized mice are euthanized immediately after the last 
scan via cervical dislocation. Thigh and calf muscles are collected, 
snap-frozen in Optimal Cutting Temperature compound (OCT), 
and stored at −80 °C for further analysis.  

   Oxidation stress caused by  ROS   at the injury site is evaluated by 
immunohistochemistry.  ROS   could cause the oxidation of DNA 
and RNA’s deoxyguanosine to form 8-oxidized guanosine (8-OHG) 
[ 17 ]. Under the same condition, tyrosine could also be oxidized to 
nitrotyrosine [ 18 ]. Both 8-OHG and nitrotyrosine antibodies are 
readily available and are applied here for the immunohistochemistry 
stain. Normal uninjured muscle is used as the control.

    1.    The  mouse   muscle specimens are fi rst fi xed with 4 % parafor-
maldehyde (Fig.  3 ).

       2.    The muscle is then embedded in paraffi n.   
   3.    The muscle is cut into 5 μm sections using cryostat.   
   4.    8-OHG and nitrotyrosine antibodies are used to stain the 

muscle.    

4.1   Control Study  

4.2  Ex Vivo Study 
Sample Preparation

4.3   Histology 
Analysis  
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  Fig. 1    Fluorescence imaging at immediately, 1, 4 and 24 h post-injection of 
 LS601R -PEG 40k  (785 nm/810 nm channel). The  white arrows  show the surgical 
site and the  red arrow  shows the fl uorescence increase. Fluorescence of the 
uninjured limb did not increase signifi cantly. (Reprinted from Ref.  14  with per-
mission from Publisher)       
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5       Imaging Process 

 The Quantitative  post   imaging analysis is done using Pearl Cam 
Software (LiCor Biosciences, Lincoln, NE). A thigh region distal 
to the surgical incision is selected as the ROI, whose mean intensity 
is determined using the Pearl Cam Software. Student’s  t  test is 
used to compare the injured and uninjured limbs with  α  = 0.01. 
Graphpad Prism 5.0 is then used for the  statistical analysis   of the 
imaging data.  

6                      Notes 

     1.     Conjugation   to a PEG molecule is not essential for the infl am-
mation imaging, but is important to extend circulation time 
in vivo for adequate contrast in this model [ 13 ].   

   2.    10–50× volume of diethyl ether is needed to fully precipitate 
the product.   

   3.    Minimal amount of methanol used here is critical to obtain 
higher yield of the reaction.   

   4.    Repeat the recrystallization step if necessary.   
   5.    The product should show a green band on the column.   
   6.    Those channels are the default setting of the Pearl Imager. 

Other fl uorescence imaging systems may also be used to match 
the fl uorescence emissions of other dyes.   

   7.    This calculation is based on the fact that all the fl uorescent 
bands carry the same  fl uorophore  .   

   8.    The mixture of mono- and di-PEGylation did not affect 
 LS601 ’s ability to image infl ammation.   

   9.    UV–Vis  absorption   is measured after adding each portion. 
More portions of NaBH 4  can be added if necessary.   
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  Fig. 2    Left, fl uorescence intensity change at the ROIs selected around the surgical site at different time points 
after injecting  LS601 -PEG 40k  ( n  = 3);  right , fl uorescence intensity change at the ROIs selected around the surgi-
cal site at different time points after injecting  LS601R -PEG 40k  ( n  = 3).  LS601R -PEG 40k  caused a 5.8× increase 
at the ROI. (Reprinted from Ref.  14  with permission from Publisher)       
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   10.    We only test LS601’s ability for  ROS   sensing since PEGylation 
should not affect the  fl uorophore  .   

   11.    As a result of the oxidation, the  absorption   peak at ~770 nm 
was regenerated.   

  Fig. 3    ( a ) There is a mild increase of 8-OHG stain ( blue ) in the injured muscle compared to the uninjured 
muscle; ( b ) There is mild increase of nitrotyrosine stain ( brown ) in the injured muscle compared to the unin-
jured muscle. (Reprinted from Ref.  14  with permission from Publisher)       
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   12.    This is verifi ed by the absence of the toe pinch refl ex.   
   13.    The surgery is performed under a stereomicroscope (3–4×).   
   14.    Femoral nerve should be carefully avoided at the distal femo-

ral, perforating artery, epigastric artery and proximal femoral.   
   15.    One easy way to check if the machine is connected is to turn 

the temperature off. An error message will show if the machine 
is not connected.   

   16.    The camera icon will change from gray to clickable when the 
machine is warmed up.   

   17.    Add animal IDs; change the camera settings: channels, resolu-
tion, and focal plane.   

   18.    The images will be saved automatically.         
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    Chapter 6   

 Fluorescence Lifetime Imaging of Cancer In Vivo                     

     Owen     Peng     and     Walter     J.     Akers      

  Abstract 

   Optical imaging of fl uorescent reporters in animal models of cancer has become a common tool in onco-
logic research. Fluorescent reporters including fl uorescent proteins, organic dyes, and inorganic photonic 
materials are used in fl uorescence spectroscopy, microscopy, and whole body preclinical imaging. 
Fluorescence lifetime imaging provides additional, quantitative information beyond that of conventional 
fl uorescence intensity signals, enabling signal multiplexing, background separation, and biological sensing 
unique to fl uorescent materials.  

  Key words     Molecular imaging  ,   Microenvironment  ,   Drug delivery  ,   Oncology  ,   Animal model  , 
  Time- domain  ,   Diffuse spectroscopy  ,   Optical  ,   Preclinical  

1      Introduction 

 Fluorescence lifetime (FLT) is an intrinsic property of fl uorescent 
compounds ( fl uorophores  ) that emit light after absorbing higher 
energy photons. The measured FLT corresponds to the average 
amount of time a population of fl uorescent molecules spends in 
 the         excited state prior to photon  emission  . FLT measurements 
represent a population effect rather than direct measurement of 
individual  fl uorophores  . Unlike fl uorescence intensity, FLT is a 
quantitative measurement directly related to the  quantum yield   
of a dye, not its concentration. 

 This property of  fl uorophores   has been used extensively in 
microscopy (fl uorescence lifetime imaging microscopy, FLIM) to 
detect protein–protein interactions, fl uorescence resonance energy 
 transfer   (FRET), and changes in local pH (Fig.  1 ). FLT imaging 
microscopy and FLT endoscopy have utilized intrinsic tissue FLT 
data to assess differences in distribution of factors such as NADH 
and FADH and their oxidation state to correlate with pathologic 
changes or other biological processes [ 1 ]. FRET occurs when fl uo-
rophores with similar spectral characteristics are in close proximity, 
and absorbed energy is transferred from the donor fl uorophore to 



56

the acceptor. Microscopy applications of  fl uorescent protein   FRET 
pairs have demonstrated very effective strategies for investigating 
protein–protein interactions. Initial methods for measuring FRET 
required measuring the fl uorescence of each fl uorophore, calibrat-
ing signals with individual control measurements, improving the 
accuracy of energy transfer calculations. After implementation of 
fl uorescence lifetime imaging microscopy (FLIM), it has been 
shown that FLT measurements are more accurate in measuring 
FRET by measuring a single  emission   channel [ 2 ].

   Two methods are available for FLT measurement, frequency 
domain and  time domain  . Time domain fl uorescence lifetime mea-
surements in deep tissue have been shown to be superior to fre-
quency domain methods due to the quality of information detected 
[ 3 ]. Time domain measurements require pulsed laser excitation on 
the order of nanosecond pulse width and time-gated detection. 
Collected  time-domain   fl uorescence measurements are typically 
presented as a temporal point spread function ( TPSF  )   , a statistical 
representation of the counted photons relative to the time after 
excitation. Time correlated single photon counting detectors are 
the most accurate and reliable for this purpose.          Another method 
uses gated image intensifi ers, measuring fl uorescence  emission   at 
discrete time intervals after excitation [ 4 ]. This method can be 
much faster, binning a given range of time after excitation into 
gates to cover an expected FLT range with temporal resolution 
dependent on the number of gatings acquired. 

 Translating FLT imaging to  preclinical   and clinical arenas 
introduces challenges due to nonlinear  absorption   and scattering 
properties of biological tissues. Nonetheless, FLT measurements 
can signifi cantly enhance the amount of information gained from 
near infrared (NIR)  optical imaging  . 

 At this time, there has been only one  preclinical   FLT imaging 
system available for purchase, the Optix systems from Advanced 

  Fig. 1    Depiction of quenching sources and energy transfer mechanisms that can affect the measured fl uores-
cence lifetime of  fl uorophores   in biological tissues. Physical and chemical characteristics of the fl uorophore 
environment can affect the excited state dye, reducing its  quantum yield   and therefore fl uorescence lifetime       
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Research Technologies, which is no longer in business. Regardless, 
FLT imaging continues to be explored and the same principles 
apply to any  time-domain   imaging system, only varying by the spe-
cifi c method of data acquisition and analysis software capabilities. 
In fact, 3D FLT imaging has been reported for whole body imag-
ing of  organic fl uorophores      [ 4 ,  5 ] and  fl uorescent proteins   [ 6 ,  7 ] 
in murine models. 

 Cancer represents an important application for diagnostic 
imaging with many challenges. In general, cancer tissue is very 
similar to normal, healthy tissue, particularly at early stages. 
Differences that distinguish cancer from noncancerous tissues can 
include increased expression and activity of growth receptors and 
remodeling  enzymes  , altered pH and increased metabolism. 
 Molecular imaging   methods have gained signifi cant ground in 
detecting increased metabolism, cell proliferation, and cell-surface 
receptor expression, but measuring  enzyme   activity and pH has 
proved elusive [ 8 ]. 

 Our lab and others have demonstrated the potential of FLT 
imaging using near infrared (NIR) molecular probes in whole- 
animal  optical imaging   [ 4 ,  9 – 14 ]. The independence of FLT from 
dye concentration minimizes the detrimental effects of concentra-
tion artifacts, including  photobleaching   and dye decomposition. 
In addition, the FLT is less perturbed by light scattering [ 15 ,  16 ], 
excitation intensity, or sample turbidity [ 17 ]. FLT imaging  allows 
        multiplex resolution of probes that exhibit the same steady state 
optical properties ( absorption   and  emission  ) with different FLT 
characteristics [ 9 ]. We have shown that NIR  fl uorescent reporters   
that clear through the kidneys have signifi cantly lower fl uorescence 
lifetime in the bladder, likely due to low amounts of protein in the 
urine [ 18 ,  19 ]. More recently, we demonstrated that FLT imaging 
can improve detection of  enzyme  -mediated hydrolysis of FRET- 
based NIR  fl uorescent probes   in  vivo   [ 20 ]. Current instrumenta-
tion allows FLT resolution of 0.2 ns or less, which favors detection 
of small FLT changes. 

 Future applications: Fluorescence lifetime imaging has great 
potential for noninvasive sensing when paired with advanced fl uo-
rescent molecules. We and others have worked to develop sensing 
fl uorescent dyes for detecting tumor-specifi c characteristics such as 
pH [ 21 ,  22 ],  enzyme   activity [ 20 ,  23 – 25 ], and molecular radicals 
[ 26 ]. While many of these sensing dyes rely on spectral changes of 
absorbance and/or fl uorescence  emission  , others act by changes in 
 quantum yield   (seen as intensity), which is directly related to the 
fl uorescence lifetime. These include dyes sensitive to pH [ 21 ,  27 ], 
selective protein binding [ 28 ,  29 ], and ion concentration [ 30 ]. 

 In scattering media, including biological tissues, fl uorescence 
intensity is generally not quantitative due to surface enhancement 
of signals. Fluorescence lifetime on the other hand is not as  sensitive 
to scattering and therefore represents a quantitative method for 

Fluorescence Lifetime Imaging of Cancer In Vivo



58

noninvasive sensing. We have recently shown that fl uorescence 
lifetime imaging can independently quantify changes in fl uores-
cence signals due to differences in pH [ 22 ],  enzyme   activity [ 20 ], 
and biodegradation of  nanoparticles   [ 31 ]. In these cases, fl uores-
cence intensity alone would not have provided reliable measure-
ments of these events. As more of these sensing dyes are developed, 
fl uorescence lifetime imaging will gain utility and potential for 
diagnostic use.  

2    Materials 

     1.    Appropriate  animal model  . All animal studies must be approved 
by your institutional animal care and use committee and follow 
guidelines specifi ed by the granting agency such as the  Guide 
for the Care and Use of Laboratory Animals  [ 32 ].   

   2.    Anesthesia such as ketamine– xylazine         cocktail for injection or 
isofl urane with precision vaporizer for inhalation delivery.   

   3.    Hair remover cream such as Gel Hair Remover Cream (Veet)   
   4.    Low fl uorescence rodent chow such as #D10001 (OpenSource 

Diets), TD.97184 (Envigo), or 5V75 (LabDiet) fed for at least 
3 days prior to imaging to reduce fl uorescence from digesta in 
gastrointestinal tract.   

   5.    Fluorescent  contrast agent   with optical properties matching exci-
tation source and  emission   fi lters of the instrument to be used.   

   6.    Fluorescence lifetime imaging system, computer, and software 
for acquiring and analyzing  time-domain   fl uorescence data.      

3    Methods 

  Optical imaging   can be performed in three basic geometries: 
refl ectance, diffuse refl ectance, and transillumination (Fig.  2 ).

     As with most  preclinical    imaging   procedures, mice must be anes-
thetized to prevent corruption of data by movement during scan-
ning. Anesthesia can be performed using injectable (e.g., 
ketamine–xylazine) or inhaled (e.g.,  isofl urane  ) methods. Injectable 
anesthesia gives greater fl exibility in manipulation and positioning, 
but has a lower safety threshold and may not last as long as needed. 
Gas anesthesia is rapidly induced, safe and recovery is quick but 
requires strict positioning of the nose and mouth for delivery. The 
Optix MX3 is equipped for gas anesthesia with nose cone to facili-
tate scanning a single  mouse   from head to tail.

    1.    Animals should be anesthetized for all procedures including 
imaging. If not completely anesthetized, mice may move 
during the scan or result in poor positioning. Use ketamine 

3.1  Animal Handling
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and xylazine cocktail (80–100 mg/kg ketamine and 10–15 
mg/kg xylazine) for intraperitoneal (IP) injection. Ketamine is a 
controlled drug, requiring appropriate individual or institutional 
licenses for purchase and use. Isofl urane is usually delivered using 
a precision vaporizer  with         appropriate pressure-regulated gas 
source (e.g., 30–100 % oxygen). Typically, 2–3 %  isofl urane   is 
suffi cient for anesthetizing mice in an induction chamber 
followed by maintenance anesthesia at 2 % via nose cone.   

   2.    If using haired mice, hair must be removed by gentle clipping 
and chemical depilatory prior to imaging. We have had success 
with several cream agents that are applied for about 3 min, 
then rinsed away. It is important to carefully follow instruc-
tions to prevent skin damage as these can cause burns if left on 
for too long. Animal temperature should be maintained using 
heated pad as heat loss occurs quickly, particularly when wet.   

   3.    Position animals as fl at as possible with relation to the scanning 
head on the heated imaging platform (Fig.  3b ). Best data col-
lection will occur from surfaces normal to the excitation source 
and detector ( see   Note    1  ).

       4.    Once animal placement is satisfactory, close the instrument 
door and begin scanning.    

         1.    First turn on the system and wait for the detector to warm up. 
This process can take up to 15 min as the system must adjust 
the chamber to the proper temperature and the laser must 
warm-up.   

   2.    Choose a Laser Preset. The excitation wavelength must be 
chosen based on the optimal detection characteristics of the 
 fl uorescent reporter  . As the Optix system utilizes laser excitation, 

3.2  Performing 
the Scan

  Fig. 2    Cartoons of geometries for  preclinical    optical imaging   of fl uorescent molecules. Photons are scattered 
in biological tissues, traveling a random, nonlinear path. The Optix MX3 uses laser excitation for diffuse refl ec-
tance imaging in a raster scanning technique to measure fl uorescence intensity and fl uorescence lifetime 
several millimeters below the skin surface       
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which is essentially monochromatic,  emission   fi lters can be 
used that better fi t the maximum emission range of the dye 
relative to lamp and light emitting diode (LED) sources used 
by many imaging systems. That being said, preselected settings 
for commonly used  fl uorescent reporters   cover the majority of 
 fl uorescent proteins   and dyes used for in  vivo    imaging  . In the 
upper left corner you can adjust the wavelength emitted by the 
laser. There are many presets, but you can also create custom 
presets. There are three variables that go into each preset, the 
wavelength of the laser that hits the specimen, the time win-
dow, or the amount of time photons are collected, and the 
collection fi lter. The collection fi lter specifi es for the system 
which photons to collect and analyze. For example, if the col-
lection fi lter is set at 530 nm, the system will only collect pho-
tons that are 530 nm. The preset chosen is very important and 
should be tailored to the specifi c dye that is used in the system 
( see   Note    2  ).   

   3.    After the detector and laser are warmed up, a small icon in the 
lower left corner of the screen will appear that shows a lock. 
If this lock is “locked”          and the background is yellow, the system 
is closed and specimens cannot be placed inside. After the system 
has warmed up, the icon will be green and “unlocked”.   

   4.    Place your  mouse   in the chamber on the imaging platform.   
   5.    Next, press the scan icon in the upper left hand corner of the 

screen. It has a beaker, a fl ask, and a graduated cylinder on it. 
This is the fi rst scan that will be done. This scan recognizes the 
sample that will be scanned on camera. You should see a picture 
of the sample in black and white on the computer screen.   

   6.    Input the study name and location to save. Click “Next.”   
   7.    You will be brought to another screen. Here you will be able 

to choose between in  vivo   and in vitro scanning. In vivo is 

  Fig. 3    Optix MX3  time domain   diffuse  optical imaging   system equipped with supercontinuum white light laser, 
gas anesthesia, and heated imaging platform for imaging  mouse   models of cancer       
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used for 3D objects while in vitro is used for fl at solutions. 
Depending on the settings the information collected will be 
different. Also name the specimen appropriately. Press “Next”.   

   8.    A profi lometry scan of the specimen will occur to measure the 
height of the object and for 3D representation. This process 
takes about 1 minute. A sound from the system will indicate 
completion of the scan.   

   9.    The next step is to select the region in which you will do the 
scan. You can choose the shape of the region of interest. 
Often times the basic rectangle is suffi cient to the experiment. 
Using the “paintbrush” option, you can create your own 
region of interest. Within this region of interest you will see a 
series of horizontal and vertical lines. The frequency of these 
lines is related to the resolution chosen. Each intersection is a 
point that will be scanned. The region of interest should be 
large enough to encompass the entire sample, but at the same 
time should have minimal excess space, as this area will only 
increase the scanning time.   

   10.    Next, choose an appropriate scanning resolution. By choosing 
a scan resolution, you are selecting the frequency of points of 
interest within the region of interest. For example, a scan reso-
lution of 1 mm will place scanning points every 1 mm through-
out the entire region of interest. While ideally all scans would 
be done in the highest resolution of 0.5 mm, this is not possi-
ble, because of time restraints. Since the system is rather slow, 
and even at low resolutions such as 3.0 mm time spent on 
higher resolutions is often not worth the increased detail of the 
scan. Most of the time a 3.0 mm resolution is used even for a 
relatively small area, as even that type of scan may take upwards 
of 15 min. Sometimes a higher resolution is needed, but a pre-
liminary 3.0 mm scan should be done fi rst in order to gauge 
the necessity of further scans.   

   11.    After choosing the appropriate region of interest and the 
appropriate resolution press the scan button. This button will 
start an intensity scan that measures the intensity of  emission   at 
each point in the region of interest. The system uses the inten-
sity information for planning the quantitative scan in which the 
laser power and detector integration time will  be         optimized 
pixel-by-pixel to ensure adequate photon counts without satu-
rating the detector.   

   12.    The initial scan is performed to evaluate fl uorescence intensity 
at each pixel that will be used to plan the subsequent quantitative 
scan. For the quantitative scan, the system uses the intensity 
information to adjust the laser power and detector integration 
time for each pixel to obtain suffi cient photon counts for 
accurate fl uorescence lifetime determinations.   

Fluorescence Lifetime Imaging of Cancer In Vivo



62

   13.    This next page is the start screen for a full quantitative scan. 
An important option to select is the “reject low quality points” 
option. This option eliminates points with low photon counts 
from the quantitative scan in order to save time. From the 
starting 100, press the down arrow and see on screen how the 
system blacks out the low intensity areas. Black out as much as 
possible to save the most time, while also not blacking out any 
regions that contain high intensities as they may contain 
important information. Then press next to start the scan. 
This is the longest scan of the process taking from 2 to 20 min, 
depending on the signal intensity and number of points 
measured.   

   14.    When the scan is done press the “view results” button and 
then the “fi nish” button. The view results option opens up 
Optiview analysis software for data analysis.      

         1.    An Intensity Plot is shown when Optiview is fi rst opened. The 
intensity plot shows the amount of scattered photons collected 
by the system at each individual point and is determined as the 
integral of the  TPSF   curve.   

   2.    The intensity scale can be adjusted with sliding bar in the top 
center of the analysis window.   

   3.    Image zoom and intensity scales can be equalized across all 
images in the window for direct comparison.   

   4.    Region of interest analysis can be performed to evaluate fl uo-
rescence intensity values for specifi c locations as desired.      

       1.    The  TPSF   fi t tool is located in the top left corner of the screen. 
There are three graph icons in that area and the left-most icon 
is the Fit Tool.   

   2.    After clicking on the icon, your  mouse   will turn into an arrow. 
With the arrow, click on a point of interest on the intensity 
scan.   

   3.    A new screen will appear showing the temporal point spread 
function representing the detected photons over time at the 
specifi ed point (Fig.  4c ).  A         nonlinear, exponential fi t of the 
 TPSF   will also appear as a red line over the tail of the  TPSF  . 
 Fitting of the  TPSF   from near the peak to the tail will be auto-
matically performed and initial fl uorescence lifetime calculated 
( see   Note    3  ). The chi squared error of the fi t will be plotted 
below the  TPSF   showing the goodness of fi t (Fig.  4d ).

              1.    Fluorescence lifetime is a specifi c property of each fl uorescent 
material that measures the amount of time a dye will remain in 
the excited state before releasing its energy as a photon. Since 
lifetime is specifi c to each dye it is a very important measure-
ment to have.   

3.3  Data Analysis

3.3.1  Fluorescence 
Intensity Analysis

3.3.2  Fluorescence 
Lifetime Analysis

3.3.3  Interpreting 
Fluorescence Lifetime
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   2.    The TPS Fit Tool shows the lifetime at a single point, but the 
intensity scan can be converted into a lifetime plot. To do this 
under “Tasks” select lifetime analysis. Afterwards a lifetime 
plot will be produced.   

   3.    As opposed to the intensity graph, interpretation of the flu-
orescence lifetime map is not straightforward. This makes 
sense, because it means that almost all the fl uorescence present 
is a result of the specifi c dye used.   

   4.    Fluorescence lifetime is a very useful tool in fl uorescence 
imaging, because oftentimes it is not clear whether the source 

  Fig. 4    Fluorescence intensity ( a ) and lifetime ( b ) maps from  orthotopic tumors   from murine mammary carci-
noma cells expressing green  fl uorescent protein   (excitation 470 nm,  emission   500 nm). The fl uorescence  TPSF   
( c ) shows a linear fi t of logarithmic plot with minimal fi tting error ( d ). The FLT map demonstrates contamination 
of GFP signal with  autofl uorescence   in areas adjacent to tumor tissues       
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of fl uorescence is actually the used dye or another source. Since 
fl uorescence lifetime is specifi c to each particular dye despite 
the intensity, it is a good diagnostic to see for sure that the 
intensity is actually from dye (Fig.  5 ).

4                Notes 

     1.    How the specimen is positioned in the chamber initially is very 
important to the results of your study. If the specimen is fl at, it 
will be diffi cult for the laser to penetrate the sample and produce 
any signifi cant scattering. In this case, it would be important to 
place some type of backing underneath the sample to promote 
scattering of the photons. With transparent specimens, often-
times the system will not detect the sample very well. To fi x 
this problem, a white sheet of paper can be placed underneath 
the sample in order for the machine to detect it.   

   2.    Fluorescence signals can be overwhelmed by excitation light if 
not suffi ciently blocked by the  emission   fi lter. A way to correct 
for this problem is to adjust the wavelength of the excitation 
light. If the wavelength of the collection fi lter is too similar to 
the wavelength of the laser excitation the likelihood of misat-
tribution of intensity is higher. This is because the wavelength 
of the laser stays relatively constant from emission to collec-
tion. For example, a 730 nm  laser         when reabsorbed will still be 
at 730 nm. Contrast this with the scattered photons from 
fluorescence. When the fluorescent subject absorbs the 

  Fig. 5    Fluorescence intensity ( a ) and lifetime ( b ) maps of  mouse   with subcutaneous tumor  xenograft   of ovarian 
carcinoma cells transfected with infrared  fl uorescent protein  . FLT information enables discrimination of IFP 
signal (~0.9 ns) from adjacent signal originating from gastrointestinal contents (>2 ns). The  TPSFs   ( c ) for 
tumor ( red ) and GI ( green ) show distinct differences in fl uorescence decays       
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photons of the laser, it absorbs and releases the photons, but 
releases them at a variety of wavelengths. Each different wave-
length is emitted at varying frequencies, and when graphed 
these emitted photons create an emission spectrum. While a 
high intensity may be assumed to be good, this is not always 
the case. It is important to know where these photons are com-
ing from. Ideally, only photons scattered by the subject will be 
collected and analyzed by the machine, but this is not the case. 
Oftentimes, the machine will be collecting photons that come 
directly from the laser in addition to the photons scattered by 
the subject, and this can heavily skew results. The laser is a 
direct stream of photons whereas the scattered photons are 
very dispersed; as a result, the photons coming from the laser 
will be represented signifi cantly more in the intensity count 
than the scattered photons. Therefore, it is good to see a high 
intensity, because it shows evidence of fl uorescence, but it is 
more important that the photons collected are a result of actual 
scattering rather than laser refl ection.   

   3.    Ideally the line will show a straight steady decay with relatively 
little noise and a lack of artifacts. Noise is the random fl uctuations 
of the  TPSF  . Artifacts are a large irregularity in the general slope 
of the graph and may be due to refl ected excitation light that 
bleeds through the  emission   fi lter in low fl uorescence areas.         
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    Chapter 7   

 Noninvasive Imaging of Fluorescent Reporters in Small 
Rodent Models Using Fluorescence Molecular Tomography                     

     Weizhou     Hou     and     Steve     H.     Thorne      

  Abstract 

   The capacity to combine noninvasive whole animal imaging of genetic reporters and exogenously added 
probes in a single animal makes fl uorescence imaging a powerful tool for investigating molecular events in 
live animals in preclinical research. However, the adsorption and diffraction properties of light passing 
through tissues mean that the choice of reporters, models, and imaging systems needs to be carefully con-
sidered. Here, we describe approaches to design and run experiments incorporating noninvasive whole 
animal fl uorescence imaging into small animal imaging studies.  

  Key words     Optical  ,   Fluorescence  ,   Whole animal  ,   Molecular imaging  ,   Noninvasive  ,   Reporters  

1      Introduction 

 The use of  optical imaging   to rapidly and inexpensively interrogate 
molecular events in whole  animal models   has revolutionized the 
way small animals are used in research [ 1 – 3 ]. This has been primar-
ily driven by the use of  luciferase   reporters for  bioluminescence 
imaging  . However limits in the number of available reporters and 
the primarily two-dimensional nature of this modality  have         meant 
that many investigators have begun to increasingly incorporate 
whole animal fl uorescent reporter imaging into small animal exper-
iments. The potential to repeatedly image and co-register multiple 
reporters imaged in distinct channels in a single animal makes this 
approach appealing, but issues related to sensitivity and back-
ground autofl uorescence have historically limited its application. 
Over the last 5–10 years many of these issues have been overcome, 
primarily through the development and commercialization of 
instrumentation that makes use of trans-illumination with laser 
light sources, raster scanning of the subject and multiple detectors 
suitable for tomographic imaging. In addition, software has been 
developed that is capable of reconstructing images with better sen-
sitivity and resolution and more accurate quantifi cation. Finally the 
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engineering of genetically encoded fl uorescent reporters with 
excitation and  emission   spectra in the far-red range (that is most 
suitable for whole animal imaging studies) have further helped 
fl uorescence whole animal imaging to become a viable alternative 
to the more commonly used  bioluminescence imaging   approaches. 

 Although whole animal  fl uorescence imaging   has the potential 
to bring much of the power of  fl ow cytometry   or  confocal micros-
copy   to the fi eld of small animal research, careful consideration needs 
to be given to the choice of reporters and instrumentation when 
designing new models. These are covered, along with basic proto-
cols for imaging small animals, focusing on use of the FMT2500 
system (PerkinElmer).  

2    Materials 

     1.    Reagent or reporter to be imaged ( see   Notes    1   and   2  ).   
   2.    Mice, typically obtained from commercial vendors (e.g., 

Jackson Laboratories or Charles River) ( see   Note    3  ).   
   3.     Anesthetic   (ideally inhaled, such as  isofl urane  , but injectable 

anesthetic can be used).   
   4.    Ultrapure water (ideally deionized water).   
   5.    70 % ethanol.   
   6.    3D Fluorescence tomography imaging system (e.g., FMT2500, 

PerkinElmer) with appropriate image analysis software (e.g., 
TruQuant, PerkinElmer) ( see   Note    4  ).   

   7.    Imaging diet (alfalfa free).   
   8.    Nair (or equivalent depilatory) ( see   Note    5  ).      

3    Methods 

     1.             Pre-preparation of the mice. Due to issues relating to autofl uo-
rescence of the regular diet (primarily caused by chlorophyll in 
alfalfa), an alfalfa-free imaging diet should be provided to the 
mice for at least 2 days in advance of the fi rst imaging time 
point. In addition,  mouse   fur can absorb and diffract excitation 
and  emission   light meaning that Nair (or equivalent depila-
tory) should be used to remove fur from around areas to be 
imaged in mice approximately 24 h in advance of the fi rst 
imaging ( see   Note    5  ).   

   2.    Labeling of cells or macromolecules. Depending on the events 
that are to be imaged it may be necessary to label cells or mac-
romolecules prior to delivery. Many commercial probes are 
available to image structural components in vivo (e.g., vascula-
ture), that are sensitive to local environmental conditions 
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within the host (such as hypoxia, glycolysis, and apoptosis) or 
that are activated by local enzymatic conditions (such as prote-
ase activated probes). However, if a genetic ( reporter gene  ) is 
to be imaged, then a suitable  fl uorescent protein   (ideally iRFP 
or FP-650, not GFP or RFP) needs to be expressed from 
within the host. This may involve ex vivo lentiviral labeling of 
a cell line (such as a tumor cell line), or genetic engineering of 
a pathogen, construction of a  transgenic   animal or adoptive 
transfer of a cell type, or transplant of a tissue or organ from a 
labeled transgenic animal. Alternatively, some  fl uorophore   
labeling kits are available, such that an appropriate fl uorophore 
(such as Cy5.5) can be covalently attached to surface proteins 
on a cell. This will only allow short- term imaging of initial traf-
fi cking. Finally, many macromolecules (such as DNA, proteins, 
or peptides (such as antibodies) or liposomes) may be labeled 
prior to delivery ( see   Notes    1   and   2  ).   

   3.    Inject engineered or tagged macromolecules, cells or virus or 
other imaging agents into mice. Timing of delivery prior to 
imaging will depend on the events to be imaged and may 
require initial pilot experiments to determine ideal time frames 
(for example, for viral or DNA delivery of  reporter genes   it 
may be necessary to initially determine the time needed for 
these to be expressed to suffi cient levels for imaging). Many 
commercial probes will have manufacturer’s guidelines for tim-
ing of injection prior to imaging, and some are available in 
different forms that may have  shorter         or longer times to clear-
ance depending on how often imaging is needed.   

   4.    Anesthetize the mice. Choice and level of  anesthetic   will need 
to be approved by Institutional Animal Care and Use Committee 
(IACUC) ( see   Note    6  ) and may also require special permits 
depending on the state or country.   

   5.    Image the mice. Imaging parameters, including exposure 
times, resolution, fi lter sets and regions of interest are usually 
set through the software associated with imaging instrumenta-
tion and the available settings varies from device to device, 
such that careful study of the manufacturer’s instructions and, 
ideally prior training is recommended. Although often more 
detailed than  bioluminescence imaging  ,  fl uorescence imaging   
devices are typically straightforward and do not require special-
ized trained operators as with many clinical imaging modali-
ties. An example of the imaging steps for use of the FMT2500 
system (Perkin Elmer) would involve;
   (a)     Place one  mouse   face down in the removable imaging cas-

sette. Make sure the target area to be imaged is located in 
the center of the glass plate.   

   (b)     Place the top plate over the subject and tighten the height 
adjustment knobs by turning them clockwise.   

Noninvasive Imaging of Fluorescent Reporters in Small Rodent Models…
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   (c)     Insert the imaging cassette into the internal docking station.   
   (d)     Choose the subject you want to image from the Select 

Subject tree using the TruQuant software.   
   (e)     Choose the laser channel, based on the fl uorescent agent 

injected into the  mouse  . Choose the agent you want to 
image from the drop-down list—the selection defaults to 
the agent selected for the subject’s group at the time of the 
group’s creation.   

   (f)     Scan the  mouse  .   
   (g)     Analyze the image according to TruQuant operator manual.   
   (h)     For quantitation in pmol fl uorescence, use the same 

threshold for all the groups.    
      6.    Clean and disinfect apparatus. This should again be done in 

consultation with the guidelines recommended by the manu-
facturer (as some disinfectants, even 70 % ethanol, may damage 
the equipment) and ensure disinfectant is used as required by 
local IACUC guidelines.   

   7.    Image analysis. This is typically performed on software associ-
ated with different imaging devices and has capabilities for 
altering thresholds and quantifying data (Fig.  1 ).

       8.    Verify the imaging results. It is important to verify and validate 
the imaging results. This may involve ex vivo analysis of fl uo-
rescence in different organs or tissues post mortem for a subset 
of  the         animals.      

  Fig 1    Screenshot from TruQuant software. Images from four animals imaged from the same group and ana-
lyzed in parallel. Conversion of raw data to pmol of  fl uorophore   is used to quantify data       
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4             Notes 

     1.    The choice of reagents to be imaged. Depending on the model 
and event to be examined, a variety of biological agents might be 
labeled (such as peptides, antibodies, DNA, sugars, small mole-
cules, or cells).  Fluorophore   binding to these agents can require 
some complex chemistry, or might be possible through simple 
one step procedures with commercially available kits (such as 
 N -hydroxysuccinimide (NHS) esterifi cation of Cy dyes to cyste-
ine residues). Consideration should be given to any possible 
changes to the physical properties of the reagents as a result of 
fl uorophore labeling (including increases in size or changes in 
charge or hydrophobicity). Cells can be labeled in a variety of 
different ways, such as loading with fl uorescently labeled  quan-
tum dots  , membrane labeling, peptide labeling, or through 
expression of  fl uorescent proteins  . Issues to be considered, 
include the reduction in fl uorophore concentration after cell 
division; processing or metabolizing of fl uorophore, or uptake 
into other cell types such as macrophages after cell death; effects 
of cellular manipulation on cellular viability or function; length of 
time needed to follow imaging of  cell tracking   after transfer 
should be considered when choosing a labeling protocol. In 
addition, although multiple fl uorescent proteins are available, 
only a small number have the required spectral properties that 
make them suitable for whole animal imaging ( see  below) [ 4 ]. 
However, cells labeled with appropriate  fl uorescent proteins   can 
be treated in a similar way as  luciferase   labeled cells (with the 
exceptions that (1) there is usually no need for exogenous addi-
tion of substrate; (2) ATP is not required for fl uorescence, so 
fl uorescence will be possible outside of the cell or after a cell has 
lost viability; and (3) fl uorescent proteins tend to be more stable 
than luciferase, and therefore may be less useful as a means to 
follow gene expression profi les unless they have been modifi ed).   

   2.    Choice of  fl uorophore  (s). One of the major advantages of  fl u-
orescence imaging   is that multiple (up to four) channels can be 
imaged in the same animal. Different instrumentation from 
different vendors offers different fl uorophore channels, but the 
key consideration is the wavelength of light needed to pass 
through tissue. This applies both to excitation and  emission  , 
with wavelengths between 650 and 950 nm providing the 
greatest  tissue penetration   properties. This means that fl uoro-
phores in the far red and near infrared range are the most 
suited to whole animal imaging. The high level of  autofl uores-
cence   at lower wavelengths also complicates imaging in this 
range.          This wavelength recommendation does reduce the 
number of  fl uorescent proteins   that can be readily imaged at 
any depth in living animals; however, several recently described 
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proteins do have adsorption and emission spectra in the appro-
priate wavelength ranges.   

   3.    Choice of  mouse   strain. This will again primarily depend on the 
events to be studied, and in some cases availability of  transgen-
ics  . In general, because of the need to remove fur, nude  mouse   
strains are preferred if possible. When immunocompetent ani-
mals are needed, white  mouse   strains are preferable to black 
strains (again due to the ease of light traveling through the skin 
pigmentation), but some black strains, including C57/BL6, are 
commercially available in albino form at slightly more cost than 
the wild type strain.   

   4.    Choice of Imaging Apparatus. Novel imaging devices are being 
introduced to the market at a rapid rate, while some investiga-
tors have chosen to build their own custom models. This means 
a large range of technical approaches to image collection have 
been incorporated. The most effective devices typically use 
trans- illumination of the subjects and will utilize laser excitation 
light, raster scanning and multiple detectors. The imaging device 
incorporated will therefore further determine the limits of sensi-
tivity and quantifi cation available to investigators.   

   5.     Fur removal  . Although Nair is recommended, other depilatory 
creams are available. These should be verifi ed for a lack of auto-
fl uorescence before being used. Alternatively, animals may be 
shaved; however, this tends to provide less even fur removal and 
increases the possibility of nicking the skin that may interfere 
with events to be imaged. The fur will also regrow, so removal 
may need to be repeated for longer term imaging studies. The 
choice to remove all or only a region of the fur will also be a 
consideration.   

   6.    Institutional Animal Care and Use Committee. As with all ani-
mal studies, IACUC approval will be required for all animal 
strains and species, reagents and procedures used in the pro-
cess of  the         studies.         
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Chapter 8

In Vivo Tumor Angiogenesis Imaging Using Peptide-Based 
Near-Infrared Fluorescent Probes

Rui Huang, Peter S. Conti, and Kai Chen

Abstract

Near-infrared fluorescence (NIRF) imaging is an emerging imaging technique for studying diseases at the 
molecular level. Optical imaging with a near-infrared emitting fluorophore for targeting tumor angiogen-
esis offers a noninvasive method for early tumor detection and efficient monitoring of tumor response to 
anti- angiogenesis therapy. CD13 receptor, a zinc-dependent membrane-bound ectopeptidase, plays 
important roles in regulating tumor angiogenesis and the growth of new blood vessels. In this chapter, we 
use CD13 receptor as an example to demonstrate how to construct CD13-specific NGR-containing pep-
tides via bioorthogonal click chemistry for visualizing and quantifying the CD13 receptor expression 
in vivo by means of NIRF optical imaging.

Key words Tumor angiogenesis, Near-infrared fluorescence imaging, Peptide-based probes, Molecular 
imaging, Cancer

1 Introduction

Near-infrared fluorescence (NIRF) imaging is an excellent noninva-
sive technique for studying diseases at the molecular level in living 
subjects [1–4]. As an excellent complement to nuclear imaging tech-
niques, such as positron emission tomography (PET) and single- 
photon emission computed tomography (SPECT), NIRF imaging 
does not employ ionizing radiation or radioactive materials, render-
ing it cost-effective, robust, sensitive, and straightforward over other 
imaging modalities [3, 5, 6]. Although absorption and scattering 
from biological tissues may limit penetration of light through the 
body, photon penetration into and out of tissue can be more effi-
cient in the near-infrared window (650–900 nm) with minimal 
intra- tissue scattering. Recent research advances have demonstrated 
that NIRF imaging is playing a valuable role in better understanding 
of biology, early diagnosis of diseases, and effective assessment of 
treatment [7–9].
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Angiogenesis, the formation of new blood vessels from pre- 
existing vasculature, is a fundamental process occurring during tumor 
progression [10–13]. A sizable body of evidence suggests that the 
formation of tumor angiogenesis is a complex multi-step process that 
follows a characteristic sequence of events mediated and controlled 
by growth factors, cellular receptors, and adhesion molecules [14–
16]. Therefore, biomarkers exclusively expressed in tumor angiogen-
esis can be recognized as potential targets for cancer diagnosis and 
therapy. Numerous studies have proved that CD13 receptor is an 
important regulator of endothelial morphogenesis during tumor 
angiogenesis [17]. CD13 receptor, also known as aminopeptidase N 
(APN), is a zinc-dependent membrane-bound ectopeptidase that 
degrades preferentially proteins and peptides with an N-terminal 
neutral amino acid [18]. Research results suggest that overexpression 
of CD13 is associated with the progression of many tumors, such as 
prostate, colon, and pancreatic cancer [19–21]. Through in vivo 
screening of a phage-displayed peptide library, a tumor vasculature 
homing phage carrying sequence CNGRCVSGCAGRC was selected 
by using human breast carcinoma xenografts [22]. Later, the molec-
ular basis behind NGR tumor- homing properties was revealed, and 
NGR-containing peptide was identified as a specific ligand for CD13 
receptor [23]. Consequently, a number of NGR-containing deriva-
tives have been developed for both CD13-targeted tumor imaging 
and therapy [6, 24–30].

Click chemistry offers chemists a platform for modular and high- 
yielding synthetic transformations for constructing highly diverse 
molecules [31]. The Huisgen 1,3-dipolar cycloaddition reaction, 
which fuses an azide and an alkyne together, and provides access to a 
variety of five-membered heterocycles, has become of great use in the 
development of new molecular probes [32]. Based on our previous 
experience [33], a catalyst-free click chemistry system using the liga-
tion of dibenzocyclooctyne and azide was chosen to prepare peptide-
based near-infrared fluorescent probes (Fig. 1) [34, 35]. To this end, 
the dimeric NGR peptide (NGR2) was conjugated with an azide-
terminated Cy5.5 fluorophore (Cy5.5-N3) to rapidly afford Cy5.5-
NGR2 in a quantitative yield. The Cy5.5-NGR2 peptide provided 
highly sensitive and target-specific imaging of CD13 receptor expres-
sion in tumors. The excellent tumor-to-normal tissue ratio and fast 

Fig. 1 Schematic representation of the construction of peptide-based near-infrared fluorescent probe via 
bioorthogonal click chemistry for in vivo tumor angiogenesis imaging

Rui Huang et al.
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tumor targeting ability of Cy5.5-NGR2 have proved it a promising 
molecular probe, not only allowing the NIRF imaging of CD13 
overexpressed tumor angiogenesis, but also having the potential to 
facilitate noninvasive monitoring of CD13-targeted anti- angiogenesis 
therapy.

2 Materials

Prepare all solutions using ultrapure water (prepared by purifying 
deionized water) and analytical grade reagents. Prepare and store 
all reagents at room temperature (unless indicated otherwise). 
Diligently follow all waste disposal regulations when disposing 
waste materials.

 1. Monomeric NGR peptide [GGGCNGRC; disulfide Cys:Cys = 4 − 8] 
(C S Bio, Inc., Menlo Park, CA, USA).

 2. Dimeric NGR peptide (NGR2) is prepared using the reported 
procedure [30].

 3. Cy5.5 azide (Cy5.5-N3) (Lumiprobe, Hallandale Beach, FL, 
USA).

 4. DBCO-PEG4-NHS ester (Click Chemistry Tools, Inc., 
Scottsdale, AZ, USA).

 5. Sodium borate buffer (pH 8.5).
 6. Phosphate-buffered saline (PBS).
 7. 0.1 % TFA in water (Solution A, which has been rigorously 

degassed for high-performance liquid chromatography 
[HPLC] use).

 8. 0.1 % TFA in acetonitrile (Solution B, which has been rigor-
ously degassed for HPLC use).

 9. Luna C18 reversed phase column (5 μm, 250 × 4.6 mm) 
(Phenomenex, Torrance, CA, USA).

 10. Chamber slides (VWR Corporate, Radnor, PA, USA).
 11. Dulbecco’s modified Eagle’s medium (DMEM) (USC Cell 

Culture Core, Los Angeles, CA, USA).
 12. HT-1080 human fibrosarcoma cell line (ATCC, Manassas, VA, 

USA).
 13. MCF-7 human breast cancer cell line (ATCC, Manassas, VA, 

USA).
 14. Fetal bovine serum (FBS).
 15. Paraformaldehyde (PFA).
 16. Matrigel (BD Biosciences, San Jose, CA, USA).
 17. Female athymic nude mice (Harlan Laboratories, Livermore, 

CA, USA).

Peptide-Based Fluorescent Probes for Tumor Angiogenesis Imaging
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3 Methods

 1. Dissolve the dimeric NGR peptide (NGR2) (2.6 μmol) in 
200 μL of sodium borate buffer (pH = 8.5).

 2. Add DBCO-PEG4-NHS ester (3.1 μmol) dissolved in 20 μL of 
DMSO.

 3. Adjust the mixture to pH 8.5 (see Note 1).
 4. Sonicate at room temperature for 1 h.
 5. Purify the crude peptide by HPLC (see Note 2).
 6. Collect the peak containing the desired product.
 7. Lyophilize to afford a fluffy white powder (see Note 3).

 1. Dissolve the DBCO-conjugated NGR2 peptide (0.48 μmol) in 
100 μL of PBS.

 2. Add Cy5.5-N3 (0.53 μmol) in 10 μL of DMSO and 100 μL of 
acetonitrile (see Note 4).

 3. Shake the mixture in the dark at room temperature for 15 min.
 4. Purify the crude peptide by HPLC (see Note 5).
 5. Collect the peak containing the desired product.
 6. Lyophilize to afford Cy5.5-NGR2 peptide (see Note 6).

The chemical structure of Cy5.5-NGR2 peptide is illustrated 
in Fig. 2.

 1. The absorption spectrum of Cy5.5-NGR2 peptide is recorded on 
a Cary 14 UV-Vis spectrometer (Bogart, GA, USA). The spec-
trum is scanned from 550 to 800 nm with an increment of 1 nm.

 2. The fluorescence emission of Cy5.5-NGR2 peptide is mea-
sured using a Shimadzu RF-5301PC spectrofluorophotometer 
(Columbia, MD, USA), and the spectrum is scanned from 550 
to 800 nm with an increment of 1 nm. The wavelength of exci-
tation light is set at 650 nm.

The absorption and emission fluorescence spectra of Cy5.5- 
NGR2 peptide in deionized water are illustrated in Fig. 3.

 1. HT-1080 and MCF-7 cells are grown in DMEM supple-
mented with 10 % FBS at 37 °C in humidified atmosphere con-
taining 5 % CO2.

 2. HT-1080 and MCF-7 cells are grown in chamber slides with a 
density of 2 × 104/well for 24 h.

 3. Wash cells with serum-free DMEM medium for 3 min, fix cells 
in each well with 2 % PFA for 10 min, and then wash cells with 
serum- free DMEM medium (three times, 3 min/wash).

3.1 Preparation 
of DBCO- Conjugated 
NGR2 Peptide

3.2 Preparation 
of Cy5.5-NGR2 Peptide

3.3 Absorption 
and Emission Spectra 
of Cy5.5-NGR2 Peptide

3.4 Binding 
Specificity of Cy5.5-
NGR2 to CD13 
Receptor
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 4. Add 20 nM of Cy5.5-NGR2 peptide in 200 μL of serum-free 
DMEM medium to the HT-1080 or MCF-7 cells.

 5. Incubate at 37 °C in the dark for 15 min.
 6. Wash cells with PBS (three times, 5 min/wash).
 7. For the blocking group, the HT-1080 cells are co-incubated 

with 20 nM of Cy5.5-NGR2 peptide and 50 μM of non-
labeled monomeric NGR peptide (see Note 7).

Fig. 2 Schematic structure of Cy5.5-NGR2 peptide. Blue: NGR peptide; red: Cy5.5 dye. Reproduced from Ref. 
6 with permission from Springer

Peptide-Based Fluorescent Probes for Tumor Angiogenesis Imaging
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 8. Mount the chamber slides with a 4′,6-diamidino-2-phenylin-
dole (DAPI)-containing mounting medium.

 9. Place the slides under a Zeiss LSM 510 confocal laser scanning 
microscope (Carl Zeiss Microscopy, LLC, Thornwood, NY, 
USA) with a Cy5 filer and record the images at 633 nm excita-
tion wavelength.

It is critical that the CD13-binding specificity is maintained 
after chemical modification of NGR peptides (see Note 8). A rep-
resentative result is shown in Fig. 4.

 1. Generate the tumor xenografts by subcutaneous injection of five 
million HT-1080 cells suspended in 50 μL of cell culture media 
and 50 μL of BD Matrigel into the right shoulder of female 
athymic nude mice (Harlan Laboratories, Livermore, CA, USA) 
(see Note 9). The mice are subjected to in vivo NIRF imaging 
studies when the tumor volume reaches 200–300 mm3 (about 2 
weeks after inoculation). Monitor the tumor volume every other day 
using a caliper following the formula V witdth length= ( ) /2 2´ .

 2. Set up the IVIS Imaging System 200 Series (PerkinElmer Inc., 
Alameda, CA, USA). A Cy5.5 filter set is used to acquire the 
fluorescent signals.

 3. Obtain the fluorescent signals by scanning a tumor-bearing 
mouse before the injection of Cy5.5-NGR2.

 4. Inject 1.5 nmol of Cy5.5-NGR2 into a tumor-bearing mouse 
via the tail vein while the mouse is under isoflurane anesthesia.

 5. For the blocking experiment, inject 1.5 nmol of Cy5.5-NGR2 
with a non-labeled monomeric NGR peptide (20 mg/kg) into 
a tumor- bearing mouse via the tail vein.

3.5 In Vivo NIRF 
Optical Imaging

Fig. 3 Absorption and emission fluorescence spectra of Cy5.5-NGR2 peptide. 
Reproduced from Ref. 6 with permission from Springer

Rui Huang et al.
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 6. Scan the animal at 0.5, 1, 2, 3, and 4 h (see Note 10). The 
identical illumination settings (lamp voltage, filters, f/stop, 
field of views, binning) are used to acquire all images. All NIRF 
images are acquired using 1-s exposure time (f/stop = 4). 
Fluorescence emission images are normalized and reported as 
photons per second per centimeter squared per steradian (p/s/
cm2/sr) (see Note 11).

Representative NIRF images are shown in Fig. 5 after HT-1080 
tumor-bearing mice are injected with 1.5 nmol of Cy5.5-NGR2. To 
determine tumor contrast, mean fluorescence intensities of the tumor 
area at the right shoulder of the animal and of the normal tissue at the 
surrounding tissue are calculated using the region-of- interest (ROI) 

Fig. 4 Confocal microscopy results of Cy5.5-NGR2 with HT-1080 cells (CD13 positive) and MCF-7 cells (CD13 
negative) (magnification: 100×). The blocking study is achieved by adding unlabeled monomeric NGR peptide. 
Top: Incubation of Cy5.5-NGR2 (20 nM) with CD13-positive HT-1080 cells; middle: incubation of Cy5.5-NGR2 
(20 nM) with CD13-positive HT-1080 cells blocked by a non-labeled monomeric NGR peptide (50 μM); bottom: 
incubation of Cy5.5-NGR2 (20 nM) with CD13-negative MCF-7 cells. Reproduced from Ref. 6 with permission 
from Springer

Peptide-Based Fluorescent Probes for Tumor Angiogenesis Imaging
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function of the IVIS Living Image 4.4 software (PerkinElmer Inc., 
Alameda, CA, USA). The fluorescence signal resulting from Cy5.5-
NGR2 is clearly visible and the tumor fluorescence intensity reaches 
maximum at 2 h post-injection (Fig. 6). The NIRF images of 
HT-1080 tumor-bearing mice at 2 h pi from the non- blocking and 
blocking group are presented in Fig. 7. Tumor contrast as quantified 
by the ROI analysis of images shows that the tumor-to- muscle value 
at 2 h pi is reduced from 2.65 ± 0.13 to 1.05 ± 0.06 (P < 0.05) by 
blocking CD13 receptor with a non-labeled NGR peptide (Fig. 8) 
(see Note 12).

Fig. 5 Time-course fluorescence imaging of subcutaneous HT-1080 tumor-bearing nude mice after intrave-
nous injection of 1.5 nmol of Cy5.5-NGR2. The tumors are clearly visualized as indicated by an arrow from 0.5 
to 4 h pi. The fluorescence intensity is recorded as per second per centimeter squared per steradian (p/s/cm2/
sr). Reproduced from Ref. 6 with permission from Springer

Fig. 6 Quantification and kinetics of in vivo targeting character of Cy5.5- NGR2 in 
the HT-1080 tumor vs. muscle. The Cy5.5-NGR2 uptake in HT-1080 tumor at 
various time points is significantly higher than that in muscle. Error bar is calcu-
lated as the standard deviation (n = 3). Reproduced from Ref. 6 with permission 
from Springer

Rui Huang et al.
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4 Notes

 1. It is critical to adjust the pH value of mixture to 8.5 for amide 
bond formation between a succinimide ester and an amino group.

 2. The flow rate is 1 mL/min with the mobile phase starting 
from 100 % solvent A (0.1 % TFA in water) to 40 % solvent A 
and 60 % solvent B (0.1 % TFA in acetonitrile) at 22.5 min.

Fig. 7 Representative optical imaging (at 2 h pi) of mice bearing HT-1080 tumor 
on the right shoulder demonstrating blocking of Cy5.5-NGR2 (1.5 nmol) uptake 
by co-injection with a non-labeled monomeric NGR peptide (20 mg/kg). 
Reproduced from Ref. 6 with permission from Springer

Fig. 8 Fluorescence intensity ratio of tumor to muscle based on the ROI analysis 
of Cy5.5-NGR2 uptake at 2 h pi in HT-1080 tumors without (non- blocking) or with 
(blocking) co-injection of a non-labeled monomeric NGR peptide (20 mg/kg). 
Error bar is calculated as the standard deviation (n = 3). Reproduced from Ref. 6 
with permission from Springer

Peptide-Based Fluorescent Probes for Tumor Angiogenesis Imaging
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 3. A typical yield is between 70 and 80 %.
 4. The selection of NIR optical dyes for in vivo cancer imaging is 

referred to the literature [36].
 5. The flow rate is 1 mL/min with the mobile phase starting 

from 100 % solvent A (0.1 % TFA in water) to 5 % solvent A and 
95 % solvent B (0.1 % TFA in acetonitrile) at 30 min.

 6. A typical yield is between 90 and 95 %. The fluorescent peptide 
is stored as a dry powder in the dark at −20 °C until use.

 7. To achieve the blocking experiment, various concentrations of 
non-labeled NGR peptide are tested. However, if the concen-
tration of blocking NGR peptide is too high, the cells may 
detach from the chamber slide.

 8. The receptor binding affinity of fluorescent probe can also be 
determined by cell-based receptor-binding assay.

 9. Animals are fed with alfalfa-free diet, such as 2018 Teklad global 
18 % protein rodent diet (Harlan Laboratories, Livermore, CA, 
USA) for 2 weeks prior to tumor implantation and maintained 
on the same diet throughout the study to minimize autofluo-
rescence and improve imaging clarity.

 10. Based on the pharmacokinetics of fluorescent probe, the imag-
ing time points can be varied.

 11. To investigate the biodistribution of fluorescent probe, ex vivo 
NIRF imaging can be performed. After injection of fluorescent 
probe at a certain time point, tumors, tissues, and organs are dis-
sected and subjected to ex vivo NIRF imaging. The uptake of 
fluorescent probe can be quantified by the ROI analysis of images.

 12. Statistical analysis is performed with a Student’s t test. Statistical 
significance is assigned for P values < 0.05.
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    Chapter 9   

 Intraoperative Fluorescence Imaging and Multimodal 
Surgical Navigation Using Goggle System                     

     Christopher     A.     Mela    ,     Francis     A.     Papay    , and     Yang     Liu      

  Abstract 

   Intraoperative imaging is an invaluable tool in many surgical procedures. We have developed a wearable 
stereoscopic imaging and display system entitled Integrated Imaging Goggle, which can provide real-
time multimodal image guidance. With the Integrated Imaging Goggle, wide fi eld-of-view fl uorescence 
imaging is tracked and registered with intraoperative ultrasound imaging and preoperative tomography-
based surgical navigation, to provide integrated multimodal imaging capabilities in real-time. Herein we 
describe the system instrumentation and the methods of using the Integrated Imaging Goggle to guide 
surgeries.  

  Key words     Fluorescence imaging  ,   Stereoscopic imaging  ,   Multimodal imaging  ,   3D imaging  ,   Image- 
guided surgery  ,   Surgical navigation  

1      Introduction 

 When resecting a cancerous lesion, surgeons need to accurately 
distinguish between tumors and healthy tissues. This is sometimes 
achieved by natural sight and palpation alone [ 1 ]. Unfortunately, 
the cancerous tissues can be easily mistaken for healthy tissues, 
making a complete resection diffi cult to achieve [ 2 ]. This can result 
in residual tumors remaining inside the body postoperation at the 
margins of the surgical site. Imaging of surgical margins is a fi eld 
that has emerged to determine whether a cancerous mass has been 
completely removed by analyzing the excised healthy tissue mar-
gins postoperation [ 3 – 5 ]. If a positive margin is found, the odds of 
a local cancer recurrence are high; for example in laryngeal  cancer   
the odds of recurrence go up from 32 to 80% when a positive mar-
gin is found [ 6 ]. Unfortunately, imaging of margins is typically 
conducted after the primary surgery has been completed. 
Therefore, if a positive margin  is         found, the doctor is likely to 
recommend a second surgery. The fi eld of intraoperative imaging 
was developed to mitigate the need of additional surgeries by, in 
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the case of cancer resections, localizing the tumors during the 
operation and offering better surgical margin control. 

 Moreover, the ability to image vasculature, lymphatics, and 
bile ducts in real-time can aid in a number of surgeries. Due to 
anatomical  variations  , unintended nicks and cuts in an artery can 
occur, potentially resulting in patient death or other serious surgi-
cal complications [ 7 – 9 ]. Also, imaging of the arteries and bile 
ducts can aid in their repair.  Sentinel lymph node (SLN) mapping   
is another application of this category. SLN mapping is the stan-
dard staging method for breast  cancer   and melanoma [ 10 ]. 

 Currently, surgeons rely on imaging systems to help guide sur-
gical interventions as well as to evaluate the effi cacy of the proce-
dure when determining whether a follow-up surgery will be 
required. Preoperative modalities often utilized include  magnetic 
resonance imaging (MRI),   X-ray  computed tomography (CT),   
and ultrasound among others [ 11 – 18 ]. In many instances, these 
modalities are used in conjunction to improve their effi cacy; how-
ever diffi culties remain. Due to their relative specifi city, complexity, 
large size, and potential risk associated with long-term use, these 
technologies can be diffi cult to implement intraoperatively. Also, it 
can be diffi cult to correlate the surgical landscape with preopera-
tive images during a surgery [ 17 ,  18 ]. To overcome these chal-
lenges, intraoperative imaging systems have been developed to 
offer real-time guidance. Most intraoperative imaging systems, 
such as fl uoroscopy and ultrasound, only offer contrast based on 
functional information. Moreover, most systems rely on 2D imag-
ery, which fails to provide crucial depth and 3D structural informa-
tion to the surgeons. In addition, many techniques display the 
imagery on a free-standing display screen or monitor which 
requires the surgeon to continuously look away from the surgical 
site. This can be distracting and can make it diffi cult for the sur-
geon to correlate the surgical landscape with the imaging data. 

 To overcome these limitations, pioneering work has been con-
ducted at the University of Akron and the Cleveland Clinic. We 
have developed a wearable stereoscopic  multimodal imaging   and 
display system  entitled         Integrated Imaging Goggle to provide sur-
gical guidance in real-time [ 19 ,  20 ]. This system can offer the 
advantages of multimodal imaging, improved correlation of preop-
erative, and intraoperative images with the surgical landscape, as 
well as a user-friendly interface and real-time functionality. Herein 
we discuss the system instrumentation and the usage of the goggle 
for guiding surgical procedures. Our Integrated Imaging Goggle is 
a compact, wearable imaging and display system, which leverages 
on the principles of stereoscopic vision to present both depth and 
lateral spatial information to the physician (Fig.  1 ). We incorporate 
stereoscopic fl uorescence imaging capability with real-time 2D 
 ultrasound imaging   and preoperative  3D   MRI or CT data. The 
system aligns the point of view of the imaging system with that of 
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the surgeon. This makes the system easy to use and comprehend as 
looking through a pair of glasses. We will discuss the functionality 
of our system as applied  to   image-guided tumor resections  and 
  SLN mapping.

2       Materials 

   The Integrated Imaging Goggle is composed of multiple modules, 
including two imaging sensors for  stereoscopic imaging   and a ste-
reoscopic wearable display for fl uorescence  3D imaging  , a compu-
tational module, an adjustable optical illumination source, and an 
additional optional module including an intraoperative ultrasound 
module. The imaging sensors utilize CMOS technology, with 
adjustable lenses and 832 nm band-pass fi lters (Edmunds Optics, 
NJ) for fl uorescent  emission   detection. When worn on the head, 
each display screen is centered over one eye. The  stereoscopic imag-
ing   sensors are affi xed to the front of the wearable display, directly 
over the display screens, providing for an imaging system from the 
true point of view of the surgeon ( see   Note    1  ). The imaging sensors 
and the wearable display are connected to a laptop or PC through 
USB, which provides the computational processing power for oper-
ating the system. In addition, the acquired medical images from our 
system can be transferred over a network connection to a remote 
PC for telemedical advising. The illumination module is provided 
for supplying intensity adjustable fi ltered diffused light for fl uores-
cence excitation ( see   Note    2  ). The ultrasound module has a trans-
ducer capable of B-mode scanning,  which         is connected to the 
wearable imaging and display system via USB, and provides addi-
tional subsurface depth and anatomical data to the surgeon. 
Ultrasound  images   are processed via the computational module and 
registered onto the fl uorescence images.  

2.1  Integrated 
Imaging Goggle

  Fig. 1    Color photo of integrated imaging goggle       
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   In addition to the given modules, which physically form the 
Integrated Imaging Goggle, preoperative MRI or CT can be incor-
porated into the system digitally. The sagittal, coronal, or trans-
verse slices of an MRI or CT scan of a patient taken prior to the 
operation can be segmented and then formed together into a 3D 
volume. This volume is then registered to the  stereoscopic images   
captured by the two CMOS sensors, and displayed through  the 
  wearable display to the surgeon.  

    Near-infrared   (NIR) light is used often for surgical fl uorescence 
imaging due to its enhanced ability to penetrate through tissue with 
minimal  absorption   ( see   Note    3  ). To this end, we have utilized 
FDA-approved  indocyanine green (ICG)   for conducting fl uores-
cence imaging. A reagent grade of ICG can be obtained from Sigma 
Aldrich (St. Louis, MO). This dye is excited optimally at 775 nm 
and has peak  emissions   at 830 nm. The dye is often procured in a 
more stable powdered form for long-term storage, and can be 
dissolved in a saline solution, at various dye concentrations, for 
surgical applications. Alternatively, newly emerging NIR targeting 
molecular tracers may be used in  preclinical   settings.  

   Animal testing protocols must be approved by the Institutional 
Animal Care and Use Committee (IACUC), for federally funded 
research, and the Institutional Review Board (IRB) for any human 
testing. Protocol subject to review may include  anesthetic   meth-
ods, surgical methods including the participation of a board- 
certifi ed surgeon, housing and nutritional supply for the animals 
prior to testing, pain management, and humane euthanization  for 
        animals after testing. In addition, written informed consent must 
be given by all human patients. 

 Additional requirements for animals include scissors, razors, and 
hair removal cream to prepare the animals for surgical procedures. 
Additional requirement for human study is based on specifi c clinical 
studies and clinicians’ inputs.   

3    Methods 

   Small-animal goggle-aided surgical studies have been conducted in 
rodents and rabbits [ 21 – 23 ]. Procedures varied depending on the 
type of operation, either  SLN   mapping or image- guided   tumor 
resection. The primary areas of difference were the administration 
of fl uorescent dye, preparation of the animal for surgery, and the 
surgical methods involved. The procedure followed the methods 
listed below:

    1.    The procedure begins by anesthetizing the animal using an 
anesthesia cocktail such as ketamine and xylazine.   

2.2   Preoperative 
  MRI/CT

2.3   Fluorescence 
Tracers  

2.4  Animal 
and Human 
Requirements

3.1   Preclinical   SLN 
Surgical Guidance
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   2.    Next, any hair covering the surgical area is clipped and either 
shaven or removed using a topical cream.   

   3.    For  SLN   mapping, a phosphate-buffered saline solution con-
taining ICG is injected either peritumorally or intradermally.   

   4.    Activate the goggle and the computational software to begin 
intraoperative imaging.   

   5.    Activate the illumination module, and place the anesthetized 
animal in the center of the illuminated area where the light is 
uniform.   

   6.             Wear the goggle to examine for fl uorescence under image 
guidance. SLNs have higher fl uorescence intensity than the 
surrounding tissue under excitation from the illumination 
module.   

   7.    Surgically expose the region with high-level fl uorescence signal 
by cutting and folding back the skin and muscles, to expose the 
SLNs. The bright fl uorescent lymph nodes can be excised or 
biopsied ( see   Note    4  ).   

   8.    The excised region can be further examined with the goggle to 
look for remaining  lymph nodes  .   

   9.    If control lymph nodes are needed, ischiatic lymph nodes may 
also be excised for comparison with fl uorescent SLNs.    

     For preclinical image-guided tumor resections, animals were anes-
thetized and their hair removed using the same methods discussed 
above. NIR  contrast agents   should be administered, such as the 
intravenous injection of  ICG   at a dose of 0.5 mg per kg body 
weight. Alternatively, preclinical targeting molecular tracers may 
be administered. The preclinical image-guided tumor resection 
followed the methods listed below:

    1.    Activate the goggle and the computational software.   
   2.    Activate the illumination module, and place the anesthetized 

animal in the center of the illuminated area where the light is 
uniform.   

   3.    For abdominal oncologic surgeries, a midline incision is made 
from the sternum to the chest. The organs of interest such as the 
liver are exposed by a lateral refl ection of the dissected tissue.   

   4.    Wear the goggle to inspect the organ of interest for tissues with 
elevated fl uorescence level. The fl uorescence intensity from 
cancerous tissues is higher than the surrounding healthy tissue 
under excitation from the illumination module ( see   Note    4  ).   

   5.    Resect the fl uorescent tissue under image guidance from the 
goggle.   

   6.    Reexamine the surgical bed and surrounding tissues for remaining 
fl uorescent tissue.   

3.2   Preclinical   
   Image-Guided Tumor 
Resection
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   7.    If healthy tissues are needed as a control, resect some tissues 
with lower fl uorescence levels to compare  with         the excised can-
cerous tissues.    

     Previous studies were conducted using an earlier version of the 
goggle system that is 2D based (without  stereoscopic imaging  ), for 
the intraoperative guidance of hepatocellular carcinoma (HCC) 
resections [ 2 ]. Either intravenous injection or transarterial hepatic 
(TAH) delivery of  an   ICG saline solution was conducted ( see   Note    5  ). 
For future clinical studies, intraoperative imaging aided by the new 
3D stereoscopic goggle would follow the methods listed below, 
upon approval by the IRB:

    1.    The patient will be anesthetized.   
   2.    Activate the goggle and the computational software.   
   3.    Activate the illumination module, and place the surgical region 

of interest (ROI) of the anesthetized patient in the center of 
the illumination beam where the light is uniform.   

   4.    The surgeon will perform the laparotomy per standard clinical 
guidelines, to expose the liver.   

   5.    After liver exposure and subsequent immobilization, the liver 
may be assessed by naked-eye visual inspection and palpation 
prior to imaging guidance.   

   6.    The surgeon will wear the goggle to inspect the fl uorescent 
lesion from various angles to obtain an accurate assessment of 
tumor size and location ( see   Note    4  ). The pathophysiology of 
liver  cancer   favors the accumulation of ICG in the tumors 
12–24 h after i.v. injection of  ICG  , providing a higher fl uores-
cence signal than healthy liver tissues.   

   7.    The surgeon will perform the tumor resection.   
   8.    Following the primary resection, the surgical margins may be 

analyzed using the goggle to look for residual tissues with high 
level of fl uorescence.   

   9.    A secondary resection may be conducted if residual cancerous 
tissues are found.   

   10.             The resected tissues are sent to pathology department for further 
analysis.    

     The Integrated Imaging Goggle, recently developed at the 
University of Akron and the Cleveland Clinic, has the capability to 
guide surgeries with both intraoperative fl uorescence imaging and 
 ultrasound imaging   ( see   Note    6  ). The ultrasound images were reg-
istered directly to the transducer, as seen through the goggles, 
using three LED markers on the transducer and a point-based 
image registration algorithm, to generate stereoscopic composite 
images in real-time. Three virtual points were defi ned on a trans-
parent tab added to the bottom of the image read into the 

3.3  Goggle-Aided 
Intraoperative Imaging 
in Human Patients

3.4  Fluorescence- 
Ultrasound Multimodal 
Intraoperative Imaging
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computer from the ultrasound. When all three LEDs were detected 
by either camera, the registration algorithm was activated and the 
virtual points on the images were aligned with the center points of 
the detected LEDs. The LED centers were detected by fi rst thresh-
olding the camera images to eliminate the background, leaving 
only the bright LED dots. For this to be successful, the LEDs were 
adjusted to be brighter than any other point on the image. To 
ensure that this was consistently the case, the LED intensity was set 
to the point of sensor saturation. Then, the camera images, minus 
the saturated LED dots, were scaled so that none of the fl uores-
cence  emissions   would also reach saturation. The dots were then 
fi tted with circular shapes using a contour fi tting algorithm, from 
which the center points could be defi ned and passed to the regis-
tration algorithm. Either a rigid transform or an affi ne transform 
was implemented upon user’s command. The methods of multi-
modal intraoperative imaging using the Integrated Imaging 
Goggle proceed as follows:

    1.    Activate the Integrated Imaging Goggle and the computa-
tional software.   

   2.    Activate the illumination module, and place the anesthetized 
animal in the center of the illuminated area where the excitation 
light is uniform.   

   3.    Connect the ultrasound module with a 2D transducer to the 
system.   

   4.    Wear the Integrated Imaging Goggle to inspect the area of 
interest under fl uorescence imaging and  ultrasound imaging   
simultaneously.   

   5.    The overlaid intraoperative fl uorescence and ultrasound images 
are displayed by the Integrated Imaging Goggle to the user in 
real-time, as shown in Fig.  2a .

       6.    The high level of NIR fl uorescence indicates the presence of 
lesions.   

   7.    The ultrasound data provides further information on the size 
and depth of the lesion.   

   8.    Resect the lesion under image guidance provided by the 
Integrated Imaging Goggle.   

   9.    Reexamine the surgical bed for remaining lesions under  multi-
modal imaging  , as needed.    

     The Integrated Imaging Goggle that we developed can provide 
integrated guidance based on intraoperative stereoscopic fl uores-
cence imaging and surgical navigation based on preoperative MRI 
or CT data ( see   Note    6  ). Preoperative  MRI   or CT scans may be 
acquired according to standard clinical practice, where a series of 
2D MRI or CT slices are taken for the ROI on the patient. The 
preoperative images are read into the computational module of our 

3.5  Intraoperative 
 Fluorescence Imaging   
Integrated 
with Preoperative 
Tomography-Based 
 Surgical         Navigation
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system, segmented, processed into a 3D model, and registered 
with the  intraoperative fl uorescence images   (Fig.  2b ). 

 For data processing, segmentation, and registration, we used the 
following methods. In brief, we utilized an intensity-based k-means 
algorithm to segment our sample MRI images. The segmented 
images were then combined sequentially into a single three-dimen-
sional matrix, where each image corresponding to a single MRI slice 
was placed at the same coordinates in the x–y plane at a different 
z-axis value ( see   Note    7  ). Subsequently, the 3D MRI data was regis-
tered with  intraoperative fl uorescence images  . The orientation of the 
3D MRI object was specifi ed to the desired direction, facing the 
goggle detector, and the center point of the projection was also 
specifi ed. So far we have demonstrated the feasibility of integrating 
intraoperative fl uorescence imaging and preoperative MRI-based 
surgical navigation in proof-of-concept studies. In the future we will 
improve and optimize the system performance, and conduct more 
 preclinical   studies as well as translational studies. 

 The methods of using integrated fl uorescence imaging and 
MRI-based surgical navigation, offered by the Integrated Imaging 
Goggle, proceed as follows:

    1.    Load the segmented preoperative MRI data into the system.   
   2.    Activate the Integrated Imaging Goggle and the computational 

software.   

  Fig. 2    Integrated Imaging goggle enables  multimodal imaging   and  intraoperative fl uorescence imaging   regis-
tered with preoperative tomography-based  surgical navigation  . ( a ) Overlaid image of intraoperative ultrasound 
data registered with intraoperative fl uorescence imaging data in  preclinical   studies is shown.  Yellow arrow  
indicates B-mode ultrasound data;  green arrow  indicates lesions with high fl uorescence intensity. ( b ) Overlaid 
image of preoperative  MRI   data registered with intraoperative fl uorescence imaging data in proof-of-concept 
studies is shown.  Yellow arrow  indicates preoperative MRI surgical navigation data;  green arrow  indicates 
lesions with high fl uorescence intensity from tissues       
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   3.    Activate the illumination module, and place the region of 
interest in the center of the illuminated area where the excita-
tion light is uniform.   

   4.             Wear the Integrated Imaging Goggle to inspect the area of 
interest under fl uorescence imaging  and   MRI-based surgical 
navigation.   

   5.    The overlaid intraoperative fl uorescence and preoperative MRI 
images are displayed by the Integrated Imaging Goggle to the 
user in real-time, as shown in Fig.  2b .   

   6.    The high level of NIR fl uorescence indicates the presence of 
lesions.   

   7.    The preoperative MRI data provides further information on 
the size and depth of the lesion, as well as a global anatomical 
reference.   

   8.    Resect the lesion under image guidance provided by the 
Integrated Imaging Goggle.   

   9.    Reexamine the surgical bed for remaining lesions under 
 intraoperative fl uorescence imaging   and MRI-based surgical 
navigation, as needed.      

   In conclusion, we have developed a real-time  stereoscopic imaging   
and display system entitled Integrated Imaging Goggle. The 
Integrated Imaging Goggle can simultaneously provide  intraoper-
ative fl uorescence imaging  , intraoperative ultrasound imaging, and 
preoperative MRI-based surgical navigation capabilities. Various 
image-guided surgeries such as sentinel lymph mapping and tumor 
resection can be aided by the goggle in preclinical, translational, 
and clinical settings.   

4              Notes 

     1.    The  stereoscopic imaging   capability, offered by the Integrated 
Imaging Goggle, provides surgeons with depth perception, 
which is crucial for guiding surgeries accurately. For clinical 
translation, stereoscopic imaging is desirable for accurate 
intraoperative image guidance.   

   2.    The intensity of illumination should be adjusted based on the 
concentration and  quantum yield   of the fl uorescent tracers. A 
higher level of illumination facilitates the detection of lesions.   

   3.    An appropriate concentration of fl uorescent tracers will prove 
benefi cial to visibility. Fluorescence signal from the tracers 
should not saturate the detectors or cause self-quenching.   

   4.    Observing the lesions from all sides through the Integrated 
Imaging Goggle will provide the surgeon with  an         excellent esti-
mate of the depth of the object, improving surgical accuracy.   

3.6  Conclusions
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   5.     ICG   can be administered within 12–48 h prior to the liver 
 cancer   surgery. This will provide adequate time for the liver to 
clear excess ICG which has not been deposited in the tumor.   

   6.    The Integrated Imaging Goggle is the fi rst system that simul-
taneously offers  intraoperative fl uorescence imaging  , intraop-
erative ultrasound, and preoperative  MRI  -based surgical 
navigation. The ability to seamlessly integrate, track, and regis-
ter preoperative tomographic data, intraoperative fl uorescence 
imaging data, and intraoperative ultrasound data can multiplex 
the information and provide better image guidance in the 
operating room.   

   7.    The segmented regions, colors, texture, and transparency of 
the 3D MRI object can be adjusted to fi t the preferences of the 
user. Increasing the transparency may allow the surgeon to bet-
ter visualize the intraoperative fl uorescence in diseased tissues 
based on the registered image.         

   References 

    1.    Kelderhouse LE, Chelvam V, Wayua C, 
Mahalingam S, Poh S, Kularatne SA, Low PS 
(2013) Development of tumor-targeted near 
infrared probes for fl uorescence guided sur-
gery. Bioconjug Chem 24:1075–1080  

     2.    Liu Y, Zhao Y-M, Akers W, Tang Z-Y, Fan J, 
Sun H-C, Ye Q-H, Wang L, Achilefu S (2013) 
First in-human intraoperative imaging of HCC 
using the fl uorescence goggle system and tran-
sarterial delivery of near-infrared fl uorescence 
imaging agent: a pilot study. Transl Res 
162:324–331  

    3.    Wilke LG, Brown JQ, Bydlon TM, Kennedy 
SA, Richards LM, Junker MK, Gallagher J, 
Barry WT, Geradts J, Ramanujam N (2009) 
Rapid noninvasive optical imaging of tissue 
composition in breast tumor margins. Am 
J Surg 198:566–574  

   4.    Keller MD, Majumder SK, Kelley MC, 
Meszoely IM, Boulos FI, Olivares GM, 
Mahadevan-Jansen A (2010) Autofl uorescence 
and diffuse refl ectance spectroscopy and spec-
tral imaging for breast surgical margin analysis. 
Lasers Surg Med 42:15–23  

    5.    Sasaki K, Matsuda M, Ohkura Y, Kawamura Y, 
Hashimoto M, Ikeda K, Kumada H, Watanabe 
G (2013) Minimum resection margin should 
be based on tumor size in hepatectomy for 
hepatocellular carcinoma in hepatoviral infec-
tion patients. Hepatol Res 43:1295–1303  

    6.    Hughes OR, Stone N, Kraft M, Arens C, 
Birchall MA (2010) Optical and molecular 
techniques to identify tumor margins within 
the larynx. Head Neck 32:1544–1553  

    7.    Garcia-Allende PB, Glatz J, Koch M, 
Ntziachristos V (2013) Enriching the interven-
tional vision of cancer with fl uorescence and 
optoacoustic imaging. J Nucl Med 54:664–667  

   8.    Ashitate Y (2012) Real-time simultaneous 
near-infrared fl uorescence imaging of bile duct 
and arterial anatomy. J Surg Res 176:7–13  

    9.    Matsui A, Tanaka E, Choi HS, Winer JH, 
Kianzad V, Gioux S, Laurence RG, Frangioni 
JV (2010) Real-time intra-operative near- 
infrared fl uorescence identifi cation of the 
extrahepatic bile ducts using clinically available 
contrast agents. Surgery 148:87–95  

    10.    Jain V, Phillips BT, Conkling N, Pameijer C 
(2013) Sentinel lymph node detection using 
laser-assisted indocyanine green dye lymphan-
giography in patients with melanoma. Int 
J Surg Oncol. doi:  10.1155/2013/904214      

    11.    Houssami N, Turner R, Morrow M (2013) 
Preoperative magnetic resonance imaging in 
breast cancer: meta-analysis of surgical out-
comes. Ann Surg 257:249–255  

   12.    Aukema TS, Olmos RAV, Wouters MWJM, 
Klop WMC, Kroon BBR, Vogel WV, Nieweg 
OE (2010) Utility of preoperative 18F-FDG 
PET/CT and brain MRI in melanoma patients 
with palpable lymph node metastases. Ann 
Surg Oncol 17:2773–2778  

   13.    Hinz T, Voth H, Ahmadzadehfar H, Hoeller 
T, Wenzel J, Bieber T, Schmid-Wendtner M-H 
(2013) Role of high-resolution ultrasound and 
PET/CT imaging for preoperative character-
ization of sentinel lymph nodes in cutaneous 
melanoma. Ultrasound Med Biol 39:30–36  

Christopher A. Mela et al.

http://dx.doi.org/10.1155/2013/904214


95

   14.    Pallone MJ, Poplack SP, Avutu HBR, Paulsen 
KD, Barth RJ Jr (2014) Supine breast MRI 
and 3D optical scanning: A novel approach to 
improve tumor localization for breast con-
serving surgery. Ann Surg Oncol 21:
2203–2208  

   15.    Lam DL, Mitsumori LM, Neligan PC, Warren 
BH, Shuman WP, Dubinsky TJ (2012) Pre- 
operative CT angiography and three- 
dimensional image post processing for deep 
inferior epigastric perforator fl ap breast recon-
structive surgery. Br J Radiol 85:1293–1297  

   16.    Nam WH, Kang D-G, Lee D, Lee JY, Ra JB 
(2012) Automatic registration between 3D 
intra-operative ultrasound and pre-operative 
CT images of the liver based on robust edge 
matching. Phys Med Biol 57:69–91  

    17.    Kingham TP, Jayaraman S, Clements LW, 
Scherer MA, Stefansic JD, Jarnagin WR (2013) 
Evolution of image-guided liver surgery: tran-
sition from open to laparoscopic procedures. 
J Gastrointest Surg 17:1274–1282  

     18.    van der Vorst JR, Schaafsma BE, Verbeek FPR, 
Keereweer S, Jansen JC, van der Velden L-A, 
Langeveld APM, Hutteman M, Löwik CWGM, 
van de Velde CJH, Frangioni JV, Vahrmeijer 
AL (2013) Near-infrared fl uorescence sentinel 
lymph node mapping of the oral cavity in head 

and neck cancer patients. Oral Oncol 49:
15–19  

    19.   Mela CA, Patterson CL, Liu Y (2015) A minia-
ture wearable optical imaging system for guid-
ing surgeries. Proc SPIE 93110Z. doi: 
10.1117/12.2076226  

    20.    Mela CA, Patterson C, Thompson WK, Papay 
F, Liu Y (2015) Stereoscopic Integrated imag-
ing goggles for multimodal intraoperative 
image guidance. PLoS One. doi:  10.1371/
journal.pone.0141956      

    21.    Liu Y, Njuguna R, Matthews T, Akers WJ, 
Sudlow GP, Mondal S, Tang R, Gruev V, 
Achilefu S (2013) Near-infrared fl uorescence 
goggle system with complementary metal- 
oxide- semiconductor imaging sensor and see- 
through display. J Biomed Opt. doi:  10.1117/1.
JBO.18.10.101303      

   22.    Liu Y, Bauer AQ, Akers WJ, Sudlow G, Liang 
K, Shen D, Berezin MY, Culver JP, Achilefu S 
(2011) Hands-free, wireless goggles for near- 
infrared fl uorescence and real-time image- 
guided surgery. Surgery 149:689–698  

    23.    Liu Y, Akers WJ, Bauer AQ, Mondal S, 
Gullicksrud K, Sudlow G, Culver JP, Achilefu S 
(2013) Intraoperative detection of liver tumors 
aided by fl uorescence goggle system and multi-
modal imaging. Analyst 138:2254–2257    

Intraoperative Fluorescence Imaging and Multimodal Surgical Navigation Using…

http://dx.doi.org/10.1371/journal.pone.0141956
http://dx.doi.org/10.1371/journal.pone.0141956
http://dx.doi.org/10.1117/1.JBO.18.10.101303
http://dx.doi.org/10.1117/1.JBO.18.10.101303


97

Mingfeng Bai (ed.), In Vivo Fluorescence Imaging: Methods and Protocols, Methods in Molecular Biology, vol. 1444,
DOI 10.1007/978-1-4939-3721-9_10, © Springer Science+Business Media New York 2016

    Chapter 10   

 Utilization of Near-Infrared Fluorescent Imaging 
for Pharmaceutically Relevant Applications                     

     Jelena     M.     Janjic     ,     Sravan     Kumar     Patel    , and     Christina     Bagia     

  Abstract 

   Optical imaging can be utilized for several pharmaceutical applications involving near-infrared fl uorescent 
(NIRF) dyes or NIRF moiety-containing products. Especially during the early phases of product develop-
ment, NIRF dyes can be used as surrogates for drugs and optical imaging methods can be utilized to 
optimize the pharmaceutical product properties based on dye entrapment effi ciency, in vitro dye release, 
cellular uptake, and in vivo biodistribution. Based on in vivo accumulation, product effi cacy and toxicity 
can be evaluated in the early development stage. Compared to visible fl uorescent dyes, NIRF offers advan-
tages such as low background from formulation excipients as well as biological components. 

 In this chapter, the utility of NIRF imaging methods for in vitro characterization (in vitro release and 
cellular uptake) and in vivo/ex vivo applicability of pharmaceutically relevant products is presented in 
detail. Specifi cally, the application of fl uorescence imaging to characterize perfl uorocarbon-based formula-
tions for dye loading, in vitro release, cellular uptake, and in vivo imaging to assess target accumulation and 
biodistribution is discussed. These methods are widely applicable to other nanoparticle-based products 
involved in infl ammation/cancer imaging and therapy. Overall, NIRF-based techniques are indispensible 
because they are relatively easy, fast, and cost effective to characterize and optimize pharmaceutical prod-
ucts at different stages of product development.  

  Key words     NIRF  ,   Nanoemulsions  ,   Hydrogels  ,   Biodistribution  ,   Infl ammation  

1      Introduction 

 In this chapter we describe utility of in vitro and in vivo near-infra-
red fl uorescence (NIRF) imaging applied to quality evaluations of 
nanoemulsion and gel formulations designed for anti-infl amma-
tory  drug delivery  .  Nanoemulsions   are kinetically stable emulsions 
with a droplet size typically between 100 and 500 nm, high oil 
content, and low amounts of surfactant [ 1 ]. Nanoemulsions have 
wide applications in pharmaceutical industry where they are typi-
cally used to increase  tissue penetration   of poorly soluble drugs 
(transdermal), and improve drug solubility and bioavailability 
(injectables) [ 2 – 6 ]. They are also easily incorporated  into   other 
dosage forms such as capsules and gels and can be produced on 
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industrial scale [ 6 – 8 ]. Protocols described in this chapter use 
 perfl uorocarbon ( PFC  )    nanoemulsions reported earlier [ 9 – 14 ] as 
example nanomedicines. Passive targeting to circulating infl amma-
tory cells by  PFC   nanoemulsions has been extensively investigated 
for the purpose of  19 F  magnetic resonance imaging (MRI)   of 
 infl ammation   [ 12 ,  15 – 17 ]. As imaging agents,  PFC   nanoemul-
sions are easily combined with NIRF dyes for dual-mode,  19 F 
MRI/NIRF, imaging. Janjic et al. [ 18 ] reported in 2008 perfl uo-
ropolyether (PFPE)  conjugation   to several fl uorescent dyes.  PFC   
 nanoemulsions   can also be labeled with NIR dyes by entrapment 
during nanoemulsifi cation in the lipid or surfactant layer [ 12 – 14 ]. 
Additionally,  PFC   nanoemulsions designed as dual- mode imaging 
agents were utilized for optical and photoacoustic imaging by 
Akers et al. [ 19 ] and they were also investigated as  ultrasound 
imaging         contrast agents in  preclinical   models [ 20 ]. As a  theranostic   
platform,  PFC   nanoemulsions have attracted increasing interest 
over the past 5 years. In one example, Wickline and co- workers 
incorporated a cytolytic peptide (melittin), an anticancer agent, 
into the lipid layer of a  PFC   nanoemulsion droplet [ 21 ]. They 
showed that favorable  pharmacokinetics   and tumor targeting of 
melittin were successfully achieved with dramatic reduction of 
tumor size [ 22 ]. At the same time the nanoemulsion provided 
tumor- specifi c   19 F   MRI in a  mouse   model. Further, paclitaxel was 
formulated in a block-polymer-stabilized perfl uoropentane nano-
emulsion for image-guided delivery using ultrasound and MRI in 
a  mouse   tumor model [ 20 ]. Recent study used  PFC   nanoemul-
sions to deliver antigen to dendritic cells with the goal of boosting 
the immune response in DC-based vaccines [ 23 ]. For active target-
ing strategies in nanoemulsion- based theranostics, the targeting 
agent is attached to the droplet surface by covalent  conjugation  . 
For example,  PFC   nanoemulsions targeted to α v β 3  integrins for 
atherosclerosis imaging have been developed [ 24 ]. In an earlier 
study, Lanza et al.    reported targeted delivery of antiproliferative 
drugs to smooth muscle cells using perfl uorooctyl bromide (PFOB) 
nanoemulsions [ 25 ]. All together, these reports strongly suggest 
that  PFC   nanoemulsions are attractive technology for develop-
ment of imaging and  drug delivery   agents. 

 In this chapter, we discuss application of NIRF imaging to 
 PFC    nanoemulsion  s’ quality assessment. Further, we also discuss 
utilization of NIRF imaging for evaluating drug incorporation and 
drug release from  hydrogels   where the incorporated therapeutic 
payload can be detected by NIRF. 

 NIRF can be utilized to assay the NIRF dye concentration in 
pharmaceutical formulations, and assess release profi le in relevant 
media and optical stability upon storage. It can also be employed to 
evaluate the dose- and time-dependent uptake kinetics in cells. Several 
techniques are reported in the literature to assess uptake such as 
 fl ow cytometry  , plate readers, and fl uorescence/confocal imaging. 

Jelena M. Janjic et al.
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The method reported here is signifi cantly faster and requires less 
resources and experimental steps. These protocols however can be 
widely applied to other nanosystems labeled with NIRF dyes or 
inherently fl uorescent in the near-infrared (NIR) range. In addition 
to cellular uptake of NIRF-labeled nanoemulsions in vitro, we can 
determine  biodistribution   of nanoemulsions by imaging harvested 
organs from animals. This method can be used early in the develop-
ment process to optimize the formulation for effective target accu-
mulation or changes in organ distribution. 

 When the therapeutic payload is NIRF visible,  optical imaging   
can be used for incorporation and release analysis in vitro. Recently 
Berlec et al. [ 26 ] reported new probiotic designed to inhibit tumor 
necrosis factor alpha (TNFα) in infl ammatory bowel disease. The 
probiotic is formed by genetically engineering L. Lactis to express 
TNFα- binding motif ( L. Lactis -TNFα) on its surface and effec-
tively neutralize TNF in the gastrointestinal tract upon oral deliv-
ery. To facilitate better understanding of the probiotic effects on 
 infl ammation   in vivo, we reengineered the bacteria to express NIR-
visible protein tag, infrared  fl uorescent protein   (IRFP) [ 27 ]. When 
the NIRF-visible probiotic ( L. Lactis -TNFα/IRFP) is incorporated 
into a  hydrogel  , in  vitro   NIRF imaging can be used to monitor its 
stability and release from the gel. The gel is designed to serve as a 
vehicle for sustained release of therapeutic bacteria in the lower 
colon and rectum [ 27 ]. Here the gel is discussed as a model phar-
maceutical preparation for biologic material delivery and NIR 
imaging applied to study the formulation behavior in vitro. The 
presented protocols can be further optimized to varied pharma-
ceutical formulations that incorporate either NIRF dyes or are 
designed for  multimodal imaging  .  

2    Materials 

   DiR dye (a commercially available NIR  fl uorescent   dye) dissolved 
in ethanol is used for nanoemulsion preparations. For the NIR 
fl uorescence standard curve DiR dye is dissolved directly in Miglyol 
812 N oil. All DiR- labeled nanoemulsions were prepared as 
reported earlier [ 9 ,  11 ,  13 ].  

   All samples for NIR imaging must be freshly prepared. As the 
model NIR-visible biologics, we used  L. Lactis -IRFP and  L. Lactis -
TNFα/IRFP samples lyophilized in sucrose. Although both bacte-
ria samples are fl uorescent (IRFP),  L. Lactis -TNFα/IRFP is also 
engineered to produce TNFα-binding motif on their surface. 
Bacteria suspensions were prepared in Dulbecco’s phosphate-buff-
ered saline (DPBS) 1× without calcium chloride and magnesium 
chloride. Handle the samples with care and clean the surfaces and 
glassware with isopropanol after use.  

2.1  Materials Used 
for NIR Imaging 
of  Nanoemulsions  

2.2  Materials 
for Biologic Material 
Quantifi cation 
and Release Studies 
in  Hydrogels   Using NIR 
Imaging

Utilization of Near-Infrared Fluorescent Imaging for Pharmaceutically Relevant Applications



100

        1.    NIR- labeled    PFC   nanoemulsions are prepared as previously 
reported [ 9 ,  11 ].   

   2.    RAW 264.7 macrophage-like cells (ATCC).   
   3.    Dulbecco’s modifi ed Eagle medium (DMEM)-based com-

plete  cell culture   medium supplemented with fetal bovine 
serum (FBS) at 10 %.      

   Detailed description of the  mouse   model and reagents used for this 
example is available elsewhere [ 28 ].

    1.    Anesthesia setup ( isofl urane  /oxygen).   
   2.    Black cloth.   
   3.       IVIS Lumina ®  XR imaging station.    

3       Methods 

         1.    Stock solution 1: 10 mg of DiR is dissolved in 2 mL ethanol 
(4.934 mM).   

   2.    Stock solution 2: 5 μL of stock 1 is transferred in a 5 mL volu-
metric fl ask fi lled with Miglyol 812 N (5 μM).   

   3.    Stock solution 3: 100 μL of stock 2 is transferred in a 2 mL 
volumetric fl ask fi lled with Miglyol 812 N (0.5 μM).   

   4.    The theoretical concentration of DiR in the nanoemulsion 
that corresponds to 100 % loading is 0.5 μM ( see   Note    1  ).   

   5.    Build calibration curve at levels from 10 to 120 % (from 0.05 
to 0.6 μM).   

   6.       For all dilutions use two stock solutions (stocks 2 and 3) ( see  
 Note    1  ).   

   7.    Dilutions: 

    120 % (0.6 μM): 120 μL of stock 2 + 880 μL Miglyol 812 N.  
  100 % (0.5 μM): 100 μL of stock 2 + 900 μL Miglyol 812 N.  
  80 % (0.4 μM): 80 μL of stock 2 + 920 μL Miglyol 812 N.  
  60 % (0.3 μM): 60 μL of stock 2 + 940 μL Miglyol 812 N.  
  40 % (0.2 μM): 40 μL of stock 2 + 960 μL Miglyol 812 N.  
  20 % (0.1 μM): 20 μL of stock 2 + 980 μL Miglyol 812 N.  
  10 % (0.05 μM): 100 μL of stock 3 + 900 μL Miglyol 812.         

       1.    25 μL of nanoemulsion (20 μM of DiR) is diluted by adding 
975 μL of DI–H 2 O (0.5 μM of DiR). Prepare samples in 
triplicates.   

   2.    Vortex gently until it becomes homogeneous.      

2.3  Materials 
Needed for NIR 
Assessment of Cellular 
Uptake of Fluorescent 
 Nanoemulsions  

2.4  Materials 
Needed for In Vivo and 
Ex Vivo Assessment 
of  Nanoemulsions   
in a Mouse 
 Infl ammation   Model

3.1  Methods 
for Imaging 
 Nanoemulsions  

3.1.1  Standard 
Calibration Curve

3.1.2  Sample 
Preparation 
for  Nanoemulsions  

Jelena M. Janjic et al.



101

       1.    From prepared standards and nanoemulsion dilutions transfer 
100 μL of all the solutions from the calibration curve and 
the sample solutions into a 96-well plate in triplicates 
( see   Notes    1   and   2  ).   

   2.       Clean the surface of LiCOR Odyssey imaging system with 
 isopropanol before placing the 96-well plate ( see   Note    3  ).   

   3.    Record fl uorescence images using a LiCOR Odyssey system.   
   4.    LiCOR Odyssey setup: preset: Microplate 2, resolution: 

169 μm, quality: lowest, focus offset: 3.0 mm, channel: 
800 nm, intensity: 2.5.   

   5.    LiCOR Odyssey analysis: Using instrument software, draw 
regions of interest (ROI) for fl uorescence quantifi cation. 
Specifi cally, grid size: rows 8 and columns 12, spacing between 
grid lines 9.0 × 9.0 mm, well space and size: circle and 
6.7 × 6.7 mm. Make sure that the samples are within the circle.   

   6.    Correct with the background (empty well).       

         1.    Stock solution: Weigh 10 mg of  L. Lactis -IRFP bacteria and 
disperse in 10 mL DPBS (1.0 mg/mL bacteria) ( see   Notes    1  , 
  2  , and   4  ).   

   2.    The theoretical concentration of bacteria in the gel that cor-
responds to 100 % loading is 0.376 mg/mL.   

   3.    Build calibration curve at levels from 10 to 120 % (from 0.0376 
to 0.4512 mg/mL).   

   4.       For all dilutions use the stock solution 1.   
   5.    Dilutions: 

    120 % (0.4512 mg/mL): 451 μL of stock 1 + 549 μL DPBS.  
  100 % (0.3760 mg/mL): 376 μL of stock 1 + 624 μL DPBS.  
  80 % (0.3008 mg/mL): 301 μL of stock 1 + 699 μL DPBS.  
  65 % (0.2444 mg/mL): 244 μL of stock 1 + 756 μL DPBS.  
  50 % (0.1880 mg/mL): 188 μL of stock 1 + 812 μL DPBS.  
  30 % (0.1128 mg/mL): 113 μL of stock 1 + 887 μL DPBS.  
  10 % (0.0376 mg/mL): 37.6 μL of stock 1 + 962.4 μL DPBS.         

       1.    Weigh 100 mg of bacteria  hydrogel   (3.76 mg/mL of bacteria) 
and add 900 μL of DPBS 1× (0.376 mg/mL bacteria). Prepare 
samples in triplicates.   

   2.    Let the solution sit for 30 min and then vortex gently until it 
becomes homogeneous.      

       1.       Weigh 500 mg of bacteria hydrogel (3.76 mg/mL of bacteria) 
and add 5 mL of DPBS (0.376 mg/mL bacteria). Prepare six 
samples for release studies.   

3.1.3  Method 
for Imaging of NIR 
Dye- Loaded 
 Nanoemulsions  

3.2  Methods 
for Biologic Material 
Quantifi cation 
and Release Studies 
in  Hydrogels   Using NIR 
Imaging

3.2.1  Standard NIR 
Imaging Calibration Curve 
for Bacteria

3.2.2  Sample 
Preparation for Bacteria 
Quantifi cation

3.2.3  Sample 
Preparation for Bacteria 
Release Studies
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   2.    Release conditions: Temperature: 25 °C, platform shaker, 
sampling volume: 100 μL.      

       1.    For bacteria quantifi cation: Transfer 500 μL of all the solu-
tions from the calibration curve and the sample solutions into 
a 24-well plate clear fl at-bottom plate.   

   2.    For bacteria release studies: Transfer 100 μL of all the solu-
tions from the calibration curve and the sample solutions in a 
96-well plate.   

   3.    Avoid bubbles in the wells containing samples and standards.   
   4.    Clean the surface of LiCOR with isopropanol before placing 

the 24-well plate or the 96-well plate ( see   Note    3  ).   
   5.    Measure fl uorescence using a LiCOR Odyssey system.   
   6.    LiCOR Odyssey setup for quantifi cation: preset: Microplate 2, 

resolution: 169 μm, quality: lowest, focus offset: 3.0 mm, 
channel: 700 nm, intensity: 4.0.   

   7.    LiCOR Odyssey setup for release studies: preset: Microplate 
2; resolution: 169 μm, quality: lowest, focus offset: 3.0 mm, 
channel: 700 nm, intensity: 6.5.   

   8.    LiCOR Odyssey grid analysis for quantifi cation: Using instru-
ment software, draw regions of interest (ROI) for fl uorescence 
quantifi cation. Specifi cally, grid size: rows 4 and columns 6, 
spacing between grid lines 19 × 19 mm, well space and size: 
circle and 17 × 17 mm. Make sure that the samples are within 
the circle.   

   9.    LiCOR Odyssey grid analysis for release studies: grid size: 
rows 8 and columns 12, spacing between grid lines 
9.0 × 9.0 mm, well space and size: circle and 6.7 × 6.7 mm. 
Make sure that the samples are within the circle.   

   10.    Correct with the background (empty well).   
   11.    Example NIRF images of samples and standards prepared 

obtained on LiCOR Odyssey and used for above-described 
quantifi cation are shown in Fig.  1 .

               1.    Plate cells at 0.3 million/well in 6-well plates in 2 mL  cell 
culture   medium of choice (e.g., DMEM supplemented with 
10 % FBS,  see  Subheading  2.3 ).   

   2.       After overnight incubation (18–20 h) at 5 % CO 2  and 37 °C, 
remove the media and wash 2× DPBS.   

   3.    Prepare serial dilutions of nanoemulsion in complete  cell 
 culture   medium. Perform this step prior to washing cells in 
 step 2  to avoid leaving the cells in DPBS or to get dry for 
longer times.   

3.2.4  Quantifi cation 
by NIR Imaging of Bacteria 
Content and Release

3.3  Methods 
for Assessment 
of Cellular Uptake 
of Fluorescent 
 Nanoemulsions   by NIR 
Imaging
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   4.    Add these dispersions to cells and incubate for required 
amount of time (e.g., 24 h).   

   5.    After incubation, remove the dispersion from plates by aspira-
tion and wash the cells 2× with DPBS.   

   6.    Add 0.5 mL trypsin–EDTA (0.05 %), incubate at 37 °C and 
5 % CO 2  for 2 min, followed by addition of 1.5 mL medium 
and collection of cells by repeated pipetting.   

   7.    Centrifuge the cells at 300 ×  g , 5 min, and remove the 
supernatant.   

   8.    Add 2 mL of  cell culture   medium to the cell pellet, disperse 
evenly, count the cells from each dilution using trypan blue 
exclusion assay, and record the cell number (for alternative to 
cell counting  see   Note    5  ).   

   9.    Centrifuge the cells at 550 ×  g  for 10 min to form a tight pellet 
( see   Note    4  ).   

   10.    Remove the supernatant and add 180 μL of DI.H 2 O and 
200 μL of TFA (0.02 % v/v) containing aqueous solution.   

   11.    Transfer this dispersion to 5 mm NMR tubes.   
   12.    Before imaging, clean the Odyssey glass bed with isopropanol 

( see   Note    2  ).   
   13.    Place the tubes in an increasing concentration (dilution), start-

ing at the lower left corner of the fl at bed.   
   14.    LiCOR Odyssey setup: preset: Microplate 2, resolution: 

169 μm, quality: lowest, focus offset: 2.5 mm, channel: 
700 nm, intensity: 5.0.   

  Fig. 1    ( a ) Calibration curve of bacteria  L. Lactis -IRFP. ( b ) Release studies of bacteria L. Lactis-IRFP/TNFα from 
 hydrogels   (six replicates at different time points). At the same plate we measured bacteria standard at one 
level (100 %) in duplicate (C. Bagia, 2014 unpublished)       
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   15.    Record the images. If the images show white spots, change the 
intensity setting below fi ve and record the images.   

   16.    LiCOR Odyssey analysis for quantifi cation: Adjust the image 
curves to see the edges of the NMR tube  of   lower concentra-
tion or control (no nanoemulsion) dilution. Remove auto-
matic background correction and manually draw rectangles on 
the highest concentration NMR tube. Leave spaces on the 
left/right, lower/upper edges. Copy the rectangle and place it 
on all the NMR tube images. Make sure that the sample is 
within the rectangle ( see   Note    6  ).   

   17.    From the software, select export excel fi le for shapes to 
obtain an Excel sheet with fl uorescence data for the drawn 
shapes.   

   18.    Divide the integrated intensity values with cell number 
obtained in  step 8 .   

   19.    Plot the data with nanoemulsion dilution on  x -axis and cor-
responding integrated fl uorescence/cell on  y -axis to obtain 
dose- dependent uptake.   

   20.    These samples can be assessed for  19 F content using NMR. Data 
from step 19 can be used to establish correlation between the 
two imaging methods, NIRF and  19 F NMR [ 13 ].      

         1.    In this experiment, animals are injected with fl uorescent  PFC   
nanoemulsions, followed by subcutaneous injection of com-
plete Freund’s adjuvant in the  mouse   foot pad to induce 
infl ammation. X-ray/fl uorescence images are collected at dif-
ferent time points to assess changes in infl ammation based on 
macrophage infi ltration, which are labeled with fl uorescent 
 PFC   nanoemulsions.   

   2.    Before starting the experiment, turn on IVIS imaging station 
and open the IVIS software in the connected computer. Wait 
till the instrument is initialized.   

   3.    Set the parameters such as fi eld of view (C), exposure (1 s), 
lamp level (high), F/stop (2), binning (medium), and excita-
tion (640 nm) and  emission   (700 nm) wavelengths. Check the 
boxes for X-ray and white light image [ 28 ].   

   4.    Anesthetize the animals in a closed chamber connected with 
 isofl urane  /oxygen fl ow.   

   5.    Place the animal inside the imaging station bed, which is main-
tained at 37 °C. Place the animal in the dorsal position with 
anesthesia port connected. Spread the fore and hind limbs 
apart.   

   6.    In order to avoid signal from tail, bladder, and abdominal 
region, which can saturate the detector, place a black cloth on 
these areas (Fig.  2a ).

3.4  Methods 
for In Vivo and Ex Vivo 
Assessment 
of  Nanoemulsions   
in a Mouse 
 Infl ammation   Model 
by NIR Imaging

3.4.1  Animal Treatment 
and Preparation 
for Imaging
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       7.       Close the imaging station door and collect the images.   
   8.    Return the  mouse   to the cage and start imaging the next ani-

mal with same imaging parameters. Continue recording 
images with the same procedure and settings at each imaging 
time point till the end of the study.   

   9.    For  biodistribution   study, anesthetize the animals and eutha-
nize them by cervical dislocation.   

   10.    Collect liver, spleen, kidneys, heart, lungs, and muscle.   
   11.    Line the organs on a paper as shown in Fig.  2b  and place them 

in the imaging station.   
   12.    Collect the images and adjust settings if necessary [ 28 ] 

( see   Notes    6  ,   7  , and   8  ).   
   13.    After imaging, record the weights of organs/tissues on a digi-

tal weighing balance.      

        1.    Open all the images to be analyzed using IVIS software.   
   2.    Select X-ray and fl uorescence to obtain an overlay image. 

Adjust X-ray and fl uorescence settings to obtain an image 
showing  concentrated fl uorescence in the infl amed paw region. 
Make all the images background subtracted.   

   3.    Draw ROI for the control paw in such a way that it covers the 
whole paw and half of femur (thigh bone) (Fig.  2a ). Bones can 
be visualized based on anatomical X-ray image. Place another 
ROI similarly on the infl amed paw region. Repeat this for all 
the images and obtain quantifi cation data for all the images.   

   4.    From the obtained images, use total radiant effi ciency values 
for data analysis.   

3.4.2  Image Analysis 
for Quantifi cation of Signal 
in Animals

  Fig. 2    ( a ) Image showing placement of black cloth to avoid fl uorescence from tail, bladder, and abdominal 
region of the  mouse  . ( b ) Fluorescence/white light composite image showing alignment of different tissues for 
 biodistribution   analysis (reproduced from Ref.  28  with permission)       
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   5.    Divide the total radiant effi ciency of infl amed paw with respec-
tive control paw for each animal and calculate the average and 
standard  deviation  . Plot the values for different treatment 
groups with ratio on  y -axis and imaging time points on  x -axis.   

   6.    For  biodistribution   images, draw separate ROIs on the 
background- subtracted images (see Subheading  3.4.2 ) and 
obtain total radiant effi ciency values. Divide these values with 
tissue weight and report results with normalized total effi ciency 
on  y -axis and organ/tissue name on  x -axis ( see   Notes    7   and   9  ).        

4                      Notes 

     1.       When measuring test samples always prepare fresh standard 
and compare within the same plate. It is recommended to 
build a fresh calibration curve each time new analysis is per-
formed. Select one level from the curve and then do the calcu-
lations accordingly. Inter-day validations can be performed on 
the calibration curve beforehand to determine appropriate 
time interval needed for retesting full calibration range and 
ensuring proper functioning of the calibration.   

   2.    All samples must be protected from light.   
   3.    If the surface of the instrument is not cleaned with isopropa-

nol the obtained images are not uniform and can show  varia-
tion   in fl uorescence uniformity. Impurities depending on 
composition may appear on the images or contribute to high 
fl uorescence background. So it is highly recommended to 
clean the surface of LiCOR and the bottom of the plate.   

   4.    Samples should be analyzed immediately after preparation in 
order to minimize fl uorescence degradation in lysed cell com-
ponents. If storage is required, store the samples at 4 °C away 
from light. DO NOT FREEZE.   

   5.    If there are many samples, cell counting could be tedious. 
Alternate methods such as protein assay or cell viability assays 
(CellTiter- Glo ® ) can be utilized to obtain information regard-
ing cell number. If the integrated intensity is not normalized 
to cell number or protein content, erroneous results can be 
obtained as the cell collection after trypsinization may not be 
able to collect all the cells from the plate. This is particularly a 
problem for highly adherent activated macrophages.   

   6.    The size of the rectangle during data analysis should be the 
same for all the tubes in order to account for equal 
background.   

   7.    Optimize the imaging parameters based on whether the detec-
tor shows signal saturation for fl uorescence. For example, 
increasing the exposure time and binning to high could lead to 
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detector saturation. Similarly, the excitation and  emission   wave-
lengths should be adjusted based on the fl uorescence spectra of 
the utilized nanoemulsions. It is not necessary that use of exci-
tation and  emission   maximum will provide with optimum 
images. Adjust these wavelengths using the in-built excitation 
and  emission   fi lters, yet remaining within the near-infrared 
range of the nanoemulsions’ fl uorescence spectra to obtain 
optimum images. Adjust all the parameters individually, collect 
images, and select the settings that provide optimum results.   

   8.    While optimizing the parameters, image more than one  mouse   
from each group to make sure that the obtained images remain 
optimum (no detector saturation). Once the parameters are 
optimized, make sure to use the same settings for all the imag-
ing sessions for an experiment.   

   9.       Rely on quantifi cation (ratio) data rather than visual fl uores-
cence inspection to arrive at any conclusions.         
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    Chapter 11   

 In Vivo Cell Tracking Using Two-Photon Microscopy                     

     Daniela     Malide      

  Abstract 

   Recently we have explored and developed approaches imaging using confocal/two-photon microscopy, 
which enables simultaneous high-resolution assessment of specifi cally fl uorescently marked cells in con-
junction with structural components of the tissues visualized via harmonic generated signals. This approach 
uses commercially available confocal and two-photon laser microscope and automated user-interactive 
image analysis methods based on commercially available software packages allowing easy implementation 
in usual microscopy facilities.  

  Key words     Fluorescent proteins  ,   Multiphoton microscopy  ,   Adipose tissue  ,   Lymph node  ,   Cell tracking  , 
  Second harmonic generation  ,   Third harmonic generation  

1      Introduction 

 Fluorescent compounds and genetically encoded  fl uorescent pro-
teins   (FPs) have emerged as invaluable tools to mark cells and 
structures of interest providing contrast for confocal and two-pho-
ton microscopy imaging [ 1 ,  2 ]. Recent advances in the pulsed 
near- infrared lasers and microscope technological improvements 
have enabled the combination of fl uorescence and nonlinear image 
contrast modalities in a single turnkey instrument. These have 
allowed combining the use for microscopy imaging, of second-
order processes such as second harmonic generation ( SHG  ) [ 3 ], 
third-order processes such as third-harmonic generation ( THG  ), 
and two- photon excited fl uorescence ( TPEF  ) [ 4 ,  5 ]. In the last few 
years, we have explored these capabilities and developed approaches 
imaging using confocal/two-photon hybrid microscopy which 
enables simultaneous high-resolution assessment of specifi cally 
marked cells in conjunction with structural components of the tis-
sues. Specifi cally, complementary information about the structure 
and function of the tissues and individual cells of live biological 
specimens can be monitored with high spatial resolution, over 
large areas, for extensive periods of time. To do this, we employed 
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a series of strategies based on ex vivo fl uorescent vital-dye labeling, 
 transgenic    mouse    models   expressing cytoplasmic  EGFP  , or DsRed, 
and marking hematopoietic progenitor and stem cells using 
cotransduction with  lentiviral vectors   encoding up to fi ve fl uorescent 
proteins [ 6 – 9 ]. As the lentiviral approach was covered extensively 
elsewhere [ 7 ,  8 ], we reviewed here the other approaches. We 
showed that this methodology facilitates cell tracking in various 
tissues including  adipose tissue  , bone marrow, spleen, thymus, 
 lymph nodes  , spleen, liver, lung, heart, skin, skeletal muscle, pan-
creas, and kidney as well. Moreover the 3D  images   can be assessed 
qualitatively and quantitatively to appreciate the distribution of 
cells with minimal perturbations of the tissues. The goal of this 
chapter is to provide investigators interested in tracking cells in 
various tissues with a set of basic protocols that will enable investi-
gating cell fate in vivo. Finally these procedures can be easily 
adapted to imaging various tissues of interest for biologists.  

2    Materials 

   Control C57Bl/6 mice, 6–12 weeks old, and  EGFP   and DsRed 
mice (Jackson Laboratories) were provided by Dr. Xingmin Feng 
(Hematology Branch, NHLBI). The B6/ EGFP    transgenic   mice 
carry an enhanced green  fl uorescent protein   ( EGFP  ) cDNA under 
the control of a chicken β-actin promoter and a cytomegalovirus 
enhancer in all of the tissues, except for erythrocytes and hair and 
the DsRed mice express the red  fl uorescent protein   variant DsRed.
MST under the control of the chicken beta actin promoter coupled 
with the cytomegalovirus (CMV) immediate early enhancer for 
widespread  fl uorescent protein   expression. All mice were housed 
and handled in accordance with the Guide for the Care and Use of 
Laboratory Animals of the National Institutes of Health, and 
enrolled in NHLBI Animal Care and Use Committee-approved 
protocols. Aplastic anemia  mouse   model was generated as previously 
described [ 10 ,  11 ]. Lineage (Lin) −  stem cell antigen 1 (SCA1) + cKit +  
cells (known as LSK cells) (an enriched population of hematopoietic 
stem cells (HSCs)) were obtained as previously described [ 12 ].  

       1.    Fluorescent dyes: LipidTOX Red, Cell Mask Deep Red, and 
Hoechst 33342 (Life Technologies, Grand Island, NY).   

   2.    Phosphate-buffered saline (PBS): 210.0 mg/L KH 2  PO 4 , 
9000 mg/L NaCl, 726.0 mg/L Na 2 HPO 4  −7H 2 O.      

        1.    35 mm Culture dishes with number 0 cover glass bottom 
(MatTek Corporation, Ashland, MA) ( see   Note 1 ).   

   2.    Glass cover slips, 12 mm diameter, #1 and #2 thickness 
(Corning, Corning, NY).   

2.1  Animals

2.2  Reagents

2.3  Equipment
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   3.    Surgical instruments: Operating scissors (11.5 cm straight); 
#7 curved-tip tweezers (one with blunt and one with sharper 
tips), 25 cm curved-tip forceps, microscissors, scalpel blades.   

   4.    50, 10 mL Conical tubes, 6-well plastic plates, 96-multi-well 
plates (Corning).   

   5.    Microscopy: We perform microscopy imaging using an 
inverted Leica SP5 fi ve-channel confocal and multiphoton 
system (Leica Microsystems, Mannheim, Germany) (Fig  1 ) 

  Fig. 1    General layout of the two-photon-OPO microscope system. Overall front view ( a , top) and specifi c views 
( b – d ) of major components referred in the text including the microscope, two- photon TiSa and OPO lasers, water 
dipping 25× objective, four non-descanned detector module (NDDs), and two-hybrid detector module (HyDs)       
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equipped with multi- line argon, diode 561 nm, HeNe 594 nm, 
and HeNe 633 nm visible lasers. We use in two-photon mode 
a pulsed femtosecond titanium:sapphire (Ti-Sa) laser 
(Chameleon Vision II, Coherent, Santa Clara, CA) tunable for 
excitation from 680 to 1080 nm with dispersion correction. 
We use in experiments involving red- shifted fl uorescent dyes 
FPs (DsRed) and  THG   and an optical parametric oscillator 
(OPO) laser (Chameleon Compact OPO, or Chameleon 
MPX, Coherent, Glasgow, UK) to extend the output 
wavelength range as far as 1000–1300 nm, alone, sequentially, 
or simultaneously with the Ti-Sa laser (Fig.  1a ).

       Image various tissues using Leica HCX-IRAPO-L 25×/0.95 
NA water dipping objective (WD = 2.5 mm) (Fig.  1b ), or HC-PL-
IRAPO 40×/1.1 NA water immersion objective (WD = 0.6 mm). 

 Separate fl uorescence  emission  , in two-photon mode, by 
high- effi ciency custom dichroic mirrors and collect with a fi ber-
coupled four-channel nondescanned (external) detector (NDDs) 
(Fig.  1c ) as follows: a dichroic mirror at 568 nm followed by a 
dichroic mirror at 465 nm, followed by a 452/45 nm  emission   
fi lter for  SHG  , or  autofl uorescence  , and Cerulean or Hoechst 
with NDD1, or a 413/17 nm  emission   fi lter for  THG   with 
NDD1, a 525/40 nm  emission   fi lter for  EGFP   or Venus with 
NDD2, and a 648 nm dichroic mirror and 620/60 nm  emission   
fi lter for tdTomato or mCherry with NDD3, and a 692/40 nm 
 emission   fi lter for Cell Mask Deep Red, or other far-red dyes with 
NDD4 [ 7 ,  8 ]. We use highly sensitive directly coupled 2-external 
hybrid detectors (HyDs) module with a 495 nm dichroic mirror 
and 405/10 nm, or 413/17 nm  emission   fi lters as an alternative 
option suitable for detecting generally weak ( THG  ) signals 
(Fig.  1d ). 

 Reveal structural information by two-photon microscopy 
intrinsic contrast imaging (as described above) of tissue  autofl uo-
rescence   from elastin, NADH (excited with 780 nm), second har-
monic generated signal ( SHG  ) from fi brillar collagen (excited with 
1200, 920, or 860 nm), and third harmonic generated signals 
( THG  ) excited with 1200 or 1300 nm, collected in a back-scat-
tered epi-direction. 

 For 3D volume rendering, collect series of x-y-z images (typi-
cally 1 × 1 × 4 μm 3  voxel size) along the  z -axis at 5 μm intervals 
over a range of depths (150–300 μm) throughout various tissues, 
over large regions using the tile function of the Leica LAS-AF 
software to  automatically generate stitched volumes comprising 
an entire  lymph node  , approximately 2.5 × 1.2 mm 2  ( x – y ) and 
300 μm ( z ). For 3D renderings and quantitative image analyses, 
we use Imaris v 7.7.2 software (Bitplane, Zurich, Switzerland). 
Other comparable imaging systems and software packages may 
be used.   
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3    Methods 

 The procedures described here have been developed to (1) visual-
ize fl uorescently labeled cells in intact tissues without sectioning 
and further processing [ 6 ,  13 ], (2) track fl uorescently marked cells 
in various organs following injecting of the cells in various  mouse   
disease models including aplastic anemia and bone marrow trans-
plantations experiments [ 7 ,  8 ], and (3) complement the fl uores-
cence with structural and cellular information via harmonic 
non-fl uorescent imaging of murine organs [ 14 ]. We relied on the 
use of  fl uorescent proteins   that were either genetically expressed in 
adult animals or introduced in specifi c cell populations via viral 
(lentiviruses) methods [ 6 – 8 ]. 

   The procedures to obtain different organs from the mice for live 
imaging, including anesthesia/euthanasia and surgical procedures, 
have been extensively described elsewhere [ 7 ,  8 ]. We perform 
labeling of various tissues with vital dyes by bathing the whole or 
piece of the tissue in a solution containing the fl uorescent dyes at 
the appropriate concentration. Here we are showing examples for 
visualization of the large lipid droplets of the adipose cells in the 
intact tissue (Fig.  2 ) and for visualization of plasma membrane out-
lining cells in the pancreas (Fig.  3 ). These procedures can be easily 
adapted to other tissues and other dyes.

      1.    Place a piece of freshly excised abdominal unfi xed  adipose tis-
sue   in the plastic cover of a 35 mm chamber containing a solu-
tion of LipidTOX Red for staining neutral lipids of the large 
adipose cells diluted 1:100 (from the stock solution) in PBS 
for 20–30 min at room temperature [ 13 ].   

   2.    Wash with PBS 3 × 5 min and place the tissue in PBS in the 
35 mm chamber for microscopy imaging right away using the 
25× water dipping objective ( see   Note 1 ) and Fig.  1b . Place 
gently a cover slip #1 on top to weigh down and to avoid 
movement of the tissue.   

   3.    In this example we imaged an experiment labeling adipose cells 
(LipidTOX Red) in a  mouse   ubiquitously expressing  EGFP   fl u-
orescence, predominantly visible in the blood vessels throughout 
the  adipose tissue   (Fig.  2a ). Use the TiSa laser tuned at 860 nm 
excitation and collect harmonic signals and emitted fl uorescence 
with NDDs 1–3 as described in the previous section 
(Subheading  2.3 ,  item 5 ): split  emission   fi rst through a 568 nm 
dichroic mirror and then again through a 465 nm dichroic 
directing the  SHG   from collagen via 452/45 nm  emission   fi lter 
on NDD1 and the green ( EGFP  ) fl uorescence via 525/40 nm 
 emission   fi lter on NDD2.  Separate  emission   in 568–648 nm 
range, directing red (LipidTOX Red) fl uorescence via 620/
60 nm  emission   fi lter on NDD3 ( see   Note 2  and Fig.  1c ).   

3.1   Two-Photon 
Microscopy   of Whole-
Mount Tissues 
Containing Cells 
Labeled with Vital 
Fluorescent Dyes
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   4.    Acquire tiled- z -stacks of images over large areas using the 
tile function of the Leica LAS-AF software for qualitatively 
and  quantitatively accurate assessment. Approximately 200 
images were computationally stitched to reconstruct ~1 mm 3  
 adipose tissue  .   

  Fig. 2    3D architecture of adipose for tissue qualitative and quantitative analyses. ( a ) 3D volume rendering of 
 TPEF   (using Imaris shadow projection) reveals adipose cells ( red , LipidTOX Red) and blood vessels ( green , 
 EGFP  ). ( b ) Quantitative analysis of adipose cell size (volume) in intact tissue. Color-mapped sizes are displayed 
using  blue  and  red hue  for cells with diameters <50 μm and >50 μm, respectively. Diameter scale  color bar  
and a  histogram plot  of individual cell volume distribution are shown in the  middle row . Size-based color-
coded images extracted from  TPEF   images suggest that small ( c ) and large ( d ) adipose cells localize near and 
away from blood vasculature, respectively. Scale bar, 150 μm       
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   5.    Import raw images in Imaris software and visually explore the 
data. From the  TPEF   create a 3D volume-rendered image 
(Fig.  2a ) (with Surpass volume rendering as a shadow projec-
tion) illustrating the architecture of the adipose cells (red) and 
their relation with the blood vessels (green).   

  Fig. 3    ( a ) Pancreatic acinar cells outlined by plasma membrane labeling with Cell 
Mask Deep Red imaged with 1200 nm wavelength via the OPO. ( b ) Pancreatic 
acinar cells revealed by Cell Mask Deep Red ( red ) same as described in ( a ) with 
nuclei labeled by Hoechst ( white ) and collagen  SHG   ( white ). Scale bar, 30 μm       
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   6.    For quantitative analyses of the adipose cell sizes in intact tis-
sue, use software (Imaris) automatic object surface segmenta-
tion, with user-enabled editing for accuracy, to individually 
separate the adipose cells. Thus obtain total number of cells, 
and their detailed statistics including individual cell volume 
(μm 3 ). Plot a cell volume distribution histogram and use a 
color-coded lookup table to extract a statistics-mapped (vol-
ume) color image (Fig.  2b–d ). For convenient evaluations 
translate the volume data into diameter values (assuming 
spherical cell shapes). This analysis reveals two populations of 
adipose cells: one comprising smaller cells with diame-
ters < 50 μm (displayed pseudo-colored in blue hues) and the 
other of cells larger than the average >50 μm (pseudo-colored 
in red hues) (Fig.  2b–d ). Examine adipose cell size and rela-
tionship to blood vessels in intact tissue showing smaller cells 
near the blood vessels (Fig.  2c ) outlining the periphery of 
clusters of internally located larger adipose cells (Fig.  2d ).   

   7.    Light scattering,  autofl uorescence  , and  absorption   by tissue 
are reduced at longer wavelengths, driving the development of 
red dyes and red-shifted FPs for in vivo use [ 15 ,  16 ]. Two-
photon excitation wavelengths of far red-emitting dyes lie 
beyond the range of typical TiSa lasers but can be generated 
by OPO lasers. As an example of a plasma membrane far-red 
staining, place a piece of freshly excised unfi xed  mouse   pan-
creas in a solution of Cell Mask Deep Red (labeling plasma 
membrane) 1:500 from the 5 mg/ml stock, for 5–10 min at 
37 °C, wash 3 × 5 min with PBS, place in 35 mm cover glass 
chamber, lay gently a cover slip #1, and image immediately ( see  
 Note 3 ). Use the OPO laser tuned at 1200 nm to excite far-
red dye and detect far-red fl uorescence via 692/40 nm  emis-
sion   fi lter with NDD4 ( see   Notes 4 – 7 ). Use optimally 
infrared- corrected 40× W objective ( see   Note 8 ), collect 
 z -stacks of images, import them in Imaris software, and display 
the 3D rendering or xy, xz, yz orthogonal views (Fig.  3a ). Use 
the sample just described to perform a double labeling to 
reveal also cell nuclei: incubate with Hoechst 33342 dilution 
1:500 from the 10 mg/ml stock solution for 2–3 min at 
37 °C. Use the same imaging setup as just described, i.e., 
OPO laser tuned at 1200 nm for Hoechst excitation, and col-
lect  emission   in conjunction with collagen  SHG   with NDD1 
via 413/17 nm  emission   fi lter (Fig.  3b ) ( see   Note 9 ).    

     During our studies of hematopoiesis using cells marked by lentivi-
ral encoded FPs and confocal and two-photon microscopy, we 
observed serendipitously that 1010 nm excitation wavelength is 
suitable for imaging combinations of up to three FPs (Cerulean, 
Venus, mCherry) (unpublished). This wavelength can be accom-
plished via TiSa laser or the OPO laser, providing ~640 mW and 

3.2   Two-Photon 
Microscopy   of Whole-
Mount Tissues 
Containing Cells 
Genetically Marked by 
 Fluorescent Proteins  
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1 W output peak power, respectively. Moreover, 1010 nm also 
allowed two-photon excitation of DAPI (Hoechst),  EGFP  , and 
DsRed. As an example, we illustrate detecting  EGFP  - and DsRed-
marked cells together with collagen  SHG   in a popliteal  lymph node   
from an aplastic anemia  mouse   model (Fig.  4 ).

     1.    Place a freshly excised popliteal  lymph node   in the 35 mm 
glass chamber in 50–100 μL PBS, and lay gently a cover slip 
on the top as described before.   

   2.    Use 1010 nm wavelength either from the TiSa or the OPO 
lasers.   

   3.    Image large regions using the tile and  z -stack functions of the 
software, and computationally stitch the images as previously 
described, reconstructing the entire  lymph node  . Examine 
orthogonal  xy ,  xz ,  yz  views (Fig.  4a, b ). Employing 1010 nm 
from the OPO, we observed higher effi ciency in exciting red-
shifted FPs, less harm, and deeper penetration of live tissue 
( see   Note 10 ).    

     We developed and validated a methodology for high-resolution 
3D harmonic imaging of intact murine tissues that requires no 
fl uorescent labeling, based on epi- third harmonic generation 
( THG  ) imaging by pulsed near-infrared light in the 1200–1300 nm 
range available from the OPO. Visualizing  THG   in the epi- (back-
scattered) direction enabled high-resolution depth-resolved imag-
ing of whole- mount, intact tissues without the need for physical 
sectioning [ 14 ]. We illustrated intrinsic  THG   interface signals, 
outlining cell membranes and tissue inhomogeneities, revealing 
subcellular resolution of 3D architecture in various murine tissues 
and organs, including the subcutaneous and perivisceral white and 
brown  adipose tissue  , with clearly demarcated lipid droplets, blood 
vessels and cells, and myelinated peripheral nerves (Fig.  5 ).

     1.    For  THG   use sample illumination from the OPO laser tuned 
at 1200 or 1300 nm and collect  emission   at 1/3 of the inci-
dent wavelengths, 405/10 nm and 413/17 nm, respectively, 
using either NDD1 or directly epi-mounted 2-HyDs module 
(s ee   Note 11 ).   

   2.    Combine multiharmonic,  THG   and  SHG   images assessing 
qualitatively and quantitatively 3D distribution of the cells, 
blood vessels, peripheral nerves via  THG  , and collagen fi bers 
via  SHG  , in label-free  adipose tissue   (Fig.  5a–c ).   

   3.    For  multimodal imaging   in  adipose tissue   combine sequen-
tially OPO-excited  THG   signals (from multilocular lipid drop-
lets of brown adipose cells) with OPO fl uorescence-excitation 
by 1200 nm wavelength of red-shifted  fl uorescent proteins   
(DsRed) expressed in the blood vessels (Fig.  5d ).    

3.3  In Vivo Tracking 
of Label-Free Resident 
Cells in Murine 
Tissues via Third 
Harmonic Generation 
Microscopy ( THG  )

In Vivo Cell Tracking Using Two-Photon Microscopy
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  Fig. 4    Popliteal  lymph node    EGFP  -regulatory T cells and DsRed-marked LSK cells 
imaged in conjunction with  SHG   of collagen fi bers via the OPO laser excitation 
with 1010 nm; ( a )  xy , and  xz  and  yz  side views are shown. ( b ) Enlarged area of 
the  lymph node   shows better resolved clusters of interacting  EGFP   ( green ) and 
dsRed ( red ) cells along collagen fi ber network. Scale bar, 200 μm       
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  Fig. 5     THG   imaging of  adipose tissue  . ( a )  THG   ( white ) reveals white adipose cell boundaries, myelinated sheets 
of large peripheral nerves (indicated by  asterisk ), and discontinuous blood vessels ( arrowheads ) in conjunction 
with  SHG   ( red ) of collagen fi bers imaged using NDD1-2. ( b )  THG   ( white ) reveals white adipose cell outlines, 
large blood vessel with cells in the lumen;  SHG   ( red ) collagen layers of the vessel wall, and dispersed collagen 
fi bers imaged using NDD1-2. ( c )  THG   ( white ) demarcates clearly large white adipose cells imaged in conjunc-
tion with  SHG   ( red ) using two-channel HyD module. ( d )  THG   ( white ) delineates each brown adipose cell with 
multiple round, grape-like, lipid droplets; individual cells are surrounded by blood vessels ( red ) in a  mouse   
expressing dsRed in the blood vasculature; imaging using OPO 1200 nm excitation and two-channel HyDs 
detection. 3D reconstruction of  z -stacks through the depth of intracapsular brown  adipose tissue  . Scale bars, 
50 μm ( a ,  b ), 30 μm ( c ), and 15 μm ( d ), respectively       
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4       Notes 

     1.    We recommend using no. 0 cover glass bottom chambers 
when imaging with the 25× water dipping objective. Practice 
is necessary to deposit a large (~30 μL) water droplet on the 
objective without spilling over (Fig.  1b ). When focusing, 
bring gently the objective to the cover glass of the imaging 
chamber without squeezing the droplet. These conditions 
(no. 0 cover slip and the large water droplet) result in opti-
mally focusing and obtaining high-contrast images through-
out the depth of most tissues.   

   2.    White  adipose tissue   is extremely fragile and cells can break 
easily in contact with glass surfaces. We recommend perform-
ing vital dye labeling procedures using plastic dishes; handle 
tissue extremely gently avoiding squeezing the lipid droplets 
and transfer tissue only for imaging without delay in the cover 
glass bottom chambers [ 13 ,  17 ]. Keep the liquid (PBS) around 
the tissue to a minimum (~50–100 μL) to avoid sample dry-
ing, and gently place a cover slip (use lighter weight #1) on the 
top to prevent  adipose tissue   tendency to fl oat.   

   3.    When using vital fl uorescent dyes to label intact, unfi xed 
organs and tissues, the optimal concentration and time need 
to be determined empirically. A good starting point is approxi-
mately fi ve- to tenfold higher than the concentration recom-
mended for labeling isolated or cultured cells.   

   4.    Cell Mask vital dye-labeled tissues need to be imaged immedi-
ately to visualize plasma membrane effectively, as over time 
the dye disappears from the plasma membrane due to 
internalization.   

   5.    When reagents are precious, it is advisable to perform labeling 
and washing steps in 96-well plastic plates to minimize agent 
volumes.   

   6.    When imaging on external NDDs and particularly on HyDs, 
we drape black fabric around the microscope, thus avoiding 
external stray light leakage into the detectors.   

   7.    A good alignment of TiSa and OPO lasers is essential for accu-
rate imaging and a bead sample is necessary for periodically 
checking the lasers overlap, especially if the temperature fl uc-
tuates. To prevent undesirable effects of thermal drift we mon-
itor the room temperature using a USB device in order to 
ensure that temperature is within specifi cations.   

   8.    When imaging with the OPO, particular care should be given 
to use an objective that is corrected for transmission in the 
1000–1300 nm range.   

Daniela Malide
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   9.    When imaging with TiSa or OPO, we use calibrated curves of 
pre-compensation (built into the software) to restore the pulse 
width at the sample. This results in increased excitation effi -
ciency and tissue imaging depth (~30–40 % deeper).   

   10.    Illuminating at 1010 nm enables excitation of three FPs (dyes) 
at once, allowing simultaneous tracking of three cell popula-
tions using only one laser and suitable detectors.   

   11.    For generally weak  THG   signals, maximizing detection effi -
ciency using directly coupled HyDs is critical in achieving 
acceptable  signal-to-noise ratio   in most samples.         
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Chapter 12

Small-Animal Imaging Using Diffuse Fluorescence 
Tomography

Scott C. Davis and Kenneth M. Tichauer

Abstract

Diffuse fluorescence tomography (DFT) has been developed to image the spatial distribution of 
fluorescence- tagged tracers in living tissue. This capability facilitates the recovery of any number of func-
tional parameters, including enzymatic activity, receptor density, blood flow, and gene expression. However, 
deploying DFT effectively is complex and often requires years of know-how, especially for newer mutli-
modal systems that combine DFT with conventional imaging systems. In this chapter, we step through the 
process of using MRI-DFT imaging of a receptor-targeted tracer in small animals.

Key words Molecular imaging, Fluorescence, Cancer, Mutlimodal imaging, Anatomical priors, MRI, 
Diffuse optics, NIRFAST, Image reconstruction

1 Introduction

Diffuse fluorescence tomography (DFT) is a molecular imaging 
modality that leverages the principles of tissue optics to recover 
volumetric distributions of fluorescence activity in cm-scale tissue 
volumes. The DFT imaging protocol generally involves measuring 
light projections through tissue volumes, and then fitting the mea-
sured boundary data to the diffusion approximation of light propa-
gation in tissue. While examples of DFT in humans have been 
reported [1], the modality is more commonly applied to small- 
animal imaging, primarily owing to the small tissue volumes and 
flexibility in choosing fluorescent tracers.

Compared to other molecular imaging modalities, such as 
single- photon emission tomography (SPECT) and positron emis-
sion tomography (PET), DFT generally benefits from higher 
signal- to-noise ratio characteristics and eliminates the need to 
handle radioactive tracers (the use of which presents safety concerns 
as well as signal loss over time). Importantly, DFT also enables 
simultaneous imaging of multiple tracers, which can be leveraged 
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to reveal additional functional information about tissue status. 
While these benefits represent important advantages for DFT 
technology, the major challenge for the modality is photon scatter 
in tissue, which impacts image resolution, contrast recovery, and 
the ability to provide quantitative information. Recent compre-
hensive classifications of the optical properties of different tissues 
and organs can certainly help improve the accuracy of DFT image 
reconstruction [2]; however, even with exact knowledge of the tis-
sue optical properties, the ill-conditioned and often underdeter-
mined nature of the DFT reconstruction problem still limit spatial 
resolution [3].

To help address these challenges, much of the field has moved 
towards developing dual-modality systems which couple MRI/
CT/ultrasound scanners with DFT instruments [4–14]. Data from 
the two systems can be merged in a number of ways, including 
incorporating the conventional modality images into the image 
reconstruction algorithms, to help reduce the DFT parameter 
space and improve imaging accuracy. While CT-coupled DFT sys-
tems offer high-resolution anatomical templates for DFT recon-
struction and interpretation, small-animal CT is notorious for 
insensitivity to tumors, even with high-dose CT-contrast. MRI- 
based hybrid systems, on the other hand, are more difficult to 
implement; however, they are well suited for DFT studies in tumor 
due to the high soft-tissue contrast and ability to image MRI con-
trast agents, such as Gd-DTPA [5]. Identifying tumor tissue with 
Gd-MR images allows the optical data to be used to quantify func-
tional parameters (such as receptor activity).

A less investigated limitation of molecular imaging approaches 
in general is the variability in the relationship between molecular- 
targeted tracer distribution and the biological distribution of the 
molecule being targeted [15]. The ability of DFT to image mul-
tiple tracers simultaneously can be used to account for nonspe-
cific uptake and this is a clear advantage that other small-animal 
molecular imaging modalities cannot easily replicate. In this 
implementation, multiple tracers can be discriminated based on 
spectral differences in the light absorption and fluorescence prop-
erties of different commercially available fluorophores. Such mul-
tiplexing can be used to administer an untargeted tracer, in 
concert with a targeted tracer, to account for nonspecific effects 
[16–18].

Considering the numerous idiosyncrasies of DFT data collec-
tion and image reconstruction, care is required in all facets of the 
DFT process. Thus, we present the following illustrative example 
of a typical imaging protocol used in our lab for MRI-DFT of a 
glioblastoma model in athymic mice. The guidance provided 
herein can be adapted to other tumor models provided that appro-
priate expertise in the specific model is available.

Scott C. Davis and Kenneth M. Tichauer



125

2 Materials

The imaging system consists of a diffuse fluorescence tomography 
instrument coupled to a clinical MRI scanner (Philips 3 T Achieva). 
This system has been detailed extensively in the literature [19–21], 
and is briefly described here. The optical detection subsystem con-
sists of 16 Acton Research Insight spectrometers (though only 8 are 
used for small-animal studies), each with a Pixis CCD cooled to −70 
°C. Each spectrograph contains a motorized turret with two grat-
ings: a 1200 and 300 lp/mm, the latter of which is used most fre-
quently. Light is coupled from the tissue in the bore of the magnet 
to the optical instruments via 13 m long bifurcated fiber bundles 
that pass through wall ports. The source branch of each fiber con-
sists of a single 400 μm fiber that couples to a motorized rotating 
stage aligning a source fiber from the excitation laser to each fiber 
channel sequentially. While the fiber channel under illumination is 
not used for detection, light transmitted through the tissue is cou-
pled to the remaining fiber channels. The detection branch of the 
bundles contains six 400 μm fibers that surround the source fiber. 
On the spectrometer end, these six fibers are arranged in a line to 
align with the slit. Before entering the spectrograph, light passes 
through custom-designed entrance optics units in which the light is 
collimated, passes through a motorized filter wheel, and is focused 
on the spectrograph slit. As with any spectrometer, care must be 
taken to align and focus the image of the fiber onto the sensor before 
use, which can be achieved by manipulating the focusing optics and 
fiber position while running the sensor in focus mode. This must be 
repeated for all detection channels. Note that slits are generally kept 
open for fluorescence imaging to increase light collection.

The animal interface consists of a rodent coil modified to 
accommodate the optical fibers in a circular array surrounding the 
tissue. Fiber terminals that contact the tissue in the MRI bore need 
to be nonmagnetic and therefore are made of black Delrin. A black 
Delrin cylindrical insert with a mouse bed fits concentrically in the 
coil and is designed to position the mouse head near the radial 
center of the coil. Finally, a custom-designed sliding bite-bar sys-
tem allows the animal’s teeth to be attached to the bar and the 
animal pulled into the cylinder for positioning, as seen in Fig. 1.

 1. IRDye 800CW-EGF (LI-COR Biosciences, Lincoln, NE): 
Epidermal growth factor (EGF) labeled with a fluorescent 
tracer having a maximum light absorption around 775 nm and 
maximum fluorescence emission around 800 nm.

 2. Alexa Fluor 750 (Life Technologies): An “untargeted” fluores-
cent tracer with maximum light absorption around 750 nm 
and maximum fluorescence emission around 775 nm.

 3. Gadolinium diethylene triamine pentaacetic acid (Gd-DTPA): 
Standard clinical Gd preparation such as Magnevist or Omniscan.

2.1 MRI-DFT 
Imaging system

2.2 Reagents

Small-Animal Imaging Using Diffuse Fluorescence Tomography
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 1. NIRFAST: Before beginning, be sure to download and install 
NIRFAST (www.nirfast.org; also download NirView), an 
open- source software package for multimodal diffuse optical 
imaging distributed for free by the Optics in Medicine lab at 
Dartmouth College.

 2. MATLAB (Mathworks, Natick, MA).

3 Methods

 1. Isolate 1 × 106 U-251 human glioblastoma cells (Sigma-
Aldrich, St. Louis, MO) and mix with 5 μL of phosphate buf-
fer solution to prepare for cell implantation into left cerebrum 
of athymic mice by stereotactic frame [22]. After tumor cells 
have been implanted, switch the animal to a non-chlorophyll 

2.3 Software

3.1 Animal 
Preparation

Fig. 1 MRI-DFT animal interface. (a) Rodent RF coil with holes drilled to accommodate optical fibers. The black 
Delrin cylinders position the mouse inside the coil. The larger Delrin cylinder holds MRI fiducial markers (toroi-
dal shaped markers). The bite-bar mouse positioning system is also shown in (a) and holding a mouse in (b). 
A nose cone for isoflurane/oxygen gas (not shown) attaches to the pull-tab side of the unit. (c) Panel (c) repro-
duced from Acad. Rad. 2010 with permission from Elsevier [25]. A mouse positioned in the coil on the MRI 
scanner bed with fibers placed in contact with the head

Scott C. Davis and Kenneth M. Tichauer
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diet to reduce the normally high autofluorescence found in 
immunocompromised mice.

 2. Two days before MRI-DFT imaging, acquire gadolinium- 
enhanced MRI images to confirm the presence of visible 
tumors in the brain.

 3. The choice of a time delay between administering the fluores-
cent tracer and imaging depends on many factors, including 
the intended target, type of tracer, disease type, and whether 
tracer kinetics are important for the study. In some cases, the 
tracer is administered days prior to imaging to allow the 
unbound probe to clear while in others imaging is performed 
dynamically immediately after administration. For this exam-
ple protocol, assume administration of 1 nmol Li-COR 
IRDye800CW-EGF 48 h prior to imaging. This must be 
done in the tail vein, and a skilled animal researcher will know 
whether the injection is successful by “feel.” If the vein is 
missed, that animal is not used in the rest of the study.

 1. Set up optically-coupled small-animal imaging coil on the MRI 
scanner bed. Insert fibers in marked positions. Replace all fidu-
cial markers that may have dried out. These will be used to 
identify fiber positions in the MR images. Initialize the optical 
imaging system and turn on excitation laser. Check the power 
output of the laser.

 2. Prepare a syringe connected to a short catheter tube with a 
butterfly needle containing several milliliters of clinical 
Gd-DTPA solution. Anesthetize animal with constant-flow 
isoflurane. Once asleep, insert needle intraperitoneally and 
tape in place. Do not administer Gd at this point.

 3. Position animal in the MRI-DFT array on the scanner’s bed, 
ensuring that the Gd-syringe lies outside the coil and thus is 
accessible after the animal has been moved into the bore. 
Ensure that isoflurane/oxygen flows through the interface to 
keep the animal asleep. Use best estimates to align the fiber 
plane to cross the tumor location (usually just anterior of the 
ears). Push the fibers in to contact the head of the mouse using 
light-to- moderate compression.

 4. Align coil with bore per standard MR protocol and move sub-
ject into the bore.

 5. Acquire a scout image series and locate the mouse brain and 
fiducial markers. Change MR slice orientation and position 
such that slices are parallel and aligned with the plane of the 
fibers (see Note 1). Confirm whether the fiber plane intersects 
the tumor (see Note 2). If the mouse is not positioned prop-
erly, repeat steps 3–5.

3.2 MRI-DFT 
Imaging Protocol (48 h 
After Injection 
as Per Above)

3.2.1 Positioning 
and System Calibration

Small-Animal Imaging Using Diffuse Fluorescence Tomography
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 1. Once the animal is positioned properly, acquire a full series of 
T1-weighted MR images. These are pre-Gd contrast images.

 2. Enter the MRI room and without moving the animal find the 
Gd-loaded syringe and administer 0.03 mL. Leave the room 
and turn off all lights. Black out windows if necessary.

 3. Start the optical acquisition. This process illuminates each 
optical fiber and measures the transmitted light at all other 
positions. For an array of eight optical fibers, 56 projections 
are used. The system acquires all fluorescence measurements 
(filtered) and then a corresponding set of excitation 
measurements.

 4. While the system is acquiring optical data, the remainder of the 
MR sequence can be completed. This includes another 
T1-weighted series (post Gd-contrast) and a T2-weighted 
series (see Note 3).

 5. Imaging for this subject is complete once both systems have 
finished.

The image protocol produces two main data streams: (a) MR 
image stacks and (b) optical spectra of tracer fluorescence emission 
and corresponding excitation source spectra for 56 projections. 
The objective is to merge these data sets and recover images of 
fluorescence yield (product of the quantum yield and the absorp-
tion coefficient of the fluorophore at the excitation wavelength) in 
the tissue volume. Initially, MRI and optical data are processed 
separately and merged in the reconstruction steps.

The objective of the MRI image processing step is twofold: to pro-
duce a finite element method (FEM) mesh of the tissue volume 
containing regions tagged based on tissue type, and to locate the 
positions of the optical fibers on the FEM mesh to serve as sources 
and detectors in the image reconstruction algorithm. Historically, 
we have used only the T1-weighted post-Gd contrast image series 
for MRI-DFT image reconstruction in this animal model. Begin by 
importing this image series in NirView.

 1. Using the segmentation (threshold, dilation, and erosion) and 
manual paintbrush tools, segment the tissue into three regions: 
brain, tumor tissue (based on Gd-contrast), and the rest of the 
head. An example is shown in Fig. 2 (c) (see Notes 4–7).

 2. Now use the fiducial markers in the image to triangulate the 
contact points of the optical fibers on the tissue (see Note 8).

 3. Save the NirView session before proceeding. You may also save 
an “*.mha” file under File > Save Volume which can be used to 
display MRI-DFT image overlays once reconstruction has 
completed.

3.2.2 Imaging

3.3 MRI and Optical 
Data Processing

3.3.1 MRI Image 
Processing

Scott C. Davis and Kenneth M. Tichauer
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 4. Select File > Create Mesh. This will launch a Matlab window to 
generate a 3-D FEM mesh compatible with the optical image 
reconstruction algorithms. Change the NIRFAST mesh type 
field to “Fluorescence” (see Note 9).

 5. A volumetric mesh should be displayed with a window asking 
the user to place sources and detectors. These coordinates 
should already be populated. NIRFAST automatically moves 

Fig. 2 Processing MRI data for MRI-DFT. (a) The NirView interface showing a T1-weighted Gd-enhanced image 
stack just after it has been imported. Axial, sagittal, and coronal views are presented, as well as a 3-D render-
ing based on intensity values. It is easiest to process images in the coronal plane. (b) A zoomed-in view of a 
coronal slice showing indents where the fibers contacted the tissue. The user must keep track of the order of 
the fiber channels. (c) Semi-opaque overlay of a segmentation mask (aka “label map”) after the images were 
segmented into three tissue regions (cyan = tumor, green = brain, and red = the rest of the tissue). (d) Same as 
(c) with markers added to mark fiber positions. Ensure that markers are added in the order corresponding to 
the fiber channel numbers (i.e., first marker corresponds to fiber 1, second to fiber 2)

Small-Animal Imaging Using Diffuse Fluorescence Tomography
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sources one scatter distance inside the tissue surface and 
detectors position just inside the surface based on surface 
normals (see Note 10).

 6. Once the mesh has been finalized and saved, assign optical 
properties to each region (see Note 11).

Optical spectra need to be processed and calibrated for use in the 
image reconstruction algorithms. For each spectrum measured (56 
fluorescence and 56 excitation measurements), the following pro-
cedures are followed.

 1. Subtract dark noise baseline offset of CCD or CMOS sensors 
(see Note 12 for suggested methods of acquisition). However 
it is obtained, subtract the background offset from each of 
the 112 (56 fluorescence and 56 excitation measurements) 
spectra.

 2. Correct for exposure time to obtain counts/s.
 3. Correct for inter-system variance using correction factors mea-

sured a priori as a calibration standard.
 4. For fluorescence spectra only: To decouple the LICOR tracer 

fluorescence signal from contaminating background autofluo-
rescence, a linear least squares spectral fitting algorithm is used, 
as reported previously [19, 23]. For single-tracer imaging, we 
use two basis spectra—one for background autofluorescence 
acquired either on an animal without tracer injected or a tissue 
phantom, and the pure tracer fluorescence which is recorded 
using a liquid phantom with 1 % intralipid and a high concen-
tration of fluorophore. These two basis spectra should be 
acquired for each spectrometer and can be used for all animals 
using this tracer. An example of the spectral fitting process for 
a single projection is shown in Fig. 3.

 5. Once the tracer-specific fluorescence shape has been extracted 
from the spectra, the shape is integrated to provide a single 
measure of fluorescence intensity for each projection.

 6. Calibrated excitation peaks are also integrated.

The procedures described above have produced the following: a 
volumetric FEM mesh model of the animal’s head with tagged tis-
sue regions and source-detector positions, 56 fluorescence inten-
sity measurements from the optical projections through the head, 
and 56 corresponding excitation intensity measurements. The 
optical data should be saved as columns in a NIRFAST-compatible 
data file (“*.paa”) as described in the NIRFAST documentation. 
The NIRFAST software package contains light propagation models 
that allow data to be processed into images of optical parameters 
(such as fluorescence yield).

3.3.2 Optical Data 
Processing

3.4 Combining Data 
to Reconstruct 
MRI-DFT Images

Scott C. Davis and Kenneth M. Tichauer
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Fig. 3 Raw optical spectra measured with the MRI-FMT are pre-processed using a simple spectral fitting 
algorithm. Examples of measured fluorescence spectra are shown in (d) through (f) for U251, 9 L and control 
mice, respectively. These spectra correspond to a signal detection channel directly opposite to a source at the 
top of the head, as shown in (a) through (c). For illustrative purposes, the sensitivity values between the source 
and detector are plotted on the corresponding MR images and an outline of the tumor region as defined by the 
gadolinium contrast enhancement is included to demonstrate the extent to which the tumor lies in the sensitiv-
ity field. Pre-recorded spectra of the fluorescent probe and tissue autofluorescence from mice are used to 
decouple the signals originating from tissue autofluorescence and the optical probe itself. The results of this 
process are shown in (g) through (i) and the fitted spectra are compared to the measured spectra in (d) through 
(f). Figure and caption reproduced from JBO 2010 with permission from Society of Photo Optical Instrumentation 
Engineers [23]

Small-Animal Imaging Using Diffuse Fluorescence Tomography
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Before images are recovered, the data need to be further calibrated 
and scaled to the numerical model in NIRFAST. This program 
calibrates the fluorescence data to the model by calculating a mod-
eled excitation field based on the optical properties provided, and 
then calculating:

Icalibratedfluorescence = Imeasuredfluorescence(Imodelexcitation/Imeasuredexcitation)

Once calibrated, the program then performs a homogenous fit 
to estimate the value of fluorescence yield that best fits the data 
assuming that the fluorescence intensity in the volume is homoge-
neous. The following information is called on by the fluorescence 
calibration script:

In NIRFAST, select Data > Calibrate > Fluorescence. Input the 
following:

 1. Input Mesh: The mesh created in Subheading 3.3.1, step 4.
 2. Data: Excitation and fluorescence emission data saved in one 

file as per above.
 3. Save Data To (Optional): Using this field is recommended to 

save a fully calibrated version of the data, which will be only 
fluorescence emission data (since excitation data are used in 
the calibration).

 4. Save Mesh To (Optional): Using this field is recommended as 
this will be the mesh input in the reconstruction program. It 
contains the results of the homogeneous fitting routine and is 
also termed as the “Initial guess mesh.”

The fluorescence reconstruction algorithm in NIRFAST uses the 
mesh and calibrated data to recover images of fluorescence yield in 
the tissue volume. This is done by adjusting the fluorescence yield 
throughout the volume to best fit the calculated light fields 
(diffusion- based modeling) to match the calibrated measured data 
on the surface (projection data).

In NIRFAST, select Reconstruct > Fluorescence. Input the 
following:

 1. Input Mesh: The “Initial guess mesh.”
 2. Input Data: The fully calibrated data from above.
 3. Save Solution To: Enter a file name (no extension) for the 

solution files that will be saved during reconstruction.
 4. Prior information: There are several options for enforcing the 

boundaries of the internal tissue types (encoded in the mesh) 
in the image reconstruction process (see Note 13).

 5. Initial Regularization: The choice of regularization is often sys-
tem and case specific and is often chosen based on extensive 
phantom studies (see Note 14).

 6. Use defaults for all the other parameters.

3.4.1 Data Calibration

3.4.2 Reconstruct 
Images
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 7. Run the reconstruction program, which may take several minutes 
for this 3-D mesh. Expect between 15 and 40 iterations before 
convergence (defined as a 2 % or less change in the L2 norm 
error between iterations).

 1. Once reconstructed, volume rendered and 3-axis slices of the 
results may be viewed by selecting Solution > View Solution in 
NIRFAST and browsing to the solution files (as well as the 
mesh).

 2. Once loaded, use the drop-down menu in the viewer window 
to select the parameter to view—be sure to select “etamuaf” as 
this is the only parameter that was reconstructed—the rest 
were pulled from the mesh itself.

 3. To view the solution overlaid on the MRI, select File > Open 
Dicoms and browse to the “*.mha” file you saved during 
image segmentation in NirView. Use Thresholding to view co- 
registered fused MRI and DFT images.

 4. “Read Solution” also loads the recovered fluorescence yield 
(etamuaf) values into the Matlab workspace. These values can 
be used for statistical analysis, assessment of diagnostic perfor-
mance, etc.

An advanced implementation of MRI-DFT introduces dynamic 
multi-tracer imaging to the experimental protocol. This approach 
provides a rich data set, which can be leveraged to extract addi-
tional, and more quantitative, information about tissue status.

In this example, the quantitative value of cell surface receptor 
molecular imaging in DFT can be enhanced by so-called dual- 
tracer or paired-label kinetic modeling strategies [18], which 
account for delivery variability and nonspecific binding and reten-
tion of a targeted tracer using the uptake dynamics of a second 
“untargeted” tracer. Adoption of these approaches to DFT is 
described below [22]:

 1. Inject an equimolar concentration of an untargeted fluores-
cence tracer along with the targeted imaging tracer. The fluo-
rescence emitted from the untargeted tracer must be 
distinguishable from the targeted so that the respective signals 
can be separated prior to data analysis. Here, Alexa Fluor 750 
is proposed as an untargeted imaging tracer pair for IRDye- 
800CW- EGF. The two molecules absorb and emit light at 
similar wavelengths allowing a single laser to be used to excite 
them both; yet the emission spectra are different enough to 
allow spectral decomposition approaches to separate the sig-
nals (see Note 15).

 2. Selection of a suitable untargeted tracer partner for the tar-
geted tracer is critical (see Note 16).

3.4.3 Visualization 
and Image Processing

3.5 Advanced 
MRI-DFT Imaging 
Techniques

Small-Animal Imaging Using Diffuse Fluorescence Tomography
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 3. Upon injection of the two tracers, dynamic DFT imaging is 
carried out with the aim of acquiring full projection data sets at 
least every 2 min, up to 60 min, to describe the temporal 
dynamics of imaging tracer uptake and binding.

 4. If the emission spectra of the two tracers are collected spectro-
scopically, spectral decomposition can be applied by least 
square optimization to separate the imaging tracer signals from 
each other and from background autofluorescence.

 5. Using the principles described previously, concentration maps 
of each tracer in brain, tumor, and non-brain can then be 
reconstructed at each frame of the serial imaging protocol.

 6. Average targeted receptor concentrations can then be calcu-
lated in each region of interest by using the dual-tracer kinetic 
model (Eq. 1) [18, 22], which allows the binding potential 
(BP), a parameter proportional to receptor concentration, to 
be estimated:
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where FT and FUT represent the fluorescence activity of the targeted 
and untargeted tracers, respectively, at region, r, and time, t. R1 
represents the ratio of blood to tissue extraction efficiencies of the 
two tracers, k2 represents the rate constant governing tissue to 
blood efflux, and * is the convolution operator.

4 Notes

 1. We typically acquire between 20 and 30 coronal slices at 0.75 
mm/slice to cover the head from the nose to behind the ears.

 2. It may be necessary to acquire a few T1-weighted slices to 
confirm.

 3. We suggest waiting for about 5 min after administering Gd 
before acquiring the follow-up T1-weighted images.

 4. The segmentation mask should be continuous in all dimen-
sions (no “islands” outside the tissue region due to image arti-
facts or fiducial markers; cropping can help with this, as can the 
paintbrush-erase function).

 5. It is important to fill in any “holes” in the segmentation mask.
 6. Small complex shapes on the boundary (such as the ears) 

should be smoothed or removed as this will add unnecessary 
complexity to the mesh.

 7. Manually check each slice to ensure that it is smooth with no 
holes before proceeding.
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 8. In many cases, an indent caused by each fiber is visible in the 
images, making locating fibers straightforward; however, the 
proper orientation and registration with each physical channel 
must be worked out by the user. In our protocol, we use the 
“marker/seed” tool in NirView to mark the positions of the 
fibers in ascending order. In other words, the first fiber marked 
in NirView corresponds to fiber 1, the second marker corre-
sponds to fiber 2, etc., for a total of eight markers. These 
markers should be just on the surface of the tissue, as shown 
in Fig. 2d.

 9. The “Size” field under “Surface Facet Settings” may also be 
adjusted to change the average size of elements (aim for just 
under 1 mm). We generally aim for a mesh in the 10,000–
20,000 node range, and facet size may need to be adjusted to 
achieve this. All other input fields can be left as default.

 10. For small, complex shapes, it is often advisable to write a script 
to do this in a more controlled manner (based on absolute 
directions vs. surface normals). These scripts can be added as 
plug-ins, which appear in the “Create Source Detectors from 
Fiducials” field.

 11. As reported previously [23], we have used the following values 
estimated from reports in the literature [24]: the brain and 
suspected tumor regions ax = 0.03 mm−1, sx′ = 2.25 mm−1 at 
the excitation wavelength and am = 0.03 mm−1, sm′ = 2.75 mm−1 
at the emission wavelength. All other tissue types were assumed 
homogenous and assigned ax, m = 0.01 mm−1 and sx, 
m′ = 1 mm−1 at the exciting and emitting wavelengths.

 12. This can be measured a priori or between measurements. 
Alternatively, a fully filtered dark region of the spectrum can be 
used to estimate the offset across the whole spectrum.

 13. We typically use the “hard priors” implementation, which 
assumes that each tissue region has homogeneous fluorophore 
distribution. Thus, the reconstruction process becomes a 
three-parameter problem.

 14. For consistency, this value should be kept the same for all sub-
jects if running an animal study. Much of the data we have 
reported used a value of 10 (default).

 15. By employing a single-laser excitation with spectral decompo-
sition of the emission spectra, the tissue optical property differ-
ences experienced by the signals from each tracer are kept to a 
minimum, allowing a single light-propagation model to be 
employed for both tracers in the image reconstruction.

 16. Suitability entails that the blood plasma kinetics of the two 
tracers are roughly equivalent, the vascular permeability of the 
two tracers is similar, and nonspecific binding of the tracers is 
similar and preferably negligible.

Small-Animal Imaging Using Diffuse Fluorescence Tomography
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    Chapter 13   

 In Vivo Metal Ion Imaging Using Fluorescent Sensors                     

      Genevieve C.     Van de Bittner       and     Tasuku     Hirayama      

  Abstract 

   In vivo imaging in living animals provides the ability to monitor alterations of signaling molecules, ions, 
and other biological components during various life stages and in disease. The data gained from in vivo 
imaging can be used for biological discovery or to determine elements of disease progression and can 
inform the development and translation of therapeutics. Herein, we present theories behind small- 
molecule, fl uorescent, metal ion sensors as well as the methods for their successful application to in vivo 
metal ion imaging, including ex vivo validation.  

  Key words     Fluorescence  ,   Near-infrared  ,   Copper  ,   In vivo imaging  ,   IVIS spectrum  ,   Wilson’s disease  , 
  Metal  ,   Ion    

1     Introduction 

 Fluorescence-based metal imaging has been widely developed for 
the detection of biologically relevant metal ions in biological sam-
ples and for  live-cell imaging   [ 1 – 5 ]. Given the importance of  metal 
ions for   biological regulation, particularly with regard to  enzyme   
activation/deactivation and  enzyme   catalysis, a goal of the  fl uores-
cence imaging   community has been the development of sensors for 
in vivo metal ion imaging. One method is use of chelation-based, 
small-molecule, “turn-on” fl uorescent sensors that are low- or 
non-fl uorescent in the absence of the metal ion and highly fl uores-
cent upon metal coordination (Fig.  1a ) [ 1 ,  5 ].

   Development of these fl uorescent sensors has relied heavily on 
two photophysical phenomena,  photo-induced electron transfer 
(PET)   and  internal charge transfer (ICT)  , which are discussed in 
detail in several reviews [ 6 ,  7 ]. Briefl y, design of these sensors 
requires tuning the electron density of the chelating moiety so that 
metal ion coordination modulates the  PET   and/or ICT effi ciency. 
Coordination with a cationic metal ion, such as Ca 2+ , Zn 2+ , Cu + , or 

 Author contributed equally with all other contributors. 
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Cu 2+ , decreases the electron-donating property of the coordinating 
nitrogen and oxygen atoms, leading to an increase  in intensity    or 
wavelength shift of the sensor fl uorescence (Fig.  1a ). The electron- 
donating properties of aromatic nitrogen atoms are particularly 
affected upon metal coordination, making them a key modulator 
of the  PET  /ICT phenomena and ultimately the sensor fl uores-
cence . The large change in fl uorescence properties of these “turn-
 on” sensors provides a low background and large dynamic range, 
making them especially useful for  in vivo imaging  . 

 Many of the initial metal ion sensors relied on excitation and 
 emission   wavelengths in the visible region, frequently relegating 
them to        in vitro and  live-cell imaging    applications . Due to the 
improved  tissue penetration   of near-infrared (NIR) light [ 8 – 10 ], 
many researchers have adopted NIR fl uorescent sensors for  in 
vivo imaging   applications, particularly for small animals, such as 
mice [ 11 ]. In the past decade, many reports have featured NIR 
fl uorescent sensors for biological metal ions such as calcium, zinc, 
and  copper  . Only a few sensors, ZPP1, CaSiR-1, CS790AM, and 
CTMPA, have been applied to  in vivo imaging   of living, adult 
organisms [ 5 ,  11 ]. Of these sensors, ZPP1, CaSiR-1, and 
CS790AM are  PET  -type sensors that show enhanced fl uores-
cence upon metal binding, and CTMPA is an ICT-type sensor 
that has a shifted  emission   wavelength upon metal coordination. 

  Fig. 1    ( a ) Schematic representation of chelation-based fl uorescent sensor mechanism. The aromatic nitrogen 
atom of the chelator increases the electron density of the aromatic ring in the absence of  metal ion   chelation. 
Upon chelation, the nitrogen lone pair becomes occupied by metal coordination, reducing the electron density 
of the aromatic ring and inducing fl uorescence turn-on and/or color change. ( b ) Cu +  detection mechanism of 
CS790 (de-esterifi ed CS790AM), a  PET  -based NIR sensor       
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ZPP1, although it has excitation and  emission   wavelengths in the 
visible region, was successfully applied to  in vivo imaging   of Zn 2+  
in a murine model of  prostate cancer   [ 12 ]. CaSiR-1 was used to 
study Ca 2+  in cerebral cortical neurons of a living  mouse   [ 13 ], 
and  CTMPA   successfully sensed Zn 2+  in zebrafi sh [ 14 ]. Our own 
contribution, CS790AM, is an NIR fl uorescent Cu +  sensor (Fig.  1b ) 
that was used to detect Cu +  fl uctuations in living mice, including 
a murine model of  Wilson’s disease   [ 15 ]. 

 Herein, we provide a protocol for in vivo Cu +  imaging with 
CS790AM that can be applied generally to the development of 
fl uorescent sensors for in vivo metal ion detection. Special atten-
tion is given to sensor validation, as it is of paramount importance 
that in vivo fl uorescent signals reliably report the in vivo metal ion 
concentration. Main validation steps included in this chapter are 
(1) demonstration of exogenous and endogenous in vivo metal ion 
sensing, (2) confi rmation of  in vivo imaging   results through  organ 
harvesting   and fl uorescence analysis, and (3) verifi cation of the 
in vivo association of the fl uorescent sensor and the targeted metal 
ion. All three validation steps were used in the development of 
CS790AM and are covered in the proceeding protocol for easy 
application to any existing or newly developed metal ion sensor. 
These techniques have been applied to murine disease models for 
monitoring  therapeutic effi cacy   [ 15 ] and have potential applica-
tions in selecting therapeutic dosing in clinical trials.  

2    Materials 

       1.    CS790AM or other metal ion sensor.   
   2.    Glass-backed 60 F254 silica gel plates.   
   3.    TLC plate cutter.   
   4.    TLC capillary tubes.   
   5.    TLC chamber.   
   6.    Dichloromethane.   
   7.    Methanol.   
   8.    Chloroform-d ( D  = 99.8 %, + 0.03 % v/v tetramethylsilane).   
   9.    NMR tube (5 or 7 mm diameter).      

       1.    CS790AM or other metal ion sensor.   
   2.    Methanol (spectrophotometric grade ≥99.8 %).   
   3.    0.2 mL  PCR   microtubes with attached caps.   
   4.    1 Dram scintillation vial.   
   5.    Pipettors: 20–200 μL and 200–1000 μL.   
   6.    Pipet tips (pipettor-brand dependent).   

2.1  CS790AM Purity 
Analysis

2.2  CS790AM 
Aliquoting
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   7.    50 mL Conical tubes.   
   8.    Nitrogen gas.   
   9.    Parafi lm ® .      

       1.    Mice: SKH1 (nude, immunocompetent;    Charles River 
Laboratories, Wilmington, MA, USA) (recommended). 

 Wild-type or genetic model with fur (requires  fur removal  ).   
   2.    Fur removal (if necessary): Nair hair removal cream, 1 L water, 

paper towels or gauze, timer.      

       1.    Phosphate-buffered saline (PBS, USP grade): MilliQ water, 
137 mM NaCl, 2.7 mM KCl, 10 mM Na 2 HPO 4 , 1.8 mM 
KH 2 PO 4 , pH 7.4.   

   2.    DMSO (USP grade).   
   3.    CS790AM aliquot.   
   4.    CuCl 2 .   
   5.    ATN-224 ( copper   chelator, kindly provided by Andrew Mazar, 

Northwestern University, Evanston, IL).   
   6.    1.5 mL Eppendorf tubes.   
   7.    1 mL Syringes.   
   8.    0.2 μm Filters (sterile).   
   9.       Syringe with attached needle (sterile, Cat. No. 309300, BD 

Biosciences).      

       1.     IVIS Spectrum   with fi lter sets in the near-infrared region and 
Living Image software.   

   2.    Inhaled anesthesia system with induction chamber for mice.   
   3.     Isofl urane   (USP grade).   
   4.    Compressed oxygen.   
   5.    70 % Ethanol.   
   6.    Black paper.      

       1.     Isofl urane  , ketamine/xylazine, pentobarbital, or pentobarbi-
tal/phenytoin (USP grade).   

   2.    PBS (USP grade).   
   3.    8″ × 8″ Styrofoam square.   
   4.    Push pins.   
   5.    24 G Needle(s).   
   6.    20 mL Syringe(s).   
   7.    1.5 mL Eppendorf.   
   8.    20–60 mm Petri dishes.   
   9.    Forceps.   

2.3  Animals 
and Animal 
Preparation

2.4  Injection

2.5  Imaging

2.6  Blood Collection, 
Perfusion, and  Organ 
Harvesting        
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   10.    Dissecting scissors.   
   11.    Clamp forceps.   
   12.             Ice.      

       1.    Microcentrifuge with temperature control, 1.5 mL sample size.   
   2.    HPLC with automated fraction collector.   
   3.    Gel fi ltration (size exclusion) column: Phenomenex Bio-Sep 

S-2000; 7.5 × 200, 10 μm.   
   4.    50 mM Sodium phosphate buffer, pH 7.5.   
   5.    Fluorescence plate reader with NIR fi lters.   
   6.       Black, clear-bottom 96-well plate.   
   7.    Shimadzu 6650 graphite furnace atomic absorption spectro-

photometer with an ASC-6100 autosampler.   
   8.    MilliQ or deionized water.       

3    Methods 

         1.    Cut TLC plate into 1 × 5 cm sections. Select one piece and use 
a pencil to mark the location where the sensor will be spotted, 
0.5 cm from a 1 cm edge (Fig.  2 ).

             2.    Dissolve a 0.1 mg sample of CS790AM in 100 μL dichloro-
methane, spot it on TLC plate with a capillary tube, and let dry 
for 30 s.   

   3.    Place the TLC plate into a TLC chamber containing ~2 mm 
mobile phase (dichloromethane:methanol = 8:1). Remove TLC 
plate when solvent front is 0.5 cm from the top of the plate 
(Fig.  2 ,  see   Note    2  ).      

2.7   Blood Analysis  

3.1  CS70AM Quality 
Control ( See   Note    1  )

3.1.1  TLC Purity Analysis

 Fig. 2    Layout of a typical TLC plate used to test fl uorescent sensor purity  
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       1.    Weigh 5 mg of CS790AM and dissolve it in chloroform-d 
(600 μL); transfer the solution to a standard NMR tube, and 
acquire  1 H-NMR spectrum with an NMR spectrometer.       

       1.    Weigh 5.0 mg (4.5 μmol) of CS790AM in the 1 dram vial and 
add 450 μL methanol to make a 10 mM solution.   

   2.    Aliquot 20 μL of the stock solution to each microtube, keeping 
the caps open. Cover the tubes with aluminum foil to protect 
from light, and place in a vacuum desiccator (without desic-
cant), equipped with a vacuum pump or a diaphragm pump.   

   3.         Evaporate  the   methanol  in vacuo until   it  is removed,  at least 2 h.   
   4.    Remove samples from the desiccator, close the caps, and place 

tubes into 50 mL conical tubes (or other sealable container). 
After purging with nitrogen gas, seal the containers with 
Parafi lm ® , and store in a −20 or −80 °C freezer.      

       1.    Anesthetize mice with 3 %  isofl urane   and 1.5  L/min O 2  fl ow 
rate for 5 min, and then reduce  isofl urane   to 1.5 %.   

   2.    While mice are under anesthesia, place a small amount of Nair 
cream on the area of the body that will be imaged and ana-
lyzed. Gently rub Nair into the fur, so that it reaches the hair 
follicles.   

   3.    After about 30 s ( see   Note    4  ), wipe off Nair cream with paper 
towels or  gauze   wetted with water. Rinse skin repeatedly with 
DI water to ensure removal of all Nair cream ( see   Note    5  ).      

       1.    Prepare a CuCl 2  solution in PBS for a fi nal injection volume of 
50 μL per animal and a maximum dose of 5 mg/kg. CuCl 2  
should be injected 2 h prior to the injection of the fl uorescent 
sensor to provide time for the Cu 2+  to be converted to Cu +  
in vivo.   

   2.    Prepare an ATN-224 solution in PBS for a fi nal injection vol-
ume of 50 μL per animal and a maximum dose of 5 mg/kg. 
ATN-224 should be injected 2 h prior to CS790AM for opti-
mal  copper   chelation.   

   3.    Prepare a 0.1 mM CS790AM solution in DMSO:PBS (7:3) for 
a fi nal injection volume of 50 μL per animal ( see   Note    6  ). An 
uptake period of at least 5 min after CS790AM injection should 
be given prior to imaging ( see   Note    7  ).   

   4.       Aseptic technique should be used to prepare all doses. Don 
sterile gloves, draw solutions into a 1 mL syringe, and fi lter 
into a sterile Eppendorf. Draw injection dose into a sterile 
syringe with attached needle, and inject shortly after 
preparation.      

3.1.2   1 H-NMR Purity 
Analysis

3.2  CS790AM 
Aliquots ( See   Note    3  )

3.3   Fur Removal   
(If Necessary)

3.4  Preparation 
of Injectables
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   For each imaging session,     animals with fi ve  different    treatments  
are included , as outlined in Table  1 . Animal 1, which is only 
injected with vehicles, serves as a crucial control for monitoring 
 autofl uorescence  .

     1.    Anesthetize the  mouse   in an  isofl urane   chamber with 3 %  iso-
fl urane   and 1.5  L/min O 2  fl ow rate. Ensure that the  mouse   
has reached deep anesthesia by performing a toe/tail pinch 
( see   Note    8  ).   

   2.    Lift  mouse   out of the chamber by the tail and place  mouse   in 
supine position in one hand (usually the non-dominant hand). 
With thumb and index/middle fi ngers, grab the fur/skin of 
the  mouse   to make skin over the abdomen taut. Use the ring 
or pinkie fi nger to pin down the tail of the  mouse  .   

   3.    Tilt the head of the  mouse   slightly downward, so that the 
organs move toward the diaphragm and away from the injec-
tion site.   

   4.    Slowly insert syringe needle at a 30–45° angle (relative to the 
surface of the abdomen) near the bottom left or right side 
of the abdominal cavity. Gently pull back on the syringe 
plunger and make sure that no fl uid/blood enters the needle. 
Push down gently on plunger to inject contents of the 
syringe ( see   Notes    9   and   10  ).   

   5.       If imaging immediately, place  mouse   in  IVIS Spectrum   
instrument and maintain  anesthetic   state with  isofl urane   at 
1.25–1.75 %.    

          1.    Prior to CS790AM injection, open the Living Image program 
on the  IVIS Spectrum   and press the initialize button to reset 
the camera. Create a new folder for the data and go to the 
acquisition tab and select the “auto save to …” button to save 
the data to the newly created folder.   

3.5   Intraperitoneal 
Injection   Procedure

3.6   Imaging 
Procedure   and Image 
Analysis

    Table 1  
  Animal treatments for validating exogenous and endogenous Cu +  imaging 
in vivo   

 Animal  CuCl 2  or vehicle  ATN-224 or vehicle  CS790AM or vehicle 

 1  Vehicle  Vehicle  Vehicle 

 2  Vehicle  Vehicle  CS790AM 

 3  CuCl 2   Vehicle  CS790AM 

 4  CuCl 2   ATN-224  CS790AM 

 5  Vehicle  ATN-224  CS790AM 

In Vivo Metal Ion Imaging



146

   2.    Click on the temperature window and set the stage temperature 
to 37 °C. Sanitize stage with 70 % ethanol and cover with black 
paper for stage protection and easy cleanup.   

   3.    Click on the Imaging Wizard button, choose fl uorescence, and 
then select epi-illumination ( see   Note    11  ).   

   4.       Select the appropriate wavelength pair for the sensor or input 
the wavelengths by selecting Input Ex/Em. For CS790AM the 
wavelengths are 745 nm (Ex) and 800 nm (Em) ( see   Note    12  ).   

   5.    On the last page, select Manual Settings and choose Fstop 2, 
Binning 8, and 1 s exposure ( see   Notes    13   and   14  ). Also select 
the appropriate Field of View (i.e., choose D for imaging fi ve 
mice) and enter a subject height (typically 1.5 cm for mice).   

   6.    Mice should be lying prone or supine ( see   Note    15  ) inside the 
camera with noses in the  isofl urane  -delivering nose cones, and 
completely inside the outermost grid lines (green laser lines) 
projected on the imaging surface. Place black plastic dividers 
between the animals to prevent fl uorescent signal bleed-over.   

   7.       Press the acquire button 5 min after CS790AM injection to 
acquire imaging data (Fig.  3 ). Images containing saturated 
areas should be retaken with a shorter exposure or lower sen-
sor dose ( see   Note    16  ).

       8.    If several imaging time points are needed, re-image mice as 
necessary ( see   Note    17  ).   

  Fig. 3    Representative image of exogenous and endogenous in vivo fl uorescent 
Cu +  sensing with CS790AM. Treatments for animals 1–5 correspond to those 
listed in Table  1 . Increases in in vivo fl uorescence are seen after CuCl 2  injection 
(animal 3), and decreases are seen following ATN-224 administration (animals 4 
and 5). Animals are in supine position for optimal abdominal  organ imaging  . 
Adapted from Hirayama et al. [ 15 ]       
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   9.    To analyze a particular image in the Living Image software, 
open and double-click the image.   

   10.    Go to the Tool Palette window to adjust the minimum and 
maximum settings for the image under Image Adjust.   

   11.    Select the units for data analysis from the drop-down menu on 
the upper left side of the selected image.   

   12.    Under the ROI Tools menu, draw regions of interest (ROIs) 
on the selected image and measure the signal using the mea-
surement tool (Fig.  4 ,  see   Note    18  ). The measured data can 
now be saved as a text fi le or copied into Excel for  statistical 
analysis  .

              1.       Heavily anesthetize  mouse   with  isofl urane  , ketamine/xylazine, 
pentobarbital, or pentobarbital/phenytoin. Ensure that  mouse   
has reached surgical plane of anesthesia by performing a toe/
tail pinch. When using isofl urane, maintain  anesthetic   adminis-
tration throughout the perfusion procedure.   

   2.    Lay  mouse   supine on Styrofoam platform, and pin each limb 
to the Styrofoam board using a push pin.   

   3.    Make a small incision into peritoneal cavity of the  mouse   using 
forceps and dissecting scissors. Starting with the initial inci-
sion, carefully make a vertical cut toward the head of the  mouse   
to expose the abdominal cavity ( see   Note    19  ). Continue cut-
ting towards the head of the  mouse   until you reach the ster-
num. At this point, cut through the diaphragm and cut through 
the ribcage on either side of the sternum.   

   4.    Using clamp forceps, grab onto the bottom end of the sternum 
and pull it toward the head of the  mouse   to expose the heart. 

3.7           Blood Collection, 
Perfusion, Organ 
Harvesting, and Organ 
Imaging

  Fig. 4    Examples of ROIs for image analysis. ( a ) Whole-body ROI for total fl uores-
cence comparison. ( b ) Abdominal ROI for abdominal fl uorescence comparison. 
The type of ROI used will depend on the study, but consistency in ROI size is 
crucial. For best comparisons, animals should be of similar size and weight       
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Gently grab the heart with forceps, and make a small incision 
into the right atrium. Collect 200–300 μL blood into a 1.5 mL 
Eppendorf and store on ice.   

   5.             Continue to hold the heart with the forceps. While keeping the 
heart in place, insert a needle (attached to a 20 mL syringe 
with PBS) into the left ventricle of the heart. Release the heart 
and begin to push the PBS into the heart, forcing blood and 
PBS out of the right atrium. There will be some back pressure, 
and it will take a few minutes to empty the syringe.   

   6.    After the fi rst few milliliters of PBS are pumped into the heart, 
the organs will begin to lose their color. If the organ of interest 
still retains color (blood) after the perfusion, this can some-
times be removed by injecting more PBS into the descending 
aorta/mesenteric artery or the vena cava.   

   7.    Dissect the organ(s) of interest from the  mouse   and put into a 
small petri dish(es) on ice. Image the organs using an IVIS 
camera  and   imaging procedures outlined in Subheading  3.6  
(Fig.  5 ,  see   Note    20  ).

          When fl uorescent sensors are used for  in vivo imaging  , they are 
added to a biological matrix much more complicated than the 
solutions used for in vitro sensor development. Upon injection, 
in vivo metabolism of a sensor may include polar oxidations, a 
key metabolic pathway for xenobiotics [ 16 ], which are known 
to infl uence the fl uorescence of sensor-like molecules [ 17 ]. 

3.8   Blood Analysis  

  Fig. 5    Representative images of CS790AM fl uorescence in livers from animals 
treated with vehicle or CuCl 2 . Liver fl uorescence increases following CuCl 2  treat-
ment, validating the in vivo CS790AM fl uorescence increase measured after 
CuCl 2  injection. Adapted from Hirayama et al. [ 15 ]       
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Sensor injection may also alter the sensor solvation, which has 
well-documented impacts on fluorescence [ 18 ], and the sensor 
will interact with     biological molecules in vivo, whose sensor-
fl uorescence effects have not been tested. Thus, it is imperative 
to validate that the detected in vivo fl uorescence is correlated 
with the metal ion of interest ( see   Note    21  ). In the case of 
CS790AM, a  blood analysis   consisting of gel fi ltration followed 
by  fl uorescence   measurements and atomic  absorption   indicated 
that the detected fl uorescent signal co-eluted (was associated) 
with  copper   [ 15 ].

    1.    Centrifuge collected blood at 4000 ×  g  for 10 min at 4 °C to 
separate serum. The serum will be the top, clear layer follow-
ing centrifugation.   

   2.    Load 100 μL serum onto the size-exclusion column, pre- 
equilibrated with 50 mM sodium phosphate buffer, pH 7.5. 
Separate sample using 50 mM sodium phosphate buffer at a fl ow 
rate of 0.25 mL/min. Collect 0.25 mL samples over 80 min.   

   3.    Transfer 0.25 mL samples to a black, clear-bottom 96-well 
plate and measure the fl uorescence of the samples using a 
plate reader with NIR fl uorescence fi lters ( see   Note    22  ). This 
measurement will indicate which fractions contain the fl uores-
cent sensor.   

   4.    Transfer samples to an atomic  absorption   spectrophotometer, 
ideally furnished with an autosampler. If the metal ion concen-
tration in the samples is high, the samples can be diluted with 
MilliQ or deionized water. Create a calibration curve using a 
weighed sample of the metal ion.   

   5.       Compare the fractions containing fl uorescence to those con-
taining the metal ion of interest. If the fl uorescent signal is 
resulting from detection of the metal ion, these fractions 
should overlap ( see   Note    23  ).    

4                              Notes 

     1.    Some decomposition products or impurities have fl uorescence 
and/or absorbance in the visible to near-infrared region and 
may cause false-positive/negative signal in imaging experiments 
and make analysis of subtle changes in  copper   fl ux diffi cult.   

   2.    Typically, a reddish brown spot appears when CS790AM is 
decomposed while a single green spot is observed for pure 
CS790AM.   

   3.    Aliquoting produces more reproducible imaging over time for 
three reasons: (1) a more accurate weight for the sensor is 
obtained due to the larger  sample size  ; (2) the same amount of 
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mass is added to small, individual-experiment samples; and (3) 
it reduces exposure of the sensor to light and oxygen, which 
can cause decomposition.   

   4.       Nair can burn the  mouse   skin if it is left on for too long. 
Experiment with a shorter time on small areas of fur fi rst and 
use nude, immunocompetent mice whenever possible.   

   5.    Use liberal amounts of water to remove the Nair product; Nair 
that is not removed may burn the skin or be eaten after the 
animals wake up from anesthesia. To keep animals warm, heat 
water gently (~30 °C) before wiping off Nair.   

   6.    DMSO should be added prior to PBS or the CS790AM will 
not dissolve. A higher amount of PBS will cause the CS790AM 
to precipitate. Make a fresh CS790AM solution prior to each 
imaging experiment as the compound can degrade in solution 
over time. CS790AM can be kept as a stock solution in DMSO 
without the PBS.   

   7.    For new sensors, image animals after different uptake periods 
to determine the optimum timing for sensor-ion binding 
in vivo.   

   8.    This will prevent waking/jerking away from the needle during 
the injection(s) and provides more precise and reproducible 
injections.   

   9.    If a bubble forms under the skin, the injection was subcutane-
ous instead of intraperitoneal.   

   10.    CuCl 2  and ATN-224 are injected 2 h before CS790AM.   
   11.      E pi-illumination  is used because it is fast  and   suffi cient for 

many applications . Trans-illumination  and structured light 
data    can be used  to do 3D diffuse fl uorescence tomography.     

   12.    The excitation and  emission   fi lters should be optimized for 
each sensor before injection by placing a sample of the dis-
solved sensor into the  IVIS Spectrum   and selecting different 
fi lter pairs.   

   13.    Depending on the brightness of the sensor, these settings can 
be changed to increase/decrease the sensitivity and/or the 
resolution.   

   14.    It is best to start with a short exposure (1 s) and increase grad-
ually if the exposure period does not result in a measurable 
signal. Be careful not to expose the sensor too long to prevent 
 photobleaching  . Once an ideal exposure time is found for a 
sensor, keep it the same for all imaging experiments.   

   15.    The position of the animals (prone or supine) will be deter-
mined by the region/organ of interest for the study. When 
imaging most abdominal or thoracic organs, the supine posi-
tion is recommended. When imaging the brain, brown fat, or 
the spine, the prone position is recommended.   
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   16.    In the pull-down menu at the top of the image window there 
is an option to show a saturation map. Regions that are satu-
rated will be shown in red.   

   17.       Multiple images can result in  photobleaching   of the sensor. 
The amount of photobleaching can be estimated by repeatedly 
imaging a syringe or Eppendorf containing the dissolved 
sensor.   

   18.    ROIs can be drawn around the whole animal when using nude 
mice. If a particular region is being analyzed, keep the ROI 
size the same for each animal (this can be done by copying and 
pasting the ROI, using a right click and selecting from the 
menu). The ROI placement should be consistent across 
animals.   

   19.    It is important not to cut any organs; otherwise the  perfusion   
solution will leak out of the organs, making the perfusion 
incomplete.   

   20.    Place organs in similar orientations to ensure an impartial 
comparison.   

   21.     PET  / ICT  -modulated sensors bearing a nitrogen atom can be 
affected by pH because protonation of the nitrogen atom 
induces a similar effect as metal coordination, resulting in false-
positive signals. When using these types of sensors it is neces-
sary to measure the effect of pH on fl uorescence signal prior to 
in vivo application.   

   22.    It is recommended to optimize the fi lter set used in the plate 
reader with a sample of the sensor dissolved in DMSO and 
diluted in PBS (1:100) prior to the  blood analysis  .   

   23.    The fl uorescent signal and metal ion may not elute with a 
retention time corresponding to small molecules, as the sensor 
may be associated with serum proteins, such as albumin.         
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    Chapter 14   

 Using Fluorescence Imaging to Track Drug Delivery 
and Guide Treatment Planning In Vivo                     

     Qiaoya     Lin    ,     Huang     Huang    ,     Juan     Chen     , and     Gang     Zheng      

  Abstract 

   Imaging has become an indispensable tool in both clinical medicine and preclinical sciences. It enables 
doctors to locate sites of cancer/disease, track drug delivery, and guide operative planning, thus enhancing 
the treatment effi cacy. Recently, we developed a multimodal theranostic lipid nanoparticles, named 
HPPS(NIR)-chol-siRNA with its built-in near-infrared (NIR) fl uorescent probe core as a useful surrogate 
for tracking small interfering RNA (siRNA) delivery. By using the image co-registration of computed 
tomography (CT) and fl uorescence molecular tomography (FMT), we achieved noninvasive assessment 
and treatment planning of siRNA delivery into the orthotopic tumor, thus enabling effi cacious RNA inter-
ference (RNAi) therapy. In this chapter, we introduce this method to illustrate the use of CT-FMT co- 
registration for tracking drug delivery and guiding treatment planning in vivo.  

  Key words     Nanoparticles  ,   Fluorescence imaging  ,   Computed tomography  ,   Fluorescence molecular 
tomography  ,   HDL  ,   siRNA delivery  

1      Introduction 

 Personalized cancer medicine tailors medical treatments  to   the 
characteristics, needs, and preferences of individual  cancer   
patients during all stages of care, from diagnosis and treatment 
to prognosis.  Noninvasive   imaging modalities such as  fl uores-
cence   imaging (FI), photoacoustic imaging, magnetic resonance 
imaging ( MRI  ), computed  tomography   (CT), ultrasound, and 
positron  emission   tomography ( PET  ) are useful tools for diag-
nosing diseases, delineating tumors, monitoring physiological 
responses to therapy, and providing quantitative ways to assess 
the delivery of therapy in tumor region to fi nely tune the treat-
ment process [ 1 ,  2 ]. 

 RNA interference ( RNAi  ) therapy holds enormous promise 
for personalized medicine as it could be designed to specifi cally 
knock down any disease-related gene to give a highly selective 
treatment [ 3 ]. However,  RNAi   therapy has encountered big 
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challenges in both the systemic delivery of small interfering 
RNAs ( siRNAs  ) into its intended action site and the accurate 
assessment of the delivery effi ciency. Therefore, the combination 
of a good  siRNA   delivery system and an imaging modality that is 
able to quantitatively monitor the  siRNA   delivery both at the 
intended disease site and non-intended sites may provide solu-
tions to these challenges [ 4 – 7 ]. Several imaging modalities have 
been reported for visualizing  nanoparticle  -based  siRNA   delivery 
in vivo, such as  MRI   [ 8 ], single-photon  emission   computed 
 tomography   (SPECT) [ 9 ],  PET   [ 10 ], and FI [ 11 – 13 ]. FI is a 
 noninvasive  , fast, cost- effective, highly sensitive, and multichan-
nel imaging technique, which enables tracking  fl uorophore   of 
interest from the anatomical to cellular level. Conventional 
in vivo FI systems such as  fl uorescence refl ectance imaging   pro-
vide 2D imaging, and the development of  fl uorescence molecu-
lar tomography (FMT)   extends FI into quantitative  3D imaging   
[ 14 ,  15 ]. 

 Exogenous fl uorophores introduced into animals emit  fl uores-
cence   when excited with light of appropriate wavelength generated 
by broad-spectrum sources or laser beams with appropriate band- 
pass fi lters. The  fl uorescence   signals of interest are then captured 
by a high-sensitive and low-noise  charge-coupled device (CCD)   
camera at the matched  emission   wavelength to generate images. In 
2D imaging, the detector and the excitation light source are usu-
ally positioned on the same side of the animal (Fig.  1a ). Although 
2D imaging is useful for imaging the distribution and/or activa-
tion of  fl uorescent probes   in living animals, it experiences some 
limitations such as superfi cial  tissue penetration   (only a few milli-
meters) due to  photon scattering   and attenuation in tissue, and 
poor quantifi cation because of the nonlinear relationship between 
the signal strength and depth,    compounded by the complicated 
tissue optical properties [ 2 ].

   Unlike 2D imaging, in FMT, the light source and the detector 
are usually positioned on opposite sides of the animal, and the 
scanning is usually comprised of two steps. During the fi rst scan, 
multiple points on the tissue boundary are illuminated in a sequen-
tial fashion (Fig.  1b ) and diffuse light patterns are collected sepa-
rately around the boundary (Fig.  1c ) using photodetector sets or a 
CCD camera. This creates a mapping of the diffusive propagation 
patterns of photons in the animal/tissue being scanned. The sec-
ond scan is the measurement of  fl uorescence   using the same 
source-detector pairs as the fi rst scan. The scanning time for FMT 
is relatively fast, and ranges between 3 and 5 min. Mathematical 
processing of the raw data using light propagation models yields 
3D quantitative images of the  fl uorophore   distribution in animal/
tissue. Although still limited by photo scattering and attenuation in 
tissues, the FMT is able to reach depths of 3–6 cm in muscle or 
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brain, or as far as 12 cm in less absorbing tissues such as the breast 
[ 16 ], showing a substantial improvement from 2D imaging. In 
addition, due to its 3D nature, FMT can be combined with 
 anatomical imaging modalities such as CT or  MRI   to provide a 
high- resolution anatomical reference, leading to more accurate 
delineations of the tissues of interest. 

 In this chapter, we employed the FMT (co-registered to CT) 
to quantitatively track a novel multimodal  theranostic   lipid 
 nanoparticle   for target-specifi c  RNAi   therapeutics in a clinically rel-
evant PC6-lu6 orthotopic  prostate cancer model  . We demon-
strated that the nanoparticles enable in vivo  noninvasive   assessment 
of  siRNA   accumulation in  orthotopic tumor   by tracking the near- 
infrared (NIR) fl uorescent surrogate using  CT-FMT   image  co- 
registration  , thus providing a useful means not only for real-time 
tracking of  siRNA   delivery, but also for rational dosimetry and the 
subsequent treatment planning, which directly impacts its  thera-
peutic effi cacy   [ 17 ].  

Reflectance

Tomography Diffuse pattern

Diffusive photons

Output

Output

Input

Input
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  Fig. 1    Modes of data collection. ( a )  Fluorescence refl ectance imaging  . Excitation light (input) is expanded on 
the object surface and  fl uorescence   light (output) collected from the same side of the object. Scattered photon 
trajectories are simplistically demonstrated with a few lines to demonstrate the typical volume sampling. ( b ) 
Tomography. Illustration of data collection where multiple point-source trans-illumination data are time-shared 
around a cylindrical geometry. Different geometries and the use of refl ected data can also be used for tomo-
graphic purposes. The direction indicated by the  arrows  shows the general photon trajectory established. The 
pattern of data collected is, in fact, diffusive as is evident from the experimental measurements shown in ( c ) 
obtained from a trans-illuminated homogeneous diffusive cylinder. Reproduced with permission of Nature 
Publishing Group [ 2 ]       
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2    Materials 

       1.    1, 2-Dimyristoyl-sn-glycero-3-phosphocholine (DMPC) was 
purchased from Avanti Polar Lipids Inc. (AL,    USA). The 
DMPC was dissolved in chloroform at the concentration of 
25 mg/mL ( see   Note    1  ).   

   2.    Cholesteryl oleate (CO) was obtained from Sigma-Aldrich Co. 
(MO, USA). The CO was also dissolved in chloroform at the 
concentration of 25 mg/mL ( see   Note    1  ).   

   3.    1,1′-Dioctadecyl-3,3,3′,3′-tetramethylindotricarbocyanine 
iodide bis-oleate (DiR-BOA) was synthesized by the previ-
ously reported methods (MW 1013) [ 18 ]. 1 mg of DiR-BOA 
was dissolved in 100 μL chloroform ( see   Note    2  ).   

   4.    The ApoA-1 mimetic peptide, Ac- FAEKFKEAVKDYFAKFWD, 
was purchased from GL Biochem Ltd. (Shanghai, China). The 
peptide (20 mg) was suspended in 5 mL PBS buffer (0.1 M 
NaCl, pH 7.5).   

   5.    Tris–buffer saline (10 mM Tris–HCl, 0.15 M NaCl, 1 mM 
EDTA, pH 7.5) was prepared, fi ltered through 0.22 μm mil-
lipore fi lter, and then degassed under vacuum for at least 2 h.   

   6.    All  siRNAs   were synthesized by Genepharma Co. (Shanghai, 
China). Cholesterol-conjugated  siRNA  -bcl-2 (chol-si-bcl-2)    con-
sisted of the sense strand 5′-chol- GfUGAAGfUfCAAfCAfUGf
CfCfUGfC- dTsdTs-3′ and antisense strand 5′-GfCAGGfCA
fUGfUfUGAfCfUfUfCAfC-dTsdT-3′. Cholesterol- conjugated 
 siRNA   bearing a scrambled sequence(chol-si-scramble) con-
sisted of the sense strand 5′-Chol-GAfCGfUAAfCGGfCfC
AfUAGfUfCfU-dTsdTs-3′ and the antisense strand 5′-AGAfCf
UAfUGGfCfCGfUfUAfCGfUfC- dTsdT-3′. Abbreviations are 
as follows: chol, cholesterol; fC and fU, 2′-deoxy-2′-fl uoro 
cytidine and uridine, respectively; “s,” phosphorothioate link-
age. Chol- siRNAs      were dissolved in RNase-free water (Ambion, 
USA) ( see   Note    3  ).   

   7.    A 15 mL round-bottom fl ask, parafi lm.   
   8.    High-purity nitrogen (>99 %).   
   9.    Branson 2510 water-bath sonicator (Thermo Fisher Scientifi c 

Inc., CA).   
   10.    Centrifugal fi lter units (Amcon Ultra-15, 10 K, EMD Millipore, 

USA).   
   11.    Akta fast protein liquid chromatography (FPLC) system 

(Amersham Biosciences, USA) equipped with a HiLoad 16/60 
Superdex 200 pg column.   

   12.    Agarose (electrophoresis grade) was obtained from BioShop 
Canada Inc. (Burlington, Canada). 2 g Agarose gel was dissolved 
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in 100 mL ddH2O, heated and cooled down, and then Gel red 
was added 0.002 % (v/v).   

   13.       Phosphotungstic acid solution (PTA) (Sigma Aldrich, CA).   
   14.    Hitachi H-7000 transmission electron microscope (Hitachi 

Inc., Japan).   
   15.    Zetasizer Nano-ZS90 (Malvern Instruments Ltd, UK).   
   16.    Varian Cary 50 UV-visible spectrophotometer (Varian Inc., CA).      

   All animal studies were conducted in Animal Resource Center of 
University Health Network in accordance with protocols approved 
by the Animal Care Committee. Inhalation of  isofl urane   (2 %) was 
given to mice via nose cone during the whole procedure of all 
in vivo animal experiments. 

       1.     Luciferase  -transfected PC3-luc6 cell line was purchased from 
Caliper Life Sciences, Inc. (USA), and  cell culture   medium 
Eagle’s minimum essential medium (EMEM) were obtained 
from the ATCC (American Type Culture Collection, VA, 
USA). Fetal bovine serum (FBS)  and   trypsin–ethylenediami-
netetraacetic acid (EDTA) solutions were all purchased from 
Life Technologies Inc. (CA).   

   2.    Adult male mice (athymic nude, Harlan, 6–8 weeks, 20–25 g 
average weight).   

   3.    Microscope (Thermo Fisher Scientifi c Inc., CA).   
   4.     Anesthetic   machine with 2 %  isofl urane   and oxygen supplier.   
   5.    Buprenorphine (Comparative Medicine and Animal Resources 

Centre, CA).   
   6.    Surgical tools included needle drivers, thumb forceps, surgical 

scissors, sterile gloves, mask, two types of suture (5–0, 18″, 
19 mm 3/8c, Nylon suture-Black monofi lament; 3–0, 18″, 
19 mm 3/8c, Polyglactin 910-Undyed Braided-Synthetic 
absorbable suture), povidone iodine,  isopropyl   alcohol, 
syringe, cotton swab, and beaker.      

       1.     D -Luciferin (PerkinElmer, CA).   
   2.    Bioluminescence imaging system (planar imaging) (Xenogen, 

Caliper Life Sciences, USA).   
   3.     MRI   scanner (Bruker Icon 1 T Desktop  MRI   Scanner with a 

 mouse   body coil, Bruker BioSpin, USA).   
   4.    MicroView v2.2 image analysis software (GE Healthcare, USA).      

       1.       CRI Maestro™ imaging system (CRI, USA).   
   2.    NIR fi lter (excitation fi lter: 725–755 nm,  emission   fi lter: 

780 nm long pass).      
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       1.    Micro-CT scanner (GE Locus Ultra micro-CT, GE Healthcare, 
USA).   

   2.    FMT system (PerkinElmer VisEn FMT 2500 LX Quantitative 
Tomography System, VisEn Medical Inc, USA).   

   3.    FMT Animal Imaging Cassette inside Multi-Modality Adaptor.   
   4.    Inveon™ Research Workplace 3.0 (IRW) image analysis soft-

ware (Siemens, USA).      

       1.    CRI Maestro™ imaging system (CRI, USA).   
   2.    NIR fi lter (excitation fi lter: 725–755 nm,  emission   fi lter: 

780 nm long pass).   
   3.    Surgical tools including thumb forceps, surgical scissors, sterile 

gloves, and mask.   
   4.    Sterile PBS buffer (0.1 M NaCl, pH 7.5).   
   5.    12-Well  cell culture   plates.      

       1.    Liquid nitrogen.   
   2.    Cryomold—standard size (25 × 20 × 5 mm).   
   3.    Tissue Tek OCT-Somagen Diagnostic (Leica Biosystems, 

USA).   
   4.    Leica CM3050S cryostat (Leica Microsystems Inc., USA).   
   5.       DAPI containing mounting solution (Vector Laboratories, 

USA).   
   6.    Olympus FV1000 laser confocal scanning microscopy 

(Olympus, Tokyo, Japan).       

       1.    Micro-CT scanner (GE Locus Ultra micro-CT, GE Healthcare, 
USA).   

   2.    FMT system (PerkinElmer VisEn FMT 2500 LX Quantitative 
Tomography System, VisEn Medical Inc, USA).   

   3.    FMT Animal Imaging Cassette inside Multi-Modality Adaptor.      

         1.    RNeasy Mini kit (Qiagen, CA).   
   2.    qScript™ cDNA SuperMix (Quanta Biosciences, USA).   
   3.    2 × Polymerase chain reaction (PCR) master mix (Thermo 

Scientifi c Fermentas, USA).      

       1.    1 % PFA in PBS, ethanol/acetic acid = 2:1; 3 % aqueous hydro-
gen peroxide (Sigma-Aldrich, CA).   

   2.       Avidin/biotin  blocking   kit (Lab VisionTM, CA).   
   3.    Biotin-nucleotide cocktail.   
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   4.    Ultra Streptavidin Horseradish Peroxidase Labeling Reagent 
(ID Labs inc., USA).   

   5.    DAB (Dako, CA).   
   6.    Mayer’s hematoxylin (Sigma-Aldrich, CA).   
   7.    Aperio Whole Slide Scanner (Leica Biosystems, USA).        

3    Methods 

       1.    A mixture of 30 μmol DMPC, 2.88 μmol CO, and 1 μmol 
NIR dye (DiR-BOA) in chloroform was dried under nitrogen 
in a 15 mL round-bottom fl ask, and connected with a high-
vacuum system to dry continually for 1 h ( see   Note    1  ).   

   2.    Then 10 mL of PBS buffer (0.1 M NaCl, pH 7.5) was added 
to the dried fi lm and the mixture was vortexed intermittently 
for 5 min.   

   3.    The turbid emulsion mixture was subsequently sonicated for 
60 min at 48 °C (covered with aluminum foil to avoid light 
explosion) ( see   Notes    2   and   4  ).   

   4.    ApoA-1 mimetic peptide (20 mg) suspended in 5 mL PBS buf-
fer was then added dropwise into the emulsion mixture and the 
resulting mixture was stored at 4 °C overnight.   

   5.    This complex was then fi ltered through a 0.22 μm millipore 
fi lter, concentrated with centrifugal fi lter units, and purifi ed by 
gel fi ltration chromatography using FPLC system equipped 
with a HiLoad 16/60 Superdex 200 pg column and eluted 
with Tris-buffered saline at a fl ow rate of 1 mL min −1 . The frac-
tion eluted at a retention time of 55–75 min was collected to 
acquire HPPS(NIR) nanoparticles.   

   6.       Determination of the molar concentration of the  nanoparticle  : 
The molar concentration of DMPC (C DMPC ) in HPPS(NIR) 
 nanoparticle   sample was fi rstly determined using a phospho-
lipid C assay kit (Wako Pure Chemical, USA). The number of 
DMPC molecules per HPPS(NIR) particle could be calcu-
lated using the known formula [ 19 ]: 2π[( d  − 20)/2] 2 /70, 
which gave the number of DMPC molecules in a HPPS(NIR) 
particle. In this formula, assumptions were made that the 
helix diameter and the surface area of DMPC were 10 Å and 
70 Å 2 , respectively;  d  was the diameter of HPPS(NIR) parti-
cles which could be determined by Zetasizer Nano-ZS90. 
Hence, the number of DMPC molecules per HPPS(NIR) 
particle can be calculated. The particle molar concentration 
(C  HPPS(NIR) ) was then calculated by dividing the concentra-
tion of DMPC(C DMPC ) by the number of DMPC molecules 
per HPPS(NIR) particle.   
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   7.    Determination of the molar concentration of the NIR-core 
(C NIR ) in HPPS(NIR) particle: The  nanoparticle   samples were 
extracted with chloroform, vortexed for 3 min, and then cen-
trifuged at 12 000 rpm for 10 min. The chloroform layer was 
collected and subjected to  fl uorescence   measurement (excited 
at 748 nm and detected at 780 nm) to determine DiR-BOA 
concentration (C NIR ) based on the  fl uorescence   standard curve 
of DiR-BOA generated in chloroform. The number of DiR- 
BOA molecules per HPPS  nanoparticle   was calculated by 
dividing C NIR  by C HPPS(NIR) .   

   8.    Determination of the molar concentration of Chol- siRNAs  : 
Chol- siRNAs   were dissolved in RNase-free water and the con-
centration of  siRNA   was quantifi ed by measuring its absorbance 
at 260 nm using Varian Cary 50 UV-visible spectrophotometer.   

   9.    Preparation of chol- siRNA  -loaded HPPS(NIR)  nanoparticle  : 
The chol- siRNA   and HPPS(NIR) solutions were mixed at a 
molar concentration ratio ranging from 1:5 to 1:20, and 
incubated for 1 h at room temperature. The resulting 
HPPS(NIR)-chol- siRNA   was loaded in agarose gel electro-
phoresis to determine the particle’s integrity and stability. 
The zeta- potential of HPPS(NIR)-chol- siRNA   was measured 
by  patented   M3-PALS technology using Zetasizer Nano-ZS90 
( see   Note    3  ).      

     The surgery/injection was carried out using sterile technique and 
under pathogen-free condition in a biosafety hood with an opera-
tional microscope. For rodent surgeries, the surgeon must wear a 
cap and mask, clean lab coat or gown, and sterile gloves. All ani-
mals must have a full aseptic skin preparation prior to survival 
surgery.

    1.    Preoperative analgesic buprenorphine (0.1 mg kg −1 ) was sub-
cutaneously injected to animals 30 min before the surgery. 
Preoperative antibiotic enrofl oxacin (25 mg kg −1 ) was given 
subcutaneously to mice 30 min before the operation.   

   2.    Inhalation of  isofl urane   (1–2 %) (within 100 % oxygen) was 
given via a mask to anesthetize mice during the whole proce-
dure. After the mice were placed on a supine position, the sur-
gery area was scrubbed thoroughly three times with stepwise 
“10 % Povidone Iodine Scrub” and 70 % ethanol. When apply-
ing “10 % Povidone Iodine Solution” and 70 % ethanol to the 
surgical fi eld, the solution-fi lled gauze was applied in a circular 
motion, from the center of the fi eld towards the peripheral 
region.   

   3.    A small midline incision was made in the lower abdomen pass-
ing through the skin layer, muscle layer, and the peritoneum 
into the abdominal cavity. Then, the bladder, seminal vesicles, 
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and prostate were partially moved out from the abdominal 
cavity to expose the dorsal prostate lobe.   

   4.    Under an operating microscope, a total of 0.5 × 10 6  PC3-luc6 
cells in 15 μL of saline (for orthotopic prostate model) or the 
same volume of cell-free saline (for sham-control) was injected 
in the dorsal prostate lobe using a 28 G insulin needle.   

   5.       The organs were then returned into the body cavity, the mus-
cle wall was closed with interrupted 4-0 absorbable sutures, 
and skin layer was closed with interrupted 5-0 nylon sutures.   

   6.    Postoperatively, buprenorphine (0.1 mg kg −1 , administered 
subcutaneously and twice daily) was given to mice for 3 days. 
Saline solution (0.5 mL) was administered subcutaneously to 
mice immediately after  the   surgery to prevent dehydration. 
Postoperative antibiotic enrofl oxacin was given to mice 
through drinking water (0.25 mg enrofl oxacin/mL) for 7 
days. After the completion of surgery, mice were transferred to 
a clean cage and allowed to wake up under observation.      

    MRI   was used to confi rm the presence of tumors and measure 
their volumes at various time points. Specifi cally, the animals were 
anesthetized using 2 %  isofl urane   and placed in the body coil on 
the  MRI   scanner. MR images were acquired using a T2-weighted 
RARE sequence with a fi eld of view (FOV) of 384 × 300 mm and 
a matrix size of 128 and 100 in the  x  and  y  directions, respectively. 
Tumor volumes were determined from the MR images using 
MicroView v2.2 (GE Healthcare, Waunakee, WI). Briefl y, a 2D 
region of interest (ROI) was manually contoured around the 
tumor in each of the MR image slices. Integrating these ROIs 
generated a measurable 3D volume, which represented the tumor 
volume.  

   PC3-lu6 orthotopic prostate tumor-bearing and sham-control 
mice were intravenously injected with HPPS(NIR)-chol- siRNA  , 
HPPS(NIR)-chol-si-scramble, or saline at various experimental 
concentrations. The in vivo whole-body  fl uorescence   images were 
taken at various experimental time points by the CRI Maestro™ 
imaging system (CRI, USA) using an NIR fi lter (excitation fi lter: 
725–755 nm,  emission   fi lter: 780 nm long pass,    signal collection 
from 780 to 950 nm in 10 nm-step) with optimal exposure time to 
detect NIR signal ( see   Note    5  ).  

   The in vivo tumor distribution of the chol- siRNA  -loaded 
HPPS(NIR) was visualized using  3D imaging   methods for small 
animals. Briefl y, micro- CT   was used to provide the anatomical ref-
erence and FMT was used to determine the 3D distribution of the 
chol- siRNA  -loaded HPPS(NIR). Co-registration of CT and FMT 
images would provide a quantitative 3D visualization of the in vivo 
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distribution of the chol- siRNA  -loaded HPPS(NIR) in tumor and 
surrounding tissues. Specifi cally, the animals were anesthetized 
using 2 %  isofl urane   and stably immobilized in an FMT imaging 
cassette to prevent any movement of the animal during scanning 
and to provide a stable basis for  CT-FMT   image  co-registration  . 
The cassette was placed on the CT imaging bed and full-body 
16-s anatomical micro-CT scans were performed. CT images were 
acquired at 80 kVp and 50 mA with a voxel size of 0.15 × 
0.15 × 0.15 mm and a fi eld of view of 15.7 cm (transaxial) and 
10.2 cm (long). Immediately after each CT scan, the cassette was 
moved to the FMT chamber and secured in the FMT scanning 
stage. Using the vendor’s software, the scan fi eld was adjusted to 
cover the abdominal part of the animal, making sure that the pros-
tate region was at the center of the fi eld, to prevent border artifacts 
( see   Note    6  ). The number of laser scanning points within the scan 
fi eld was adjusted to approximately 128, the maximum allowed, 
ensuring high-quality imaging. FMT images were acquired at exci-
tation and  emission   wavelengths of 745 nm and 770–800 nm, 
respectively, with a nominal voxel size of 1 mm 3 . CT and FMT 
images were co-registered using the Inveon™ Research Workplace 
3.0 (IRW) software (Siemens, USA). Specifi cally, there are four 
fi ducial wells on the FMT imaging cassette as registration reference 
points, which were artifi cially placed on the exported FMT images 
by the vendor software. The imaging cassette was included in the 
CT scan, and thus the fi ducial wells were present as well in the CT 
images. By matching these fi ducial wells, CT and FMT  images 
  were co-registered.  

   PC3-lu6 orthotopic prostate tumor-bearing and sham-control 
mice were intravenously injected with HPPS(NIR)-chol- siRNA  , 
HPPS(NIR)-chol-si-scramble, or saline at various experimental 
concentrations. The whole-body, in situ, and ex vivo  fl uorescence   
images were taken at various experimental time points by the  CRI 
  Maestro™ imaging system using an NIR fi lter (excitation fi lter: 
725–755 nm,  emission   fi lter: 780 nm long pass, signal collection 
from 780 to 950 nm in 10 nm-step) with exposure time of 10 ms 
to detect NIR signal ( see   Note    5  ).  

   PC3-lu6 orthotopic prostate tumor-bearing mice were intrave-
nously injected with HPPS-Cy5.5-chol- siRNA   or Cy5.5-chol- 
 siRNA   at a Cy5.5-chol- siRNA   dose of 1 mg kg −1 . After 24 h, the 
mice were sacrifi ced, and all tumors were subsequently frozen in 
liquid nitrogen and then cut into slides of 5 μm thickness using a 
Leica CM3050S cryostat. The frozen slides were mounted with 
DAPI containing mounting solution and imaged by Olympus 
FV1000 laser confocal scanning microscopy with  excitation   wave-
lengths of 405 nm (DAPI), and 633 nm (Cy5.5).   
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     With  CT-FMT    co-registration  , the tumor was identifi ed (Fig.  2a ), 
a region of interest (ROI) was manually contoured around the 
tumor of the 3D FMT image (Fig.  2b ), and the relative  fl uores-
cence   intensity value of the region was quantifi ed (images were 
normalized to background signal according to vendor  instructions). 
For in vivo quantitative assessment of the HPPS(NIR)-chol- siRNA   
delivery in tumor, the  fl uorescence   accumulation in  mouse   tumor 
was identifi ed by CT-FMT  co-registration   and quantifi ed by  FMT 
   fl uorescence   quantifi cation every 24 h from immediately before 
the fi rst dose to 48 h post the last dose

      Ten PC3-lu6 orthotopic prostate tumor-bearing mice were used in 
therapeutic study. Mice were subjected to treatment at day 7 after 
the tumor inoculation. They were randomly assigned to three 
treatment groups. Mice were administered intravenously with 
saline ( n  = 3), HPPS(NIR)-chol-si-scramble ( n  = 3), and 
HPPS(NIR)-chol-si-bcl-2 ( n  = 4), respectively. They were given a 
treatment of six total doses with everyday injection of 200 μL 
saline or nanoparticles at the chol- siRNA   dose of 10 mg kg −1 . All 
mice were sacrifi ced at 48 h post-last injection (day 14), and vari-
ous organs and tumor tissues were excised for checking therapeutic 
response (Fig.  2c, d ).   

3.3  Using  CT-FMT   
 Co-registration   Image 
to Guide Treatment 
Planning

3.3.1  FMT Quantifi cation
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of Multiple-Dosing  siRNA   
Delivery

  Fig. 2     CT-FMT   image-guided assessment of multiple-dosing  siRNA   delivery. ( a ) The tumor margin was deter-
mined by CT-FMT  co-registration   imaging. ( b ) The relative accumulation of HPPS(NIR)-chol- siRNA   in tumor 
was quantifi ed by in vivo FMT  fl uorescence   imaging. ( c ) The real-time  fl uorescence   assessment of relative 
uptake of HPPS(NIR)-chol- siRNA   in PC3-lu6 orthotropic tumor for the three-dose treatment regimen. ( d ) The 
real-time  fl uorescence   assessment of relative uptake of HPPS(NIR)-chol- siRNA   in PC3-lu6 orthotropic tumor 
for the six-dose treatment regimen. The  error bars  represent SEM and  n  = 3 for each group. Reprinted with 
permission of John Wiley & Sons, Inc. [ 17 ]       

 

Using Fluorescence Imaging to Track Drug Delivery and Guide Treatment…



164

     To observe bcl-2 gene expression, PCR was performed after treatment. 
Total RNA was isolated from each tumor tissue immediately after 
excision using an RNeasy Mini kit and quantifi ed with Varian Cary 
50 UV spectrophotometry. The amplifi cation of cDNA was per-
formed using qScript™ cDNA supermix kit according to vendor 
instructions. Amplifi cation of the bcl-2 gene was conducted with a 
mixture of PCR master mix (12.5 μL, 2×), water (9.5 μL), oligo-
nucleotide primer (1 μL), and cDNA (2 μL). 30 Cycles of amplifi -
cation were run as follows: denaturation at 94 °C for 30 s, annealing 
at 57 °C for 30 s, and extension at 72 °C for 30 s using the primer: 
Bcl-2,  sense   5′-TTCTTTGAGTTCGGTGGGGTC-3′, antisense 
5′-GTGCTTGGCAATTAGTGGTCG-3′; beta 2- microglobulin 
(B2M), sense 5′-AGCAGAGAATGGAAAGTCAAA-3′, antisense 
5′-TGTTGATGTTGGATAAGAGAA-3′. After amplifi cation by 
 PCR  , samples were subjected to electrophoresis in 1 % agarose gel 
containing 0.002 % (v/v) Gel red. Gels were photographed with 
UV illumination and quantifi ed by Image  J   software.  

   Terminal deoxynucleotidyl transferase dUTP nick end labeling 
(TUNEL) assay was performed on  frozen sections   using in situ 
end-labeling technique for apoptosis.

    1.    Slides were fi xed with 1 % PFA in PBS, pH 7.4 preferably for 
10 min at room temperature.   

   2.    After draining off excess liquid and washing twice with PBS 
(5 min each), slides were post-fi xed in precooled ethanol/
acetic acid = 2:1 for 5 min at −20 °C. The ethanol:acetic acid 
mixture was removed and slides were washed with two 
changes of PBS.   

   3.    Endogenous peroxidase activity was blocked using 3 % aque-
ous hydrogen peroxide and endogenous biotin activity using 
avidin/biotin  blocking   kit.   

   4.    Sections were treated with Buffer A (50 mM Tris–HCl (pH 
7.5), 50 mM MgCl 2  . 6 H 2 O, 100 mM β-mercaptoethanol, 
and 0.005 % BSA) for 5–10 min and then were incubated with 
a biotin- nucleotide   cocktail in water bath at 37 °C for 1.5 h. 
After washing with PBS, slides were labeled with Ultra 
Streptavidin Horseradish Peroxidase Labeling Reagent (ID 
Labs inc.) for 30 min at room temperature.   

   5.    The slides were then developed with freshly prepared DAB 
(Dako K3468) and counterstained with Mayer’s hematoxylin. 
Lastly the slides were dehydrated and mounted.   

   6.    Slides were scanned by Aperio Whole Slide Scanner and ana-
lyzed using Aperio ImageScope. Only DAB-positive staining 
apoptosis cells with the morphology of cytoplasmic condensa-
tion, loss of cell–cell contact, and cell shrinkage were counted 
as TUNEL-positive cells.    
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4                   Notes 

     1.    Chloroform is a fl ammable and hazardous solvent; thus all 
operation with the solvent must be done in a fume hood.   

   2.    The DiR-BOA is a light-sensitive dye, and should be kept from 
light during the whole process.   

   3.    RNase will degrade the  siRNA  , so all operations with  siRNA   
involved should be kept RNase free. The working area 
should be cleaned up by RNaseZap solution to exclude any 
contamination.   

   4.    As the sonication effi ciency is critical to the  nanoparticle   prepa-
ration, such as its monodispersibility, yield, and reproducibility, 
keeping the consistent sonication setting is important. The 
water bath sonicator should be fi lled with water to the optimal 
level as marked inside the bath tank. The round-bottom fl ask 
should be positioned at the strongest sonication strength point 
inside the sonicator and kept at suitable depth, with the liquid 
level inside the fl ask at the same altitude level as the outside 
water of the water bath.   

   5.    During  fl uorescence   imaging, the exposure time is highly 
dependent on individual experiments and is usually adjusted to 
avoid overexposure while keeping signifi cant signal-to-noise 
contrast.   

   6.    The scan fi eld must be appropriately sized around the site of 
interest to provide suffi cient proximal and  distal   views for 
determining signal localization and quantifi cation in 
3D. Smaller anatomical sites such as paws, which present a 
challenge for optical tomography, can be imaged by placing 
them on an imaging block that mimics the density of normal 
tissue. This provides a robust means for trans-illuminating the 
paws and generating quantitative data.         
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Chapter 15

In Vivo Fluorescence Imaging in the Second Near-Infrared 
Window Using Carbon Nanotubes

Guosong Hong and Hongjie Dai

Abstract

In vivo fluorescence imaging in the second near-infrared window (NIR-II window, 1000–1700 nm) is a 
powerful imaging technique that emerged in recent years. This imaging tool allows for noninvasive, deep- 
tissue visualization and interrogation of anatomical features and functions with improved imaging resolu-
tion and contrast at greater tissue penetration depths than traditional fluorescence imaging. Here, we 
present the detailed protocol for conducting NIR-II fluorescence imaging in live animals, including the 
procedures for preparation of biocompatible and NIR-II fluorescent carbon nanotube solution, live animal 
administration and NIR-II fluorescence image acquisition.

Key words Near-infrared II, Second near-infrared window, NIR-II fluorescence imaging, Carbon 
nanotubes, Tissue penetration, Photon scattering, Autofluorescence

1 Introduction

In vivo fluorescence imaging by detection of photons from fluores-
cent labels inside live animals under light excitation is a powerful 
and widely used technique that offers visualization of anatomical 
structures [1, 2], interrogation of functional biomolecules [3–5] 
and investigation of biochemical [6–8], physiological [9, 10], 
pharmacological [11, 12], and pathological processes [3, 13–15] 
in living organisms, owing to its high spatiotemporal resolution 
and sensitivity [16]. In vivo fluorescence imaging provides infor-
mation that cannot be easily obtained from in vitro studies using 
cells and tissue sections, but in the meantime suffers from limited 
penetration depth that prevents high spatial resolution and suffi-
cient signal-to-noise ratio (SNR) for deep tissue (beyond 100–200 
μm) imaging in live experimental animals and human patients. The 
suboptimal penetration depth of conventional in vivo fluorescence 
imaging, which forms images by collecting fluorescence photons in 
the visible and near-infrared windows (400–1000 nm in wave-
length), is the direct result of strong photon scattering and tissue 
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autofluorescence of thick biological tissues [17]. For most of the 
biological tissues such as the skin [18], mucous tissue [18], skull 
[19], brain tissue [20], and muscle [21], the amount of scattering 
of photons as they travel inside these tissues always scales inversely 
proportional to the photon wavelength, leading to significantly 
reduced amount of scattering with longer photon wavelengths 
(Fig. 1). On the other hand, it has been reported that tissue auto-
fluorescence, which usually comes from endogenous chromo-
phores inside the body, also decreases with increasing wavelengths, 
and becomes almost negligible beyond 1300 nm [22].

Therefore, in vivo fluorescence imaging should benefit from 
detection of fluorescence photons in the longer-wavelength, sec-
ond near-infrared window (NIR-II window, 1000–1700 nm), 
owing to significantly reduced scattering and autofluorescence 
compared to the shorter-wavelength visible window (400–750 
nm) and the traditional near-infrared window (NIR-I window, 
750–1000 nm). Although longer wavelength photons in theory 
have lower diffraction-limited spatial resolution due to the linear 

dependence of diffraction limit on wavelength ~
.0 61l
NA

æ
è
ç

ö
ø
÷ , the 

dependence of scattering on wavelength scales exponentially 
~ l a-( ), suggesting as wavelength increases, the scattering-limited 

spatial resolution increases with a faster pace than the diffraction- 

Fig. 1 Scattering coefficients of different biological tissues (skin: black; mucous 
tissue: red; skull: blue; brain tissue: green; muscle: pink) and tissue mimicking 
phantom (Intralipid: brown)
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limited resolution decreases, in particular for thick and scattering 
biological samples. Since the first example demonstrating in vivo 
NIR-II fluorescence imaging of live animals in 2009 [23], our lab 
and others have established and improved the NIR-II imaging 
technique using a wide range of fluorophores with intrinsic photo-
luminescence in the NIR-II window, including single-walled car-
bon nanotubes [2, 23–33], chalcogenide quantum dots [34–43], 
rare-earth doped nanoparticles [22, 44–46], polymers [47], and 
organic molecules [48]. The crisp imaging resolution and suffi-
cient signal contrast even at depths of several millimeters inside the 
tissue have allowed for anatomical and functional imaging of live 
experimental animals in a variety of disease models including can-
cer [24, 25, 33, 35], bacterial infection [32], cardiovascular [26, 
30], and cerebrovascular diseases [29]. In this chapter, we will dis-
cuss the detailed protocol for performing in vivo NIR-II 
 fluorescence imaging using single-walled carbon nanotubes 
(SWCNTs) as fluorescence labels in live animals.

2 Materials

All aqueous solutions should be prepared using deionized ultra- 
filtered (DIUF) water.

 1. Raw HiPco single-walled carbon nanotube distributed in a 
wet, mud-like mixture with ethanol (Unidym).

 2. Sodium deoxycholate (Sigma-Aldrich).
 3. DSPE-mPEG (5 kDa) (1,2-distearoyl-sn-glycero-3- -

phosphoethanolamine-N-[methoxy(polyethyleneglycol, 
5000)], Laysan Bio).

 4. Regenerated cellulose dialysis tubing (3500 Da, Fisher 
Scientific).

 5. Amicon® Ultra-4 Centrifugal Filter Units (30 kDa, Millipore).
 6. Phosphate buffered saline, 10× Solution (Fisher).
 7. Bath sonicator (Cole-Parmer, Model #08849-00).
 8. 3.5 mL polycarbonate centrifuge tube and L8-60M ultracen-

trifuge (Beckman Coulter).

 1. Experimental animals: athymic nude mice, Balb/c mice, and 
C57Bl/6 mice (see Note 1 for more information).

 2. 28 G insulin syringe (BD).
 3. Hair removal gel (Nair).
 4. Rodent gas (isoflurane) anesthesia system.
 5. Clear Transpore Medical Tape (3 M).

2.1 Preparation 
of Biocompatible 
SWCNT Solution

2.2 In Vivo SWCNT 
Administration

In Vivo Fluorescence Imaging in the Second Near-Infrared Window…
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 1. Two-dimensional (2D) InGaAs detector array (2D OMA-V, 
Princeton Instruments).

 2. 808-nm laser diode (RMPC lasers).
 3. Optical fiber with a 4.5-mm focal length collimator (Thorlabs).
 4. Achromatic doublet lenses with antireflective coating in the 

1050–1620 nm range (Thorlabs). Three lenses with focal 
lengths of 75, 150, and 200 mm are needed.

 5. Excitation filters including 850-nm shortpass and 1000-nm 
shortpass filters (Thorlabs).

 6. Emission filters including 910-nm longpass, 1000-nm long-
pass, 1300-nm longpass and 1400-nm shortpass filters.

 7. Silver-coated mirror with broad reflection band covering the 
NIR-II region (Thorlabs).

3 Methods

 1. Raw HiPco SWCNTs from Unidym are mixed with ethanol in 
a slurry form to prevent aerosolization and inhalation. The 
slurry contains 12.3 % raw HiPco SWCNTs by weight, there-
fore, to make an SWCNT solution solubilized by sodium 
deoxycholate with a SWCNT concentration of 0.25 mg/mL, 
2 mg (0.25 mg/12.3 % = 2.03 mg) of the SWCNT-containing 
slurry is weighed per millimeter of DIUF water. Weigh sodium 
deoxycholate to reach a concentration of 10 mg/mL. Mix the 
weighed SWCNT, sodium deoxycholate and DIUF in a 20 mL 
glass vial and make sure sodium deoxycholate dissolves in water.

 2. Place the glass vial with well mixed chemicals in a bath sonica-
tor and sonicate for 1 h. Pause sonication and replace the 
water bath every 20 min to avoid overheating of the solution 
(see Notes 2 and 3 for more information).

 3. After sonication the mixture inside the glass vial should look 
completely black with minimum amount of precipitates at the 
bottom. Carefully decant the suspension into the 3.5 mL 
polycarbonate centrifuge tubes and perform ultracentrifuga-
tion at 300,000 × g for 30 min to remove bundles and aggre-
gates. Collect the supernatant, which should still look black 
after ultracentrifugation, into another 20 mL glass vial.

 4. Add DSPE-mPEG (5 kDa) to the supernatant to reach a concen-
tration of 1 mg/mL. Briefly sonicate the solution for 5 min to 
fully dissolve the DSPE-mPEG (5 kDa) powders. Load the sus-
pension into the 3500 Da dialysis tubing and perform dialysis in 
a 1 L beaker containing 1× PBS solution, which is made by dilut-
ing the 10× buffer with water and used for pH control at 7.4 
during the dialysis process (see Note 4 for more information). 

2.3 In Vivo NIR-II 
Imaging System

3.1 Preparation 
of Biocompatible 
SWCNT Solution 
for Injection

Guosong Hong and Hongjie Dai
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Keep the dialysis bath under vigorous stirring using a mag-
netic stir bar to speed up the dialysis process. It is recom-
mended to change the 1× PBS dialysis buffer every 2 h for the 
first three bath changes, while the time interval for bath 
changes can increase as the bath gets less and less bubbly after 
multiple changes. A good end point for dialysis can be deter-
mined by leaving the dialysis bath unchanged for 12 h before 
taking some of the bath solution and checking for bubbliness. 
Usually it takes 6–8 bath changes with a total duration of 
36–48 h to completely remove the small molecule surfactant 
(i.e., sodium deoxycholate) from the SWCNT suspension.

 5. After dialysis is finished, carefully decant the SWCNT suspen-
sion into the 3.5 mL polycarbonate centrifuge tubes and per-
form ultracentrifugation at 300,000 × g for 30 min to remove 
bundles and aggregates that have formed during the dialysis 
process. Collect the supernatant.

 6. Load the ultracentrifuged suspension of SWCNT, which 
should now be coated with the biocompatible polymeric sur-
factant, DSPE-mPEG, into 4 mL centrifugal filters with a cut-
off size of 30 kDa (see Note 5 for more information). Perform 
centrifugation at 4000 × g for 10 min to reduce the total 
volume of SWCNT solution to ≤400 μL. Resuspend the con-
centrated SWCNT solution to 4 mL with DIUF water, and 
repeat the above step for at least six times, which should reduce 
the concentration of free DSPE-mPEG molecules in the 
SWCNT suspension by one million times.

 7. Collect the retentate from the centrifugal filter and add 10× 
PBS to this concentrated SWCNT suspension to make a final 
PBS concentration of 1×. Measure the UV–Vis-NIR absorp-
tion spectrum of this solution, and use the absorbance at 
808 nm to compute the concentration of SWCNT according 
to the mass extinction coefficient of 46.0 L g−1 cm−1 [24, 49]. 
Adjust the concentration of SWCNT by either centrifugal fil-
tration or dilution in 1× PBS to desired concentration. For 
in vivo mouse whole body imaging, the desired concentration 
is 0.085 g L−1 [2]. For in vivo mouse hind limb vascular imag-
ing, the desired concentration is 0.10 g L−1 [26]. For in vivo 
mouse brain vascular imaging, the desired concentration is 
0.43 g L−1 [29].

 1. The in vivo NIR-II fluorescence imaging setup is assembled 
according to Fig. 2, which is comprised of a 256 × 320 pixel 
InGaAs camera, a pair of lenses for imaging formation (Li and 
Lj, where i, j = 1,2,3), excitation and emission filters (F1 and 
F2), an animal platform (PF), a mirror (M), and a fiber-cou-
pled 808-nm laser diode (LS). The 2D InGaAs camera (DT) 
should be placed at a distance of roughly 350 mm from the 

3.2 In Vivo NIR-II 
Fluorescence Imaging 
Setup
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Fig. 2 Setups for in vivo NIR-II fluorescence imaging under different magnifications. (a) Optical diagram for 
in vivo NIR-II fluorescence imaging with a field of view of 60 × 48 mm that covers the entire mouse body, with 
d1 = 0 mm. (b) Optical diagram for in vivo NIR-II fluorescence imaging with a field of view of 25 × 20 mm 
(~2.5× higher magnification than (a)) that covers one of the mouse hind limbs or the entire mouse head, with 
d2 = 200 mm. (c) Optical diagram for in vivo NIR-II fluorescence imaging with a field of view of 8 × 6.4 mm 
(~7× higher magnification than (a)) that covers part of the mouse hind limb or part of the mouse brain, with 
d3 = 150 mm. CL: collimator, DT: 2D InGaAs detector, F1: excitation filter set, F2: emission filter set, L1: 200- 
mm lens, L2: 75-mm lens, L3: 150-mm lens, LS: 808-nm laser diode, M: mirror, PF: animal platform
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animal platform with its active area facing the platform. The 
InGaAs camera is mounted on a 2D translation stage allowing 
for fine position adjustment later during the experiment. A 
nose cone is mounted on the animal platform for inhalational 
anesthesia during the in vivo imaging experiment.

 2. The magnification of the in vivo NIR-II fluorescence imaging 
can be adjusted by placing different lens sets between the InGaAs 
camera and the animal platform, and by changing the distance 
between the lenses. To achieve a field of view of 60 mm × 48 
mm, that covers most of the mouse body, two touching NIR-II 
achromatic doublets (d1 = 0 mm) with focal lengths of 75-mm 
(L2) and 200-mm (L1) are placed in front of the 2D InGaAs 
camera (DT) where the 75 mm lens, which is closer to the cam-
era, is placed at a distance of ~40 mm from the camera (Fig. 2a). 
A field of view of 25 × 20 mm that covers one of the hind limbs 
or the entire head, can be achieved by placing the 75-mm lens 
(L2) at a distance of ~50 mm in front of the camera and the 200-
mm lens (L1) at a distance of 200 mm (d2 = 200 mm) from lens 
L2 (Fig. 2b). This should give a roughly 2.5- fold higher magni-
fication than shown in Fig. 2a, and the magnification can be 
continuously adjusted from 1× to 2.5× by changing the distance 
between L1 and L2 from 0 mm (1×) to 200 mm (2.5×). An 
even higher magnification without using any microscopic objec-
tive can be achieved by using a 200-mm lens (L1) and a 150-mm 
lens (L3), with both the camera-L1 distance and the L1–L3 dis-
tance being roughly 150 mm (d3 = 150 mm).

 3. An excitation filter set comprised of an 850-nm shortpass and 
a 1000-nm shortpass filter is used to filter out the long- 
wavelength photons from the fiber-coupled 808-nm laser 
diode. An emission filter set comprised of a 910-nm longpass 
and a 1000-nm longpass filter is used to take in vivo fluores-
cence images in the entire NIR-II window (1000–1700 nm, 
with the upper bound determined by the responsivity cutoff of 
the 2D InGaAs camera), and an emission filter set comprised 
of a 1000-nm longpass, a 1300-nm longpass and a 1400-nm 
shortpass filter is used to take in vivo fluorescence images in 
the NIR-IIa window (1300–1400 nm) [29].

 4. To adjust the focal plane of the in vivo NIR-II imaging setup, a 
2D translation stage on which the 2D InGaAs camera is 
mounted can be adjusted along the optical axis of the imaging 
system to achieve the sharpest image. The location of the excita-
tion beam should be aligned to the camera field of view of the 
animal platform, and the in-plane profile of the excitation power 
should be recorded using a sample with sufficient autofluores-
cence emission in the NIR-II window, such as a silicon wafer, 
and used later for flat-field correction. A typical power density 
of 808-nm laser excitation is 140 mW cm−2, lower than the 
reported safe exposure limit of 329 mW cm−2 at 808 nm [50].

In Vivo Fluorescence Imaging in the Second Near-Infrared Window…
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 1. All animal experiments must be conducted in accordance with 
established animal care guidelines and protocols approved by 
the relevant authorities. Experimental animal is anesthetized 
inside an induction chamber using vaporized isoflurane gas 
before in vivo administration of the SWCNT solution. A gas-
eous mixture of O2 at a flow rate of 2 L min−1 and 3 % isoflu-
rane is delivered into the induction chamber for inhalational 
anesthesia. After the mouse is anesthetized, the scalp skin is 
depilated (see Note 6 for more information) and the animal is 
transferred to the imaging platform (Fig. 2) where a nose cone 
delivering 3 % isoflurane mixed with 1.5 L min−1 O2 flow is 
used throughout imaging. The mouse body is fixed onto the 
imaging platform with medical tapes to expose the area for 
imaging. Use the ambient room light to adjust the focus of the 
imaging system based on white-light optical images of the 
mouse (see Note 7 for more information).

 2. A 28 G insulin syringe is used to draw the SWCNT solution in 
1× PBS with desired concentration. For intravenous adminis-
tration of the SWCNT solution, the insulin syringe needle is 
inserted into the tail vein of the mouse, and the person per-
forming injection should hold the syringe steadily inside the 
mouse tail vein until receiving a signal to start bolus injection 
in a synchronized manner with the dynamic image acquisition 
on the camera that collects NIR-II fluorescence under 808-
nm excitation (see Note 8 for more information).

 3. The dynamic NIR-II video-rate recording can achieve a maxi-
mum frame rate of ~50 frames per second (fps), given an over-
head time of 19 ms due to data readout on the 2D OMA-V 
InGaAs camera [47]. Depending on the exposure time for each 
frame, the actual frame rate will always be less than 50 fps, 
owing to an intrinsic tradeoff between SNR and temporal reso-
lution. Static NIR-II fluorescence images can also be taken by 
capturing one image at a time in a noncontinuous acquisition 
mode, with a typical exposure time between 50 and 500 ms.

 1. In Vivo NIR-II fluorescence images need to be flat-field cor-
rected to account for the spatial nonuniformity of the excita-
tion power in the imaging plane. Flat-field correction is 
typically achieved by dividing the original raw image by the 
flat-field correction file pixel by pixel (see Note 9 for more 
information).

 2. Static NIR-II fluorescence images can be plotted directly in 
common image analysis software, such as Matlab and ImageJ, 
mapped to any given colormap. Representative NIR-II images 
of the entire mouse body in prone position, mouse hind limb 
vasculature in medial view, and mouse brain vasculature in 
coronal view through intact scalp and skull are shown in Fig. 
3a–c [2, 26, 29] (see Note 10 for more information).

3.3 In Vivo 
Administration 
of SWCNT Solution 
and Image Acquisition

3.4 Post-acquisition 
Processing of In Vivo 
NIR-II 
Fluorescence Images

Guosong Hong and Hongjie Dai



175

 3. Dynamic NIR-II fluorescence images can also be processed 
with the above software to generate real-time videos that play 
the images in a continuous way.

 4. Dynamically enhanced spatial contrast can be obtained by per-
forming principal component analysis (PCA) to the time stack 
of 2D NIR-II fluorescence images, where each pixel of the 2D 
images with the same size is an independent observation, while 
the time of acquisition for each 2D image is an independent 
variable. PCA groups observations (pixels) with similar vari-
able dependence (similar time variance) into common princi-
pal components, which can be color-coded to enhance the 
spatial contrast, reveal internal organs [2] and differentiate 
arterial and venous vessels [26, 29]. PCA can be performed 
using the built- in princomp function in Matlab and PCA over-
laid images can be plotted with false color coding. 
Representative PCA-processed NIR-II images of the entire 
mouse body showing the anatomical registration of internal 

Fig. 3 Typical static and dynamic in vivo NIR-II fluorescence images. (a) An NIR-II fluorescence image of a nude 
mouse in its prone position at 69 s after intravenous injection of SWCNTs. (b) An NIR-II fluorescence image of 
the hindlimb of a nude mouse in the medial view at 10 min after intravenous injection of SWCNTs. (c) An NIR- 
IIa fluorescence image of a C57Bl/6 mouse with hair shaved off the head, showing the brain vasculature in the 
coronal view through intact scalp and skull. (d) A dynamic contrast enhanced NIR-II image showing the ana-
tomical registration of mouse internal organs based on the difference of blood flow dynamics in these organs. 
(e) A dynamic contrast enhanced NIR-II image showing the differentiation of femoral artery (red) from the 
femoral vein (blue) based on the hemodynamic difference between arterial and venous vessels. (f) A dynamic 
contrast enhanced NIR-IIa image showing the differentiation of cerebral arteries (red) from the cerebral veins 
(blue) based on the hemodynamic difference between arterial and venous vessels

In Vivo Fluorescence Imaging in the Second Near-Infrared Window…
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organs, the mouse hindlimb showing differentiation between 
femoral arteries and veins, and the mouse brain showing dif-
ferentiation between cerebral arteries and vein are shown in 
Fig. 3d–f [2, 26, 29].

4 Notes

 1. Different mouse strains are usually selected for in vivo mouse 
imaging with different purposes. In general, athymic nude 
mice are typically used for NIR-II mouse whole-body imaging 
and hindlimb vascular imaging without the need to shave the 
hair before imaging [2, 23, 26, 30]. Balb/c mice are usually 
used for NIR-II in vivo tumor imaging owing to the ease of 
tumor inoculation; as a tradeoff, they need to be shaved over 
the imaged area before imaging [25]. C57Bl/6 mice are usu-
ally used for brain vascular imaging with surgery-induced 
brain vascular alterations, and their relatively larger sizes than 
the other two mouse strains facilitate the brain vascular surger-
ies [29]; similar to Balb/c mice, the hair over the imaged area 
(in this case, the scalp) needs to be removed before imaging.

 2. To obtain the highest physical yield and fluorescence quantum 
efficiency of nanotube suspension during sonication, it is rec-
ommended to use a total volume between 4 and 12 mL in a 
20 mL glass vial. Water bath in the sonicator should be filled 
to a certain level that affords the strongest sonication power. 
The glass vial containing the mixture of DIUF water, SWCNT 
and sodium deoxycholate should be fixed by a clamp, and the 
angle and position of the glass vial with respect to the water 
bath should be adjusted such that there is enough agitation of 
the water’s surface in the glass vial.

 3. The temperature of the SWCNT solution needs to be well 
controlled and below 50 °C, since high temperature leads to 
instability and precipitation of the SWCNT solution.

 4. The dialysis bath needs to have stringent pH control at 7.4, 
since the small micellar surfactant used to suspend SWCNTs in 
the first place, sodium deoxycholate, is the salt of a weak acid 
with a pKa of 6.58. Therefore, if the dialysis bath has a pH of 
<6.58 (such as in pure DIUF water or DI water with saturated 
CO2), the majority of sodium deoxycholate would form an 
insoluble form of deoxycholic acid, leading to precipitation 
and less effective dialysis of SWCNTs.

 5. During the centrifugal filtration step, ideally any centrifugal fil-
ter with a cutoff size of >5 kDa, which is the molecular weight 
of DSPE-mPEG, should be able to remove the excess surfac-
tant in the SWCNT suspension. However, we have found in 
our experiments many times that, if the cutoff size is just above 

Guosong Hong and Hongjie Dai
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5 kDa (such as 10 kDa), the removal efficiency is very low and 
it takes much longer time to achieve the same percentage of 
removal of excessive, free DSPE-mPEG surfactants; on the 
other hand, if the cutoff size is too large (such as 100 kDa), the 
SWCNTs tend to block the filter membrane, leading to very 
slow filtration of the solution as well. Therefore, the best cutoff 
size should be 30 kDa for the centrifugal filter.

 6. Extreme caution should be paid when using Nair to remove 
the hair over the area of interest, since excessive Nair over the 
skin can cause inflammation and bruise to the tissue, while 
intravenously administered SWCNTs tend to accumulate in 
the inflammation sites during circulation and lead to undesired 
image artifacts showing higher NIR-II signals in these sites.

 7. There is usually a few millimeter offset between the focal plane 
of the NIR-II fluorescence image and the white-light optical 
image for the same animal, owing to the deeper penetration 
depth of NIR-II fluorescence photons. Prior to dynamic 
NIR- II fluorescence image acquisition, focus the imaging sys-
tem onto the skin of the mouse with the ambient white light, 
and then move the focal plane ~2 mm under the surface of the 
skin using the translation stage of the InGaAs camera. This 
new focal plane should achieve a sharp image in the NIR-II 
window for dynamic imaging later, during which any further 
adjustment of the imaging system should be avoided.

 8. Synchronized intravenous injection of SWCNT solution with 
image acquisition turns out to be the most critical and the 
most difficult step throughout the entire procedure. This step 
is extremely tricky since the insertion of the needle needs to be 
performed with ambient light to guide the insertion process, 
while image acquisition has to be performed in complete dark-
ness to minimize the ambient light interference. Since the 
bolus injection and the acquisition of dynamic NIR-II images 
need to be synchronized, the motion of injection needs to be 
performed in dark as well, following the motion of needle 
insertion that requires ambient light. It is thus recommended 
for the readers to reproduce this step as follows with at least 
two people cooperating on this process:
 (a) One person (“the injector”) inserts the needle into the 

mouse tail vein in the presence of the ambient light and 
hold the syringe steadily without moving in any direction 
to avoid missing the tail vein. There are a few ways to 
make sure the needle is indeed inside the tail vein: the 
injector can push the plunge a little bit (without injecting 
an appreciable amount of solution) to test the resistance 
the plunger feels, and if the needle is inside the tail vein 
the resistance should be minimal; alternatively the injector 
can connect the insulin syringe with a catheter tubing, and 
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when the needle of the catheter tubing is inserted into the 
tail vein, venous blood can be observed to start filling back 
into the catheter tubing on its own blood pressure. It is 
important to keep the needle steadily inside the mouse tail 
vein, otherwise the needle may puncture through the ves-
sel wall and miss the tail vein for bolus injection later.

 (b) The other person (“the operator”) should open all related 
programs for image acquisition on the computer and make 
sure image acquisition can be started by a single click. 
Make sure the injection site and the syringe for injection 
are both outside of the field of view to avoid saturation of 
the dynamic range of the camera. The operator turns off 
any ambient light when the injector has successfully 
inserted the needle into the tail vein and is ready to per-
form bolus injection. Then the operator should signal the 
injector to start injection when starting dynamic NIR-II 
image acquisition simultaneously. This ensures the first 
image, which is usually used for background subtraction of 
the camera, is taken without any ambient light interference 
and before any SWCNT fluorophore is injected and con-
tributes any signal in the field of view. This practice also 
minimizes the amount time the injector has to hold the 
needle inside the tail vein without any movement.

 (c) Once the bolus of SWCNT solution is all injected into the 
tail vein, the injector should carefully withdraw the needle 
without causing any appreciable motion of any part of the 
mouse body inside the imaging field of view.

 (d) When the imaging program has finished acquiring the 
needed number of frames, the operator stops the program 
and turns on the ambient light.

 9. Flat-field correction file should be taken using a perfectly flat 
sample with uniform autofluorescence in the NIR-II window 
throughout the entire field of view when illuminated by the 
808-nm laser. A single-crystalline Si wafer with its area larger 
than the field of view should thus fit this purpose. To acquire 
the NIR-II image as the flat-field correction file, it is recom-
mended to use the longest possible exposure time that does not 
cause any pixel saturation in the image. Number of iterations 
can also be increased to make a smooth enough correction file 
that helps reduce the noise level after flat-field correction.

 10. In vivo static NIR-II vascular imaging should be performed 
within certain time window, which is determined by the blood 
circulation half-life of the SWCNT solution. For DSPE- mPEG 
(5 kDa) coated SWCNTs with a circulation half-life of approx-
imately 5 h [2], in vivo static vascular imaging should be taken 
within 5 h post injection to minimize the tissue uptake and 
afford the maximum signal-to-background ratio [29].
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    Chapter 16   

 Ex Vivo Imaging, Biodistribution, and Histological Study 
in Addition to In Vivo Imaging                     

     Shaojuan     Zhang      

  Abstract 

   In addition to in vivo fl uorescence imaging, ex vivo evaluations including ex vivo imaging, biodistribution, 
and histological study are often conducted to further investigate the biological behavior of fl uorescent 
probes. These studies can further confi rm the localization of fl uorescent probes at the target sites and 
demonstrate the probe distribution in various organs and tissues. Such studies can also be extended to cel-
lular level for biochemical analysis. Therefore, ex vivo evaluations are valuable to fully characterizing fl uo-
rescent probes in a living system. This chapter provides an overview of techniques for evaluating 
pharmacological profi les of fl uorescent probes ex vivo.  

  Key words     Ex vivo imaging  ,   Biodistribution  ,   Histological study  ,   Pharmacokinetic  ,   Fluorescence 
imaging  

1      Introduction 

 Ex vivo imaging is a practical way to visualize the accumulation of 
 fl uorescent probes   in tumors,          tissues and organs that are otherwise 
inaccessible by in vivo imaging due to the limited  tissue penetra-
tion  . It can also be used to validate the result obtained during the 
in vivo imaging. The result can be further quantifi ed to character-
ize the  biodistribution   profi le of the  fl uorescent probes  , which is 
an important component of the  preclinical   evaluation. The charac-
terization of the probe presence, persistence, and clearance profi le 
can inform the selection of the  fl uorescent probe   dosing schedule, 
the monitoring schedule for various activity/safety parameters, 
and the animal sacrifi ce time points in the defi nitive  preclinical   
studies [ 1 ,  2 ]. Such information is also valuable in optimizing the 
 fl uorescent probes   to achieve more desirable  pharmacokinetic   pro-
fi les. For example, to reach a high level of accumulation at the 
target site, signifi cant amount of targeted  fl uorescent probes   
should transition from circulation blood to the tissue of interest. 
However, many systemically injected  fl uorescent probes   are 
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rapidly cleared by the  reticuloendothelial system (RES)  , resulting 
in poor  imaging contrast   and  undesired toxicity. The  biodistribu-
tion   profi les are therefore essential in accessing  fl uorescent probes  , 
and can be used to facilitate probe optimization, which can be 
achieved by changing the size, hydrophilicity, linker, and charge of 
 fl uorescent probes  . 

 Following the ex vivo imaging and  biodistribution   study, tar-
gets of interest are often processed by  frozen section   technique for 
histological interpretation of  fl uorescent probes  ’ capability to label 
 certain         cells or tissues. In some cases, the high sensitivity of histo-
logical study helps to overcome diffi culties in visualizing probes 
with weak signals or otherwise obscured by  autofl uorescence  . 
Histological studies are often assisted with multiple  immunofl uo-
rescent staining   to reveal  fl uorescent probe   localization. After visu-
alizing multiple markers in individual cell or tissue constituent, 
staining patterns can be overlapped to provide mixed-color images 
at the same subcellular level (e.g., membrane, cytoplasm, and 
nucleus) that identify the  fl uorescent probe   localization [ 3 ].  

2    Materials 

       1.    In vivo  optical imaging   system (IVIS Lumina XR).   
   2.    Small animal surgical instruments (Harvard Apparatus).   
   3.    1/2 mL BD Lo-Dose™ U-100 insulin syringe with 

29 G × 1/2 in. (BD: #309306).   
   4.    24-well  cell culture   plates (Greiner Bio-One CELLSTAR: 

#662160).   
   5.    Alfalfa-free imaging diet (Harlan Laboratories).   
   6.    Disposable surgical pads.      

       1.    1× phosphate buffered saline (PBS).   
   2.    4 % paraformaldehyde in PBS (Affymetrix: 19943).   
   3.    30 % sucrose in 1× PBS.   
   4.    Tissue-Tek ®  O.C.T. Compound (Sakura Finetek: #4583).   
   5.             Tissue-Tek ®  Cryomold (Sakura Finetek: #4557).   
   6.    Microm HM 500 DM Cryostat (MICROM International 

GmbH, Walldorf, Germany).   
   7.    Fisherbrand™ Superfrost™ Plus Microscope Slides (Fisher 

Scientifi c: #12-550-15).   
   8.    MX35 Premier Disposable Low-Profi le Microtome Blades 

(Thermo Scientifi c: #3051835).   
   9.    Aqua-Hold Pap Pen 2 (Fisher Scientifi c: #23-769-533).   

2.1  Ex Vivo Imaging 
and  Biodistribution   
Study

2.2  Histological 
Study
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   10.    Triton X-100 (Sigma-Aldrich: #T9284) in 1× PBS. Dilute to 
0.1 % in PBS prior to use.   

   11.    Bovine serum albumin (BSA).   
   12.    Tween 20 (Sigma-Aldrich: #P9416).   
   13.    DAPI (4′,6-diamidino-2-phenylindole) solution (Thermo 

Scientifi c: #62248).   
   14.    Hoechst 33342 solution (Thermo Scientifi c: #H3570).   
   15.    ProLong Gold antifade mounting medium (Life Technologies: 

#P36930).   
   16.    Nail polish.       

3    Methods 

       1.    Upon completion of in vivo imaging study, animals are eutha-
nized, and tumors, tissues and organs (e.g., blood, liver, kid-
neys, spleen, heart, lung, urinary bladder, intestine, stomach, 
pancreas, muscle, bone, and brain) are collected.   

   2.    Place the tissues and organs of interest on a clean black paper 
( see   Note    1  ) or a 24-well plate ( see   Note    2  ).   

   3.    Acquire fl uorescence image with an  optical imaging   system 
( see   Note    3  ).   

   4.    Freeze the samples of interest in liquid nitrogen for further 
histology study ( see  Subheading  3.3 ).     

  See  Fig.  1  for example [ 4 ]. After in vivo  fl uorescence imaging   
study involving three treatment groups, including targeted probe 
(NIR760-mbc94), free dye (non-targeted NIR760), and  blocking   
( blocking   agent SR144528 + NIR760-mbc94), tumor and select 
organs were harvested from the mice and imaged on a black paper.

          1.             The fl uorescent intensity of the  fl uorescent probes   in the cor-
responding animal groups is evaluated by drawing ROI along 
the excised tumor and organs.   

   2.    Optional: The contrast profi les (T/N ratio) are obtained by 
dividing the fl uorescent intensity for the targets by that from 
normal tissue (e.g., muscle).   

   3.    Create the  biodistribution   profi le graph using GraphPad 
Prism.   

   4.    Perform  statistical analysis   using software (e.g., SAS statistical 
software, etc.).     

  See  Fig.  2  for example [ 4 ]. The fl uorescent intensity from 
tumor and selected organs shown in Fig.  1  was quantifi ed and 
analyzed.

3.1  Ex Vivo Imaging

3.2   Biodistribution   
Study

Ex Vivo Imaging, Biodistribution, and Histological Study in Addition to In Vivo Imaging
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  Fig. 1    In vivo and ex vivo  optical imaging   using near infrared  fl uorescent probes   in tumor bearing nude mice. 
At 72 h post-injection of NIR760-mbc94, free NIR760, or SR144528 + NIR760-mbc94, tumor ( arrow ) and 
selected organs (blood, heart, lung, liver, spleen, pancreas, kidney, leg muscle, and brain) were harvested and 
imaged using IVIS Lumina XR  optical imaging   system. Reprinted with permission from Ref.  4        

  Fig. 2     Biodistribution   study using near infrared  fl uorescent probes   in tumor bearing nude mice. Graphical 
representation of target/normal contrast ratio for the ex vivo study among the NIR760- mbc94, free NIR760, 
and SR144528 + NIR760-mbc94 groups. Reprinted with permission from Ref.  4        
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             1.    Thaw the sample to room temperature.   
   2.    Rinse the sample in cold 1× PBS.   
   3.    Place the sample in freshly thawed 4 % paraformaldehyde in 

PBS for 3 h at 4 °C.   
   4.    Submerge the sample in 30 % sucrose in PBS solution at 4 °C 

for 24 h. Maintain the sucrose level in the solution by rou-
tinely replacing with fresh solution.   

   5.    Embed the sample in O.C.T. compound ( see   Note    4  ) in a 
labeled cassette ( see   Note    5  ).   

   6.    Immerse the cassette completely in liquid nitrogen for 20 s. It 
will turn white as it freezes.   

   7.    Optional: The sample may be stored in −80 °C freezer for 
future use.      

       8.    Add a small quantity of O.C.T. compound on top of the speci-
men holder inside the cryostat.   

   9.    While the O.C.T. compound starts to freeze, place the frozen 
block of the tissue sample in O.C.T. compound fl atly on the 
specimen holder ( see   Note    6  ). Make sure the sample is “glued” 
onto the specimen holder.   

   10.    Secure the specimen holder in the cryostat.   
   11.    Adjust the orientation of the blade to parallel to the desired 

sample surface.   
   12.             Start sectioning the sample in 20 μm sections until the actual 

tissue is exposed.   
   13.    Adjust the section thickness to 5–10 μm ( see   Note    7  ).   
   14.    Continue sectioning the sample ( see   Note    8  ). Collect the 

sliced samples ( see   Note    9  ) using labeled microscope slides 
( see   Note    10  ). Routinely clean the knife surface with brushes 
to remove any O.C.T. traces.   

   15.    Store the sections in −80 °C freezer.      

       16.    Thaw the sample to room temperature.   
   17.    Draw a liquid repellent area around the tissue sample using an 

appropriate pen.   
   18.    Rinse the tissue sections for 2–3 times with 1× PBS.     

 Optional: Multiple  immunofl uorescent staining   ( steps 19 – 24 ). 
 To obtain  fl uorescent probe   localization result,  fl uorescence 

microscopy   is often assisted using  immunofl uorescent staining   
techniques. Depending on the  antibody  , there are two common 
strategies: (1) direct  immunofl uorescent staining   in which the pri-
mary  antibody   is labeled with fl uorescence dye, and (2) indirect 
 immunofl uorescent staining   in which a secondary  antibody   labeled 
with fl uorochrome is used to recognize a primary  antibody  .

3.3  Histological 
Study

3.3.1  Embed Tissue 
into Frozen Blocks

3.3.2  Preparation 
of  Frozen Sections  

3.3.3  Staining 
and Fluorescence Imaging 
of  Frozen Sections  

Ex Vivo Imaging, Biodistribution, and Histological Study in Addition to In Vivo Imaging
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    19.    Cover the sample with 1 % BSA in PBS for 45–60 min to block 
nonspecifi c binding sites.   

   20.    Wash the section with PBS for 3–5 times.   
   21.    Cover the sample with 0.1 % Triton X-100 in PBS for 10  min 

        to permeabilize the sample ( see   Note    11  ).   
   22.    Wash the section with PBS for 3–5 times.   
   23.    Primary  antibody   staining:

 ●    Cover the sample with 100–150 μL primary  antibody   
solution ( see   Note    12  ).  

 ●   Incubate the sample for 1 h at room temperature or over-
night at 4 °C ( see   Note    13  ).  

 ●   Wash the section with PBS for 3–5 times.      
   24.    Optional for indirect staining only: secondary  antibody   staining:

 ●    Cover the sample with 100–150 μL secondary  antibody   
solution ( see   Note    12  ).  

 ●   Incubate the sample for 1 h at room temperature ( see  
 Note    14  ).  

 ●   Wash the section with PBS for 3–5 times.      
   25.    Cover the sample with 1 μg/mL DAPI solution for 15 min at 

room temperature.   
   26.    Wash the section with PBS for 3–5 times.   
   27.    Put 25 μL of ProLong ®  mounting medium onto the center  of 

        the section slide.   
   28.    Cover the sample with coverslip.   
   29.    Allow the ProLong ®  mounting medium to dry overnight at 

room temperature ( see   Note    15  ).   
   30.    Visualize the sample using a fl uorescence microscope equipped 

with the appropriate fi lters ( see   Note    16  ) and capture fl uores-
cence images ( see   Note    17  ).   

   31.    Analyze the fl uorescent images using image-processing and 
analysis software such as Image J.    

   See  Fig.  3  for example [ 3 ]. Macrophages in an infl amed paw 
and an ischemic hind-limb  frozen sections   were identifi ed using a 
 fl uorescent probe   (MF800) and verifi ed by two macrophage-asso-
ciated surface markers, CD169 and CD68.

4                           Notes 

     1.    Use of high quality black paper is highly recommended to pre-
vent illumination refl ections. Strathmore, Artagian, coal black 
paper (part no. 445-109) is known to outperform many other 
similar products in this regard.   

Shaojuan Zhang
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   2.    High accumulation of  fl uorescent probes   in organs like liver 
and kidneys is often observed. Target of interest (e.g., tumor) 
should be imaged separately to avoid false negative results due 
to the high fl uorescence signal from organs in close 
proximity.   

   3.     Autofl uorescence   is always a potential problem in  fl uorescence 
imaging   experiments. Autofl uorescence can be minimized by 
(a) using dyes in the  near-infrared   region, which does not 
overlap with general  autofl uorescence   in tissues; (b) feeding 
animals with appropriate fl uorescent imaging diet (e.g., alfalfa-
free imaging diet) starting 3 days before in vivo imaging.   

   4.             Avoid air bubbles in O.C.T. compound, which may lead to 
unsatisfactory sectioning.   

  Fig. 3    Immunofl uorescence identifi cation for in vivo labeling of macrophages with MF800 in an infl amed paw 
and an ischemic hind-limb. ( a – d ) CD169 macrophage-specifi c marker expression from regions that emitted 
( a ,  c ) strong and ( b ,  d ) minimal MF800 signals in vivo from the paw  infl ammation   ( a ,  b ) and the hind-limb 
 ischemia   ( c ,  d ) models. The strong in vivo NIRF regions were characterized by massive macrophage infi ltration 
compared with the dark regions. Scale bars are 100 μm.  O  outside of tissue,  E  epidermis,  D  dermis,  N  nerve, 
 FA  femoral artery,  CT  connective tissue,  SM  semimembranosus,  ST  semitendinosus. ( e – h ) Characterization of 
cells labeled in vivo with MF800 using two macrophage-associated surface markers, CD169 and CD68 ( yel-
low ) from the LPS-injected paw ( e ,  f ) and the ligated paw ( g ,  h ). Co-expression of the selected markers on 
MF800+ cells (pseudo-colored  green ) was confi rmed.  Arrowheads  indicate representative co- labeled cells. 
Scale bars are 40 μm. Reprinted from Ref.  3  under Creative Commons Attribution (CC BY) license       
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   5.    Make sure the cassette is labeled with appropriate marker pen 
prior to freezing. It could be challenging to label the cassette 
afterwards.   

   6.    Sample block edge trimming is optional.   
   7.    The ideal thickness of samples needs to be optimized. It is 

challenging to cut consistent thin sections. However, thick 
sections may result in stacking cells that may interfere with the 
result interpretation due to diffi culty of focusing cells of 
interest.   

   8.    A complete sectioning for fl uorescent microscopy should be 
fl at and free of cracks. Carefully examine each sectioning and 
adjust the next cut for better result. The following aspects may 
affect the cutting: (a) angle of sectioning, (b) speed of the 
blade movement, (c) sharpness of blade edge, (d) cutting 
interval, or (e) the position of the anti-roll plate.   

   9.    Always collect as many sections as possible to ensure suffi cient 
supplies for successful staining.   

   10.    Use adhesion slides to collect the sectioning. Tissue sectioning 
may fall off from general slides during the staining process due 
to the lack of binding agent. The slides should be labeled with 
marker pens certifi ed for histological use. General marker pens 
might be washed off in the subsequent steps.   

   11.    This is generally achieved with a mild surfactant, which dis-
solves cell membranes in order to allow large molecules to 
enter inside the cell. The choice of surfactant should be 
optimized.   

   12.    Primary and secondary  antibody   solutions are normally diluted 
in PBS. The ratio should be optimized. Addition of BSA and 
Tween 20 is optional.   

   13.    The incubation time needs be determined empirically in your 
experiment. When overnight incubation at 4 °C is necessary, 
the sample should be kept in a humid environment (i.e., place 
wet paper towel in the slide box). For indirect staining, mul-
tiple primary antibodies can be added together, but the host 
must be from different species.   

   14.    The secondary  antibody   step should be kept to within an hour. 
Secondary antibodies can be added together if using more 
than one, but they must be against separate species and 
corresponding to their primary  antibody  .   

   15.             Alternatively, the coverslips may be sealed to the slide by applying 
nail polish or glue along the edges.   

   16.    Select appropriate fi lter cube for the fl uorochrome you want 
to observe. Common fi lters include DAPI dye fi lter, fl uores-
cein isothiocyanate dye (FITC) fi lter, Texas Red dye fi lter, and 
 ICG   fi lter.   

Shaojuan Zhang



191

   17.    When comparing fl uorescent molecules (e.g., targeted probe 
versus non-targeted probe in tissue samples), fl uorescence 
microscope parameters (i.e., fi lter set, exposure time, gain, and 
other parameters) should fi rst be optimized. The same condi-
tion should be used throughout the subsequent experiments. It 
is critical that fl uorescence images captured are not saturated.         
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Chapter 17

Experimental Design and Data Analysis  
of In Vivo Fluorescence Imaging Studies

Ying Ding and Hui-Min Lin

Abstract

The objective of this chapter is to provide researchers who conduct in vivo fluorescence imaging studies 
with guidance in statistical aspects in the experimental design and data analysis of such studies. In the first 
half of this chapter, we introduce the key statistical components for designing a sound in vivo experiment. 
Particular emphasis is placed on the issues and designs that pertain to fluorescence imaging studies. Examples 
representing several popular types of fluorescence imaging experiments are provided as case studies to dem-
onstrate how to appropriately design such studies. In the second half of this chapter, we explain the funda-
mental statistical concepts and methods used in the data analysis of typical in vivo experiments. We also 
provide specific examples in in vivo imaging studies to illustrate the key steps of analysis procedure.

Key words Confidence interval, Hypothesis testing, Power, Randomization, Repeated measures, 
Sample size, Variation

1 Introduction

The purpose of conducting an in vivo experiment is to test a scien-
tific hypothesis or a series of scientific hypotheses using laboratory 
animals. Appropriate statistical support is critical in planning and 
conducting such experiment, as well as in analyzing and interpret-
ing the resulting data. Investigators are always urged to work with 
statisticians at the beginning of the design stage and are reminded 
that no experiment should be started without a clear plan of how 
the resulting data will be collected and analyzed [1, 2].

In this chapter, we address the key statistical aspects in experi-
mental design and data analysis that pertain to in vivo experiments 
with specific examples tailored to fluorescence imaging studies. 
The content in this chapter is not intended to be a comprehensive 
guidance to all the statistical issues in such studies. Rather it focuses 
on the key components of statistical thinking in designing and ana-
lyzing an in vivo fluorescence imaging experiment, so that the 
researchers will be acquainted to these terms which will help the 
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communication between researchers and statisticians. On the other 
hand, most statistical elements presented here are applicable to all 
in vivo studies rather than only specific to the fluorescence imaging 
experiments.

2 Experimental Design

Before conducting an in vivo experiment, most scientists are will-
ing to spend great efforts to ensure that the experiment will address 
an important research question in a biologically valid and mean-
ingful way [3]. However, oftentimes there are insufficient commu-
nications with statisticians regarding how the experiment will be 
designed and whether the data will be collected in an appropriate 
way so that they can answer the research question. Without a care-
ful thought on experimental design, the experiment may produce 
a biased or inconclusive answer to the research question. In prin-
ciple, the experimental design depends on the objectives of the 
study and a well-designed experiment is sufficiently powerful to 
provide unbiased estimates of the effects that are of biological 
importance. In this section, the key elements that are required to 
be considered in designing an in vivo experiment are discussed.

Any researcher who plans an in vivo study should first consider the 
ethical use of animals. A guideline for this consideration is to use 
the Three Rs tenet by Russell and Burch [4]: Replacement, 
Reduction, and Refinement.

Replacement refers to any alternative method that can avoid or 
replace the use of animals. Reduction refers to any strategy that can 
reduce the number of animals to the minimum required to achieve 
the objectives of the experiment. Refinement refers to the modifi-
cation of husbandry or experimental procedures to minimize pain 
and distress of the animals. One of these Rs, Reduction, can be 
particularly achieved by good experimental design and statistical 
methods, as we illustrate in the following paragraphs.

Once the scientists have identified their research question(s), the 
immediate next step in the experimental design process is to for-
mally formulate the hypothesis. A research hypothesis is a state-
ment of expectation or prediction to be tested through experiment. 
In statistics, hypothesis formulation involves the construction of 
two statements: the null hypothesis and the alternative hypothesis. 
The null hypothesis reflects that there will be no observed effect or 
no difference between the comparisons. It is typically formulated 
through an equality sign and denoted by H0. The alternative 
hypothesis reflects the expected or predicted effect of the experi-
ment. It is typically formulated through an inequality or a “not 
equal to” sign and is denoted by Ha or H1.

2.1 Three Rs

2.2 Hypothesis 
Formulation
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The hypothesis has to be clearly stated and appropriately trans-
lated into mathematical formulation. For example, a study aims to 
compare an active treatment to a control treatment in terms of its 
effect on inhibiting the tumor growth in mice. The tumor size in 
each mouse will be measured through an imaging technique. 
Denote by μRx the mean tumor size of the active treatment group 
and μC the mean tumor size of the control treatment group, then 
the null hypothesis can be formulated as H Rx C0 : m m= . The alter-
native hypothesis can be formulated either as Ha Rx C: m m¹  if the 
direction of the comparison can be either side or Ha Rx C: m m<  if 
the active treatment is expected to reduce the tumor size as com-
pared to the control. The way of how the hypothesis is formulated 
usually determines the corresponding hypothesis testing proce-
dure, which will be covered in Section 3: Data Analysis.

Variation occurs in every experiment. A well-designed experiment 
will help identify and control the variation. For a typical in vivo 
experiment, there are two main sources of variation. One is the 
biological variation and the other is the technical variation. Two 
mice from the same genetic strain respond differently from the 
same treatment. This is due to a biological variation. The two rep-
licate measurements on tumor size from the same mouse through 
the same measuring method have small differences. This is due to 
a technical variation, which is oftentimes referred to as a measure-
ment error.

The biological variation can result from differences in species, 
strain, age, sex and experimental conditions. These usually can be 
controlled in the experimental design. For example, in a mouse 
study with the objective to compare different treatment effects, all 
the factors that may cause different responses (except the treat-
ment) should be well controlled (e.g., choose the mice from the 
same strain with the same age, balance the sex ratio in all treatment 
arms, perform the experiment in similar conditions). Only in this 
way, the observed differences between treatment groups can be 
attributed to the treatment effect.

The technical variation typically is unavoidable but can be mini-
mized through the choice of design and conduct of the experiment. 
For example, use the same technique to perform the measurement 
and/or repeat the reading from an imaging result for a few times.

The three basic principles of experimental design are replication, 
randomization, and blocking [5]. Replication is the repetition of 
an experiment on a large group of experimental units. Replication 
allows a researcher to obtain an estimate of the experimental error 
to determine whether the observed differences in the data are 
really statistically different. In addition, replication reduces vari-
ability in experimental results, increasing the significance and the 
confidence level. Randomization means the allocation of the 

2.3 Sources 
of Variation

2.4 Basic Principles
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experimental units and the order of performing the runs or trials of 
the experiment is randomly determined. Statistical methods require 
that the observations (or errors) to be independently distributed. 
Randomization usually makes this assumption valid. Blocking is 
grouping the experimental units with relatively similar background 
conditions into a block. It is a design technique used to improve 
the precision of comparing the treatment effects. Blocking is often 
used to reduce or eliminate the variability from nuisance factors 
which may influence the experimental response but are not directly 
interested.

Completely randomized design is widely used for animal experi-
ments. Animals or experimental units are assigned to different 
treatments at random. The advantages are simplicity and tolerance 
of unequal numbers in each group. However, simple randomiza-
tion cannot take account of heterogeneity of experimental material 
or variation [2].

Randomized complete block design is used when the nuisance fac-
tor (e.g., litters, batches) is known and controllable. Animals or 
experimental units with similar background conditions are grouped 
into blocks and then each treatment is randomly assigned to one 
experimental unit in each block. This design improves the accuracy 
of comparing the treatments by eliminating the variability among 
the blocks [5].

For example, an experiment uses 20 female and 20 male mice 
to study the treatment effects. The technician can only work with 
four mice per day. Both gender and experiment day may affect the 
treatment response. Figure 1a is a treatment allocation table from 
a completely randomized design. Notice that on Tuesday and 
Wednesday of week 1, all the mice are from the same gender and 
the treatment assignment within each day is not balanced (e.g., all 
the mice on Monday of week 2 received control). Figure 1b is a 
treatment allocation table from a randomized complete block 
design in which case the treatment assignment and gender are bal-
anced within each day. Clearly the block design is preferred in this 
example as it effectively controls the nuisance factors that may 
influence the treatment effect.

Factorial design is used when studying the effects of two or more 
factors that are crossed with each other. All possible combinations 
of the levels of each factor are investigated. Factorial design is also 
called crossed design. Factorial designs allow a researcher to mea-
sure the main effect of each factor as well as the interaction between 
factors [6]. For example, a phototherapy experiment aims to study 
the combination effect of a photosensitizer (with or without) and 
a light irradiation (with or without). In this case, there are two fac-
tors of interest and each has two levels. A factorial design will allow 
animals to be assigned to all the treatment combinations (no treat-

2.5 Design Types

2.5.1 Completely 
Randomized Design

2.5.2 Randomized 
Complete Block Design

2.5.3 Factorial Design
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ment, photosensitizer only, light irradiation only, photosensitizer 
and light irradiation) and any comparisons among these combina-
tions can be made.

Repeated measures design is the design in which repeated mea-
surements are made on each experimental unit. The repeated 
assessments might be measured under different experimental con-
ditions. Measurements on the same experimental unit are corre-
lated. Unlike the block design, which treats the block effects as 
fixed; the effects of experimental units are typically considered as 
random in the repeated measures design. Figure 2 provides an 
example of a repeated measures experiment where the tumor vol-
ume from each mouse was measured daily for 6 consecutive days 
(Day 0–5). The objective of this experiment is to study the tumor 
growth after receiving the phototherapy (administered on Day 0), 
where the experimental mice are randomized to two types of pho-
totherapies. When analyzing the data from this kind of experiment, 
the correlation among the measurements from the same experi-
mental unit has to be appropriately modeled.

2.5.4 Repeated 
Measures Design

Fig. 1 (a) Treatment allocation from a completely randomized design; (b) treat-
ment allocation from a randomized complete block design. T = treated, C = con-
trol, pink = female, blue = male
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An experiment that has too few samples and thus is lack of the power 
to test the hypothesis is unable to reach needed statistical signifi-
cance. An experiment that uses too many samples is also wasteful 
and deviates from the Three Rs guideline. Therefore, before starting 
the experiment, it is very important to perform the sample size esti-
mation. Before calculating the sample size for an experiment, we 
have to know/estimate the following quantities: (1) effect size 
(defined below) that we hypothesize to observe, (2) variance or 
standard deviation of the response variable, (3) significance level, (4) 
desired power. In addition to these quantities, we also need to know 
the test/analysis method, which we will defer to Section 3.

The effect size is usually the difference in means (for a continuous 
outcome variable) or proportions (for a binary outcome variable) 
that the investigators want the experiment to be able to detect. 
Such a quantity often has to be a biologically meaningful difference 
in order to be interested to detect. For example, for an experiment 
to compare a targeted phototherapy approach versus a non- 
targeted phototherapy approach in inhibiting the tumor growth in 
mice, the absolute mean difference in tumor volume (e.g., 50 mm3) 
between the two treatment groups after certain days of the therapy 
can be the effect size of interest. A smaller effect size requires a 
larger sample size.

Often times, the investigators are clear about the effect size of their 
experiment but uncertain or unaware that variability of the response 
variable (i.e., the outcome measure) is also very crucial. Unlike the 
effect size, such variability has to be estimated through previous 
experiments or literature data. For the same example as we described 
in the Effect Size paragraph, the investigators need to have an 

2.6 Sample Size 
and Power

2.6.1 Effect Size

2.6.2 Standard Deviation
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Fig. 2 An example of a repeated measures experiment where each mouse has 
multiple measures. The mean and SEM (standard error of the mean) for each Day 
are plotted for each phototherapy treatment
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appropriate estimate of the standard deviation of the tumor volume 
among the mice in each treatment group. A bigger standard devia-
tion (of the response variable) requires a larger sample size.

Significance level is also called the α level, which is the probability 
of rejecting the null hypothesis when the null hypothesis is true. It 
is also known as the type I error or false positive rate. It is typically 
set at 5 % and that is why a p-value is often compared to 0.05 to 
claim significance or not. A smaller significance level requires a 
larger sample size.

Statistically, the power is the probability of rejecting the null 
hypothesis when the alternative hypothesis is true. It is the chance 
that an experiment will detect the specified effect size and to be 
considered significant under the given significance level. Choice of 
power depends on whether the experiment is exploratory or confir-
matory, with the latter requires a bigger power in general. A higher 
power requires a larger sample size.

After presenting the key aspects in experimental design, we 
provide several examples that are commonly seen in in vivo fluores-
cence imaging experiments to further illustrate how to take these 
key aspects into consideration in practice.

The independent sample experiment is the most common type of 
study to evaluate the effects of different treatments on a response 
variable. The experiment unit is typically an independent animal 
and a single measurement for the response variable is observed 
from each animal. In this case, all the observations are  independent. 
The hypothesis is often formulated as H 0 1 2: m m=  vs. Ha : m m1 2¹  
if there are two groups. In designing this type of experiment, it is 
important to make sure that the animals across the groups are the 
same or balanced with respect to all the factors (except the treat-
ment assignment) that may affect the response. A blocked random-
ized design is usually more preferable than the completely 
randomized design. In this case, the effect size of interest is the 
between group difference and the variation to estimate is the 
between animal variation in the response variable. Frequently, 
equal sample size across groups is used as this allocation ratio maxi-
mizes the power.

In a paired sample experiment, the experimental unit can be a pair 
of animals (usually matched) or can be a single animal with the 
measurements being in pairs. For example, an experiment aims to 
study the inflammation response to a given compound. An active 
treatment to stimulate inflammation is injected into the footpad of 
left paw of each mouse, and the untreated right paw is used as the 
negative control. After 12 h post-injection, a pair of measures is 
taken from each mouse (one from each paw). The comparison 

2.6.3 Significance Level

2.6.4 Power

Example 1: Independent 
Sample Experiment

Example 2: Paired Sample 
Experiment
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within the same mouse (left–right) is the quantity of interest. In 
this case, the hypothesis is often formulated as H D0 0: m =  vs. 
Ha D: m ¹ 0 , where D denotes the difference within the same 
mouse in the response variable. Since each mouse is served as its 
own control, the only thing differs between the pair of observa-
tions is the treatment. In such an experiment, a completely ran-
domized design is usually sufficient. The variation to estimate is 
the between animal variation in the difference of the response (not 
the response itself), which is typically smaller than the variance in 
the response itself. Thus, the sample size required in such a paired 
sample experiment is generally smaller than an independent two- 
sample experiment.

In most fluorescence imaging studies, multiple images will be cap-
tured from the same animal at different time points. In this case, 
the experiment unit is still a single animal but the collected observa-
tions are multiple measures on each animal. This allows researchers 
to track the time course of the treatment effects as such effects usu-
ally change over time. The observations within the same animal are 
correlated and such a correlation needs to be taken into account in 
both experimental design and data analysis, even if the primary 
interested outcome may be at a specific (single) time point. For 
example, in estimating the sample size, if the researchers have a 
good idea about the correlation in treatment response among these 
different time points, it could help reduce the required sample size 
[7]. A positive within animal correlation typically results in a smaller 
sample size required. The optimal analysis should model all the data 
together instead of analyzing each time point separately. The pri-
mary hypothesis can be specific to a time point if the experiment is 
mostly interested in comparing the treatment effects at a specific 
time point, e.g., 48 h after the injection of the treatment.

3 Data Analysis

After collecting the data from a well-designed and conducted exper-
iment, an appropriate statistical analysis is required to assess the 
experiment result. In principle, the statistical analysis should reflect 
the objective of the study and should correctly reveal the experi-
mental design. It should extract all the useful information in the 
resulting data in a way that the result is interpretable, after taking 
account of the biological variability and the measurement error [2].

Hypothesis testing is the formal procedure to determine 
whether to accept or reject statistical hypotheses. In hypothesis 
testing, we are collecting the evidence based on sample data to 
reject the null hypothesis. Failure to reject the null hypothesis 
implies that the data are not sufficiently persuasive for us to prefer 
the alternative hypothesis over the null hypothesis.

Example 3: Repeated 
Measures Experiment
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There are two types of errors can result from a hypothesis test, 
type I error and type II error. Type I error occurs when the 
researcher rejects a null hypothesis when it is true. The probability 
of making a Type I error is called the significance level and denoted 
by α. Type II error occurs when the researcher fails to reject a null 
hypothesis when it is false. The probability of making a Type II 
error is denoted by β. The probability of not making a Type II 
error is called the power of the test. Table 1 demonstrates the rela-
tionship between the hypothesis testing decisions and the two 
types of errors.

Two-tailed test is used when a researcher is interested in testing 
whether there is no effect or no difference between two means 
(e.g., H 0 1 2: m m= ) and Ha can be in either direction (e.g., 
Ha : m m1 2¹ ). The H0 is rejected if the test statistic is located at 
either end of the sampling distribution. One-tailed test is used 
when a researcher want to focus on one specific direction of the H0 
than just no difference (e.g., H 0 1 2: m m£  and Ha : m m1 2> ). The 
H0 is only rejected if the test statistic is located at the correspond-
ing end of the sampling distribution. Figure 3 gives an example of 

3.1 One-Tailed 
and Two-Tailed Tests

Table 1 
Relationship between the testing decision and the two types of errors

Truth

Decision H0 Ha

Do not reject H0 Type II error (β)

Reject H0 Type I error (α) Power (1-β)

 Power = 1 – b

Critical
Value

a /2a /2

d = m2 – m1

Ha : m2 � m1H0 : m2 = m1

0

b

Fig. 3 An example of a two-tailed test
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a two-tailed test. The left normal curve is centered at zero, which 
reflects the situation under the null. The right normal curve is cen-
tered at a positive value δ > 0, which reflects the situation under the 
alternative. The critical value is determined by the significance level 
α. In this two-tailed test example, the area to the right side of the 
critical value (under the left normal curve) equals to α/2. When 
the computed test statistic value is greater than the critical value, 
we reject the null hypothesis. Therefore, in this case, the power is 
the area under the alternative (right) normal curve to the right side 
of the critical value.

T-test is used when a study aims to compare the means of two 
groups. The most commonly used t-tests include one-sample 
t-test, two-sample t-test, and paired t-test.

One-sample t-test is used to determine whether the mean of a 
population significantly differs from a specific value. For example, 
a researcher is interested in whether the mean tumor size of the 
active treatment group is reduced to a targeted size, say, 20 mm3 
(e.g., H 0 20: m =  and Ha : m < 20). Suppose the mean tumor 
size of a sample with n mice is x  and the standard deviation is s. 

The t-statistic is calculated as t
x
s n

=
- 20
/

. The numerator in the 

formula measures the strength of the signal (or effect size) in the 

sample data and the denominator in the formula measures the 
noise (or variation) in sample data. The t-statistic compares the 
strength of the signal to the amount of noise in the data. If the 
signal is weak relative to the noise, the t-statistic will be smaller. So 
the difference is not likely to be statistically significant. Then the 
t-statistic is compared to a t distribution with n -1  degrees of free-
dom to determine whether it reaches the threshold of statistical 
significance.

Two-sample t-test is used to determine whether the mean of a 
population significantly differs from the mean of another popula-
tion. For example, a researcher is interested in whether the mean 
tumor size of the active treatment group is different from the mean 
tumor size of the control treatment group (e.g., H Rx C0 : m m=  and 
Ha Rx C: m m¹ ). Suppose the mean and standard deviation of a 
sample with na mice from the active treatment group is xa  and sa, 
respectively; and the mean and standard deviation of a sample with 
nb mice from the control treatment group is xb  and sb, respectively. 

The t-statistic is calculated as t
x x

s n n
a b

p a b

=
-

+/ / /1 1
, where 

s
n s n s

n np
a a b b

a b

2
2 21 1

2
=

- + -
+ -

( ) ( )
 is an estimate of the common (pooled) 

variance. Similarly, the t-statistic is compared to a t distribution 

3.2 T Tests
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with n na b+ - 2  degrees of freedom to determine whether it 
reaches the threshold of statistical significance.

Paired t-test is used to determine whether the mean of a popula-
tion significantly differs from the mean of another population where 
observations in one sample can be paired with the observations in 
the other sample. Take the Example 2 in the previous section to 
illustrate. The difference within the same mouse D x xleft right= -  is 
the quantity of interest. We first calculate the mean and standard 
deviation of the differences, D  and sd, then the standard error of 

the mean difference SE D s nd( ) /= . The t- statistic is then calcu-

lated as t
D

SE D
=

( )
 and compared to a t distribution with n -1  

degrees of freedom to determine the significance.
However, all the above t-tests require the data to be normally 

distributed. With non-normal data, there are two basic choices. 
Transform the data (such as logarithm or square root) so that the 
transformed data appear more normally distributed, or use the non-
parametric methods of analysis. Wilcoxon Rank-Sum Test (also 
called Wilcoxon–Mann–Whitney test) is a nonparametric alternative 
to the two-sample t-test, which is based solely on the rank of the 
experimental units from the two samples [8]. Wilcoxon Sign- Rank 
Test is a nonparametric alternative to the paired t-test which is based 
on the sign of the difference from each experimental unit [9].

Analysis of variance (ANOVA) is a statistical technique for parti-
tioning and analyzing the variation in a continuous response vari-
able, which is developed by Fisher in the 1920s [10]. The purpose 
of ANOVA is to test whether the means of two or more groups are 
significantly different. If only two groups are compared, ANOVA 
will produce the same results as the two-sample t-test. One-way 
and two-way ANOVA are the most commonly used forms of 
ANOVA.

One-way ANOVA deals with one single factor situation. For 
example, a researcher is interested in whether the mean tumor sizes 
of k treatment groups are significantly different (e.g., 
H k0 1 2: m m m= =¼=  and Ha: at least one μi is different from the 
rest). Suppose a sample of tumor sizes from k treatment groups is 
collected. The total variation (SST) is described as the sum of the 
squared differences between each observation and the overall mean. 
The corresponding degrees of freedom (df) for the total variation 
are the total number of observations across all groups minus one 
(n -1 ). ANOVA partitions the total variation in the response vari-
able into “within-group” variation and “between- group” variation. 
The within-group variation (SSW) is described as the sum of the 
squared differences between each observation and the group mean, 
with the corresponding df n k- ; and the between- group variation 
(SSB) is described as the sum of the squared differences between 

3.3 ANOVA
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each group mean and overall mean, with the corresponding df 
k -1 . Since the sum of squares (SS) depends on the number of 
observations that contribute to it, the SS is converted into mean 
squares (MS) by dividing them by their df. The F-statistic is then 
calculated as the ratio of the between-group MS to the within-
group MS. A standard one-way ANOVA result table is shown in 
Table 2. The F-statistic is compared to an F distribution with k -1  
and n k-  degrees of freedom to determine the significance.

Two-way ANOVA deals with two-factor situation. Take the 
phototherapy experiment described in the factorial design para-
graph as an example. Suppose there are a groups of photosensitizer 
(denoted as factor A) and b groups of light irradiation (denoted as 
factor B), and a sample of tumor sizes in all the combination groups 
is collected. Similar to the one-way ANOVA, the total variation 
(SST) is also described as the sum of the squared differences 
between each observation and the overall mean, with the corre-
sponding df n -1 . The two-way ANOVA partitions the total varia-
tion into within-group variation, between factor A group variation, 
between factor B group variation, and the interaction variation. 
The within-group variation (SSW) is described as the sum of the 
squared differences between each observation and the group mean, 
with the corresponding df n ab- ; the between factor A group 
variation (SSA) is described as the sum of the squared differences 
between each group mean in factor A and overall mean, with the 
corresponding df a -1 ; the between factor B group variation 
(SSB) is described as the sum of the squared differences between 
each group mean in factor B and overall mean, with the corre-
sponding df b -1 ; the interaction variation is denoted as SSAB 
with the corresponding df ( )( )a b- -1 1 . Dividing SS by their df 
provide MS for each variation. The F-statistic for testing the inter-
action effect is calculated as the ratio of the interaction MS to the 
within-group MS. The F-statistic for main effects of factor A and 
factor B can be calculated as the ratio of the between factor A 
group MS to the within-group MS, and the ratio of the between 
factor B group MS to the within-group MS, respectively. A stan-
dard two-way ANOVA result table is shown in Table 3.

Similar to the t-test, ANOVA requires the data to be normally 
distributed as well. Kruskal–Wallis Test is a nonparametric alterna-

Table 2 
One-way ANOVA result

Source of 
variation SS df MS F-statistic

Between SSB k -1 SSB k/ ( )-1 SSB k

SSW n k

/ ( )

/ ( )

-

-

1

Within SSW n k- SSW n k/ ( )-

Total SST n -1
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tive to one-way ANOVA [11]. Kruskal–Wallis test generalizes the 
Wilcoxon rank-sum test to compare more than two samples. It is 
also based on the rank of the experimental units from all samples.

As discussed in the basic principles, blocking is often used to reduce 
or eliminate the effect of controllable nuisance factors. If a nui-
sance factor is uncontrollable in the experiment, but it can be mea-
sured (usually with a continuous value), then the analysis of 
covariance (ANCOVA) can be used to improve the precision of an 
experiment. For example, a researcher is interested in whether the 
mean tumor sizes of k treatment groups are significantly different 
after accounting for the weight of mice. In this case, the tumor size 
is linearly related to weight, but weight is not of interest. The vari-
able weight is called a covariate. ANCOVA adjusts the effect of the 
weight and reduce the variability from it, so that make the true 
differences in the tumor size due to treatment groups easier to 
detect. ANCOVA is an analysis procedure which combines ANOVA 
and linear regression.

A repeated measures ANOVA is also referred to as an ANOVA for 
correlated samples. It is the analysis method for the data generated 
from a repeated measures design. In in vivo studies, typically two 
types of experiments generate correlated data: a study with mea-
surements taken (on the same experiment unit) repeatedly over 
time; a study with the experimental unit being a group of animals, 
for example, the mice from the same litter where litter is the experi-
mental unit. These two types of studies are also referred to as the 
longitudinal study and the clustered study, respectively. Different 
from the traditional ANOVA, the outcomes are no longer inde-
pendent, and the within-unit correlation is modeled in the repeated 
measures ANOVA. In this analysis model, there are two types of 

3.4 ANCOVA

3.5 Repeated 
Measures ANOVA or 
ANCOVA

Table 3 
Two-way ANOVA result

Source of variation SS df MS F-statistic

Factor A SSA a -1
SSA

a -1

SSA a

SSW n ab

/ ( )

/ ( )

-

-

1

Factor B SSB b -1
SSB

b -1

SSB b

SSW n ab

/ ( )

/ ( )

-

-

1

Interaction AB SSAB ( )( )a b- -1 1 SSAB

a b( )( )- -1 1

SSAB a b

SSW n ab

/ {( )( )}

/ ( )

- -

-

1 1

Within SSW n ab-
SSW

n ab-

Total SST n -1 SST

n -1
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“effects”, namely, the fixed effects and the random effects. For 
example, the treatment and time variables are typically treated as 
the fixed effects, as they are nonrandom and predetermined. The 
animal (in a longitudinal experiment) and the litter (in a clustered 
experiment) are usually treated as the random effects, as they are 
considered as random samples from their underlying population.

When there are continuous covariate(s) that need to be 
adjusted in the repeated measures experiment, the corresponding 
statistical method is called repeated measures ANCOVA. The 
model is an extension of the linear regression to handle the corre-
lated data. The key to the repeated measures ANOVA or ANCOVA 
is the specification of the fixed and random effects.

All the above methods are for analyzing continuous outcome vari-
ables. In frequent cases, the responses are binary and they can take 
one of two possible values (e.g., respond or not respond). Pearson’s 
chi-square test or Fisher’s exact test are the popular methods to 
evaluate the homogeneity of proportions across different groups. 
A 2×k contingency table is commonly produced to summarize the 
data when there are k groups. The formula for calculating the chi- 

square test statistics is C2

2

1 2

=
-å

=

k

i
i i

i

O E
E

( )
, where Oi is the observed 

count for the ith cell and Ei is the expected count under indepen-
dence (between the treatment and response) for the ith cell [12]. 
The expected count is calculated assuming the marginal row totals 
are fixed. The degrees of freedom for the test statistics is k-1.

When the sample size is small, Fisher’s exact test is usually a 
preferred alternative to the chi-square test for testing indepen-
dence. The p-value from the Fisher’s exact test is exact while the 
p-value from the chi-square test is an approximation. The general 
rule of thumb is that if the expected cell count in any cell is less 
than or equal to 5, use a Fisher’s exact test. If there is more than 
one factor or there are continuous covariate(s) that the experiment 
is interested to evaluate or adjust for, the logistic regression is the 
common approach to handle the binary outcome. We refer to 
Agresti 2007 for the details of this approach [13].

Summary statistics are often used to provide descriptive information 
about the raw data, such as mean for continuous variables and pro-
portion for binary variables. Standard deviation and standard error 
are often confused by researchers when they are used to describe the 
variability. We provide clarification to these two summary statistics 
in the next paragraph. Inference statistics are often used to make 
judgments of whether the observed differences between groups 
are statistically significant or just happen by chance. Inference statis-
tics help researcher to reach conclusions and make inferences from 
the sample data to general population. Most commonly used infer-
ence statistics are p-value and confidence interval.

3.6 Chi-Square Test

3.7 Summary 
Statistics 
and Inference 
Statistics
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Standard deviation (SD) describes the variability or the spread of 
values in the sample. The sample standard deviation varies from sam-
ple to sample, but it stays the same on average when the sample size 
increases. Standard error (SE) is the standard deviation of an estima-
tor (e.g., standard error of the mean is the standard deviation of the 
sample mean). It describes the accuracy of an estimator. When the 
sample size increases, the estimator is based on more information 
and becomes more accurate, so its standard error decreases.

P-value is the probability of obtaining a test statistic as extreme as 
the one that was actually observed, assuming that the null hypoth-
esis is true. P-value can be viewed as the strength of evidence in 
support of a null hypothesis. If the P-value is less than the signifi-
cance level, we reject the null hypothesis.

Confidence interval is an interval estimate of a population parameter. 
Suppose we use the same sampling method to select different sam-
ples and compute an interval estimate for each sample. Some interval 
estimates would include the true population parameter and some 
would not. A 95 % confidence level means that we would expect 95 % 
of the interval estimates to include the population parameter.

In many experiments, multiple endpoints are collected and ana-
lyzed. Even in an experiment with just one endpoint, multiple 
comparisons (e.g., among multiple treatment groups) are often-
times performed. It has been well recognized by statisticians and 
researchers that multiplicity inflates the type I error of the experi-
ment. The multiplicity adjustment is typically more rigorously dis-
cussed and applied in clinical studies than in the in vivo experiments 
(except for the high-throughput experiment such as a microarray 
study or a proteomics study). Many multiplicity adjustment proce-
dures have been developed in the statistical literature. The adjust-
ment approach could be very conservative such as the Bonferroni 
adjustment [14] and some could be less conservative such as the 
Benjamini–Hochberg FDR (false discovery rate) adjustment [15].

In practice, besides which procedure should be used, the most 
important question is whether any multiplicity adjustment is 
needed. For an experiment with multiple endpoints, it is strongly 
recommended to prespecify a primary endpoint and leave the rest 
as secondary or exploratory endpoints. For example, if the experi-
ment measures the tumor volume daily for 5 consecutive days, 
instead of comparing the tumor volume between treatment groups 
for all days with even important weights, the researcher should 
determine the primary time point that is of the most scientific/
biological interest. If the primary objective of the experiment 
focuses on one endpoint with one comparison, there is no multi-
plicity adjustment needed. For the secondary and exploratory end-
points, analysis results without multiplicity adjustment are usually 

3.7.1 Standard Deviation 
vs. Standard Error

3.7.2 P-Value

3.7.3 Confidence Interval

3.8 Multiplicity 
Adjustment
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presented. But both the researchers and readers should be aware 
that multiple comparisons have been made and a p-value of 0.04 
does not really suggest a significant finding under an experiment- 
wise type I error of 0.05.

Before closing the Data Analysis part, we provide three exam-
ples to demonstrate the application of some statistical methods 
described above.

We continue to use the phototherapy example presented in the fac-
torial design paragraph to illustrate the two-way ANOVA model. 
This experiment aims to study the combination effect of a photo-
sensitizer (with or without) and a light irradiation (with or without) 
in inhibiting the tumor growth. The primary outcome of interest is 
the tumor volume after 7 days of the therapy. There are 5 mice in 
each photosensitizer-by-irradiation combination group. A two-way 
ANOVA model with interaction suitably applies to this experiment. 
Table 4 presents the two-way ANOVA sum of squares result.

In this example, the photosensitizer main effect is significant 
(p = 0.0039), while light irradiation main effect and the interaction 
effect are not significant (p = 0.16 or 0.40). However, the ANOVA 
table does not directly provide the pairwise comparisons between 
the treatments. Contrasts need to be specified to evaluate particu-
lar pairwise comparisons. In this particular example, photosensi-
tizer alone and the combo therapy show significant inhibition in 
tumor growth as compared to no treatment, but not the irradia-
tion alone therapy.

We use a similar phototherapy example to illustrate the one-way 
repeated ANOVA model. Instead of 4 (= 2 × 2) different therapies as 
in Example 2, there are only two therapies being evaluated. The 
tumor volume is measured at Day 0 right before the treatment 
administration, and then daily for 5 consecutive days. A popular 
practice is to use a one-way ANOVA model (equivalent to two sam-
ple t-test in this case) to analyze each time point separately. Clearly 
this is suboptimal as it treats each time point as a separate experi-

Example 1: Continuous 
Data Without Repeated 
Measures

Example 2: Continuous 
Data with Repeated 
Measures

Table 4 
A two-way ANOVA sum of squares result table where each factor has two levels

Source of variation SS df MS F p-value

Photosensitizer 329,445.1 1 (= 2 − 1) 329,445.1 16.02 0.0039

Irradiation 48,467.1 1 (= 2 − 1) 48,467.1 2.37 0.16

Interaction 16,309.7 1 (= (2 − 1) x (2 − 1)) 16,309.7 0.79 0.40

Within 329,102.4 16 20,568.9

Total 72,3324.3 19
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ment. The correct way is to use a one-way repeated ANOVA to 
analyze all the data together. Here treatment and time are both 
treated as the fixed effects, and mouse is treated as a random effect. 
Moreover, the “treatment” is a between subject effect and the ‘time’ 
is a within subject effect. This model separates the total variance 
into two parts: the between-mouse variance and the within- mouse 
variance (also called the residual variance). If the primary endpoint 
is a specific time point, e.g., Day 5, a contrast between two therapies 
at this time point can be constructed to test the difference.

The following 2 × 2 contingency table presents the summary result 
from an animal experiment which aims to evaluate whether the 
treatment yields the same response rate or not as compared to the 
control. A total of 40 mice were randomized to receive either the 
treatment (n = 20) or the control (n = 20). After the experiment 
was done, each mouse was evaluated and then classified as either a 
responder or a nonresponder. In Table 5, the integer number in 
each cell is the count of mice. For example, 15 mice in the treat-
ment group responded to the treatment and the rest 5 did not 
respond to the treatment. In this example, we have the value for 
the chi-square test statistics as 

C2

2 2 2 215 11 5
11 5

5 8 5
8 5

8 11 5
11 5

12 8 5
8 5

5=
-

+
-

+
-

+
-

=
( . )

.
( . )

.
( . )

.
( . )

.
..01 .

The expected counts are calculated from the row totals assuming 
the response rate is independent of the treatment (i.e., = 0.5). The 
numbers in the bracket are the expected counts under indepen-
dence (e.g., 11.5 = 23 × 0.5). The degrees of freedom in this case is 
2 − 1 = 1. The associated p-value is 0.025, which is considered as 
significant at the 0.05 level.

4 Conclusion

There are many textbooks and articles on experimental design and 
statistical data analysis. A lot of them are written in the direction 
for specific disciplines or research types (e.g., agriculture, clinical 
trials), but the terminologies and methods are mostly general and 
applicable to in vivo experiments. At the end of [2], the authors 

Example 3: Binary Data 
(Without Repeated 
Measures)

Table 5 
An example of 2 × 2 contingency table to illustrate the chi-square test

Treatment Control Row total

Respond 15 [11.5] 8 [11.5] 23

Not-respond 5 [8.5] 12 [8.5] 17

Column total 20 20 40 (grand total)
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provide a good list of the textbooks for the purpose of consulting 
and referring.

Many good statistical software tools are available to perform 
the statistical analysis. Such tools are generally able to perform a 
wide range of different statistical methods. The most commonly 
used one by statisticians is SAS. R is another software popularly 
used by statisticians and it is an open source tool. Both of them 
require professional trainings in statistics to be able to use them. 
There are also software packages developed in a way that the 
researchers with less statistical training are also able to use, for 
example, SPSS. Recently, a statistical tool specific for analyzing the 
in vivo studies (InVivoStat) becomes available [16]. No matter 
which statistical tool is chosen for the data analysis, the person who 
performs the analysis should always have sufficient knowledge 
about the underlying statistical methods and should be capable to 
interpret the results appropriately.
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