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v

 Traditional insight into the composition, and functional properties, of chromosomes has 
stemmed largely either from conventional bulk ensemble average techniques in vitro or 
from optical microscopy methods on either fi xed cell samples or living cells, but restricted 
to standard optical resolution limits. However, over the past few years several cutting-edge 
interdisciplinary methods have emerged which now enable us to understand the architec-
ture of chromosomes with exceptionally enhanced resolution, both in terms of space and 
time; in other words, to probe the  dynamic  architecture of chromosomes, and at a  molecu-
lar length scale  of precision. These emerging interdisciplinary tools have grown in particular 
from biophysics, including several single-molecule methods and super-resolution tech-
niques. This volume of  Chromosome Architecture  includes a valuable new collection of pro-
tocols and reviews of such emerging experimental and theoretical approaches, which have 
resulted in a substantial improvement to our understanding of chromosome architecture.  

  Biological Physical Sciences Institute (BPSI),     Mark     C.     Leake
University of York, UK    
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    Chapter 1   

 New Advances in Chromosome Architecture                     

     Mark     C.     Leake      

  Abstract 

   Our knowledge of the “architecture” of chromosomes has grown enormously in the past decade. This new 
insight has been enabled largely through advances in interdisciplinary research methods at the cutting-
edge interface of the life and physical sciences. Importantly this has involved several state-of-the-art bio-
physical tools used in conjunction with molecular biology approaches which enable investigation of 
chromosome structure and function in living cells. Also, there are new and emerging interfacial science 
tools which enable signifi cant improvements to the spatial and temporal resolution of quantitative mea-
surements, such as in vivo super-resolution and powerful new single-molecule biophysics methods, which 
facilitate probing of dynamic chromosome processes hitherto impossible. And there are also important 
advances in the methods of theoretical biophysics which have enabled advances in predictive modeling of 
this high quality experimental data from molecular and physical biology to generate new understanding of 
the modes of operation of chromosomes, both in eukaryotic and prokaryotic cells. Here, I discuss these 
advances, and take stock on the current state of our knowledge of chromosome architecture and speculate 
where future advances may lead.  

  Key words     Single-molecule biophysics  ,   Super-resolution  ,   DNA  ,   Nucleus  

1       Introduction 

 This volume of Springer’s Methods in Molecular Biology series 
consists of a collection of truly cutting-edge laboratory protocols, 
techniques and applications in use today by some of the leading 
international experts in the broad fi eld of “Chromosome 
Architecture.” A key difference, compared with previous collec-
tions of review articles published in this area over the past 5 years, 
is the emphasis on the development and application of complex 
techniques and protocols which increase the physiological rele-
vance of chromosome architecture investigation compared to 
methods utilized previously—these developments are manifest 
both through application of far more complex bottom-up assays 
in vitro, as well as in striving to maintain the native physiological 
context through investigation of living, functional cells [ 1 ]. In par-
ticular, experimental methods which have used advances in light 



2

microscopy [ 2 ], especially the use of  fl uorescence microscopy   
methods to probe functional, living cells, especially so using pro-
karyotic systems as model organisms [ 3 – 12 ]. The length scale of 
precision of experimental protocols in this area has improved dra-
matically over recent years and many cutting- edge methods now 
utilize state-of-the-art single-molecule approaches [ 13 ], both for 
imaging the DNA content of chromosome and proteins that bind 
to DNA, as well as using methods that can controllably manipulate 
single DNA molecules and can image its structure to a precision 
better the standard optical resolution limit.[ 14 ] This volume also 
includes more complex, physiologically representative methods to 
investigate chromosome architecture through the use of advanced 
computational methods and mathematical analysis. 

 What is clear is that the combination of pioneering molecular 
biology, biochemistry and genetics methods with emerging, excit-
ing tools  from   biophysics, bioengineering, computer science, and 
biomathematics are transforming our knowledge of functional 
chromosome architecture. Improvements in these fi elds are likely 
to add yet more insight over the next few years into the complex 
interactions between multiple key molecular players inside 
chromosomes.     

  Acknowledgments 

 M.C.L. was assisted by a Royal Society URF and research funds 
from the Biological Physical Sciences Institute (BPSI) of the 
University of York, UK.  
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    Chapter 2   

 Single-Molecule Narrow-Field Microscopy 
of Protein–DNA Binding Dynamics in Glucose 
Signal Transduction of Live Yeast Cells                     

     Adam     J.  M.     Wollman      and     Mark     C.     Leake     

  Abstract 

   Single-molecule narrow-fi eld microscopy is a versatile tool to investigate a diverse range of protein dynam-
ics in live cells and has been extensively used in bacteria. Here, we describe how these methods can be 
extended to larger eukaryotic, yeast cells, which contain subcellular compartments. We describe how to 
obtain single- molecule microscopy data but also how to analyze these data to track and obtain the stoichi-
ometry of molecular complexes diffusing in the cell. We chose glucose mediated signal transduction of live 
yeast cells as the system to demonstrate these single-molecule techniques as transcriptional regulation is 
fundamentally a single-molecule problem—a single repressor protein binding a single binding site in the 
genome can dramatically alter behavior at the whole cell and population level.  

  Key words     Single-molecule biophysics  ,   Signal transduction  ,   Yeast  

1      Introduction 

  Bulk  biochemical   methods can only measure mean ensemble 
 properties while single-molecule techniques allow the heterogene-
ity in molecular biology to be explored which often leads to a new 
understanding of the biological system involved [ 1 ]. The use of 
fl uorescent protein fusions to act as reporters can provide  signifi cant 
insight into a wide range of biological processes and molecular 
machines, for enabling insight into stoichiometry and architecture 
as well as details of molecular mobility inside living, functional cells 
with their native physiological context intact [ 2 – 7 ]. Single-
molecule narrow- fi eld microscopy, and its similar counterpart 
Slimfi eld microscopy, is a versatile tool to investigate a diverse 
range of protein dynamics in live cells which can be used in con-
junction with fl uorescent protein fusion strains to generate enor-
mous insight into biological processes at the single-molecule level. 
In bacteria, it has been used to investigate the components of the 
replisome [ 8 ] and the structural maintenance of chromosomes [ 9 ]. 
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 In narrow-fi eld microscopy, the normal fl uorescence excitation 
fi eld is reduced to encompass only a single cell. This produces a 
Gaussian excitation fi eld (∼30 μm 2 ) with 100–1000 times the laser 
excitation intensity of standard  epifl uorescence microscopy  . This 
intense illumination causes fl uorophores  to   emit many more pho-
tons, generating much greater signal intensity relative to normal 
camera-imaging noise and, hence, facilitates millisecond time-scale 
imaging of single fl uorescently labeled proteins. The millisecond 
time scale is fast enough to keep up with the diffusional motion 
present in the cytoplasm of cells and can also sample the fast molec-
ular transitions that occur, particularly during  signal transduction  . 
Single  fl uorescent proteins   or complexes of proteins can be consid-
ered point sources of light and so appear as spatially extended spots 
in a fl uorescence image due to diffraction by the microscope optics 
[ 10 ]. Narrow-fi eld microscopy data consists of a time-series of 
images of spots which require a signifi cant amount of in silico anal-
ysis. Spots must be identifi ed by software, the intensity of these 
spots quantifi ed to calculate their stoichiometry and their position 
tracked over time to produce a trajectory. 

 We have applied narrow-fi eld microscopy to glucose  signal 
transduction   in budding yeast,  Saccharomyces cerevisiae . All cells 
dynamically sense their environment through  signal transduction   
mechanisms. The majority of these mechanisms rely on gene reg-
ulation through cascades of protein–protein interactions which 
transmit signals from sensory elements to responsive elements 
within each cell. The Mig1 protein is an essential transcription 
factor in this mechanism in yeast. Mig1 is  a   Cys2 -His2 zinc fi n-
ger DNA binding protein [ 11 ] which binds several glucose-
repressed promoters [ 12 – 15 ]. In the presence of extracellular 
glucose it is poorly phosphorylated and predominantly located in 
the nucleus [ 16 ,  17 ] where it recruits a repression complex to the 
DNA [ 18 ]. If extracellular glucose concentration levels are 
depleted, Mig1 is phosphorylated by the sucrose non-fermenting 
protein (Snf1) [ 19 – 21 ], resulting in a redistribution of mean 
localization of Mig1 into the cytoplasm [ 16 ,  22 ,  23 ]. Thus, Mig1 
concentration levels in the cell nucleus and cytoplasm serve as a 
readout of glucose  signal transduction   in budding yeast [ 24 ]. 
Mig1 has been labeled with the green fl uorescent protein, GFP, 
and in the same strain, a ribosome component, Nrd1, almost 
completely localized to the nucleus, has been labeled with the 
mCherry fl uorescent protein [ 17 ]. We have used narrow-fi eld 
microscopy to track single Mig1-GFP complexes as they diffuse 
in the nucleus and cytoplasm in the presence and absence of 
extracellular glucose. 

 Here we describe in detail how to obtain single-molecule data 
of fl uorescently labeled transcription factors in live yeast but also 
methods used to analyze the data obtained. We describe ADEMS 
code [ 25 ], the custom Matlab software we have created to track 

Adam J.M. Wollman and Mark C. Leake
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 fl uorescent molecules and quantify their stoichiometry. We also 
show how fl uorescence images of Mig1-GFP and Nrd1-mcherry 
can be segmented to identify the boundary of the cell and nucleus 
respectively and thus how trajectories can be categorized by their 
different subcellular compartments.  

2    Materials 

       1.    MATa MIG1-GFPHIS3 NRD1-mCherry- hphNT1METLYS 
 S. cerevisiae  strain in the BY4741 background [ 17 ] stored at 
−80 °C in YNB media supplemented with 20 % glycerol.   

   2.    YNB media pH 6.      

       1.    Standard microscope slides (Fisher).   
   2.    Coverslips (Menzel-Gläser).   
   3.    Gene frames (17 mm × 28 mm) and spreaders (Thermo 

Scientifi c).   
   4.    2 % agarose solution.   
   5.    Plasma cleaner (Harrick Plasmas PDC-32G).   
   6.    Desktop centrifuge (Sigma 1-14).      

   For narrow-fi eld microscopy, ~6 W/cm 2  excitation light must be 
delivered to the sample centered at 488 nm for millisecond imag-
ing of GFP. This must be combined with a high speed (kHz) cam-
era capable of detecting single  fl uorescent proteins  . Our microscope 
is constructed from:

    1.    A Zeiss microscope body with a 100×    TIRF 1.49 numerical 
aperture (NA) Olympus oil immersion objective lens and an 
xyz nano positioning stage (Nanodrive, Mad City Labs).   

   2.    50 mW Obis 488 nm and 561 nm lasers for fl uorescence 
excitation.   

   3.    A dual pass GFP/mCherry dichroic with 25 nm transmission 
windows centered on 525 and 625 nm was used underneath the 
objective lens turret.   

   4.    A high speed camera (iXon DV860-BI, Andor Technology, 
UK) was used to image at typically 5 ms/frame with the magni-
fi cation set at ~80 nm per pixel.   

   5.    The camera CCD was split between a GFP and mCherry chan-
nel using a bespoke color splitter consisting of a dichroic cen-
tered at pass wavelength 560 nm and emission fi lters with 25 nm 
bandwidths centered at 525 and 594 nm.   

   6.    The microscope was controlled using our in-house bespoke 
LabVIEW (National Instruments) software.    

2.1  Fluorescently 
Labeled Yeast Strains

2.2  Sample 
Preparation

2.3  Narrow-Field 
Microscope

Single-Molecule Narrowfi eld
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         1.    We use MATLAB 2014b, which has the advantage that many 
functions are built in such as curve fi tting etc. but these meth-
ods could be implemented in other packages such as IDL, 
LabVIEW or Python, C++, or Java.       

3    Methods 

       1.    Prepare 5 ml YNB supplemented with 4 % glucose in 15 ml 
Falcon tube.   

   2.    Scrape a small quantity of frozen yeast culture from the cryo-
vial using a pipette tip without defrosting the vial.   

   3.    Swirl pipette tip in prepared media and leave the culture to 
grow overnight at 30 °C, shaking at 200 rpm.      

   Glass coverslips must be plasma cleaned before use to remove any 
material left on the glass from manufacture. We have found this 
material to be fl uorescent under the intense excitation light of 
narrow- fi eld microscopy. This produces a fl uorescent background 
in an image or false positive spots.

    1.    Place coverslips into the plasma cleaner.   
   2.    Seal with the valve door and turn on the vacuum pump, press-

ing the edges of the door to insure a good seal.   
   3.    Turn the radio frequency (RF) generator to high. If the vacuum 

pressure is low enough, a pink-violet glow will emanate from the 
chamber, but if the pressure is not yet low enough, continue to 
press on the seal until more air is evacuated by the pump.   

   4.    Once plasma is generated, slightly open the valve to allow a 
small amount of air into the chamber. The plasma will change 
color to violet indicating oxygen plasma.   

   5.    After coverslips have been exposed to oxygen plasma for 
~1 min, turn off the RF and vacuum pump and slowly open 
the valve.   

   6.    Once atmospheric pressure is restored, remove the coverslips 
and store in a clean petri dish.      

       1.    For glucose conditions, the overnight culture can be used as 
the cell sample.   

   2.    For absence of glucose conditions, prepare 1 ml of YNB.   
   3.    Pellet 1 ml of cell culture by spinning in a desktop centrifuge 

for 2 min at 3000 rpm (660 ×  g ) and discard the supernatant.   
   4.    Resuspend in 500 μl YNB and pellet again.   
   5.    Discard the supernatant and resuspend in 100 μl YNB or more 

depending on cell density.      

2.4  Computational 
Analysis

3.1  Growing Yeast 
Strains

3.2  Plasma Cleaning 
Coverslips

3.3  Preparing Cell 
Samples

Adam J.M. Wollman and Mark C. Leake
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   Cells were imaged on agarose pads suffused with media. This 
ensures cells remain healthy during imaging but also immobilizes 
them. Figure  1  illustrates agarose pad assembly.

     1.    Prepare 500 μl 2× YNB, supplemented with 8 % glucose to 
image cells in high glucose conditions.   

   2.    Remove the larger of the two clear plastic covers from the gene 
frame and apply the frame to a glass slide to create a rectangu-
lar well.   

   3.    Melt 2 % agarose solution in a microwave.   
   4.    Pipette 500 μl of hot agarose into the 2× YNB and quickly mix 

before removing 500 μl and pipetting into the well on the 
slide.   

   5.    Quickly apply a plastic spreader (included with Gene Frames) 
to the well to remove excess agarose and leave a thin even layer 
in the well.   

   6.    Slide the spreader off the pad carefully and remove the second 
plastic cover from the gene frame.   

   7.    Pipette 5 μl of cell sample onto the pad in ~10 droplets and 
leave to dry for ~5 min before covering with a plasma cleaned 
coverslip.    

         1.    Place the sample on the microscope and locate a cell by imag-
ing in bright fi eld.   

   2.    Focus on the mid body of the cell by adjusting the focus to the 
point of minimum contrast.   

3.4  Agarose Pad 
Preparation

3.5  Obtaining 
Single- Molecule Data

  Fig. 1    Schematic of agarose pad assembly       

 

Single-Molecule Narrowfi eld
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   3.    Acquire ten bright-fi eld frames at 50 ms exposure time with no 
camera gain. All images saved with raw pixel values as stacked 
Tag Image Format (TIF) fi les.   

   4.    Turn off the bright-fi eld and set gain to maximum.   
   5.    Acquire 100 frames at 5 ms exposure time with the 561 nm 

laser at 15 mW power to obtain images of the mCherry signal, 
this will be used to defi ne the nucleus.   

   6.    Acquire 1000 frames at 5 ms exposure time with the 488 nm 
laser at 30 mW power to obtain a time series of GFP fl uores-
cence images ( see   Note   1 ).   

   7.    Repeat for ~30 cells or however many are required for a robust 
statistical sample ( see   Note   2 ).      

    Bespoke Matlab code has been written to track bright spots in fl uo-
rescence image time series. The steps performed by the code are 
outlined here. 

 Load TIF fi le containing single-molecule tracks, in this case 
the 1000 frame 488 nm exposure, into MATLAB as an  m × n × p  
array,  m  pixels by  n  pixels by  p  frames.

    1.    Apply a top hat transformation to each frame to even the back-
ground and threshold the resulting image using Otsu’s 
method.   

   2.    Dilate the resulting binary image with a disk shaped structural 
element and then erode with the same element to remove 
bright noise pixels.   

   3.    Perform an ultimate erosion to leave only non-zero pixels at 
potential spot locations ( see   Note   3 ).   

   4.    At each of these potential spot locations, defi ne a square 16 
pixel region of interest (ROI) and a 5 pixel radius circular ROI 
centered on the intensity centroid of the potential spot.   

   5.    Convolve the circular ROI with a 2D Gaussian function with 3 
pixel width centered on the current intensity centroid and use 
this to determine a new intensity centroid   

   6.    Repeat  step 6  until the centroid position converges on the 
fi nal sub-pixel spot center coordinates. Figure  2  illustrates one 
iteration of a Mig1-GFP spot.

       7.    Defi ne the spot’s total intensity as the sum of the pixel values 
inside the circular ROI corrected for background by subtracting 
the mean pixel value of the remaining pixels in the square ROI.   

   8.    Defi ne the spots signal to noise ratio (SNR) as the spot’s total 
intensity divided by the standard deviation of the remaining 
pixels in the square ROI and discard spots with SNR < 0.4.   

   9.    The center of the mask gives the sub-pixel centroid coordi-
nates of the spot.   

3.6  Tracking Single 
Molecules

Adam J.M. Wollman and Mark C. Leake
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   10.    Determine the width of each spot by constrained fi tting of a 
2D Gaussian function inside the square ROI, with the width 
and central intensity the only variables.   

   11.    Once all spots are found and characterized in at least two con-
secutive frames, they can be linked together into trajectories.   

   12.    Calculate the pairwise distance between all pairs of spots in 
consecutive frames and keep any which are below 5 pixels.   

   13.    Link closest pairs as long as their intensities or widths do not 
differ by >2× and assign a new trajectory number or continue 
an existing one if a spot is already part of a trajectory. Thus a 
complete set of trajectories for the time series is acquired.    

     Once trajectories are obtained, they are analyzed to determine the 
number of fl uorophores present in each spot. The intensity of a 
single fl uorophore is fi rst found from the distribution of all spot 
intensities over the whole time series. The most common intensity 
value is that of a single fl uorophore as all traces bleach to this value. 
The number of fl uorophores present in each spot can be deter-
mined by dividing the initial value by the single fl uorophore value. 
The initial intensity is determined by fi tting an exponential decay 
function to each trace.

    1.    Generate histogram or kernel density estimation (KDE) of all 
the intensity values of all the spots found in trajectories. 
Figure  3  left shows the KDE of mig1-GFP intensity values 
obtained in a single cell.

       2.    As every complex of fl uorophores is bleaching, the most com-
mon intensity value in the intensity distribution is the charac-
teristic single fl uorophore intensity and the peak value in the 
distribution. Figure  3  right shows spot intensity as a function 
of time with the single GFP value marked with a line ( see  
 Note   4 ).   

3.7  Analyzing 
Single-Molecule 
Trajectories

  Fig. 2    Schematic of iterative Gaussian masking to determine spot centroid.  Left : a fl uorescence image of Mig1-
GFP in a yeast cell with a spot identifi able.  Right : schematic illustration of iterative Gaussian masking to fi nd 
the spot centroid. The spot pixels are shown as a 3D surface and convolved with a 2D Gaussian centered on 
the centroid estimate. The resulting image is used to fi nd a new centroid estimate and the process iterated 
until convergence       

 

Single-Molecule Narrowfi eld
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   3.    Fit an exponential to all the spot intensity values as a function 
of time.   

   4.    Use the time constant from the global fi t, to fi t exponentials to 
each trajectory, provided it is >3 points, within the fi rst 200 
frames and its initial intensity is >2× the single fl uorophore 
intensity.   

   5.    The number of fl uorophores present in each spot is the initial 
intensity in each trajectory’s fi t divided by the characteristic 
single fl uorophore intensity ( see   Note   5 ).      

   Trajectories are analyzed in terms of their location in the cell. The 
cell and nuclear boundaries are determined by segmenting GFP 
and mCherry fl uorescence frame averaged images. This allows tra-
jectories to be defi ned as nuclear, cytoplasmic, and transnuclear. 
Figure  4  shows example frame averages and segmentation and cat-
egorized trajectories overlaid on a bright-fi eld image of a yeast cell.

     1.    Generate frame averages over fi rst fi ve frames of the Nrd1- 
mCherry and Mig1-GFP acquisitions. These will be used to 
determine the nucleus and cell boundary.   

   2.    Threshold these images above the full width half maximum 
(FWHM) of the background peak in the pixel intensity distri-
bution to obtain a binary image.   

   3.    Erode this image with a 4 pixel disk shaped structural element 
to remove any bright single pixels and create a smoother edge 
around the object. These masks defi ne the nucleus and cell 
pixels.   

   4.    Divide the tracks into those which are always in the nucleus, 
always in the cytoplasm or are in both at different times—
 trans nuclear tracks.    

3.8  Categorizing 
Tracks by Cell 
Compartment

  Fig. 3     Left  spot intensity as a function of time with the single GFP intensity value 
marked as a  dotted line. Right  distribution of spot intensities with the single GFP 
value marked       
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4       Notes 

     1.    During fl uorescence acquisitions, the camera must begin 
acquiring frames just before the laser illuminates the sample. 
This allows all of the emitted light from the sample to be cap-
tured by the camera which is crucial for analysis.   

   2.    When moving through the sample during imaging, care must 
be taken to move in a set direction through the sample. This 
ensures that every cell that is imaged has not had any prior 
exposure to the laser and thus no photobleaching has occurred.   

   3.     Steps 2 – 4  in Subheading  3.6  identify candidate spots in fl uo-
rescence images. This process is not strictly necessary as spots 
are evaluated using iterative Gaussian masking which could be 
performed at every pixel location in an image. This would be 
very computationally intensive but by identifying candidates, 
the number of possible spot locations is reduced along with the 
processing time.   

   4.    The intensity of a single fl uorophore can be independently 
verifi ed in an in vitro assay by imaging antibody immobilized 
fl uorophores on a coverslip. This intensity will vary from that 
observed in vivo due to the different conditions inside a cell, 
particularly the differing pH.   

   5.    Any fl uorophores which are within the diffraction limited spot 
width of each other (~250 nm for GFP) will appear to be a single 
spot in a narrow-fi eld image. This distance is large compared to 
the size of proteins such as Mig1 of a few nanometres and so it is 
possible that some spots in a frame are not molecular complexes 
but separate molecules within 250 nm of each other. These events 
are short-lived for diffusing molecules and so the stoichiometry of 
complexes is obtained from the fi ts to the intensity vs time traces.          

  Fig. 4     Left fl uorescence image  of Mig1-GFP,  middle fl uorescence image  of Nrd1-mCherry,  Right bright-fi eld 
image  with cell and nucleus outlines ( yellow  and  cyan , respectively) and nuclear, cytoplasmic, and transnuclear 
tracks ( red ,  green , and  blue , respectively) overlayed       

 

Single-Molecule Narrowfi eld
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Chapter 3

Single-Molecule Imaging to Characterize the Transport 
Mechanism of the Nuclear Pore Complex

Grace Jeremy, James Stevens, and Alan R. Lowe

Abstract

In the eukaryotic cell, a large macromolecular channel, known as the Nuclear Pore Complex (NPC), mediates 
all molecular transport between the nucleus and cytoplasm. In recent years, single-molecule fluorescence 
(SMF) imaging has emerged as a powerful tool to study the molecular mechanism of transport through 
the NPC. More recently, techniques such as single-molecule localization microscopy (SMLM) have 
enabled the spatial and temporal distribution of cargos, transport receptors and even structural compo-
nents of the NPC to be determined with nanometre accuracy. In this protocol, we describe a method to 
study the position and/or motion of individual molecules transiting through the NPC with high spatial 
and temporal precision.

Key words Nucleus, Nuclear pore complex, Single-molecule tracking, Super-resolution microscopy

1 Introduction

The eukaryotic cell contains an envelope bound nucleus, a structure 
facilitating the spatial and temporal partitioning of the genetic 
material and molecules critical to normal function. The movement 
of molecules, termed cargos, across the envelope is called nucleo-
cytoplasmic transport. This process is key for regulating nuclear 
composition and gene expression. The Nuclear Pore Complex 
(NPC) is the major channel of passage between the nucleus and 
cytoplasm, facilitating passive transport of small cargo and the 
regulated transport of larger molecules. NPCs are formed from 
many copies of ~30 nucleoporin proteins (Nups), with a total of 
500–1000 Nups forming a single NPC. “Barrier Nups” are found 
throughout the NPC channel structure and are composed of 
phenylalanine- glycine rich repeat (FG) motifs [1]. These 
FG-Nups control the selective transport of large cargoes through 
the central channel of the NPC [2]. The FG motifs protrude into 
the central channel, generating a permeability barrier which per-
mits the unhindered passage of small, nonpolar molecules (ions, 

1.1 The Nuclear Pore 
Complex



18

metabolites) whilst occluding larger cargoes (macromolecules, 
proteins >40 kDa) [3].

Large cargoes destined for transport possess specific amino 
acid sequences or patches called nuclear localization (NLS) signals 
[4]. These bind (via adaptor proteins) to Nuclear Transport 
Receptors (NTRs), such as Importin-beta (Impβ) [5]: proteins 
that facilitate transport by forming multiple interactions with the 
barrier Nups. Transport of Nup-interacting proteins is very effi-
cient and greatly exceeds that of non-interacting proteins, with a 
translocation rate of ~103 s−1 NPC−1 [6]. The directionality of 
Impβ-dependant transport is controlled by a sharp spatial gradient 
of the GTPase Ran in either its GDP- or GTP-bound state [7, 8]. 
RanGTP dominates the nuclear side whereas RanGDP is the prev-
alent cytoplasmic form. A typical import complex comprises Impβ, 
Impα, and cargo. Upon reaching the nuclear face of the NPC, the 
Impβ binds RanGTP, promoting the release of cargo into the 
nucleus [9].

Many models of transport, with varying functional arrange-
ments of the FG-nups, have been proposed. The permeability of 
the NPC could result from a physical barrier as proposed in the 
“selective phase” model, with barrier Nups interacting to form a 
size-selective mesh preventing the movement of larger cargoes [6]. 
Alternatively it could be energetic as in the “virtual-gate” model, 
occluding molecules that do not interact with the FG-repeats as 
they cannot overcome the entropic barrier formed by the dense 
FG-lining of the central channel [10]. Other studies suggest the 
FG-nups form a hydrogel through cross-linking interactions, and 
that this acts as a sieve permitting passage of NTR complexes [11, 
12]. Recent studies also suggest that a FG-nup meshwork is only 
partially stable, and that NTRs may influence inter-Nup interac-
tions to permit the active movement of cargo [13, 14]. However, 
despite the many theories, and a wealth of experimental data, the 
mechanism of translocation is still largely unresolved.

In recent years, single-molecule fluorescence (SMF) imaging has 
emerged as a complimentary technique for studying the mecha-
nism of the NPC. SMF microscopy is a highly specific and nonin-
vasive imaging method, capable of visualizing individual 
fluorophores conjugated to biological molecules of interest. As 
such it has been utilized, to great effect, to study individual trans-
port reactions in cells in real-time. Several different experimental 
geometries have been established to enable quantitative measure-
ments of either the transport reaction, or of the structural arrange-
ment of components of the NPC (Fig. 1). Typically, these 
experiments use Digitonin permeabilized mammalian cells [15] 
and a reconstituted recombinant import system, including a 
fluorescently labeled molecule of interest (e.g., NTR, cargo, or 
component of the NPC itself).

1.2 Single-Molecule 
Imaging of the NPC

Grace Jeremy et al.
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Total Internal Reflection Fluorescence (TIRF) microscopy is 
often used to perform SMF imaging experiments due to the 
enhanced signal-to-noise ratio (S/N), but this limits the illumina-
tion volume to only ~100 nm above the cover glass surface. In 
most cases, the nucleus, and hence the NPCs are located above this 
illumination volume, therefore many alternative strategies have 
been developed to directly visualize the basal and equatorial planes 
of the nucleus.

For example, wide-field and narrow-field (enhancing the S/N) 
epifluorescence have been used to measure NTR transport times 
and the localization of NTR–NPC interaction sites within single 
NPCs [16], as well as the effect of NTR concentration on trans-
port kinetics [17]. These NTR dwell time and binding site 

Fig. 1 Schematic describing simplified NPC transport mechanism and imaging assay to probe cargo–NTR 
interactions. (a) A simplified schematic describing active import of cargos into the nucleus. A cargo bearing a 
Nuclear Localization Signal (NLS), must bind to cognate Nuclear Transport Receptors (NTRs) enabling the cargo 
to enter into the NPC. A sharp spatial gradient of the GTP form of Ran GTPase provides the directionality to 
active transport. The scale bar refers to the NPC structure rather than the soluble components (Cargo, NTRs, 
and Ran). (b) Illumination setup to increase imaging signal-to-noise. Rather than standard epifluorescence 
illumination the laser can be inclined through the sample, by introducing an offset, d, in the position of the 
imaging laser at the BFP of the objective. Additionally, adding a slit in the conjugate plane to the specimen 
plane (HILO) can improve S/N further. (c) Schematic showing the two focal planes which must be imaged, the 
specimen plane containing the NPCs, and the fiducial plane where fluorescent beads can be utilized to correct 
lateral drift. (d) Example of a HILO image of labeled NTRs interacting with the NPC. Individual NPCs can be 
identified as discrete puncta. (e) Example wide-field image of fluorescent beads localized to the surface of the 
glass coverslip

Single-Molecule Imaging to Characterize the Transport Mechanism of the Nuclear…
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distribution measurements have aided determination of likely 
transport models and lead to the suggestion that multiple trans-
port pathways are present in a single NPC [18, 19]. Highly inclined 
and laminated optical sheet (HILO) microscopy further increases 
S/N, enabling measurement of cargo–NTR dissociation constants 
and quantification of the number of NTRs present at single NPCs 
[20]. Single-Point Edge-Excitation subDiffraction (SPEED) 
microscopy can also improve S/N, by limiting the illumination 
volume to a single NPC. This has been used to observe transient 
NTR–cargo–Nup interactions [21] suggesting that spatially dis-
tinct routes exist for facilitated and passive transport [22].

In addition, alternative fluorescent probes have been utilized 
to measure different aspects of the transport reaction. For example 
cargo tracking experiments utilizing semiconductor nanoparticles 
have visualized transport of large cargos through the NPC channel, 
exploiting the photostability and size of the probes [23]. Dye pairs 
have been used to perform single-molecule Förster Resonance 
Energy Transfer (smFRET) experiments, revealing the mechanism 
of impα–cargo dissociation [24].

Most recently, “super-resolution” SMLM imaging (in particu-
lar, techniques such as PALM [25], STORM [26], and dSTORM 
[27]) has been used to precisely localize many molecules within 
NPCs. For example HILO-dSTORM has enabled precise visual-
ization of the spatial distribution of NTRs, and inter-NPC variabil-
ity under different conditions [13]. dSTORM has also been utilized 
independently [28] and combined with correlative electron 
microscopy [29] to assess the organization of structural domains 
within the NPC [30].

In this protocol, we will describe, in detail, our most current 
workflow for imaging the location and/or motion of cargos and 
NTRs using SMLM imaging and single-particle tracking (SPT). 
The same basic protocol can be used to perform either type of 
experiment, with the major experimental difference being whether 
the sample is fixed (SMLM, dSTORM) or live (SPT), and how the 
data are processed.

Our workflow comprises several steps:
 1. Expression and purification of recombinant transport recep-

tors and cargos.
 2. Chemical labeling of the NTRs or cargo with fluorescent 

moieties.
 3. Digitonin permeabilization of cells and addition of recombi-

nant transport system.
 4. Single-molecule imaging using highly inclined illumination 

(HILO).
 5. Single particle tracking or localization microscopy (e.g., 

dSTORM).
 6. Data analysis to generate composite maps of the NPC.

Grace Jeremy et al.
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2 Materials

 1. Escherichia coli cells (OneShot BL21 (DE3), Life Technologies).
 2. Expression plasmid for His6-tagged cargo, NTRs, or Ran.
 3. 2 l LB medium with appropriate antibiotics.
 4. 1 M IPTG.
 5. 5 ml HisTrap column (GE Healthcare).
 6. Elution buffer containing imidazole: 3 mM imidazole, 2 mM 

DTT in PBS, pH 7.4.

 1. Gene encoding photoactivatable fluorescent protein (such as 
mEOS3).

 2. Chemical dye such as the N-hydroxysuccinimidyl ester of Alexa 
Fluor 647 (Life Technologies A-20006).

 3. Nanoparticles such as Amino (PEG) Quantum Dots (Life 
Technologies Q21501MP).

 1. HeLa cells.
 2. 75 cm2 tissue culture flasks.
 3. 10 ml of growth media: 1:1 solution of Dulbecco’s Modified 

Eagle Medium and F12 (Gibco), 10 % fetal calf serum (FCS) 
(Gibco), and 1 % penicillin–streptomycin (Gibco).

 4. Incubator (37 °C, 5 % (v/v) CO2).
 5. HBSS (Gibco).
 6. 0.05 % EDTA–trypsin (Gibco).
 7. Glass bottom dishes (Ibidi, μ-Dish 35 mm, high).

 1. Phosphate buffered saline (PBS): 50 mM, pH 7.4.
 2. Permeabilization buffer (PB): 50 mM HEPES pH 7.3, 50 mM 

KOAc, 8 mM MgCl2.
 3. Digitonin-permeabilization buffer (DPB): PB plus 0.1 mM 

digitonin in DMSO, 80 μM ATP, 80 μM GTP, 3.2 mM cre-
atine phosphate, and 40 Units creatine kinase in PBS.

 4. Transport buffer (TB): 20 mM HEPES pH 7.3, 110 mM KOAc, 
5 mM NaOAc, 2 mM Mg(OAC)2, 4 mM DTT, pH 7.3.

 5. Import Mix (IMx): 1.5 μM Impβ, 8 μM ATP, 8 μM GTP, 320 
μM creatine phosphate, 4 Units creatine kinase in PBS, 2 μM 
DTT, 1× TB, in dH2O.

 6. Ran Mix (RMx): 0.03 μM RanGAP, 4 nM RanBP, 10.3 μM 
GDP, 0.06 μM NTF2.

 7. Energy Mix (EMx): 0.75 mM ATP, 0.75 mM GTP, 15 mM 
creatine phosphate, 0.075 mg/ml creatine kinase in HEPES, 
0.075 mM DTT, 0.075 mM Mg(OAC)2, pH 7.5.

2.1 Protein 
Expression 
and Purification

2.2 Labeling 
of the NTRs or Cargo 
with Fluorescent 
Moieties

2.3 Preparation 
of Cells for Imaging

2.4 Recombinant 
Transport Assay
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 8. Fluorescent beads (0.1 μm TetraSpeck Fluospheres, Life 
Technologies) as fiducial markers for drift correction.

 9. Imaging buffer 100 mM mercaptoethylamine, 0.5 mg/ml glu-
cose oxidase, 0.2 % vol/vol catalase, and 10 % wt/vol d-glucose 
in PBS pH 7.4.

 10. Nail varnish and cover glass, to seal the chamber for SMLM.

We perform single-molecule using a custom-built microscope, 
based on an Olympus IX81 base (Fig. 2). The system is set-up to 
allow epifluorescence, TIRF or inclined illumination of the sample. 
Inclined illumination schemes (including HILO) can be used to 
improve the S/N ratio of the imaging, by reducing the illumina-
tion of molecules above and below the focal plane of interest. TIRF 
illumination cannot be employed since the NPCs are typically 
located above the shallow (~100 nm) evanescent field of illumina-
tion. The system comprises the following features:

 1. Four lasers (100 mW 405 nm Coherent Obis, 100 mW 488 nm 
Coherent Sapphire, 150 mW 561 nm Coherent Sapphire and 
a 150 mW Toptica iBeam Smart, see Note 1), each with their 
own shutter control, are expanded to the same diameter and 
combined using a series of dichroic mirrors (Semrock 
LaserMUX) into a single free-space beam. Half-wave plates 
were used to adjust the polarization before passing the beams 

2.5 Single-Molecule 
Imaging 
Instrumentation

Fig. 2 Schematic of single-molecule localization microscope optical layout. An Olympus IX81 base with high 
NA objective is used as the body of the microscope. Laser illumination is coupled into the system using a 
single-mode fiber. Two EMCCD cameras are attached to the camera port via a relay, enabling simultaneous 
two-color imaging. Cameras and lasers are synchronized using an external signal generator. An infrared laser 
autofocus system is coupled via the camera port to maintain a focus lock during image acquisition
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through an Acousto-Optical Tunable Filter (AOTF, AA 
Optoelectronics, France) to quickly modulate laser power. The 
combined beams are again expanded and launched into a sin-
gle-mode optical fiber (Thorlabs PM-S405-XP) using an inex-
pensive Olympus 10X (0.1 N.A. air) objective lens.

 2. The output of the optical fiber is collimated using an achro-
matic parabolic mirror collimator and passed through a 
quarter- wave plate to circularly polarize the beam to prevent 
orientation specific excitation of fluorophores. The free beam 
is then passed through a “TIRF lens” (Thorlabs AC254-200-
A-ML),  focussing the expanded beam, via a multi-edge 
dichroic filter (Semrock Di01-R405/488/561/635-25x36), 
directly onto the back focal plane of an apochromatic Olympus 
100× 1.49 N.A. objective lens. This entire subsystem can be 
mounted on a translation stage to adjust the translation of the 
beam across the back focal plane of the objective, and therefore 
adjust the inclination of the beam at the sample plane (see Note 2).

 3. Actively cooled EMCCD cameras (Andor iXon Ultra 
DU-897U- CS0-#BV) are coupled to the camera port of the 
microscope via an additional 1.5× magnifying relay. The mag-
nifying relay ensures that optimal Shannon–Nyquist sampling 
is achieved in the final image. An additional dichroic mirror in 
the Fourier plane of the relay can be used to simultaneously 
image a second color on the second camera. Full frame camera 
acquisition is performed at 33 Hz (corresponding to an expo-
sure time of 30 ms).

 4. Appropriate bandpass filters (e.g., Semrock FF01-520/35-25 
for GFP) are mounted in the Fourier space before of each cam-
era, in order to select the emission of the fluorescent molecule 
used.

 5. The laser shutters, AOTF and camera firing are synchronized 
using the external clock of a Data Translation DT9834 data 
acquisition module.

 6. Sample positioning is controlled via a manual micrometer stage 
coupled with a 200 μm range three-axis nanopositioning stage 
(Physik Instrumente P-545.3R7).

Focal drift can be minimized using a focus-locking system (see 
Note 3). Here we present a design for a simple, low-cost, home- 
built focus-locking system based on total internal reflection of a 
near-IR laser off of the cover glass, with the return beam monitored 
by a linear two-axis position sensitive detector (Fig. 3). A simple 
low-noise bipolar power supply (modified from: http://tangent-
soft.net/elec/vgrounds.html) can be created for powering the lat-
eral effect sensor, which can then be read out using an Arduino or 
high-resolution A/D converter. A PID (Proportional, Integral, 
Differential) control loop drives the nanopositioner to correct and 
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maintain the sample position and account for focus drift. 
Translational drift is corrected post acquisition. The components 
required for the focus lock system are:

 1. Data Translation DT9834 analog-to-digital converter.
 2. Thorlabs PDP90A lateral effect sensor.
 3. Thorlabs 785 nm laser (CPS780S).

Fig. 3 Real-time focus locking system employed to maintain the imaging plane in focus. (a) Optical layout of 
total internal reflection of a near IR laser onto a position sensitive detector via the camera port of the micro-
scope. (b) Low cost bipolar power supply design for the PSD. (c) Readout of PSD with 1 Hz, 50 nm square-wave 
applied to the nanopositioner. (d) PSD signal of sample with the focus-locking device either on or off. With the 
focus-lock off, the PSD signal rapidly decreases, corresponding to the mechanical drift of the objective turret. 
With the focus-lock engaged, the PSD signal stays constant. (e) Output of the PID control loop to the nanopo-
sitioner with the focus lock engaged, shows the corrections applied to the system to maintain focus. (f) Images 
of 100 nm fluorescent fiducial markers as a function of time with the focus lock off and on, demonstrating 
maintenance of the focus
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 4. 10 V power supply (we used an Isotech IPS303DD DC power 
supply).

 5. Texas Instruments TLE2426IP rail virtual ground with noise 
reduction.

 6. Hirose HR10A-7R-6S(73) 6-pin circular connector.
 7. Panasonic EEU-FC1V221L 220uF aluminum electrolytic 

capacitor.
 8. Panasonic ECQ-V1H105JL 1uF film capacitor.
 9. IR Dichroic mirror and IR notch filter (Semrock 

FF750-SDi02-25x36).

Pins 4, 5, and 6 of the PDP90A are connected to the +5v, 
Ground, and −5v of the bipolar supply respectively. Pins 1, 2, and 
3 (X-position, ∆x, Y-position, ∆x, and Sum voltage, S) are 
connected to the analog inputs of either the DAQ or an Arduino 
(via an additional circuit). The return beam position is calculated 
using the sensor size (Lx = Ly = 10 mm) as:
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This return beam directly reports on the distance (separation) 
between the objective lens and the glass/water interface of the 
sample and can be used to correct/maintain the focus in real time.

Software is required to localize (track, if live), and align the single- 
molecule trajectories from the camera acquisition data. In practice 
many software packages are available to localize molecules and per-
form drift correction (e.g., QuickPALM [31], ThunderSTORM 
[32], MLE [33]) using a Gaussian approximation of the Point 
Spread Function (PSF). Tracking can be performed using open 
source software such as the Crocker and Grier particle tracking 
code (http://physics.nyu.edu/grierlab/software.html) [34] or 
TrackMate (http://fiji.sc/TrackMate) [35].

In practice, we use a mixed C++/Python software library, 
ImPy, developed in-house, to localize, drift-correct, and track mol-
ecules, and a simple MATLAB interface to perform subsequent 
single-particle data analysis. The latest version of the source code 
for the image analysis tools can be downloaded from github:

2.6 Software

git clone https://github.com/quantumjot/impy-tools
git clone https://github.com/quantumjot/NPC-local- 
isation-tools
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3 Methods

Escherichia coli cells can be transformed with the appropriate plas-
mid for a His6-tagged cargo, NTRs, or Ran, grown up in 1–2 l 
cultures induced with of 1 M IPTG overnight at 37 °C. Lyse cells 
with a cell homogenizer, and purify the protein using a 5 ml 
HisTrap column, eluting with a gradient of elution buffer contain-
ing imidazole (300 mM imidazole, 2 mM DTT in PBS, pH 7.4).

Proteins can either be expressed as fusion proteins containing a 
photo-convertible fluorescent protein (e.g., mEOS3) or chemi-
cally labeled using fluorescent dyes such as an N-hydroxysuccinimidyl 
ester of Alexa Fluor 647 as per the manufacturers instructions 
(see Note 4).

 1. Grow HeLa cells in 75 cm2 tissue culture flasks containing 
10 ml of growth media in an incubator (37 °C, 5 % (v/v) CO2).

 2. Once grown to approximately 80 % confluence, aspirate the 
media from the flasks and wash cells with 5 ml HBSS prior to 
incubation with 2 ml 0.05 % EDTA/trypsin (5 min, 37 °C, 5 % 
(v/v) CO2).

 3. After detachment, add 7 ml HBSS/10 % FCS and transfer to a 
15 ml falcon tube for centrifugation (1200 × g, 4 °C, 5 min).

 4. Aspirate the resulting supernatant before resuspending the cell 
precipitate in 5 ml HBSS/10 % FCS. Seed the cells in 10 ml 
growth media at 2 × 106 cells per flask.

 5. Wash glass bottom dishes (Ibidi, μ-Dish 35 mm, high) with 
2 ml HBSS.

 6. Seed dishes with HeLa cells (incubate in 2 ml growth media at 
37 °C (5 % (v/v) CO2, for 24 h) to allow attachment.

At ~50 % confluence, remove dishes containing cells from the 
incubator and aspirate the growth media. Permeabilization of the 
cell membrane is performed by the following washes, adding the 
appropriate buffer, waiting for the specified time and then 
aspirating:

 1. Three × 2 ml PBS, 5 min each.
 2. One × 2 ml Permeabilization buffer (PB), 2 min.
 3. One × 2.5 ml Digitonin-Permeabilization buffer (DPB), 

10 min.
 4. Three × 3 ml Transport buffer (TB), 5 min each.
 5. Following permeabilization the excess buffer can be wicked 

away using a folded lint-free tissue, before adding the transport 
reaction mix.

3.1 Protein 
Expression 
and Purification

3.2 Labeling 
of Proteins

3.3 Preparation 
of Cells for Imaging

3.4 Cell 
Permeabilization 
and Transport Assay
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 6. Initiate the transport reaction by gently adding 200 μl of 
import mix onto the cells in the glass bottom dish. If using a 
labeled cargo, add it here (typical concentrations are 10–50 
pM). Wrap the dish in aluminum foil to prevent any photo- 
conversion or photo-bleaching.

 7. If imaging active transport add 1.0 μM RanGDP, alongside 
Ran Mix and Energy Mix (see Note 5).

 8. A 1:1000 dilution of 0.1 μm fluorescent beads can be added to 
the import mix.

 9. If fixing the sample, allow the reaction to proceed for 10–20 
min, then apply 2 ml of a 4 % paraformaldehyde (PFA in PBS 
pH 7.4) solution for 15 min, before washing off and replacing 
with imaging buffer (see Note 6).

 10. Image acquisition should start immediately.

Since the equatorial plane of the nucleus of HeLa cells can be 3–7 
μm above the cover glass (and hence the fiducial markers used for 
image registration are out of focus), image acquisition is performed 
as a sequence (as shown schematically in Fig. 4), alternating the 
focus between the imaging plane at equator of the nucleus and the 
fiducial markers at the surface of the coverslip. This acquisition 
scheme utilizes the laser focus-lock to maintain the focus at each 
plane to within ±5 nm, and uses the fiducial marker trajectories to 
perform drift correction post acquisition. EMCCD cameras are 
used in kinetic frame transfer mode, with cooling (−80 °C), EM 
“real” gain (typically 500–750) and short exposure times (10–30 ms). 
Imaging is performed as follows:

 1. Wear protective eyewear while operating the microscope.
 2. Put a drop of oil on the objective and mount the sample on the 

stage (see Note 7).
 3. Verify that the imaging laser is collimated out of the objective 

by looking at the projection on the ceiling. Adjust the transla-
tion of the imaging laser to achieve highly inclined 
illumination.

 4. Focus on the fluorescent beads adsorbed onto the cover glass 
surface.

 5. Determine the relative z-displacement (ΔZ) of the equatorial 
imaging plane of the nucleus to the surface beads by measuring 
the laser return beam offset on the PSD, and nanopositioner 
z-offset at the two focal planes. Note that the focus lock system 
uses the stored PSD offset values to lock the focus.

 6. Bleach down the sample if necessary by setting the imaging 
laser to full power (see Note 8).

 7. Return the focus to the fiducial marker plane.

3.5 Image 
Acquisition 
and Processing

3.5.1 General 
Imaging Scheme
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 8. Start the image acquisition Python script:
(a) Engage the focus lock, image for 10–30 s using a low laser 

power (1–5 mW 488 nm). Disengage the focus lock.
(b) Move up to the equatorial plane (+ΔZ), engage the focus 

lock, and turn on the imaging laser (e.g., ~150 mW 
640 nm for SMLM, <20 mW for tracking) and image for 
30–120 s. The length of this acquisition, and the laser 
power can be optimized to account for the duration of 
events to be imaged. Note that lateral drift correction is 
worse for longer imaging periods (see Note 9). Disengage 
the focus-lock.

(c) Move back down to the fiducial plane (−ΔZ).
(d) Return to (a) unless >20 min of imaging data has been 

acquired.
 9. Stop the acquisition.

Under the conditions described, individual fluorophores should be 
visible (Fig. 4). Each spot represents the true position of the 
molecule convolved with the Point Spread Function (PSF) of 
the microscope, and additive noise. The PSF is equivalent to a 
probability distribution that defines the coordinates of the 
molecule, where fitting a two-dimensional Gaussian function can 
approximate the centroid. In practice, the localization precision of 
each molecule refers to how precisely we can define the center of 
the PSF, given the magnification and S/N of the image. Since we 
use a symmetrical Gaussian function to model the PSF, the mean- 
squared positional error is given by:

 
s

p
x y

s
a

N

s b

aN,
2

2
2

3 2

2
12 4

»
+

+
m

m

m  

where s is the standard deviation of the PSF, a is the pixel size in 
the image, Nm is the total number of photons measured from the 
molecule m, and bm is the number of background photons mea-
sured in the localization window [36]. We calculate the photon 
conversion factor for our camera by measuring the mean and vari-
ance of the camera response counts as a function of illumination 
intensity. In general, the greater the number of photons, the more 
precise the fit is, so good localization can depend on using fluores-
cent molecules that emit many photons (see Note 2).

Thermal and mechanical drift is a major problem in long timescale 
(>min), single-molecule imaging experiments. During acquisition, 
drift arising from movement of the stage (lateral) or objective 

3.5.2 Localization 
of Molecules

3.5.3 Drift Correction
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turret or sample (axial/focus drift) can lead to blurry or incorrectly 
aligned images. Focus drift is corrected using the focus-locking 
mechanism described earlier, typically to within ±5 nm. Translational 
drift of the sample is corrected post acquisition using the image 
data taken from the cover glass immobilized fiducial markers. The 
protocol for drift correction is as follows:

 1. Use the software to identify at least three fiducial markers close 
to the cell of interest.

 2. Track these particles over time, and interpolate the trajectory 
where necessary.

 3. Overlay all of the trajectories and create a mean trajectory (drift 
vector).

 4. Assess the width of the distribution of the each fiducial trajec-
tory minus the drift vector.

 5. Discard those with few time points or where there is significant 
deviation from the drift vector.

Fig. 4 Data acquisition and processing workflow. (a) Scheme for sequentially imaging two planes within the 
sample, the specimen plane and the fiducial plane. The nanopositioner (using feedback from the focus lock) 
maintains the position at either of the two planes. (b) Generalized method workflow describing the data acqui-
sition and processing steps. (c) An example HILO image of a nucleus labeled with NTRs. Individual puncta are 
evident at the nuclear envelope. (d) Widefield image of fiducial markers at the cover glass surface. Software is 
used to identify the particles. (e) Raw frames from a live single-molecule tracking experiment showing indi-
vidual molecules. Each molecule is localized in each frame. (f) Example fiducial marker trajectory from a long 
imaging acquisition showing an example of translational drift during acquisition
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 6. Iteratively refine by repeating steps 1–5.
 7. Correct the localization data by subtracting the time depen-

dent drift vector.

A final diffraction-limited image can be reconstructed by summing 
the images from the acquisition. Generating a two-dimensional 
histogram of the localization data can create a final, super-resolved, 
image. Typically a bin size approximating the localization precision 
is used.

 1. Run localisation_image.m from NPC-localisation-tools to 
bin-sort the data, using a bin size h, corresponding to the 
localization precision of the instrument.

 2. The bin-sorting algorithm also maintains a hash map that maps 
the bin to the set of localizations found in this bin. This can be 
used for fast look-up in single-particle analysis.

In order to create a composite map of NTR or cargo localizations 
in a canonical NPC structure, we first extract the positions of 
putative NPC complexes found at the nuclear envelope (Fig. 5, see 
Note 10). All parameters for the single-particle analysis can be set 
using the options.m file.

 1. First, define the nuclear envelope (NE) as a series of vectors, in 
the 2-dimensional plane of our image, describing a closed 
curve, arranged in a clockwise direction. The directionality of 
the curve is important as this allows one to calculate the orien-
tation of the surface normal vector according to the right hand 
rule. This orientation directly relates to the nucleocytoplasmic 
axis vector of the NPC.

 2. The software passes a scanning window, corresponding to a 
rotated rectangle whose long axis is aligned with the surface 
normal vector, along the envelope curve in order to calculate 
the number of localizations as a function of position on the 
envelope curve. Let X be the set of n single-molecule local-
izations x1,…,xn. Let P be a rectangle with four vertices, 
width w and length l, centered at point p0, rotated by some 
angle relative to the origin, θ and found on the envelope 
curve. Polygon P is defined in terms of the unit tangent, t 
and normal, n vectors (Fig. 5d). The width and length param-
eters are chosen such that the width is approximately that of 
the feature we are  interested in, and the length to be several 
times that of the feature, to allow refinement of the axial cen-
troid later. We can define a subset Y of all localizations, falling 
within this window. In practice, we can dramatically increase 
the speed of this calculation by not testing every member of 
X and restricting the set of localizations used to calculate 

3.5.4 Image Creation

3.6 Single-Particle 
Analysis
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window occupancy to those within a reasonable distance 
from point p0, using a hash map.

 3. Utilizing the hash-map and the scanning window, calculate a 
linearized histogram of localizations along the NE vector by 
calculating the cardinality of the subset |Y| (i.e., the number of 
localizations within the scanning window). The software will 
identify peaks within this distribution (utilizing peak height, 
width and separation as control parameters), which correspond 
to candidate complexes.

Once we have identified the centroids of candidate NPCs 
along the envelope vector, we can extract and rotationally align the 
point clouds. This rotational alignment assures that each candidate 
NPC structure maintains its cytoplasm-to-nucleus orientation 
vector, but assumes that the NPC is orientated normally to the 
envelope vector.

Fig. 5 Single-particle analysis of SMLM microscopy data. This figure uses simulated data where NPCs are 
represented as directional arrows arranged along an envelope structure. (a) Simulated diffraction limited 
image of arrow structures arranged at an envelope. (b) Example of the underlying localizations representing 
the arrow structure highlighted in (a). (c) After having drawn (or fit) the envelope vector (blue line), the software 
generates an envelope histogram with putative NPC structures marked with green dots. (d) Geometry of the 
alignment transformation. Three vectors are shown, c the unit alignment vector, t, the envelope tangent vector 
and n, the orientation vector of the putative NPC centered at point p0. The structure is extracted and rotated 
by the angle θ to bring all structures into register. (e) Examples of individual structures to be aligned. (f) Mean 
image of aligned structures, following cross-correlation or ICP based alignment from (e)
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 1. Using a common axis c = [0, 1]T to determine the angle of the 
rotated box as θ = arccos (n × c), the software will rotate the 
point cloud of localizations found within the box into the new 
common axis using a Euclidean transform in homogeneous 
coordinates:
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 2. Once we have rotationally aligned data sets to a common axis, 
we create small images of each pore, again by bin-sorting the 
data with an appropriate coarseness, h. At all points in the fol-
lowing procedure, the mapping between the original point 
cloud and the discretized (image) version is maintained.

 3. Next, each small image is convolved with a radially symmetric 
two-dimensional Gaussian function in order to smooth the 
image and facilitate alignment. These smoothed images can 
then be aligned using a normalized cross-correlation method, 
or the original point clouds can be aligned using an Iterative 
Closest Point algorithm (ICP).

 4. Specify a suitable template image, and calculate the transla-
tional offset of each image in the set relative to the template. 
Use this offset to align the original point cloud of each 
structure.

 5. Once all of the structures have been aligned, remove those 
with very large displacements or poor correlation with the 
remaining data set.

 6. Assemble a mean image from the aligned structures.
 7. The performance of the alignment procedure can be assessed 

utilizing synthetic images. Run demo.m from 
NPC-localisation-tools.

4 Notes

 1. Different lasers can be utilized for different experimental 
geometries. For example the 640 nm laser is often used for 
dSTORM type experiments using Alexa 647 as a reporter, 
while the 561 nm laser for PALM experiments, using mEOS as 
a reporter. In both cases, the 405 nm laser can be used to 
photo-convert/activate depending on the fluorophore used. 
By tuning the 405 nm laser power, the amount of photoactiva-
tion/conversion can be tightly controlled. The 488 nm laser is 
often used for semiconductor nanocrystal tracking experiments 
(SPT) or for visualizing GFP constructs.
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 2. Additionally, by inserting an aperture in a conjugate plane to 
the specimen plane (with the appropriate relay lenses), the sys-
tem can be also used for true HILO illumination.

 3. Several commercial focus-lock systems are available from major 
microscope manufacturers. There are also several open source 
solutions such as PGFocus (http://big.umassmed.edu/wiki/
index.php/PgFocus). Here we utilize our own, since it is 
cheap and highly customizable for the acquisition protocol.

 4. For SMLM, dyes such as Alexa 647 show ideal photo-physical 
properties (blinking, quantum yield, etc.). Semiconductor 
nanocrystals such as Quantum Dots can be utilized to create 
synthetic cargos capable of being tracked for minutes. However, 
these particles are larger in size than synthetic moieties or fluo-
rescent proteins. In some cases this precludes them from use 
for particular types of SPT experiments.

 5. Once the cells have been permeabilized and the cytoplasm 
washed out, the RanGTP gradient has been abolished. The 
Ran and Energy Mixes therefore contain all of the components 
required to reinitialize and maintain the RanGTP gradient 
within the permeabilized cells, and therefore permit active 
transport. This should be tested using model cargos.

 6. The imaging buffer is an oxygen scavenging system to remove 
oxygen and thus preventing photobleaching. The buffer also 
contains an appropriate amount of reducing agent (typically 
β-mercaptoethanol or β-mercaptoethylamine) that promotes 
the blinking required for SMLM or indeed can reduce blinking 
in nanocrystal tracking experiments. Care needs to be taken 
over the pH of the buffer, as it will decay over time. Also, some 
commercially available buffers have a high refractive index that 
may interfere with the use of the focus-lock system.

 7. Sample drift is often most pronounced at the beginning of the 
experiment, and generally immediately after the sample is 
mounted on the microscope. To minimize the amount of drift 
observed in the experiment, let the sample settle for a period of 
minutes before beginning the acquisition.

 8. For SMLM it can be advisable to “bleach down” the sample, 
using a high-laser power, prior to acquisition to ensure that 
single fluorophores are visible and sparse. Many localization 
algorithms can generate artifacts if the data are not sparse.

 9. There exists a trade-off between observing longer interactions 
and the accuracy of registration using the drift correction. 
Longer interactions require a longer period of imaging, during 
which the fiducial markers cannot easily be tracked.

 10. Labeling a second component of the NPC, such as POM-121 
or Nup358, with a second dye, can be used to verify the iden-
tity and orientation of putative NPCs.
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Chapter 4

Using Fluorescence Recovery After Photobleaching (FRAP) 
to Study Dynamics of the Structural Maintenance 
of Chromosome (SMC) Complex In Vivo

Anjana Badrinarayanan and Mark C. Leake

Abstract

The SMC complex, MukBEF, is important for chromosome organization and segregation in Escherichia 
coli. Fluorescently tagged MukBEF forms distinct spots (or “foci”) in the cell, where it is thought to carry 
out most of its chromosome associated activities. This chapter outlines the technique of Fluorescence 
Recovery After Photobleaching (FRAP) as a method to study the properties of YFP-tagged MukB in fluo-
rescent foci. This method can provide important insight into the dynamics of MukB on DNA and be used 
to study its biochemical properties in vivo.

Key words Chromosome organization, MukBEF, E. coli, Fluorescence microscopy, FRAP

1 Introduction

The bacterial chromosome is compacted nearly a 1000-fold into a 
cell where it is faithfully replicated, transcribed, and segregated. 
Not only is it highly compacted, but it is also spatially organized 
with chromosomal regions occupying specific positions inside the 
cell [1, 2]. The highly conserved Structural Maintenance of 
Chromosome (SMC) complex, MukBEF, plays a central role in E. 
coli to maintain chromosome organization and ensure faithful 
chromosome segregation [3, 4]. The MukBEF complex consists of 
three proteins: The SMC-like MukB and two accessory proteins 
MukE and MukF. Deletion of any of these components results in a 
Δmuk phenotype that includes temperature sensitivity, production 
of anucleate cells and loss of wild-type chromosome organization. 
Functional fluorescent fusions of MukB, E, or F all form foci in 
cells (Fig. 1), with two foci on average around the origin of replica-
tion [3, 5]. Recent studies using an array of microscopy-based 
approaches and genetic tools have provided insight into the prop-
erties of Muk foci and have supported the idea that foci are the 
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centers of activity of the MukBEF complex [3–7]. The techniques 
used in these studies are widely applicable to understanding the 
functions of other proteins/protein complexes in vivo.

In general, advances in live-cell imaging in combination with the 
use of Green Fluorescent Protein (GFP) and its variants have facili-
tated the ability to study the composition and dynamics of protein 
complexes in a cellular context [8–19]. In this chapter we describe 
the techniques of Fluorescence Recovery After Photobleaching 
(FRAP) [20] and Fluorescence Loss In Photobleaching (FLIP) to 
study the dynamics of YFP-tagged MukB, E, or F in foci [6]. During 
FRAP, a subset of fluorescent molecules (typically, molecules in one 
of the two Muk foci) are irreversibly photobleached using a laser 
beam with high intensity of illumination. After the brief pulse of 
bleaching, images are recorded for subsequent time-frames at lower 
laser intensities to observe the recovery of fluorescence at the 
bleached spot either by diffusion of the non-bleached molecules or 
by active exchange of bleached molecules in the focus with 
unbleached ones. Since MukBEF forms two fluorescent foci, we can 
also record the loss in fluorescence of the unbleached focus (FLIP) 
during the photobleaching experiment. In an ideal scenario, the rate 
of recovery after photobleaching should be comparable to the loss in 
intensity of the unbleached focus.

This chapter briefly describes the method to grow cells and 
prepare slides, similar to that described previously [21] and out-
lines a typical FRAP experiment as well as a simple method of data 
analysis. As states earlier, the method can be modified to study 
other protein complexes as well. For these experiments, E. coli cells 
are grown under conditions that result in non–overlapping replica-
tion cycles, so each cell has two Muk foci on average.

2 Materials

Instructions for the construction of YFP-tagged MukBEF compo-
nents are beyond the scope of this chapter. However, a note is 
included on strain construction that might be useful (see Note 1).

Fig. 1 Fluorescent fusions of MukBEF form foci in cells. YFP-tagged MukB, MukE, 
and MukF form foci in cells. Representative cells are shown in this figure. 
Fluorescent focus is highlighted with asterisk
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 1. Luria Broth: 10 g Yeast Extract, 5 g NaCl and 5 g Tryptone in 
1 L of water. pH is adjusted to 7 and LB is sterilized by 
autoclaving.

 2. 10× M9 salt solution: 63 g Na2HPO4, 30 g KH2PO4, 5 g NaCl, 
and 10 g NH4Cl in 1 L of water. Sterilize by autoclaving.

 3. 1× M9–glycerol: 1× M9 salts, 0.5 mg/mL of thiamine, 0.1 % 
1 M MgSO4, 0.1 % 100 mM CaCl2, and 0.2 % of glycerol as 
carbon source in water. Make 100 mL of this solution.

 4. 2× M9–glycerol: Same as 1× M9–glycerol but in half the quan-
tity of water. Make 50 mL of this solution.

 5. 2 % agarose: Invitrogen ultrapure agarose can be used for this. 
For 50 mL, add 1 g of agarose to 50 mL of water.

 6. 1 % agarose + M9–glycerol (this mixture is used for microscope 
slide preparation): Mix melted 2% agarose with 2× M9–glyc-
erol in a 1:1 ratio. We usually mix 500 μL of each solution by 
pipetting in an eppendorf and immediately use this to prepare 
the microscopy slide.

 1. Microscope slides: VistaVision microscope slides (VWR).
 2. Coverslips: Micro cover glasses, Thickness 1.5, 24 × 50 mm 

(VWR).
 3. Gene Frame Seals. (Thermo Scientific Catalog number 

AB0578).
 4. Microscope: UltraView PerkinElmer spinning disk confocal 

microscope with FRAP module, 100× 1.35NA oil immersion 
objective, Electron-multiplying charge-coupled device 
(ImagEM, Hamamatsu Photonics) and UltraView PK 
Bleaching Device for photobleaching. Assuming that you will 
be imaging YFP-tagged MukBEF, the microscope should have 
laser lines for 514 nm (see Note 2 for alternative laser lines).

 5. Immersion oil: Immersol W oil NA 1.339 (Zeiss).
 6. Software: Volocity imaging software (PerkinElmer) for image 

acquisition and ImageJ for image analysis.

3 Methods

 1. Streak bacterial cells from a frozen stock on LB agar plates with 
appropriate antibiotic at 37 °C. As far as possible, use fresh 
cells no more than 2 weeks old. All cultures are grown by shak-
ing to provide sufficient aeration. Most cells can grow at 37 °C. 
(See Note 3 about growing ΔmukBEF cells). The steps listed 
below are for a strain carrying an YFP-tagged version of 
MukB. The same procedure can be followed for other tagged 
components of the complex.

2.1 Growth Media

2.2 Slides 
and Microscope

3.1 Preparation 
of Bacterial Cultures 
for Microscopy

FRAP as a tool to study SMC dynamics in vivo
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 2. Pick a single colony from the plate prepared in step 1 and 
resuspend it in 5 mL of LB. Allow the culture to grow until 
stationary phase (5–6 h).

 3. Make a 1 in 5000 dilution of the above into 5 mL of 1× M9–
glycerol and allow this culture to grow overnight.

 4. The following day, subculture the cells in fresh 1× M9–glycerol 
(~1 in 1000 dilution) and allow the cells to grow till OD 0.1–
0.2 (measured using a spectrophotometer). This should take 
2–3 h (see Note 4 for details about generation time of E. 
coli cells grown in M9–glycerol)

 5. Spin down 500 μL of culture from step 4 at 8000 rpm (~6000 
rcf) for 1 min. Remove the supernatant and resuspend the pel-
let in 50 μL of 1× M9–glycerol. Cells are now ready to be spot-
ted on the microscope slide and imaged.

The procedure described here has been previously outlined in 
detail in another volume of this series [21]. A condensed version of 
this protocol is provided below.

 1. The Gene Frame is first stuck on a clean glass slide by remov-
ing its clear plastic cover. Make sure to stick the frame smoothly 
on all side without leaving wrinkles (see Note 5 on why Gene 
Frames are used).

 2. Take 500 μL of 1 % agarose + M9–glycerol and immediately 
transfer it to the center of the gene frame prepared in the above 
step (see Note 6).

 3. Place a coverslip on top of this and press it down to remove 
excess agarose and flatten the solution evenly in the frame. Let 
this stand for a few minutes, until the agarose has dried and 
solidified.

 4. Once the agarose has solidified, slide the coverslip off and let 
the agarose dry for a couple of extra minutes.

 5. Take 5 μL of culture prepared earlier (step 5, Subheading 3.1) 
and spot it on the agarose. Try to evenly distribute it across the 
slide by applying multiple spots and tilting the slide to allow 
spreading. Allow the slide to dry for a couple of more minutes. 
It is essential to do so as excess water will hamper step 6 of this 
section.

 6. Remove the top plastic cover of the gene frame. On the sticky 
side of the frame carefully place a coverslip. Make sure that the 
coverslip is placed evenly and avoid the formation of air pock-
ets. Once the coverslip has made contact with all four sides of 
the frame, you can press it down gently to even out its 
adhesion.

3.2 Preparation 
of Microscopy Slide

Anjana Badrinarayanan and Mark C. Leake
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 1. Turn on the lasers, microscope, and computer. Then turn on 
Volocity (the acquisition software).

 2. Add a drop of immersion oil to the objective and place the 
slide on top of the lens.

 3. Cells should be focused using bright field or DIC. Avoid focus-
ing using fluorescence to prevent photobleaching. An ideal 
field of view for imaging should have cells evenly distributed 
and in focus. A typical field can have up to 50 cells.

 4. Open the settings for YFP (514 nm laser) on Volocity and 
reduce laser power to 4–6 % (see Note 7). Under camera set-
tings, set the frame rate to 300 ms for image capture. Focus 
and take a picture.

 5. In the picture, you will be able to see typically two distinct 
MukB-YFP foci per cell. The aim of the experiment is to bleach 
one of the two foci and record fluorescence recovery after 
bleaching (see Note 8 on use of cephalexin to elongate cells).

 6. Open the FRAP module to set up bleaching conditions (see 
Note 9 on FRAP calibration). Pulse bleach is ideally done with 
6–15 % laser intensity for 15 ms. The number of cycles of 
bleaching is limited to 1. A region of interest (ROI) is drawn 
around the focus to be bleached. This is usually a diffraction 
limited region of ~300 nm (see Note 10 on size of ROI).

 7. Using the PhotoKinesis menu, choose up to six ROIs (one 
ROI per cell) in one field of view. ROIs can be chosen by draw-
ing a region around a MukB-YFP focus. Then set the condi-
tions for acquisition. Typically, take 2–3 pre-bleach images and 
after pulse-bleaching (step 6), record recovery of fluorescence 
every 15 s for 3 min or every 30 s for 5 min. Again, image 
capture should be done at lower laser intensity (4–6 %) at a 300 
ms capture rate. The entire module is automated. Once the 
settings have been applied and acquisition has started, images 
will be acquired in the sequence desired: two pre-bleached 
images, followed by pulse-photobleaching of the ROIs 
selected, followed by image capture with low laser intensities 
for 3 or 5 min. Movies are saved as stack files that can be 
opened in ImageJ.

 8. Repeat the above procedure after moving to a new field of view 
that is distinct from the field previously imaged (see Note 11).

 1. Open images (saved as a stack) in ImageJ. It is important to 
remove background fluorescence prior to extracting information 
on focus intensity. This is done using the background subtrac-
tion module in ImageJ. Apply subtraction to the entire stack.

 2. For FRAP measurements draw a region of interest around the 
spot that was bleached in the experiments in Subheading 3.3. 
Also draw a second ROI around the entire cell to calculate 

3.3 Microscopy

3.4 Image Analysis

FRAP as a tool to study SMC dynamics in vivo
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total cellular fluorescence intensity for the cell undergoing 
pulse- bleaching. Use ImageJ’s “Measure Intensity” tool to 
extract mean and total intensity values for each ROI through 
the entire stack.

 3. For FLIP measurements, the same procedure (step 2) should 
be repeated for an ROI drawn around the unbleached focus in 
the cell undergoing pulse-bleaching.

 4. FRAP, FLIP, and total cellular fluorescence intensities for a cell 
in a movie can now be copied and pasted into Excel. To com-
pare recovery across cells, intensity of ROIs should be normal-
ized to highest pre-bleach intensities.

 5. Before calculating recovery times, it is important to correct for 
photobleaching during imaging. This is done by normalizing 
total cellular intensity at each time point to the total cellular 
intensity soon after photobleaching.

 6. Now the intensity of a bleached focus at a given time point can 
be calculated using the following equation, which corrects 
measured intensity values for any photobleaching which may 
have occurred:

I t t t( ) ( ( ) / ) / ( ( ) / )max max= Ib Ib Ic Ic

Where:
Ib(t) = intensity of ROI at time t (post bleach).
Ibmax = maximum intensity of ROI (pre bleach).
Ic(t) = intensity of whole cell at time t.
Icmax = intensity of whole cell soon after bleach.

 7. By plotting the I(t) values for a bleached or unbleached focus 
over the time of imaging, you can get an estimate of FRAP or 
FLIP respectively (see Note 12 on expected outcomes and 
controls) (Fig. 2).

4 Notes

 1. It is ideal to construct fluorescent fusions of proteins in the 
chromosome at the endogenous locus of the gene. One effi-
cient way of strain construction in E. coli is using the λ-Red 
recombination system [22]. MukBEF genes are arranged in an 
operon (in the order mukF–mukE–mukB). While C-terminal 
fusions to MukB and MukE are fully functional, MukF needs 
to be tagged in its N-terminus for function to be maintained. 
A short linker of about 8–10 amino acids (glycine, serine, and 
alanine rich) is typically inserted between MukB, E, or F and 
the fluorescent protein (monomeric form of YFP, mYPet, has 
been used to image MukBEF in previous experiments [6]).

Anjana Badrinarayanan and Mark C. Leake
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 2. Typically pulse-bleaching should be carried out using the same 
wavelength as used for imaging. In the case of YFP this is the 
peak excitation wavelength of 514 nm. In the event that the 
YFP laser is not powerful enough for pulse-bleaching, a 
488 nm laser can be used for this step of the experiment.

 3. Wild type E. coli cells can be grown at 37 °C in rich or minimal 
media. However, ΔmukB, E, or F strains or strains with mutants 
of MukB are temperature sensitive and ideally grow at room 
temperature (~22 °C). When doing an experiment that involves 
ΔmukB (or mutant MukB) and wild type cells, you should 
grow both cultures at 22 °C so that the conditions are compa-
rable during imaging as well.

 4. The generation time for E. coli in M9–glycerol is ~100 min. 
Cells grown in these conditions have non-overlapping replica-
tion cycles and are simpler to study processes such as chromo-
some organization, replication and segregation using 
microscopy. When growing cells in M9–glycerol, it is impor-
tant to ensure that cells do not go into late stationary phase 
(OD600 ~ 1) as the recovery time (lag phase) to return to expo-
nential growth will be prolonged.

Fig. 2 Using FRAP to study dynamics of MukB-YFP in foci. Above: Representative time-lapse of a cell with 
MukB-YFP foci during a FRAP experiment is shown. The region of interest (ROI) that is pulse-bleached is high-
lighted with a circle, pulse-bleaching is indicated with asterisk and recovery after bleaching is indicated by the 
arrow. Below: Quantification of FRAP experiment is shown. Two pre-bleach images were taken prior to pulse- 
bleaching of fluorescence in the ROI. Images were taken every 30 s after bleaching to record fluorescence 
recovery after bleaching. Normalized intensity in plotted for the bleached focus (FRAP) and for the control, 
unbleached focus (FLIP) in the same cell

FRAP as a tool to study SMC dynamics in vivo
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 5. Agarose pads can dry out or dessicate when kept for a long 
period during imaging (especially at high temperatures such as 
37 °C). In order to prevent this, gene frames are used.

 6. As stated earlier, M9–glycerol provides ideal growth condi-
tions for microscopy-based experiments in E. coli. Another 
important advantage of using M9–glycerol over LB is the 
lower autofluorescence in M9. Background fluorescence can 
pose a problem during imaging and in particular, during analy-
sis of fluorescence intensity in the cell. It is always advisable to 
use media with low levels of autofluorescence for this reason. 
Autofluorescence can be further reduced using low fluores-
cence agarose, for example the Nusieve GTG Agarose from 
Lonza Biosciences.

 7. Ideal laser intensity settings will vary between microscope set-
ups. It is recommended to use low laser intensities during 
imaging in order to reduce photobleaching or phototoxicity 
effects. The same applies for laser intensity used for pulse- 
bleaching. It is recommended to use an intensity that is high 
enough to completely bleach fluorescence in the region of 
interest, but not too high that other regions of the cell are 
bleached as well.

 8. Since E. coli cells are small in size, FRAP experiments can 
sometimes cause bleaching across the entire cell, which can 
complicate analysis of fluorescence recovery. One way of cir-
cumventing this problem is to treat E. coli cells with the cell 
division inhibitor cephalexin (100 mg/mL) for 2–3 genera-
tions prior to imaging. This will result in the production of 
elongated cells with multiple, segregated chromosomes. If 
cephalexin is used, it should also be added to the agarose pad 
to prevent cells from dividing during imaging.

 9. Before you start a FRAP experiment it is important to ascertain 
that the pulse-bleach is centered on the region of interest cho-
sen in the cell. This can be done using the “FRAP  Calibration 
Wizard” in Volocity. For this, you will need a slide with GFP 
fluorescence (We use a fluorescence marker to make this).

 10. Since bacterial cells are small, try to use a small ROI for pulse- 
bleaching to avoid bleaching a large area of the cell.

 11. While imaging, it is important to ensure that cells are still 
actively growing on the agarose pad. I recommend FRAP 
imaging of cells on an agarose pad for no longer than 2 h. 
More traditional time-lapse movies can be carried out for lon-
ger time (as long as the cells continue to grow).

 12. There are, broadly, two typical outcomes of a FRAP experi-
ment: (a) there is no recovery after photobleaching and the 
slight increase in fluorescence intensity in the ROI after pulse- 
bleaching is due to diffusion of free fluorescent molecules into 
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the area. (b) There is active recovery of fluorescence as assessed 
by a significant increase in intensity in the ROI after pulse- 
bleaching. You should be able to see the return of a MukB 
focus in this case. In order to test for the physiological rele-
vance of this recovery, you can use MukB mutants that should 
not show recovery after photobleaching [6].
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    Chapter 5   

 Imaging DNA Structure by Atomic Force Microscopy                     

     Alice L.B.     Pyne      and     Bart     W.     Hoogenboom      

  Abstract 

   Atomic force microscopy (AFM) is a microscopy technique that uses a sharp probe to trace a sample sur-
face at nanometre resolution. For biological applications, one of its key advantages is its ability to visualize 
substructure of single molecules and molecular complexes in an aqueous environment. Here, we describe 
the application of AFM to determine superstructure and secondary structure of surface-bound DNA. 
The method is also readily applicable to probe DNA–DNA interactions and DNA–protein complexes.  

  Key words     Atomic force microscopy  ,   AFM  ,   DNA  ,   Supercoiling  ,   Double helix  ,   DNA–protein binding  

1      Introduction 

  Atomic force  microscopy   (AFM,  see  Fig.  1 ) is a unique tool to 
obtain structural information of single biomolecules at ~1 nm 
spatial resolution. In addition, it allows for characterization of 
these molecules adsorbed on a planar substrate in aqueous solu-
tion, i.e., without the need for chemical fi xation, staining, or vitri-
fying.    AFM can be performed in fl uid or in air. In-air AFM is more 
straightforward in operation and can provide static snapshots of 
reactions that involve DNA in solution (i.e. taking place while the 
DNA was free in solution and not bound to the planar substrate) 
by drying the sample before imaging. However,    AFM in liquid has 
both yielded the highest spatial resolution on DNA [ 2 – 4 ], and can 
also be used to observe biomolecules at work [ 5 – 7 ]. AFM has been 
extensively used to visualize  DNA   supercoiling [ 8 – 11 ] and DNA–
protein complexes [ 12 – 16 ], with the additional advantage that 
binding events and conformational changes can be monitored in 
real time [ 6 ,  7 ,  16 ]. In terms of spatial resolution, AFM    can discern 
the helical pitch of DNA [ 17 – 20 ], and under appropriate imaging 
conditions, resolve the two strands of the DNA  double helix   [ 2 – 4 ].

   For high-resolution    AFM imaging, the sample must be 
adsorbed onto an atomically fl at substrate, such that observed 
topographic features can be attributed to the biological sample 
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and not to the substrate. Muscovite mica is often used as a substrate 
for AFM imaging, since its structure consists of many weakly 
interacting planes. These planes can be cleaved using sticky tape, 
resulting in an atomically fl at surface. The disadvantage of mica as 
a substrate for DNA imaging is that both mica and DNA are nega-
tively charged at neutral pH in aqueous solution, impeding the 
adsorption of DNA to the mica. Various methods that modify the 
surface charge of mica have been developed to facilitate DNA 
adsorption. These include: functionalizing the mica with amino-
propyltriethoxy silane (APTES) or aminopropyl silatrane (APS) to 
create a positively charged surface [ 21 ]; using monovalent and 
divalent cations to bridge the charge repulsion [ 22 ]; adsorbing a 
positively charged lipid bilayer to the mica to facilitate electrostati-
cally driven adsorption [ 18 ]; and the use of basic peptide solutions 
(e.g., poly- L -lysine) to create a positively charged monolayer on 
the surface [ 10 ]. Here we cover the divalent cation method and 
the use of poly- L -lysine. 

 In typical AFM experiments,    the sample preparation is a com-
promise between the need to immobilize the DNA for high spatial 
resolution and, for real-time imaging of binding events and con-
formational changes, the need to allow DNA suffi cient freedom for 
structural rearrangements. In addition, when using salts to facili-
tate DNA adsorption on a substrate, there is—in particular for the 
commonly used NiCl 2 —the possibility of salt accumulation on the 
substrate, which may compromise the resolution and interpreta-
tion of the  resulting   AFM images [ 2 – 4 ]. 

  Fig. 1    Schematic of AFM in aqueous solution. A sharp tip is scanned line-by- 
line across the sample surface to build up an image of the surface topography. 
The topography at each scanned point is a function of the tip–sample interac-
tion which is monitored via measuring the bending of the cantilever to which the 
tip is attached. The bending of the cantilever is usually detected via a laser beam 
defl ected on a position-sensitive detector (4-quadrant photodiode). The sample 
is mounted on a (usually piezoelectric) scanner for three-dimensional positioning 
with sub-nanometer accuracy. The sample, the tip and the cantilever are 
immersed in liquid. Reproduced from [ 1 ]       
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 In addition to the sample preparation, a critical element for 
high  resolution   AFM imaging is force sensitivity and control [ 2 –
 4 ]. Generally, the AFM probe needs to exert a force on the sample 
to be able to record the surface topography. However if this force 
is too large, it can cause sample deformation or contamination of 
the probe, both of which can reduce the resolution of the resulting 
image. To minimise the force exerted on the sample, a wide range 
of operational modes have been developed. 

 Here, we describe two methods for in-liquid AFM imaging of 
DNA that have been successfully employed to visualize the DNA 
 double helix  : the widely implemented amplitude modulation mode 
(also called tapping, intermittent contact, or AC mode); and the 
rapid force-distance imaging mode (also called PeakForce tapping 
or Quantitative Imaging mode, depending on  the   AFM manufac-
turer). Our description presumes some knowledge about elemen-
tary AFM operation, such as can be found in instrument manuals.  

2    Materials 

       1.    Glass beakers and bottles.   
   2.    Eppendorf tubes, 0.5 or 2 mL.   
   3.    Falcon tubes, 15 mL.   
   4.    Scalpel.   
   5.    2, 20, and 200 μL Gilson pipettes with 2–20 and 20–200 μL 

plastic tips.   
   6.    Stainless steel tweezers.   
   7.    1.2 cm magnetic steel pucks.   
   8.    Thin and fl exible Tefl on sheet.   
   9.    0.99 cm mica disks.   
   10.    Bondloc B2030 primer.   
   11.    Loctite 406 superglue.   
   12.    Scotch tape.   

   13.    0.01 % poly- L -lysine solution (Molecular weight 70,000–
150,000).      

       1.    Ultrapure water (MilliQ, resistivity > 18.2 MΩ).   
   2.    Nickel adsorption buffer: 10 mM NiCl 2 , 20 mM HEPES pH 

7.4 (store at 4 °C ( see   Note    2  ). To Prepare 1 L weigh out 
4.76 g HEPES (molecular weight: 238.30 g/mol) and 2.38 
g NiCl 2  (molecular weight: 237.69 g/mol). Dissolve in 100 
mL  ultrapure water (>18.2 mΩ) in a glass beaker, using a 
thoroughly cleaner magnetic stirrer to aid the dissolution 
process if required. Once fully dissolved, add ultrapure water 

2.1  General 
Materials 
and Equipment

2.2  Buffer Solutions 
( See   Note    1  )

Imaging DNA by AFM
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to a fi nal volume of 1 L. Check the pH of the solution using 
a well-calibrated and cleaned pH meter, and adjust the pH to 
7.4 using small amounts of concentrated (~1 M) HCl or 
NaOH ( see   Note    3  ).   

   3.    Nickel imaging buffer: 2 mM NiCl 2,  20 mM HEPES pH 7.4, 
store at 4 ºC ( see   Note 2 ). Prepare 1 L as descibed above using 
0.475 g NiCl 2  and 4.76 g HEPES.   

   4.    Poly- L -lysine imaging buffer ( see   Note    4  ): 10 mM Tris–HCl, 
150 mM NaCl ( see   Note    5  ), pH 7.4 (store at 4 °C) ( see   Note    2  ). 
Prepare 1 L as described above, using 1.214 g TRIS (molecu-
lar weight 121.14 g/mol) and 8.8 g NaCl (molecular weight: 
58.44 g/mol).      

       1.    3486 base-pair plasmid DNA (store at 4 °C) ( see   Note    2  ) in 10 
mM Tris–HCl pH 8.0, at a concentration of ~10 ng/μL ( see  
 Note    6   ).    

   2.    339 base-pair DNA minicircles (store at 4 °C) ( see   Note    2  ) in 
10 mM Tris–HCl pH 8.0 at a concentration of ~10 ng/μL ( see  
 Note    6   ).        

3    Methods 

      Mica substrates can be bought as disks of 0.99 cm diameter, which 
can be attached to a steel puck to be mounted on magnetic sample 
holders as common  in   AFM instruments ( see   Note    7  ).

    1.    Lay a Tefl on sheet out on the bench, if you have a 1.2 cm 
punch you can pre-form the tefl on circles for attachment to the 
steel disks ( see   Note    8  ).   

   2.    Apply the Bondloc primer to the Tefl on surface, over a surface 
equivalent to that of the steel puck.   

   3.    Use a small amount of Loctite 406 to glue the steel puck to the 
primer coated Tefl on.   

   4.    Cut the Tefl on around the puck using a scalpel, such that the 
Tefl on does not exceed the puck area.   

   5.    Apply the Bondloc primer to the center of the bare Tefl on surface.   
   6.    Use a small amount of Loctite 406 to glue a mica disk to the 

primer coated Tefl on.   
   7.    Once the glue has dried, the mica can be cleaved using Scotch 

tape to reveal an atomically fl at clean substrate ( see   Note    9  ).    

     Mica and DNA are both negatively charged at a neutral pH in 
aqueous solution, which complicates the adsorption of DNA to the 
mica. The following sections describe two methods to facilitate 
DNA adsorption on mica, which are appropriate for imaging DNA 
in liquid ( see   Note    10  ). 

2.3  DNA

3.1  Preparation 
of Mica Substrate

3.2  Two Methods 
for DNA Adsorption 
on a Mica Substrate 
for AFM Imaging 
in Fluid
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     Divalent cations (in this case Ni 2+ ) can be used to overcome the 
electrostatic repulsion between DNA and mica, thus facilitating 
DNA adhesion to the mica, which can also be tuned via the cat-
ionic concentration in the solution as outlined below.

    1.    Immediately before DNA adsorption, cleave a mica disk that 
has been prepared as described in Subheading  3.1 .   

   2.    Cover the freshly cleaved mica with 48 μL of nickel adsorption 
buffer ( see   Note    11  ).   

   3.    Add 2 μL ( see   Note    12  ) DNA (10 ng/μL) and distribute 
evenly in the meniscus by gently purging.   

   4.    Adsorb for 5 minutes. Then gently exchange the buffer to the 
nickel imaging buffer to remove any unbound DNA and 
reduce the nickel concentration, thereby minimizing the for-
mation of salt aggregates on the surface (which otherwise 
compromise the image quality).   

   5.    Add suffi cient nickel imaging buffer on the sample and in  the   
AFM fl uid cell (dependent on the AFM system).   

   6.    Mount sample  on   AFM.   
   7.    Allow to equilibrate for 30 min.    

      DNA adsorption on mica can also be assisted by surface modifi ca-
tion of mica. Poly- L -lysine creates a cationic monolayer on the mica 
surface due to its protonated amino groups. DNA can then bind to 
the positively charged groups. The procedure for this is outlined 
below.

    1.    Immediately before exposure to poly- L -lysine, cleave a mica 
disk that has been prepared as described in Subheading  3.1 .   

   2.    Cover the mica with 25 μL 0.01 % poly- L -lysine solution.   
   3.    Incubate for 5 min.   
   4.    Wash 5× with ultrapure water.   
   5.    Add 50 μL poly- L -lysine imaging buffer.   
   6.    Add 5 μL ( see   Notes    12   and   13  ) DNA (10 ng/μL) and dis-

tribute evenly in the meniscus by gently purging.   
   7.    Absorb for 5 minutes. Then gently exchange the buffer to the 

poly- L -lysine imaging buffer, to remove any unbound DNA 
( see   Note 14 ).   

   8.    Add suffi cient poly-L-lysine imaging buffer on the sample and 
in the AFM fl uid cell (dependent on  the   AFM system).   

   9.    Mount sample  on   AFM.   
   10.    Allow to equilibrate for 30 min ( see   Note    15  ).    

  Figure  2  shows DNA minicircles adsorbed on a mica substrate 
by both the divalent cation (Fig.  2a ) and poly- L -lysine (Fig.  2b ) 

3.2.1  DNA Adsorption 
Using Divalent Cations

3.2.2  DNA Adsorption 
Using poly- L -lysine
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methods. Both methods yield a stable DNA adsorption on the sub-
strate  for   imaging by AFM.

         Several   variables need to be optimized to record high-resolution 
images by AFM. These variables include sample preparation, canti-
lever characteristics and AFM operation. The sample preparations 
above should yield DNA that is suffi ciently bound to the mica sub-
strate to facilitate high-resolution imaging.

    1.    Prepare a DNA sample as described in Subheadings  3.1  and 
 3.2.1  or  3.2.2  ( see   Note    10  ).   

   2.    Select an appropriate cantilever for imaging DNA.

    (a)     Cantilevers with spring constants ≤0.3 N/m are preferable 
for achieving the highest resolution when using the AFM 
imaging modes described here—allowing imaging of DNA 
at forces <100 pN.   

   (b)     To perform high resolution imaging, a sharp tip is required to 
probe the surface, such that tip-convolution does not domi-
nate small corrugations of the sample surface. A tip radius of 
∼1 nm can yield images of the secondary structure of DNA, 
while with tip radii larger than 2 nm, secondary structure is 
harder to resolve. The apparent width of the DNA results 
from a convolution of the DNA and the AFM tip.   

   (c)     It would follow that the smaller the tip radius, the higher 
resolution that can be achieved, but this is not always the 
case. For smaller tip radii the same tip–sample force is 
exerted on a smaller area of the sample, applying a larger 
pressure, and correspondingly a larger risk of sample 
distortion.       

3.3  AFM Setup 
for High Resolution 
Imaging in Fluid

  Fig. 2    AFM topographic images of 339 bp DNA minicircles captured in rapid force-distance mode in buffer 
solution using the divalent cation method ( a ) and poly- L -lysine method ( b ). The banded corrugation along the 
molecule corresponds to the strands of the DNA  double helix,   separated by major and minor grooves [ 2 – 4 ]. 
Sample courtesy: Michael Piperakis and Tony Maxwell (John Innes Centre, Norwich, UK)       
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   3.    Approach the cantilever manually to within a few hundred 
micrometers of the sample using the motors, ensuring that the 
cantilever does not crash on the surface.   

   4.    Once the cantilever is immersed in fl uid, align the laser on the 
cantilever for a maximum sum signal on the split photodetec-
tor, and zero the defl ections by centering the laser spot on the 
detector.   

   5.    Set the image size to a minimum (i.e. 0–10 nm) to avoid large 
tip motions over the sample at the start of the measurement. 
This allows for correction of any parameters which were sub- 
optimal during approach. These parameters can then be 
adjusted after the approach prior to larger-scale imaging, to 
avoid damaging the tip.   

   6.    Set the approach parameters to achieve a setpoint that corre-
sponds to a force of ~60 pN, as can be easily determined in 
rapid-force distance mode ( see   Note    16  ). For imaging in 
amplitude modulation mode, drive the cantilever close to the 
resonant frequency, at an amplitude of ~4 nm, and select a 
setpoint that is ~70 % of the free amplitude of the oscillation 
for the approach.   

   7.    Approach the cantilever to the sample  ( see   Note    17  ).    

     The best high- resolution   AFM images in the literature appear 
highly similar. This illustrates that there is more than one route to 
high-resolution imaging given that all required parameters are 
optimized. However, these modes may vary in the ease by which 
the imaging is achieved. AFM builds an image by raster scanning 
the surface, which exerts lateral drag forces on the sample. To min-
imize these forces, amplitude modulation AFM and rapid force- 
distance AFM ( see   Note    18  ) modulate the vertical tip–sample 
distance whilst scanning. Here, these two methods are described, 
focusing on their application for imaging DNA on mica in aqueous 
solution. 

     Rapid force- distance   AFM measures the force applied by the tip to 
the sample during imaging. It does so by taking repeated force 
curves across the sample whereby the tip is approached to and 
retracted from the surface. As the tip interacts with the surface the 
applied force is measured with respect to the baseline away from 
the surface, for each force curve. By measuring the height at which 
the force reaches a predefi ned setpoint, we can determine the sam-
ple topography at each interaction point. The height and level of 
detail of the topography can change as a function of the applied 
force ( see  Fig.  3 ), which is a key factor for high resolution 
imaging.

3.4  Optimizing AFM 
Imaging for High 
Resolution AFM 
Imaging on DNA

3.4.1  High Resolution 
Imaging of DNA by Rapid 
Force-Distance AFM
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     1.    Once the tip has reached the surface, minimize the setpoint to 
the point at which the maximum force barely exceeds the force 
noise (~30 pN).   

   2.    Reduce the total length of the force curve ( z  length or ramp) 
to ≤10 nm, thus ensuring that the tip spends most of the time 
in the immediate vicinity of the surface.   

   3.    Begin scanning an area of ~500 × 500 nm 2 .   
   4.    Locate a DNA molecule of interest.   
   5.    Increase the feedback gains (if appropriate) to ensure the mol-

ecule is tracked and traced properly.   
   6.    If the molecule cannot be tracked ( see   Note    19  ), increase the 

force to allow tracking of the molecule.   
   7.    Ensure that the molecule being tracked is stable under imaging 

(correctly adsorbed) by verifying that it does not signifi cantly 
shift between subsequent scan lines.   

   8.    Reduce the scan size to ~120 nm to image at high resolution, 
by zooming in on the DNA molecule of interest.   

50 nm 

a b c 

d e 

40 pN 70 pN 190 pN

10 nm 

  Fig. 3    Double-helix,    corrugation and height of a DNA plasmid in AFM topography, with the DNA adsorbed using 
Ni 2+  ions (Subheading  3.2.1 ) and the data acquired by rapid force-distance imaging (Subheading  3.4.1 ). ( a – c ) 
A plasmid imaged at maximum forces of 39, 70, and 193 pN, respectively, with the major and minor grooves 
of the DNA double helix visualized at higher magnifi cation ( insets ). Color scales: 3 nm (for low magnifi cation); 
2 nm (for the  insets ). ( d ) Height profi les,    measured across the DNA, as marked on the  inset  of  b  by a  dashed 
line , for different applied forces. ( e ) Measured height along the same section across the molecule (as  d ), as a 
function of maximum (peak) force. Adapted from ref.  4 , with permission       
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   9.    Increase the number of pixels per line to obtain ~0.5 nm per 
pixel (e.g., 256 pixels per line for a 120 nm scan).   

   10.    Reduce the applied force if required ( see   Note    20  ).   
   11.    Increase the gains to just below the point at which the noise in 

the surface topography begins to signifi cantly increase.   
   12.    Lateral drift or creep may be visible as the objects appearing 

to move across the image between subsequent scans ( see  
 Note    21  ). Under such conditions, higher scan speeds may 
improve resolution.   

   13.    Align the molecule to the direction along which the scan lines 
are recorded (the so-called fast scan direction) for highest res-
olution ( see   Note    22  ).   

   14.    Optimize the applied force and gains by increasing and 
decreasing the force in the range where the DNA molecule is 
not overly compressed (i.e., the measured height of the DNA 
should be ~20 % of its known 2 nm diameter,  see  Fig.  3 ) to 
maximize resolution.     

  Figure  3  shows the effect of altering the applied force on a 
DNA plasmid imaged in rapid force-distance mode. The DNA was 
immobilized using the divalent cation method and gains were opti-
mized at each force. At low force, the molecule cannot be ade-
quately tracked (Fig.  3a ), whereas at high force, the plasmid is 
signifi cantly compressed, and the DNA starts to be moved laterally 
by  the   AFM tip (Fig.  3c ). At optimum force, the banded or 
stranded DNA structure is clearly resolved along the plasmid (Fig. 
 3b , inset) whilst compression accounts for a ~20 % reduction in the 
expected height of the molecule. The effect of the applied force 
can be seen as a reduction in the height of the molecule in Fig  3d . 
This follows a trend, shown in Fig  3e .  

    In  amplitude   modulation AFM the tip is oscillated at its resonant 
frequency (or just below it), causing a “tap” or intermittent con-
tact on the surface at the bottom of each oscillation cycle. The 
amplitude of oscillation when scanning is set to a predefi ned set-
point, usually about 70 % of the free amplitude of oscillation ( see  
 Note    23  ). The amplitude of oscillation of the probe is infl uenced 
by the topography, reducing as the probe detects protrusions from 
the surface. In amplitude modulation AFM the tip–sample distance 
is adjusted as the probe scans over the sample, to maintain a con-
stant amplitude of oscillation. The sample topography is then 
reconstructed from the changes in tip height.

    1.    Once the tip is approached to the surface,  increase  the ampli-
tude setpoint, thus  reducing  the applied force on the mole-
cule, until the tip begins to lift off the sample.   

   2.    Begin scanning an area of ~500 × 500 nm 2 .   

3.4.2  High Resolution 
Imaging of DNA 
by Amplitude Modulation 
AFM
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   3.    Carefully reduce the setpoint until the tip is in contact with 
the surface.   

   4.    Locate a DNA molecule of interest.   
   5.    Increase the gains to just below the point where the noise in 

the surface topography (ringing) begins to signifi cantly 
increase.   

   6.    If the molecule cannot be tracked ( see   Note    19  ) further 
decrease the setpoint to better trace the molecule.   

   7.    Ensure that the molecule being tracked is stable under imag-
ing (correctly adsorbed), by verifying that it does not signifi -
cantly shift between subsequent scan lines.   

   8.    Reduce the scan size to ~120 nm to image at high resolution, 
by zooming in on the DNA molecule of interest.   

   9.    Increase the number of pixels per line to a minimum of 
~0.5 nm per pixel (e.g., 256 pixels per line for a 120 nm scan).   

   10.    Reduce the applied force if required ( see   Note    20  ).   
   11.    Increase the gains to just below the point at which they begin 

to ring.   
   12.    If the DNA appears distorted or to move between scans, 

increasing the scan speed may improve resolution. The higher 
scan speeds act to mitigate the effects of lateral drift or creep 
which may cause these effects ( see   Note 21 ).   

   13.    Adjust the scan orientation such that the molecule (or area of 
interest on the molecule) is aligned to the direction along 
which the scan lines are recorded (the so-called fast-scan direc-
tion), to achieve the highest resolution ( see   Note    22  ).   

   14.    Optimize the applied force and gains by increasing and 
decreasing the setpoint, aiming to enhance contrast, while 
ensuring that the molecule is not overly compressed (~20 %) 
to maximize resolution.    

  When using suffi ciently sharp AFM tips, both rapid-force dis-
tance and amplitude modulation AFM can be used for high resolu-
tion imaging of the  double helix   of DNA. Figure  4  shows two high 
resolution scans of DNA plasmids, showing the secondary struc-
ture of DNA. 

4                                        Notes 

     1.    Ensure all buffers are clean and free of contamination from 
chemicals. Any contamination in fl asks, beakers, buffer solu-
tions or DI water will contaminate the image and reduce reso-
lution. Clean glassware with detergent and rinse with copious 
amounts of Ultrapure water, and ensure chemicals are stored 
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correctly. It is good practice to verify buffer cleanliness by 
imaging a freshly cleaved mica surface in the buffer: The mica 
should appear atomically fl at and not show any noticeable 
contamination.   

   2.    DNA and buffers should be stored in a fridge for continual 
use, and can be frozen if not needed for a long period of time.   

   3.    HCl is used to reduce the pH of the solution, however if the 
pH is adjusted to values that are too acidic, small amounts of 
a ~1 M NaOH solution can be used to increase the pH to the 
required value.   

   4.    NiCl 2  or other divalent ions are not required if the mica is 
chemically functionalized to make its surface positively 
charged.   

   5.    NaCl is used to screen the electrostatic repulsion between the 
tip and the DNA which are both negatively charged in solu-
tion at physiological pH. This allows for better resolution as 
the tip can follow the contours of the DNA more easily.   

   6.    Stocks may be stored at any concentration and diluted in the 
buffer to the fi nal concentration shown.   

   7.    Alternatively and depending on  the   AFM instrument, the mica 
disk can be glued to a glass slide, and the surrounding glass 
treated with a hydrophobic pen.   

   8.    A layer of (hydrophobic) Tefl on is placed below the mica to 
confi ne the liquid solution to the mica disk and avoid contami-
nation and spillage when imaging in fl uid.   

   9.    If liquid is placed on the mica before the superglue is dry, the 
glue may contaminate it.   

  Fig. 4    AFM topographic images of DNA plasmids adsorbed on mica by the divalent cation method taken in both 
rapid force-distance mode ( a , adapted from ref.  1 , with permission) and amplitude modulation mode ( b ). Both 
images show corrugation along the plasmid which corresponds to the major and minor grooves of the DNA 
 double helix  . ( a )  Inset : (both) a higher resolution image showing the major and minor grooves of the DNA plas-
mid more clearly. Color scale ( see  Fig.   3     of Chapter   4     for scale bar): 2 nm (main), 1.1 nm ( inset )       
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   10.    The divalent-cation preparation is most straightforward for 
imaging in air. For imaging in liquid, Ni 2+  ions may be pre-
ferred because they provide stronger binding of DNA to the 
mica substrate than, e.g., Mg 2+ . The disadvantage of using 
NiCl 2 , however, is that it tends to precipitate on the mica sur-
face, with increased risk of contaminating  the   AFM probe. 
The poly- L -lysine preparation has the advantage of not requir-
ing particular salts in the solution, but because of its affi nity to 
typical AFM tips, it can compromise amplitude modulation 
imaging with  soft   AFM probes.   

   11.    The strength of DNA adsorption can be tuned by altering the 
NiCl 2  concentration in the buffer. Typically, higher Ni 2+  con-
centrations lead to a stronger binding of adsorbed DNA mol-
ecules to the mica, which facilitates AFM imaging, but also 
result in an increased surface contamination by precipitating 
NiCl 2 .   

   12.    The exact quantity of DNA required can vary depending on 
the nature of the sample.   

   13.    The amount of DNA required to adsorb DNA with good cov-
erage using the poly- L -lysine preparation is slightly higher 
than that required when using the divalent cation method.   

   14.    The buffer may be exchanged for any imaging buffer to 
remove DNA that is not adsorbed. This step can be missed out 
if the user requires.   

   15.    The DNA and buffers may need to equilibrate to the tempera-
ture of  the   AFM, to minimize the effect of drift in the 
measurements.   

   16.    Setpoints are often measured in Volts as directly read via the 
detector readout of the cantilever defl ection. To convert these 
into forces, the Setpoint value in Volts can be multiplied by 
the sensitivity of the defl ection detection and the spring con-
stant of the cantilever.   

   17.    At low approach setpoints, using soft cantilevers, the cantile-
ver may fi nish its approach before having made contact with 
the surface. In this case approach the cantilever again. If the 
approach fails repeatedly, you may need to increase the 
approach setpoint.   

   18.    Other imaging modes exist. In particular, early DNA  double 
helix   imaging was carried out using phase and frequency mod-
ulation techniques, which typically achieve high sensitivity 
using stiffer cantilevers [ 2 ,  3 ].   

   19.    At low applied forces, the tip may not be able to track the 
molecule well. Even with the feedback gains high, this may 
result in an effect known as parachuting, where the tip fails to 
quickly move back towards the surface after having moved up 
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on contact with a protrusion such as adsorbed DNA. This can 
lead to streaky features extending from the molecule in the 
direction of scanning.   

   20.    On reducing the scan size, the imaging setpoint may need to 
be reduced and the gains should be readjusted, as the tip now 
spends more time interacting with the same sample area, which 
can imply an increased risk of damage to the DNA molecule(s).   

   21.    Such drift or creep may be reduced by operating  the   AFM 
with a so-called closed-loop scanner, but may also depend on 
the microscope design.   

   22.    Aligning the molecule in the fast scan direction is particularly 
helpful when drift or creep reduced the position accuracy 
between scan lines.   

   23.    The free amplitude is the amplitude of oscillation of the tip 
when it is not interacting with the sample. This will be the 
amplitude obtained during tuning of the cantilever, which 
must be done away from the surface. Because of hydrody-
namic interactions, the tip amplitude typically decreases closer 
to the surface even without making direct contact. When 
defi ning the free amplitude as the amplitude at ≤1 μm from 
the surface, the setpoint can be signifi cantly higher than 70 %.          

   References 

     1.    Hoogenboom BW (2015) AFM in liquids. In: 
Bhushan B (ed) Encyclopedia of nanotechnol-
ogy, 2nd edn. Springer, Amsterdam, pp 83–89. 
doi:  10.1007/978-90-481-9751-4      

         2.    Leung C, Bestembayeva A, Thorogate R, 
Stinson J, Pyne A, Marcovich C, Yang JL, 
Drechsler U, Despont M, Jankowski T (2012) 
Atomic force microscopy with nanoscale canti-
levers resolves different structural conforma-
tions of the DNA double helix. Nano Lett 
12(7):3846–3850. doi:  10.1021/nl301857p      

    3.    Ido S, Kimura K, Oyabu N, Kobayashi K, 
Tsukada M, Matsushige K, Yamada H (2013) 
Beyond the helix pitch: direct visualization of 
native DNA in aqueous solution. ACS Nano 
7(2):1817–1822. doi:  10.1021/nn400071n      

         4.    Pyne A, Thompson R, Leung C, Roy D, 
Hoogenboom BW (2014) Single-molecule 
reconstruction of oligonucleotide secondary 
structure by atomic force microscopy. Small 
10(16):3257–3261. doi:  10.1002/
smll.201400265      

    5.    Crampton N, Yokokawa M, Dryden DTF, 
Edwardson JM, Rao DN, Takeyasu K, 
Yoshimura SH, Henderson RM (2007) Fast- 
scan atomic force microscopy reveals that the 
type III restriction enzyme EcoP15I Is capable 

of DNA translocation and looping. Proc Natl 
Acad Sci U S A 104(31):12755–12760. 
doi:  10.1073/pnas.0700483104      

    6.    Lyubchenko YL (2014) Nanoscale nucleo-
some dynamics assessed with time-lapse 
AFM. Biophys Rev 6(2):181–190. 
doi:  10.1007/s12551-013-0121-3      

     7.    Miyagi A, Ando T, Lyubchenko YL (2011) 
Dynamics of nucleosomes assessed with time- 
lapse high-speed atomic force microscopy. 
Biochemistry 50(37):7901–7908. 
doi:  10.1021/bi200946z      

    8.    Adamcik J, Jeon J-H, Karczewski KJ, Metzler 
R, Dietler G (2012) Quantifying supercoiling- 
induced denaturation bubbles in DNA. Soft 
Matter 8(33):8651–8658. doi:  10.1039/
C2SM26089A      

   9.    Fogg JM, Kolmakova N, Rees I, Magonov S, 
Hansma H, Perona JJ, Zechiedrich EL (2006) 
Exploring writhe in supercoiled minicircle 
DNA. J Phys Condens Matter 18(14):S145–
S159. doi:  10.1088/0953-8984/18/14/S01      

    10.    Bussiek M (2003) Polylysine-coated mica can 
be used to observe systematic changes in the 
supercoiled DNA conformation by scanning 
force microscopy in solution. Nucleic Acids 
Res 31(22):137. doi:  10.1093/nar/gng137      

Imaging DNA by AFM

http://dx.doi.org/10.1007/978-90-481-9751-4
http://dx.doi.org/10.1021/nl301857p
http://dx.doi.org/10.1021/nn400071n
http://dx.doi.org/10.1002/smll.201400265
http://dx.doi.org/10.1002/smll.201400265
http://dx.doi.org/10.1073/pnas.0700483104
http://dx.doi.org/10.1007/s12551-013-0121-3
http://dx.doi.org/10.1021/bi200946z
http://dx.doi.org/10.1039/C2SM26089A
http://dx.doi.org/10.1039/C2SM26089A
http://dx.doi.org/10.1088/0953-8984/18/14/S01
http://dx.doi.org/10.1093/nar/gng137


60

    11.    Li D, Lv B, Zhang H, Lee JY, Li T (2014) 
Positive supercoiling affi liated with nucleo-
some formation repairs non-B DNA structures. 
Chem Commun 50(73):10641–10644. 
doi:  10.1039/C4CC04789C      

    12.    Osada E, Suzuki Y, Hidaka K, Ohno H, 
Sugiyama H, Endo M, Saito H (2014) 
Engineering RNA–protein complexes with dif-
ferent shapes for imaging and therapeutic 
applications. ACS Nano 8(8):8130–8140. 
doi:  10.1021/nn502253c      

   13.    Kundukad B, Cong P, van der Maarel JRC, 
Doyle PS (2013) Time-dependent bending 
rigidity and helical twist of DNA by rear-
rangement of bound HU protein. Nucleic 
Acids Res 41(17):8280–8288. doi:  10.1093/
nar/gkt593      

   14.    Gaczynska M, Osmulski PA, Jiang Y, Lee J-K, 
Bermudez V, Hurwitz J (2004) Atomic force 
microscopic analysis of the binding of the 
Schizosaccharomyces pombe origin recognition 
complex and the spOrc4 protein with origin 
DNA. Proc Natl Acad Sci U S A 101(52):17952–
17957. doi:  10.2307/3374175      

   15.    Heddle JG, Mitelheiser S, Maxwell A, 
Thomson NH (2004) Nucleotide binding to 
DNA gyrase causes loss of DNA wrap. J Mol 
Biol 337(3):597–610. doi:  10.1016/j.
jmb.2004.01.049      

     16.    Katan AJ, Vlijm R, Lusser A, Dekker C (2015) 
Dynamics of nucleosomal structures measured 

by high-speed atomic force microscopy. Small 
11(8):976–984. doi:  10.1002/smll.201401318      

    17.    Hansma HG (2001) Surface biology of DNA 
by atomic force microscopy. Annu Rev Phys 
Chem 52(1):71–92. doi:  10.1146/annurev.
physchem.52.1.71      

    18.    Mou J, Czajkowsky DM, Zhang Y, Shao Z 
(1995) High-resolution atomic-force micros-
copy of DNA: the pitch of the double helix. 
FEBS Lett 371(3):279–282. doi:  10.1016/0014-
5793(95)00906-P      

   19.    Maaloum M, Beker A-F, Muller P (2011) 
Secondary structure of double-stranded DNA 
under stretching: elucidation of the stretched 
form. Phys Rev E 83(3):031903. doi:  10.1103/
PhysRevE.83.031903      

    20.    Santos S, Barcons V, Christenson HK, 
Billingsley DJ, Bonass WA, Font J, Thomson 
NH (2013) Stability, resolution, and ultra-low 
wear amplitude modulation atomic force 
microscopy of DNA: small amplitude small set- 
point imaging. Appl Phys Lett 103(6):063702. 
doi:  10.1063/1.4817906      

    21.    Lyubchenko YL, Shlyakhtenko LS (2009) AFM for 
analysis of structure and dynamics of DNA and 
protein–DNA complexes. Methods 47(3):206–
213. doi:  10.1016/j.ymeth.2008.09.002      

    22.    Hansma HG, Laney DE (1996) DNA binding to 
mica correlates with cationic radius: assay by 
atomic force microscopy. Biophys J 70(4):1933–
1939.  doi:  10.1016/S0006-3495(96)79757-6        

Alice L.B. Pyne and Bart W. Hoogenboom

http://dx.doi.org/10.1039/C4CC04789C
http://dx.doi.org/10.1021/nn502253c
http://dx.doi.org/10.1093/nar/gkt593
http://dx.doi.org/10.1093/nar/gkt593
http://dx.doi.org/10.2307/3374175
http://dx.doi.org/10.1016/j.jmb.2004.01.049
http://dx.doi.org/10.1016/j.jmb.2004.01.049
http://dx.doi.org/10.1002/smll.201401318
http://dx.doi.org/10.1146/annurev.physchem.52.1.71
http://dx.doi.org/10.1146/annurev.physchem.52.1.71
http://dx.doi.org/10.1016/0014-5793(95)00906-P
http://dx.doi.org/10.1016/0014-5793(95)00906-P
http://dx.doi.org/10.1103/PhysRevE.83.031903
http://dx.doi.org/10.1103/PhysRevE.83.031903
http://dx.doi.org/10.1063/1.4817906
http://dx.doi.org/10.1016/j.ymeth.2008.09.002
http://dx.doi.org/10.1016/S0006-3495(96)79757-6


61

    Chapter 6   

 Investigating Bacterial Chromosome Architecture                     

     Christian     Lesterlin      and     Nelly     Duabrry      

  Abstract 

   How is the bacterial chromosome organized within the bacterial cell? Over the last 60 years, a variety of 
approaches have been used to investigate this question. More recently, the parallel development of epifl uo-
rescence microscopy and genetic tools has enabled the direct visualization of the intracellular positioning 
of DNA sequences in live cells and has consequently revolutionized our view of the architecture of the 
nucleoid  in vivo . In this chapter I present a comprehensive methodology designed to characterize the 
architecture of the nucleoid DNA and the positioning of specifi c DNA sequences in live  Escherichia coli  
cells. DNA localization systems, preparation of stable agarose-mounted microscopy slides, and basic image 
analysis tools are mentioned.  

  Key words     Bacterial chromosome  ,   DNA architecture and dynamics  ,   Live cell imaging  ,   Epifl uorescence 
microscopy  

1      Introduction 

    Within  the    bacterial   cell,    the chromosome DNA is highly organized 
into a compact structure, the nucleoid, which occupies most of the 
cell volume. For a long time, the small size of bacteria and the lack 
of nuclear envelop or X-shaped chromosomes made the study of 
the architecture of  the   bacterial nucleoid quite challenging. Early 
direct observations of the bacterial chromosome in live cells have 
been produced using light microscopy imaging of cells mounted 
on a gelatine-containing surface [ 1 ]. Despite the lack of resolution, 
this pioneer technic revealed the complex dynamics of the chromo-
some during unperturbed growth. In the seventies, Electron-
Microscopy has provided numbers of high-resolution images of 
the chromosome DNA in fi xed cells, which appeared highly orga-
nized and compacted [ 2 – 6 ]. In parallel to these direct visualization 
approaches, a wide range of studies used molecular biology or 
genetic recombination assays to indirectly investigate the local and 
global DNA organization, DNA topology and sequence interac-
tion ability in vivo [ 7 – 13 ]. All together, these works contributed 
to the establishment of early fundamental  models describing the 

Mark C. Leake (ed.), Chromosome Architecture: Methods and Protocols, Methods in Molecular Biology, vol. 1431,
DOI 10.1007/978-1-4939-3631-1_6, © Springer Science+Business Media New York 2016



62

intracellular architecture of the bulk of the DNA  in vivo . However, 
it is only since the early 2000s that the combination of  fl uorescence 
microscopy   and DNA localization systems has provided new means 
to visualize the position and dynamics of the DNA in live cells 
[ 14 – 21 ]. First, the shape and movement of the whole nucleoid 
DNA can be characterized using fl uorescent DNA- staining mole-
cules or fl uorescently labeled versions of proteins associated with 
the chromosome (NAPs) [ 22 ,  23 ]. Second, genetic DNA localiza-
tion systems enable monitoring the position of specifi c sequences 
of interest. This revealed that the positioning of the chromosome 
DNA is nonrandom during cell growth, but rather follows a prede-
termined choreography reliably reproduced over generations. Each 
chromosome part occupies a specifi c intracellular volume and 
migrates to the future daughter cells according to  a   segregation 
program, which is strictly correlated to the progression  of   DNA 
replication and cell division. 

 Here, I describe a combination of DNA localization tools, 
light microscopy imaging, and basic image analysis tools, which 
has proven to be a fruitful method to gain insights into the  intra-
cellular   architecture and dynamics of the chromosome in the live 
bacterial cell.  

2    Materials 

       1.    M9 salts 10× solution (1 L): Prepare 70 g of Na 2 HPO 4 ·7H 2 O; 
30 g of KH 2 PO 4 ; 5 g of NaCl, and 10 g of NH 4 Cl and add 
MilliQ water to a volume of 1 L. Mix well until complete dis-
solution of crystals and autoclave.   

   2.    Minimal medium supplemented with 0.2 % glucose for liquid 
culture: For 1 L, add 100 mL of M9 solution 10× to 800 mL 
of water in a 1 L graduated cylinder. Add 10 mL of sterile glu-
cose 20 %, 1 mL of 1 M MgSO 4,  400 μL of thiamine (B1 vita-
min). Finally add MilliQ water to a volume of 1 L and 80 μL 
of 1 M CaCl 2  ( see   Note   1 ). Mix well and fi lter with a 0.2 μm 
membrane to sterilize the freshly prepared ready to use mini-
mal medium supplemented with 0.2 % glucose. This medium 
should be complemented with relevant amino acids depending 
on the auxotrophy of the strain.   

   3.    4′,6-diamidino-2-phenylindole (DAPI) is diluted in water or 
DMF and mixed with cells at 4 μg/mL fi nal concentration.      

       1.    2× minimal medium supplemented with 0.2 % glucose for aga-
rose pads. For 100 mL, add 10 mL of M9 solution 10× to 80 
mL of water in a 100 mL graduated cylinder. Add 1 mL of 
glucose 20 %, 0.1 mL of 1 M MgSO 4 , 40 μL of thiamine (B1 
vitamin), and 8 μL of 1 M CaCl 2 . Finally add water to a volume 
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of 100 mL. Mix well and fi lter with a 0.2 μm membrane to 
sterilize the freshly prepared ready to use minimal medium 
supplemented with 0.2 % glucose.   

   2.    2 % agarose for pad preparation: For 100 mL, weigh 2 g of low 
fl uorescence agarose (Bio-Rad) and add water to a volume of 
100 mL. Mix well and autoclave.   

   3.    Gene frame 125 μL (17 × 28 mm) (Thermo scientifi c).   
   4.    Glass slide (76 × 28 mm) and coverslip Slides and coverslips 

(24 × 50 mm; 1.5 μm thickness). Glass coverslips can be burned 
to remove any fl uorescent background particles.      

       1.    DNA staining with 4′,6-diamidino-2-phenylindole (DAPI) is 
used for snapshot imaging of  the   bacterial nucleoid. Due to its 
brightness and photostability, DAPI produces a robust and 
strong fl uorescent signal, which is suitable for conventional 
 epifl uorescence microscopy   but  also   for three-dimensional 
SIM imaging. However, DAPI staining impedes cell growth 
and is then inappropriate for the study of DNA dynamics in 
live cells.   

   2.    Genetically encoded systems have been developed to allow the 
time-lapse imaging of the nucleoid DNA in live cells. In bac-
teria, the chromosomal DNA is decorated with a number of 
small and abundant binding proteins, the NAPs (Nucleoid 
Associated Proteins), which are involved in a variety of cellular 
functions [ 24 ]. The localization of functional fl uorescently 
labelled version of NAPs is used to reveal the intracellular 
position of the whole chromosomal DNA in live cells.   E. coli    
nucleoids have been visualized using the fl uorescently tagged 
HupA protein, which is a subunit of the abundant nucleoid-
associated factor HU [ 23 ]. The heterologous  Anabaena  HU 
has also been used in   E. coli    and gave similar results than those 
obtained with a fl uorescent protein fusion to  Fis   DNA bind-
ing protein [ 22 ].      

   Several genetic tools have been developed to monitor the physical 
positions of DNA sequences in the living cell and their movement 
in the course of the cell cycle. These genetic localization systems 
require the insertion of a specifi c DNA sequence (binding site) 
into the DNA locus of interest and the production of the corre-
sponding binding protein labelled with a fl uorescent protein 
through translational fusion. The resulting chimera protein pro-
duced will form a discrete focus under the microscope that reveals 
the intracellular position of the DNA sequence carrying the inser-
tion of the binding site. Note that binding sites are usually inserted 
in intergenic regions and preferentially in between convergent 
genes of the chromosome in order to limit the perturbation of the 
genetic context. Also, the level of expression of the fl uorescently 
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labelled binding proteins needs to be fi nely tuned in order to avoid 
perturbation of the dynamics of the DNA region. Appropriate pro-
moters should be chosen to obtain the minimal level of protein 
production that allows satisfactory focus detection. These fusion 
proteins can be produced either form an plasmid or an ectopic 
chromosomal locus [ 16 ,  19 ,  25 ]. Such localization systems are 
used for snapshot and time-lapse imaging with any fl uorescence 
microscope equipped with appropriate optics, light source and 
fi lters ( see   Note   2 ).

    1.    The ParB/ parS  systems enable the intracellular localization of 
specifi c chromosome loci. The  parS  site is inserted in the DNA 
region of interest and is bound by the fl uorescent version of 
the corresponding ParB binding protein, which also binds the 
neighboring DNA [ 16 ]. The simultaneous use of two of these 
ParB/ parS  systems, one from P1 bacteriophage and one from 
pMT1 plasmid has been well characterized previously [ 19 ]. In 
theory, up to four different ParB/ parS  systems can be used 
simultaneously to characterize the localization of four different 
DNA sequences in a cell [ 26 ]. This requires the translational 
fusion of each four ParB binding proteins to compatible  fl uo-
rescent proteins   that can be visualized simultaneously.   

   2.    Alternatively, FROS (Fluorescent Repressor Operator Systems) 
such as LacI/ lacO  or TetR/ tetO  operator systems can be used 
[ 14 ,  17 ,  27 ]. In these systems, fl uorescently labelled LacI and 
TetR repressor proteins bind to  lacI  and  tetO  operator sites 
resulting in the formation a discrete focus that reveals the 
intracellular position of the chromosome locus carrying the 
operator insertions. In this case, the number of binding pro-
teins is directly correlated to the number of binding sites 
inserted.    

         1.    Quantitative image analysis MicrobeTracker [ 28 ] is used for 
cell segmentation, signal quantifi cation, and basic analysis 
(download at   http://microbetracker.org    ).   

   2.    Custom routines programmed in Matlab (Mathworks) are 
designed to analyze the data previously generated by 
MicrobeTracker ( see  [ 29 ,  30 ]).   

   3.    ImageJ/Fiji, Icy [ 31 ], and Imaris software (Bitplane) allow 
image analysis and 3D or 4D rendering.       

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. Growth conditions (medium, temperature, agitation) 
should be determined depending on the organism studied and the 
wanted physiological state ( see   Note   3 ). Below, I describe the 
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experimental procedure for characterization of chromosome archi-
tecture of   E. coli    strains cultured in minimal medium at 30 °C, 
which allow moderate growth following a cell cycle without over-
lapping replication periods ( see   Note   4 ). 

       1.    Streak the strain of interest onto LB agar plates containing 
appropriate antibiotic in order to obtain isolated colonies. 
Inoculate a single  colony  into 5 mL of minimal medium supple-
mented with 0.2 % glucose and with appropriate antibiotic. 
Incubate overnight at 30 °C with agitation.   

   2.    Dilute the overnight culture 1/100 in 5 mL of fresh minimal 
medium supplemented with 0.2 % glucose and with appropri-
ate antibiotic and grow at 30 °C with agitation until exponen-
tial phase, i.e., A600 ~ 0.1–0.2. Take a 1 mL sample of culture 
in a micro-tube. DAPI staining should be performed at this 
stage if required ( see   Note   5 ).   

   3.    Centrifuge the cell culture sample at ~7000 ×  g  for 2 min and 
resuspend gently with a pipette in 50 μL of fresh minimal 
medium supplemented with 0.2 % glucose ( see   Note   6 ). Cells 
are now ready for immobilization on the agarose mounted 
slide and observation under the microscope.      

   The following method describes preparation of microscopy slides 
that enable the observation of bacterial cells growing on a smooth 
and fl at surface composed of growth medium and agarose, in a 
sealed compartment to avoid desiccation (Fig.  1 ). The resulting 
standardized agarose-mounted slides are highly stable and can be 
used for a variety of high-resolution microscopy imaging technics: 
 PALM   and Live-PALM [ 32 ,  33 ]  or   Structured-Illumination 
Microscopy [ 30 ].

     1.    Remove the plastic fi lm from the bottom of the blue frame, 
leaving the hollowed plastic fi lm on the other side. Stick the 
blue frame on the glass slide ( see   Note   7 ).   

   2.    Melt the H 2 O 2 % agarose solution in a boiling bath and mix 
with equivalent volume of 2× minimal medium solution to 
obtain a 1 % agarose minimal medium solution ( see   Note   8 ).   

   3.    Pipette 200 μL of the 1 % agarose minimal medium solution 
and pour in the 125 μL compartment inside the blue frame 
(Fig.  1a ). Rapidly cover with a clean coverslip (Fig.  1b ). This 
will remove the excess of liquid and fl atten the agarose surface 
( see   Note   9 ). Wait a few minutes for the agarose to solidify at 
RT or 4 °C ( see   Note   10 ).   

   4.    When the cell sample is ready, remove and discard the coverslip 
with your thumb. Wait a few minutes until the excess of liquid 
has disappeared and the surface of the agarose pad has become 
matt. Finally, remove the hollowed plastic fi lm from the blue 
frame.   

3.1  Cell Culture

3.2  Agarose Pad 
Preparation
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   5.    Pour 10 μL of cell sample in the middle of the agarose pad and 
tilt the glass slide gently to spread the liquid droplet (Fig.  1c ) 
( see   Note   11 ). When all the liquid has been adsorbed, seal the 
sample by sticking a clean coverslip on the blue frame. It is 
important to avoid the formation of air bubble underneath the 
coverslip. The microscopy slide is now ready to use (Fig.  1d ) 
( see   Note   12 ).    

     Epifl uorescence microscopes generally allow acquisition of large 
fi elds of view. Acquisition of large cell population samples (>1000 
cells) will facilitate statistical treatment of the data and improve the 
statistical signifi cance of the observations. There are no standard 
acquisition parameters, as a consequence optimum parameters 
have to be empirically determined by the user for each specifi c 

3.3  Imaging 
Acquisition

  Fig. 1    Agarose-mounted microscopy slide assembly. The successive steps of 
slide preparation detailed in the text are shown. ( a ) Pour 200 μL of the 1 % aga-
rose minimal medium solution in the 125 μL compartment formed by the blue 
frame. ( b ) Put a coverslip on the plastic fi lm and press gently to remove the 
excess of liquid. ( c ) Pour 10 μL of prepared cell sample, tilt the glass slide to 
spread the droplet, and wait for the droplet to be adsorbed by the agarose pad. 
( d ) Seal the sample by sticking a clean coverslip on the blue frame       
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fl uorescent constructs and experimental condition. The quality of 
the acquired image not only depends on the quality of the 
microscope components but also on numerous factors such as the 
brightness, the dynamics and the quantity of fl uorescent molecules 
present in the cells. When the acquisition requires multiple expo-
sures (as in the case of time-lapse or 3D imaging) the photostability 
of the fl uorescent molecule will also become a critical parameter. 
It that case, the exposure time will have to be reduced to the mini-
mum that allows satisfying fl uorescent signal collection. 

 For 3D-SIM imaging, image stacks should be composed of at 
least 12 z-sections of 125 nm each (corresponding to a sample 
thickness of 1.375 μm) in order to acquire to whole cell. Optimized 
acquisition settings are DAPI, 20 ms exposure with 405 nm laser 
(100 % transmission); FM4-64, 30 ms exposure with 593 nm laser 
(100 % transmission). Other optimized parameters can be found in 
the literature [ 17 ,  19 ,  20 ,  30 ,  34 ,  35 ]. Remark that it might be 
preferable to acquire phase contrasts images to facilitate the cell 
segmentation by MicrobeTracker analysis software.  

       1.    Nucleoids observed either by fl uorescently labelled NAPs or 
DAPI-staining can be analyzed using image processing soft-
ware such as Fiji, Imaris (Bitplane), or the open informatics 
platform Icy [ 31 ]. Figure  2  presents the results obtained 
for basic intensity analysis of nucleoids observed using 
3D-Widefi eld imaging of Hu-mCherry (Fig.  2a, b ) and 
3D-SIM imaging of DAPI- stained nucleoids (Fig.  2c–g ). 
Indeed, variations in fl uorescence signal intensity, which refl ect 
variations in local DNA density, can be visualized using the 
Analyze/3D-surface plot function in Fiji (Fig.  2b, c, f ). The 
resulting 2D-map reveals fl uctuation in local DNA compaction 
within the nucleoid lobes and allow calculating the transition 
intensity value that defi nes the nucleoid boundaries. Subsequent 
3D-surface renderings (Imaris) using the previously defi ned 
transition intensity value as a threshold reveals the shape of the 
nucleoid within the cell compartment (Fig.  2g ). Both exam-
ples shown in Fig.  2  reveal the nucleoid as a highly structured 
object with a twisted shape, composed of several lobs separated 
by DNA free regions. The nucleoid DNA is not fi lling the 
whole cell compartment since DNA-free spaces are visible at 
the periphery of the cell and between the lobes.

       2.    The intracellular position of specifi c DNA sequences in the 
course of the cell cycle can be presented in a number of differ-
ent graphs. Figure  3  shows a few examples of basic graphical 
outputs that are commonly used in DNA localization studies. 
The x-axis often shows the cell length, which directly refl ects 
the cell age from birth to the next division. This enable to 
reconstruct the different stages of the cell cycle from popula-

3.4  Image Analysis
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tion snapshot analysis. Cells are fi rst segmented from phase 
contrast images using quantitative image analysis software 
 MicrobeTracker [ 28 ]. The position of the spots is determined 
either manual using the spotfi nderM function or automatically 
using spotfi nderZ function. DNA locus intracellular position 
and number are revealed by focus number histograms, 

  Fig. 2    Visualization of the nucleoid DNA in  Escherichia coli  cells. z-Projection of ( a ) 3D-Widefi eld imaging of 
HU-mCherry and ( c  and  e ) 3D-SIM imaging of DAPI-stained nucleoids in fast growing   E. coli    cells. The  red frame  
shows the nucleoid that is analyzed in the following panel. ( b ,  d  and  f ) 3D-surface plot generated with Fiji, show-
ing the variations in fl uorescent intensities normalized to 1, from low-DNA density (value = 0, corresponding to 
 black ) and higher-DNA density (value = 1, corresponding to  white ) displayed by the nucleoids. ( g ) 3D-surface 
rendering generated by Imaris software (Bitplane) reveals the nucleoid shape within the cell compartment 
(thresholding set at intensity value = 0.15 corresponding to  blue  in the color scale). Scale bars are 1 μm       
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2D- localization dot plots and long-axis position histograms 
(Fig.  3  ) . More specifi c analysis can be performed depending 
on the localization feature that has to be addressed, such as 
focus size, brightness or Inter-Focal-Distance. For these I 
would recommend to refer to published works [ 17 ,  19 ,  20 ,  30 , 
 34 ,  35 ]. Although not detailed here, snapshot analysis is nicely 
complemented by time-lapse imaging of DNA sequence local-
ization systems, which allow to characterize the dynamics of 
the DNA sequence at short or longer time scales. This enable 
a range of analysis describing the movement of the DNA 
regions, such as the characterization of the speed and direc-
tionality of the movement, the mean square displacement 
(MSD) and the diffusion behavior. Protocols for particle track-
ing are referenced in several DNA locus localization studies 
[ 30 ,  34 ,  36 ].

4            Notes 

     1.    It is required to add CaCl 2  solution after the water to avoid 
precipitation.   

   2.    It is critical to carefully choose fl uorescent protein or synthetic 
dyes that are compatible so that they can be visualized simul-
taneously. When possible, avoid using  fl uorescent proteins   
that requires excitation with short wave length light because 
of the greater phototoxicity.   

  Fig. 3    Example of DNA locus localization basic analysis. One focus cells are 
shown in  black  and two foci cells are shown in  grey . From  left  to  right : histogram 
of the fraction of cells with one or two foci; dotplot of DNA locus position as a 
function of cell length, from cell birth to cell division;  histograms  of locus posi-
tioning along the cell length       
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   3.    The shape and compaction of the bacterial  nucleoid   varies 
depending on the growth rate, it is to say depending on the 
growth condition used and mainly the medium richness. In   E. 
coli    strains, the DNA content per cell and the DNA compac-
tion are increased in fast growth conditions.   

   4.    It is critical to use growth medium with reduced autofl uores-
cence in order to limit the fl uorescent background during 
image acquisition. For slow growth, the minimal media 
described here is convenient for imaging. The carbon source 
should be changed from glucose to glycerol or even succinate 
in order to slow down the growth rate. For fast growth, Rich 
Defi ned Medium (EZRDM, Teknova) should be preferred to 
LB medium since it exhibits very little autofl uorescence.   

   5.    DNA-staining with DAPI for should be performed at this 
stage by incubating the cell sample with DAPI at 4 μg/mL 
fi nal concentration for 15 min.   

   6.    As described in ref.  30 . After staining with DAPI, this proce-
dure 3 should be repeated twice to wash the excess of fl uores-
cent dye.   

   7.    Take care to position the blue frame in a way compatible 
with the position of the glass slide on the stage of your 
microscope.   

   8.    The thiamine (B1 vitamin) contained in the minimal medium 
is thermolabile, consequently the melted H 2 O 2 % agarose has 
to be cooled down to ~55 °C before mixing with the 2× mini-
mal medium solution. Fresh medium should be prepared for 
each experiment.   

   9.    Remove the excess of liquid by pushing gently on the side of 
the coverslip, which upon the hollowed plastic fi lm covering 
the blue frame. Do not press in the middle of the coverslip, 
this would generate and air bubble in the compartment.   

   10.    At this stage, the agarose-mounted slide should be pre- 
incubated at the temperature that is going to be used during 
the microscopy experiment. This stabilizes the slide structure 
before the observation and thus limiting potential movements 
or drifting during imaging. This will also limits the tempera-
ture change for the cells. Alternatively, the agarose-mounted 
slide can be kept in the fridge for 2–3 days in a humid cham-
ber. However, I would advise to prepare fresh agarose mounted 
slides before each microscopy experiment.   

   11.    An appropriate cell density on the slide is a critical to the qual-
ity of the observation. It is useful to put the drop of cell sam-
ple on one side of the agarose pad, and spread it toward the 
other side by tilting the glass slide. Also, one should progress 
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unidirectional when putting the coverslip on the preparation. 
Doing so will generate a cell density gradient on the slide, 
which will facilitate the identifi cation of a fi eld of view that 
convenient for you image acquisition. It is best to avoid fi elds 
of view with conjunctives cells, which impede automated cell 
outline recognition by MicrobeTracker.   

   12.    From the moment the sample is sealed, the oxygen level will 
start decreasing until it becomes limiting for the growth of 
aerobic bacteria. The duration of the observation has to be 
adapted accordingly.            
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    Chapter 7   

 Transverse Magnetic Tweezers Allowing Coincident 
Epifl uorescence Microscopy on Horizontally Extended DNA                     

     Stephen     J.     Cross    ,     Claire     E.     Brown    , and     Christoph     G.     Baumann      

  Abstract 

   Longitudinal magnetic tweezers (L-MT) have seen wide-scale adoption as the tool-of-choice for stretching 
and twisting a single DNA molecule. They are also used to probe topological changes in DNA as a result 
of protein binding and enzymatic activity. However, in the longitudinal confi guration, the DNA molecule 
is extended perpendicular to the imaging plane. As a result, it is only possible to infer biological activity 
from the motion of the tethered superparamagnetic microsphere. Described here is a “transverse” mag-
netic tweezers (T-MT) geometry featuring simultaneous control of DNA extension and spatially coinci-
dent video-rate epifl uorescence imaging. Unlike in L-MT, DNA tethers in T-MT are extended parallel to 
the imaging plane between two micron-sized spheres, and importantly protein targets on the DNA can be 
localized using fl uorescent nanoparticles. The T-MT can manipulate a long DNA construct at molecular 
extensions approaching the contour length defi ned by B-DNA helical geometry, and the measured entro-
pic elasticity agrees with the worm-like chain model (force < 35 pN). By incorporating a torsionally con-
strained DNA tether, the T-MT would allow both the relative extension and twist of the tether to be 
manipulated, while viewing far-red emitting fl uorophore-labeled targets. This T-MT design has the poten-
tial to enable the study of DNA binding and remodeling processes under conditions of constant force and 
defi ned torsional stress.  

  Key words     Transverse magnetic tweezers  ,   Coincident fl uorescence microscopy  ,   DNA micromanipu-
lation  ,   Single-molecule manipulation  

1      Introduction 

     Magnetic tweezers (MT)   have become a common single- molecule 
   manipulation   technique and are widely used to probe the elasticity 
of supercoiled DNA and the dynamics of DNA processing enzymes 
involved in modulating chromosome architecture [ 1 ]. Most MT 
instruments are designed to stretch out a single tethered DNA 
molecule orthogonal to the microscope coverslip surface (“longi-
tudinal” confi guration). Positioning of fi xed pole magnets above 
the surface causes a superparamagnetic microsphere (SP-MS) 
attached at the untethered end of the DNA molecule to move 
away from the coverslip surface, thus stretching out the DNA 
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molecule. The force acting on the DNA molecule is altered as the 
vertical position of the magnets is changed. In this longitudinal 
MT (L-MT) geometry it is possible to negatively and positively 
supercoil the tether by rotating the magnets, if the DNA molecule 
is attached to the SP-MS and coverslip surfaces via both DNA 
strands, i.e., torsionally constrained [ 2 ]. The dynamics of DNA 
processing enzymes can be studied using L-MT; however, in these 
experiments enzymatic activity is inferred from changes in DNA 
tether length and/or linking number [ 3 ]. This results in all infor-
mation on the location of the enzymatic event on the DNA tether 
being lost. In addition, L-MT experiments necessitate a long-lived 
DNA–enzyme complex, thus it is not feasible to study enzymes or 
proteins that associate with DNA but do not alter its topology, 
e.g., proteins undergoing 1D sliding on DNA. 

 Although the majority of magnetic tweezers systems adopt 
the longitudinal confi guration there are a few systems designed 
for use in a horizontal or “transverse” confi guration, i.e., trans-
verse magnetic tweezers (T-MT). These systems utilize the same 
basic principle as L-MT, whereby a single tether is extended 
between a stationary surface and a SP-MS moving in response to 
an applied magnetic fi eld. However, unlike the longitudinal con-
fi guration, the tether is extended in the focal plane of the objective 
lens. This affords the notable advantage of permitting real-time 
observation of events on the tethered substrate, as with laminar 
fl ow extension and  optical tweezers   manipulation of DNA, while 
maintaining the ability to introduce positive or negative twist into 
the DNA molecule. 

 Currently, no standard confi guration for a T-MT microscope 
exists, with relatively few systems having thus far been published. 
One of the fi rst examples was reported by Danilowicz et al., where 
DNA tethers were formed between a SP-MS (2.8 μm diameter) 
and the antibody-functionalized surface of a cylindrical capillary 
(330 μm diameter) [ 4 ]. This assembly was placed inside a square 
micro-cell (600 μm cross-section), which permitted fl uidic sample 
delivery and buffer exchange. Force was applied using a stack of 
fi ve permanent magnets (each 6.4 × 6.4 × 2.5 mm 3 ) placed to one 
side of the micro-cell and the corresponding SP-MS response 
observed using a 10× objective lens (NA = 0.25) placed underneath 
the sample. Although not explicitly stated, the low resolving power 
of the optics indicates a long working distance and was likely a 
compromise designed to permit both wide-fi eld imaging and close 
proximity of the magnet stack and sample. While this allowed 
forces up to 30 pN to be measured simultaneously for dozens of 
tethers, the low magnifi cation of the microscope limited its use to 
the reported multiplex application. 

 The compromise of low magnifi cation in favor of a higher 
applied force was reversed in a similar design reported by Graham 
et al. [ 5 ]. In this system, tethers were formed directly onto the 
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micro-cell surface (1 mm cross-section; VitroCells; VitroCom) and 
extended at an acute angle relative to this surface. Fluorescence 
imaging was done through the bottom surface of the micro-cell 
using a 60× magnifi cation oil-immersion objective lens (NA = 1.25, 
PlanApo; Olympus) and epi-illumination. The SP-MS (Dynabeads 
M-280; Invitrogen) was manipulated using a stack of four cubic 
NdFeB magnets (12.7 mm cross section) held perpendicular to the 
objective lens optical axis on the end of a micromanipulator. With 
this confi guration, forces up to 3 pN were tested; higher applied 
forces may have been possible but this was not reported. 

 Using an electron-multiplying CCD camera, Graham et al. 
were able to observe DNA-binding by the proteins Fis, HU and 
NHP6A with a high signal-to-noise ratio [ 5 ]; however, epi- 
illumination ultimately limits the contrast possible through signifi -
cant bulk fl uorescence excitation. This can be addressed via 
implementation of  total internal refl ection fl uorescence (TIRF)   
microscopy as demonstrated by Schwarz et al. [ 6 ]. Fundamentally, 
the microscope confi guration is nearly identical to that reported by 
Graham et al., but with tethers formed from the lower surface, 
permitting TIRF)    illumination. This is only a partial solution, 
because the fi nite SP-MS diameter will result in non-horizontal 
tether inclination and limit the amount of DNA within the evanes-
cent fi eld. For typical 1 μm diameter SP-MS, only one-fi fth of the 
tether will be within the 100 nm penetration depth of the evanes-
cent fi eld. While the exponential fi eld decay will likely result in 
observation beyond this range, a signifi cant decrease in fl uores-
cence intensity would be observed. This would make molecular 
tracking and stoichiometry of DNA-associated protein complexes 
diffi cult to quantify. Similar to the epifl uorescence system, this 
method also suffers from limited force generation, with the highest 
reported value being 1.5 pN when using a single cubic permanent 
magnet (5 × 5 × 1 mm 3 ; Q-05-05-01-HN; Supermagnete). 

 A permanent magnet-based tweezers system has also been 
reported by van Loenhout et al. [ 7 ]. They used a standard longitu-
dinal confi guration to initially twist DNA, but with a second mag-
net to pull the coiled tether horizontally. This was used in 
conjunction with the fl uorescent dye Cy3 to view plectoneme 
dynamics in DNA. While demonstrated using epifl uorescence, 
such a confi guration is not too dissimilar to that described by 
Schwarz et al. [ 6 ]. As with the methods of Graham et al. and 
Schwarz et al., lateral forces appear to be restricted, with magni-
tudes no greater than 3.2 pN reported. 

 An alternative approach to realization of a T-MT is to use elec-
tromagnets, whereby electromagnetic coils placed either side of 
the sample generate a relatively uniform magnetic fi eld [ 8 ]. While 
this confi guration was reported to yield forces of ~15 pN (using 
M280 SP-MS; Invitrogen), the use of a water-immersion objective 
necessitated a larger coil spacing, thus limiting forces to ~1.7 
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pN. Furthermore, resistive heating of the coils required implemen-
tation of an active water-cooling system; a problem characteristic 
of electromagnets [ 8 ,  9 ]. Through implementation of micro- 
fabricated electromagnets, Chiou et al. were able to achieve three- 
dimensional control of magnetic substrates [ 10 ]. This confi guration 
was reported to benefi t from reduced heat generation and produce 
applied forces exceeding 20 pN when acting on 2.8 μm diameter 
SP-MS, while maintaining compatibility with high numerical aper-
ture light microscopy and epi-illumination [ 10 ]. The notable dis-
advantage of such electromagnetic approaches is a signifi cant 
increase in implementation complexity relative to a permanent 
magnet-based tweezers system. 

 Several methods to manipulate individual DNA molecule 
extension while permitting simultaneous single-molecule fl uores-
cence observation have been reported. Despite this, there is no 
easily applicable, standardized approach for manipulating twist in a 
horizontal DNA template. The emerging trend is to adapt the 
established L-MT technique, in which DNA is extended orthogo-
nally from the tethering substrate, to permit extension within the 
observable plane of the microscope. However, the relatively few 
published techniques are limited in at least one of the following: 
maximum achievable applied force, optical spatial resolution and 
the capacity to generate truly horizontal tethers. Compromise 
between force and resolution is necessary since short sample-to- 
magnet separations are required to apply high force, yet such posi-
tioning is generally precluded by the large objective lenses used for 
high numerical aperture microscopy. Similarly, high spatial resolu-
tion and truly horizontal tethers have thus far been mutually exclu-
sive, with inclined extension from the lower sample surface used in 
conjunction  with   TIRF microscopy. 

 There is a need for an easily implementable approach to allow 
single-molecule localization experiments to be conducted on tor-
sionally constrained and characterizable DNA tethers. This can be 
realized through implementation of design alterations to the afore-
mentioned horizontal magnetic tweezers confi gurations. Firstly, 
use of thin fl uid cells (<10 μm) in which experiments are conducted 
limits bulk fl uorescence excitation, thus facilitating use of epi- 
illumination, as opposed to spatially  restricted   TIRF illumination. 
As a result, tethers can be extended horizontally in the center of 
the sample chamber, rather than attached to the lower surface and 
extended at an acute angle. Secondly, use of a long-working dis-
tance objective lens to permit reduced sample-to-magnet separa-
tions increases the applicable force range dramatically. Finally, use 
of nanoscopic fl uorescent probes (e.g., TransFluoSpheres; 
Invitrogen), rather than individual extrinsic organic dyes, reduces 
the deleterious effects sample photobleaching can have on the 
length of time over which DNA-associated events can be tracked. 
Additionally, the relatively large number of fl uorophores present in 
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a single TransFluoSphere further facilitates implementation of epi-
fl uorescence imaging, where reductions in signal-to-noise ratio 
relative  to   TIRF microscopy are inevitable. 

 In this chapter, a T-MT instrument is described which incor-
porates permanent magnets and a long-working distance micro-
scope objective (Fig.  1 ). This enables the permanent 
magnet–superparamagnetic microsphere distance to be minimized, 
thus increasing the maximum force that can be applied to the DNA 
tether. This allows a single DNA tether to be manipulated at exten-
sions equal to the molecular contour length determined by the 
B-form helix (=0.338 nm rise per base pair multiplied by number 
of base pairs in the DNA tether), where intramolecular interactions 
would occur with a very low probability (probability of loop for-
mation in stretched polymer chain estimated in ref.  11 ) and 
protein- mediated DNA looping could be probed. This design 
enables the entire length of the tether to be imaged using wide-
fi eld epifl uorescence  microscopy   at video rate (30 Hz) (Fig.  2 ) in 

  Fig. 1    Schematic diagram showing tethering confi guration for generating horizontal DNA tethers with a defi ned 
orientation. A single DNA tether is attached at one end to a 9 μm diameter Protein A/G:anti-digoxigenin IgG 
functionalized (PAG-AD) microsphere and at the other end to a streptavidin-functionalized superparamagnetic 
microsphere (SP-MS). The tether is extended horizontally using the force exerted on the superparamagnetic 
microsphere by a pair of permanent magnets. Fluorescently labeled DNA-bound protein could be observed 
from below using a long working-distance objective  lens   and wide-fi eld  epifl uorescence microscopy         
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  Fig. 2    ( a ) Optical confi guration of the transverse magnetic tweezers epifl uorescence microscope. Bright-fi eld 
illumination from a blue LED passes through the laser-coupling dichroic and is focused onto the CMOS camera 
by the tube lens. The excitation laser beam is expanded 4× using a Galilean beam expander and focussed to 
the back of the objective lens, whereby it excites fl uorophores in the sample. Fluorescence emission follows 
the same path as transmitted bright-fi eld light, but it is chromatically separated and focussed onto an intensi-
fi ed CCD camera. ( b ) Exploded diagram of sample stage and components for sample and magnet-pair spatial 
control. Samples are held above the objective lens on a custom-fabricated stage with a commercially pur-
chased micromanipulator for accurate sample translational control. A section cut from the stage allows the 
magnet pair to be brought into close proximity of the sample. The magnet pair is held in a clamp on the end of 
a rod connected to a stepper-motor-controlled rotational stage and the entire magnet-control assembly is 
placed on a one-dimensional micrometer-controlled translational stage, permitting precise movement of the 
magnets towards the sample. Since magnets are held with friction, magnet-pair separation can be easily 
adjusted if required       
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an easily constructed,    thin (~9 μm) sample chamber (Fig.  3 ). This 
will allow fl uorescently labeled targets to be visualized and tracked 
on the DNA tether as a function of DNA extension, i.e., applied 
force. By tracking the bright-fi eld image of the SP-MS at a high 
sampling frequency (≥60 Hz), the variance of the SP-MS excur-
sions in the lateral direction could be measured and, with the equi-
partition theorem, used to estimate the applied force on the DNA 
molecule (Fig.  4a ) [ 2 ,  12 ].

      The extension of the horizontal DNA was determined directly 
by measuring the distance between the pedestal microsphere (9 
μm diameter, functionalized with Protein A/G:anti-digoxigenin 
IgG) and the superparamagnetic microsphere ( M280 SP-MS func-
tionalized with streptavidin) (Fig.  1 ), then subtracting the micro-
sphere radii. The entropic elastic response of long DNA tethers 
(6000–36,000 base pairs, B-form contour length ≈ 2–12 μm) was 

  Fig. 3    Sample chamber preparation protocol for transverse magnetic tweezers 
microscope. ( a ) 10 μl of PAG-AD-MS mixture is deposited on a chemically 
cleaned quartz slide and trapped beneath a glass coverslip. ( b ) Opposite edges 
of the channel are sealed with nail varnish to create a fl ow-cell. ( c ) ~50 μl DNA- 
 M280 SP- MS mixture is introduced along one open side of the channel and drawn 
through using a piece of tissue paper applied to the opposite side. ( d ) Following 
introduction of all reagents, the chamber is sealed along the remaining edges 
with nail varnish       
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measured (i.e., applied force versus extension of DNA tether, 
Fig.  5 ), and it compared favorably to the predictions of the worm-
like chain model for a persistence length of 53 nm [ 13 ,  14 ]. In 
addition, we show that SP-MS can be spun at up to 6.7 Hz (Fig. 
 4b ) by rotating the magnetic fi eld on an axis coincident with the 
helical axis of the extended DNA tether. If a torsionally constrained 
DNA tether were utilized [ 2 ,  15 ], then positive or negative twist 

  Fig. 4    ( a ) Force applied to DNA tethered (20,000 and 36,000 bp) superparamagnetic microspheres by an 
external magnetic fi eld as measured through application of the equipartition theorem ( symbols ). This analysis 
treats DNA tethers as pendulums displaced from their equilibrium positions by thermal motion and relates the 
magnitude of the magnetic force acting on the tethers to the observed superparamagnetic microsphere lateral 
displacement sampled at a high video frame rate (60 fps, 1/200 s shutter time). ( b ) Rotation of DNA-tethered 
superparamagnetic microspheres. The permanent magnets were rotated using a computer-controlled stepper 
motor. Microsphere rotation was tracked in non-consecutive bright-fi eld images (from video collected at 30 
fps). Correlation between frequency of magnetic fi eld rotation and the observed microsphere rotation was 
observed up to 6.7 Hz. Higher rotational frequencies were not possible with the  M280 SP-MS. ( c ) Simultaneous 
bright-fi eld ( top ) and fl uorescence ( bottom ) images from the T-MT epifl uorescence microscope. Sample con-
taining ~0.1 nM TransFluoSpheres (diameter = 40 nm,  λ  ex  = 488 nm,  λ  em  = 655 nm) and  M280 SP-MS (diame-
ter = 2.8 μm) was viewed using an intensifi ed CCD camera. The  M280 SP-MS are intrinsically fl uorescent, thus a 
narrow (655/20) band-pass fi lter must be used to select the TransFluoSphere fl uorescence emission       
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could be introduced at a constant elongational force to generate 
DNA supercoils.     Simultaneous   observation of the DNA tether by 
epifl uorescence microscopy is possible and individual 40 nm diam-
eter TransFluoSpheres can be detected (Fig.  4c ). This enables fl uo-
rescently labeled proteins to be tracked and their stoichiometry to 
be quantifi ed while the degree  of   DNA supercoiling is monitored 
or actively manipulated in real-time.

2       Materials 

       1.    25 mM MES buffer: Dissolve 1.22 g anhydrous 2-[ N - 
morpholino]ethanesulfonic acid (MES, Sigma) in water (heat-
ing to 50 °C will aid dissolution) and add 31 ml of 0.1 M 
NaOH. Allow solution to cool and then increase the volume 
to 250 ml with water and check pH = 6.   

   2.    Phosphate-buffered saline (PBS): Add 8 g NaCl, 1.44 g 
Na 2 NPO 4 , 0.24 g KH 2 PO 4 , and 0.2 g KCl to 800 ml of ultra-
pure water (resistivity of 18.2 MΩ cm). Adjust pH to 7.4 and 
increase volume to 1 L, then sterilize by autoclaving or 
fi ltering.   

2.1  Buffers 
and Special Reagents

  Fig. 5    Plot of measured force as a function of DNA tether extension. A small initial 
force (<1 pN) is required to achieve a relative extension of 0.8; however, the 
force necessary to continue extension increases rapidly beyond this point. This 
entropic elastic response is in good agreement with the theoretical, worm-like 
chain model (36,000 bp DNA contour length = 12.2 μm, persistence length = 53 
nm). Inset bright-fi eld images: Video frames taken from a transverse magnetic 
tweezers experiment, where increasing force applied by the magnet pair (rela-
tively positioned at the  top  of the image) pulls the smaller superparamagnetic 
microsphere away from the larger, stationary microsphere ( bottom  of image). 
Agreement here further demonstrates the successful and reliable manipulation 
of a single DNA molecule       
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   3.    Tris–EDTA (TE): 10 mM Tris–HCl and 1 mM EDTA. Adjust 
pH to 8.0.   

   4.    BSA coat buffer (BCB): 10 mM Tris–HCl, 172 mM NaCl, 1 
mM EDTA, and 1 mg/ml acetylated BSA. Adjust pH to 8.0.   

   5.    Tethering buffer (TetB): 10 mM Tris–HCl, 172 mM NaCl, 1 
mM EDTA, and 0.1 mg/ml acetylated BSA. Adjust pH to 8.0.   

   6.    20 mg/ml acetylated BSA (Sigma)      

       1.    4 % (w/v) aldehyde-sulfate polystyrene-latex microspheres (~9 
μm diameter, Molecular Probes).   

   2.    BSA-passivated 1.5 ml microcentrifuge tubes ( see   Note    1  ).   
   3.    5 mg/ml Purifi ed Recomb® Protein A/G from   E. coli    (Pierce).   
   4.    1 M glycine: Dissolved in PBS.   
   5.    5 mg/ml sheep anti-digoxigenin polyclonal IgG (AbD Serotec).      

       1.    Degassed buffer: Relevant buffer degassed under vacuum with 
stirring for at least 15 min. Degassed buffer is stored in a plas-
tic syringe fi tted with a 25-G needle and used immediately.   

   2.    1 M dithiothreitol (DTT, Melford).   
   3.    300 mg/ml glucose (Fisher Scientifi c).   
   4.    10 mg/ml glucose oxidase (Sigma) stored as single-use ali-

quots at −20 °C.   
   5.    2 mg/ml catalase (Sigma) stored as single-use aliquots at −20 °C.   
   6.    1 ml plastic syringe fi tted with a 25-G needle to minimize air- 

exposure of buffer      

       1.    Borosilicate glass coverslips (No. 1, 22 mm × 64 mm; 
Menzel-Gläser).   

   2.    Quartz slides (1 mm thick, 75 mm × 25 mm; UQG Optics Ltd.).   
   3.    2 % (v/v) Neutracon (Decon Laboratories Ltd.).      

       1.    ~2 % (w/v) anti-digoxigenin-functionalized ~9 μm diameter 
polystyrene-latex microspheres (PAG-AD-MS).   

   2.    Dynabeads® M280 streptavidin-labeled superparamagnetic 
microspheres ( M280 SP-MS, 2.8 μm diameter; Invitrogen) (alter-
native SP-MS are also compatible,  see   Note    2  ).   

   3.    Double-stranded DNA template differentially end-labeled 
with biotin and digoxigenin was prepared according to a pub-
lished method [ 16 ].   

   4.    TransFluoSphere (488/645) streptavidin-labeled micro-
spheres (40 nm diameter; Invitrogen).   

   5.    Cubic gold-plated NdFeB magnet (5 mm × 5 mm × 5 mm; 
Supermagnete).   

2.2  Preparation 
of Microspheres 
Labeled with Anti- 
digoxigenin 
(PAG-AD-MS)
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   6.    Clear nail varnish.   
   7.    Lint-free optical tissue (SPI Supplies, Structure Probe Inc.).      

       1.    DNA is extended and torsionally constrained using a transverse 
magnetic tweezers (T-MT) setup. The microscope is entirely 
constructed using a 30 mm cage system (ThorLabs) as detailed 
elsewhere [ 17 ]. This confi guration combines wide-fi eld epi- 
illumination and bright-fi eld illumination to permit simultane-
ous observation of fl uorescently labeled DNA-bound enzymes 
and measurement of applied force (via equipartition analysis of 
SP-MS motion [ 12 ]).   

   2.    Fluorescence excitation is provided by a diode laser ( λ  ex  = 488 
nm, 75 mW; Coherent Sapphire) with the beam diameter 
expanded 4× using a lens pair (focal lengths = 40 and 160 mm, 
diameters = 16 and 25 mm, respectively; Comar) in Galilean 
beam expander confi guration. The laser is focussed to the back 
aperture of the objective lens and is coupled into the optical 
path using a dichroic fi lter (refl ection at  λ  = 498 and 581 nm, 
FF498/581; Semrock) ( see   Note    3  ).   

   3.    Bright-fi eld illumination is provided by a blue LED ( λ  max  = 455 
nm; ThorLabs) and is isolated from the fl uorescence signal 
using a second dichroic fi lter (590 DCXR; Optical Insights) 
held in a Dual-Cam™ image splitter (Optical Insights). This 
simultaneously projects two chromatically separated images 
onto separate cameras for fl uorescence (HQ655/20 band pass, 
Chroma; IC-300B intensifi ed CCD, Photon Technology 
International) and bright-fi eld (DMK 22BUC03 CMOS; The 
Imaging Source GmBH) imaging.   

   4.    A long working-distance objective lens (W.D. = 10.1 mm; 
N.A. = 0.55; CFI LU Plan EPI ELWD, Nikon) is used for sam-
ple imaging due to spatial compatibility with the cubic NdFeB 
magnets, which are placed between the sample and lens.   

   5.    The NdFeB magnets are friction-clamped at the end of an alu-
minum arm, which is mounted on a rotational stage ( see   Note  
  4  ). This is mounted on a translational stage, allowing the mag-
net pair to be rotated next to the sample at a user-defi ned dis-
tance. The magnets are aligned in a parallel, but opposed 
biaxial confi guration with a gap of 0.4 mm, corresponding to 
the minimum separation possible with the sample chamber 
able to move freely between them.   

   6.    A modifi ed microscope stage is used, which permits the mag-
net arm to travel laterally towards the sample, in the plane of 
the sample.   

   7.    Forces are measured through application of the equipartition 
function, relating variance of lateral SP-MS excursions to the 
applied force [ 12 ].       

2.6  Combined 
Magnetic Tweezers 
and Epifl uorescence 
Microscope
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3    Methods 

       1.    The 9 μm diameter sulfate-aldehyde functionalized polystyrene- 
latex microspheres (MS) are washed prior to functionalization 
in the following manner: 0.6 ml of 4 % (w/v) MS is added to 
0.6 ml of 25 mM MES buffer (pH 6.0) in a BSA-coated micro-
centrifuge tube ( see   Note    1  ) and agitated by vortexing at 
1200 rpm for 30 s. The suspension in then centrifuged ( see  
 Note    5  ) at 750 ×  g  for 2 min to pellet the MS. The supernatant 
is removed and is immediately replaced by an equal volume of 
fresh 25 mM MES buffer (pH 6.0). This process is repeated 
twice more with the fi nal resuspension in 1.2 ml 25 mM MES 
buffer (pH 6.0).   

   2.    Add 100 μl 5 mg/ml Protein A/G (fi nal concentration is 
~0.385 mg/ml) and incubate overnight at room temperature 
(~20 °C) on a vertically inclined rotating turntable (or mix in 
an equivalent gentle manner) to prevent PAG-MS 
sedimentation.   

   3.    Following incubation, pellet the MS by centrifugation at 
750 ×  g  for 2 min, then remove the supernatant and resuspend 
in a 1.2 ml 1 M glycine. Incubate this solution at room tem-
perature for 40 min on a vertically inclined rotating turntable 
(or mix in an equivalent gentle manner).   

   4.    After incubation with glycine, vortex and centrifuge the MS as 
described in  step 1 , then remove the supernatant and resus-
pend in 1080 μl PBS (pH 7.4) and 120 μl 20 mg/ml acety-
lated BSA (add the PBS fi rst). Repeat this wash step two further 
times with the fi nal resuspension in 1074 μl PBS (pH 7.4), 120 
μl 20 mg/ml acetylated BSA, and 6 μl 2 % (w/v) sodium azide.   

   5.    Protein A/G MS (PAG-MS) can be stored for extended dura-
tions (up to 6 months) in a fresh BSA-passivated microcentri-
fuge tube at 4 °C until required.   

   6.    Prior to conjugation of anti-digoxigenin IgG, 100 μl PAG-MS 
is added to 100 μl TetB in a fresh BSA-passivated 0.5 ml micro-
centrifuge tube. The PAG-MS are washed three times with 
0.2 ml TetB using the vortex, centrifugation and resuspension 
protocol from  step 1 . Resuspend in 100 μl TetB after the fi nal 
wash step.   

   7.    Add 3.2 μl 5 mg/ml anti-digoxigenin IgG (fi nal concentration 
is 0.16 mg/ml) to 100 μl PAG-MS solution and incubate at 
room temperature for 1 h on a vertically inclined rotating turn-
table (or mix in an equivalent gentle manner).   

   8.    Following the incubation, the anti-digoxigenin functionalized 
PAG-MS (PAG-AD-MS) are washed three times with 0.2 ml 
TetB using the vortex, centrifugation, and resuspension protocol 
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from  step 1 . Resuspend in 100 μl TetB after the fi nal wash 
step.   

   9.    Store the ~2 % (w/v) anti-digoxigenin functionalized PAG-MS 
(PAG-AD-MS) in a fresh BSA-passivated 0.5 ml microcentri-
fuge tube at 4 °C and use within 24 h ( see   Note    6  ).      

       1.    Mix 960 μl degassed experimental buffer (normally TetB), 20 
μl 1 M DTT, 10 μl 300 mg/ml glucose, 5 μl 10 mg/ml glu-
cose oxidase, and 5 μl 2 mg/ml catalase in a 1.5 ml microcen-
trifuge tube.   

   2.    To minimize solution exposure to air, transfer to a 1 ml plastic 
syringe fi tted with a 25-G needle.   

   3.    Store oxygen scavenger solution on ice (or at 4 °C) and use 
within 24 h.      

       1.    Place glass coverslips in a rack inside a water bath-compatible 
container ( see   Note    7  ).   

   2.    Add 2 % (v/v) Neutracon solution so that coverslips are com-
pletely submerged, then sonicate ( see   Note    8  ) coverslips at 50 
°C for 10 min.   

   3.    Following sonication remove rack from cleaning solution and 
rinse thoroughly with deionized water (18.2 MΩ cm), then 
blow dry with fi ltered compressed air. Store coverslips in a 
sealed dust-free container until required.   

   4.    Repeat the process for quartz slides ( see   Note    9  ).      

          1.    Prior to coupling to DNA, streptavidin-functionalized super-
paramagnetic M280 microspheres ( M280 SP-MS) are washed 
using the following process: Add 50 μl of 1 % (w/v)  M280 SP-MS 
to a 0.5 ml microcentrifuge tube, then increase total volume to 
80 μl by adding TetB and mix gently. Hold an NdFeB magnet 
directly next to the tube and allow  M280 SP-MS to collect on 
tube wall for 60 s. Gently remove supernatant while the mag-
net is still in contact with the tube, then remove the magnet 
and resuspend in 80 μl TetB. Vortex microspheres at 1200 rpm 
for 30 s to ensure complete resuspension of the  M280 SP-MS pel-
let. Repeat the process twice more, with the fi nal resuspension 
in 79 μl TetB to yield a ~0.6 % (w/v) solution.   

   2.    To tether DNA to  M280 SP-MS, add 1 μl 2.8 nM differentially 
end-labeled DNA ( see   Note    10  ) to the microcentrifuge tube 
and incubate at room temperature for 1 h on a vertically 
inclined rotating turntable (or mix in an equivalent gentle 
manner).   

   3.    Following incubation, any uncoupled DNA is removed from 
solution using the washing process described in  step 1 , with 
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each resuspension in 160 μl of TetB. Store the sample on ice 
(or at 4 °C) and use within 24 h.   

   4.    Take a clean quartz slide and place a 10 μl drop of 2 % (w/v) 
PAG-AD-MS in the center (Fig.  3a ). Carefully place a 
Neutracon- cleaned coverslip over the droplet (Fig.  3a ). 
Through capillary action, the solution should distribute evenly 
beneath the coverslip.   

   5.    Seal opposite edges of the coverslip to the slide surface using 
nail varnish (Fig.  3b ) ( see   Note    11  ). Allow 10 min for the nail 
varnish to harden, ensuring the chamber does not dry out dur-
ing this period via evaporation at the open edges. TetB can be 
pipetted (~10 μl) along the open edges to prevent this 
occurring.   

   6.    Once the varnish is dry, 10 μl of the DNA- M280 SP-MS sample 
is pipetted along one of the open edges. A sheet of lint-free 
optical tissue is placed along the opposite open edge to pull the 
sample through the chamber (Fig.  3c ). Continually replenish 
the DNA- M280 SP-MS until 50 μl of DNA- M280 SP-MS sample 
has passed through the chamber. This process can take up to 
10 min ( see   Note    12  ).   

   7.    Add 10 μl  TransFluo  Sphere-labeled DNA-binding protein 
(incorporating a biotin-tag) containing solution with a pipette 
along the open edge and use a fresh lint-free optical tissue to 
pull the sample through the chamber ( see   Note    13  ). The fi nal 
concentration of TransFluoSpheres should be <1 nM (in 
experimental buffer with oxygen scavenging system added) to 
reduce the  background   fl uorescence. A higher concentration 
of fl uorescently labeled DNA-binding protein can be loaded in 
the chamber to facilitate DNA association; however, the 
fl uorophore- containing buffer in the chamber must be 
exchanged with fresh experimental buffer until the background 
fl uorescence is reduced enough to resolve single 
TransFluoSpheres (wash with 50–100 μl buffer,  see   Note    14  ).   

   8.    Use another lint-free optical tissue to remove any excess liquid 
from the open edges, then seal with nail varnish (Fig.  3d ). Wait 
for 10 min for nail varnish to dry before using sample.      

       1.    To prevent premature DNA-shearing, retract the magnet pair 
to a minimum separation of 10 mm from the nearest sample 
edge. Rotate the magnets to the vertical position, such that the 
air gap between them is aligned with the sample (Fig.  2b ); this 
will allow the magnets to pass around the sample when the 
sample- magnet separation is reduced.   

   2.    Take the assembled sample (from Subheading  3.4 ) and place 
coverslip side down on the microscope stage. Clamp in place 
using the micromanipulator and focus the objective lens on the 
AD-MS and  M280 SP-MS in the chamber.   

3.5  Manipulation 
of DNA-Tethered 
Superparamagnetic 
Microspheres
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   3.    Slowly move the magnet pair towards the sample until the 
 M280 SP-MS begin to move freely in response to the magnetic 
fi eld. Leave sample to stand until no further  M280 SP-MS motion 
is observed. At this point, all remaining  M280 SP-MS in the sam-
ple volume should be tethered or nonspecifi cally immobilized 
on the chamber surface. Nonspecifi cally adsorbed  M280 SP-MS 
can be easily distinguished from DNA tethered  M280 SP-MS by 
their lack of thermally induced motion at low applied forces 
( F  < 2 pN) ( see   Note    15  ).   

   4.    Measurement of force acting on  M280 SP-MS requires acquisi-
tion of high-speed video (≥60 fps) of tethered  M280 SP-MS for 
at least 15 s ( see   Note    16  ). The  M280 SP-MS centroid is tracked 
using a particle-tracking algorithm ( see   Note    17  ) to obtain 
 M280 SP-MS xy-coordinates. The variance of the lateral 
 M280 SP-MS displacement (i.e., relative to helical axis of tethered 
DNA) is translated into applied force using the equipartition 
theorem [ 12 ].   

   5.    The elastic properties of the DNA tether are characterized by 
obtaining force ( F , measured as described above) versus exten-
sion ( x ) data. From this data, it is possible to determine the 
apparent contour length ( L  o ) and persistence length ( L  p ) of the 
tether, thus confi rming whether a single or multiple DNA 
molecules are forming the tether. In order to obtain the  F  ver-
sus  x  data, the distance between the microspheres is increased 
or decreased incrementally by translating the magnet pair. The 
PAG-AD-MS to  M280 SP-MS distance is determined at discrete 
molecular extensions and used to obtain  x  for the DNA mole-
cule after subtracting the microsphere radii. The inextensible 
worm-like chain model of DNA elasticity [ 13 ] is then used to 
relate  F ,  x ,  L  o ,  L  p  and thermal energy ( kT ) at the experimental 
temperature ( T ).       

4                       Notes 

     1.    Add 100 μl 20 mg/ml acetylated BSA to 900 μl of PBS (pH 
7.4) in the 1.5 ml microcentrifuge tube to be passivated. 
Attach tubes to a vertically inclined rotating turntable (or mix 
in an equivalent gentle manner) while incubating at room 
temperature (~20 °C) for 1 h. The BSA mixture is discarded 
and tubes are subsequently washed three times with 1 ml of 
ultra-pure water (18.2 MΩ cm). Tubes are stored at 4 °C until 
required.   

   2.    In addition to  M280 SP-MS (Invitrogen), successful tether for-
mation and manipulation was demonstrated using Dynabeads® 
MyOne streptavidin-labeled T1 superparamagnetic micro-
spheres (1.05 μm diameter; Invitrogen).   
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   3.    Specifi ed optical components are also compatible with replace-
ment of 488 nm laser with one centered on 561 nm.   

   4.    The stepper motor (Reliance Cool Muscle, Reliance Precision 
Limited) coupled to the rotational stage is remotely operated by 
custom software (5000 positions per revolution) created in 
Microsoft Visual Studio (Microsoft Corporation). Closed- loop 
vector drive control ensures motor positioning is ultra smooth.   

   5.    A bench-top microcentrifuge can be used for this centrifuga-
tion step.   

   6.    Once functionalized with anti-digoxigenin, microspheres 
should be used within 24 h. Degradation of functionalization 
will be evident as a decrease in the frequency of DNA tether 
formation.   

   7.    Racks for sonication should allow coverslips/slides to be 
spaced at least 1 mm apart to ensure good access for the clean-
ing solution. Racks must fi t into water bath-compatible con-
tainers, such that coverslips/slides can be completely 
submerged in cleaning solution.   

   8.    A sonicating water bath (Ultrawave Ltd.) is used for cleaning 
coverslips/slides.   

   9.    Quartz slides can be reused after cleaning. Soak slides over-
night in acetone to remove nail varnish and coverslips. The 
slides are then cleaned as follows: 10 min sonication ( see   Note  
  8  ) in isopropanol, rinse with deionized water, 10 min sonica-
tion in 1 M KOH (no heating), rinse very well with deionized 
water, immerse in fresh absolute ethanol, transfer to clean slide 
holder and incubate at 70 °C until dry. Store clean slides in a 
sealed dust-free container until required.   

   10.    The DNA concentration can be decreased to change the ratio 
of DNA to  M280 SP-MS and reduce the likelihood of multiple 
DNA tethers forming. For example, DNA concentrations of 
3.4 and 10 pM correspond to a 5- and 15-fold excess relative 
to the  M280 SP-MS, respectively.   

   11.    During coverslip placement and edge sealing, motion of the 
coverslip should be minimized. At 10 μl, the deposited sample 
droplet should be suffi ciently small that the coverslip binds 
tightly to the slide. If this is not the case, reduce the deposited 
volume.   

   12.    Progress of the DNA- M280 SP-MS sample through the chamber 
can be observed due to the dark brown color of the 
 M280 SP- MS. If the fl ow rate is too low, the chamber can be 
tilted slightly using a pipette tip under one edge. Continued 
failure to obtain buffer fl ow is likely an indication that a larger 
initial droplet of AD-MS is required.   

   13.    Samples containing TransFluoSpheres should be handled in a dark-
ened room in order to minimize fl uorophore photobleaching.   
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   14.    This step can be omitted if TransFluoSphere labeling is not 
required. If the step is omitted, the chamber must be fl ushed 
with fresh experimental buffer (50–100 μl) to remove unteth-
ered SP-MS before proceeding to  step 8  of Subheading  3.4 .   

   15.    The rate of nonspecifi c adsorption is minimized by inclusion 
of BSA in TetB, which passivates the surface during  step 6  of 
Subheading  3.4 . If excessive adsorption is observed, the cham-
ber can be washed with BCB (50–100 μl) prior to addition of 
the DNA- M280 SP-MS sample.   

   16.    Image acquisition rate must be shorter than the characteristic 
relaxation time of the system ( τ  0 ) [ 18 ]. Acquisition times lon-
ger than this will result in blurring of the microsphere image 
and a perceived reduction in amplitude of oscillation.   

   17.    In each video frame, a small region of interest (ROI) is isolated 
round the SP-MS to be tracked. This ROI is rotated 180° and 
spatially shifted relative to the non-rotated ROI using image 
registration-based cross-correlation ( imregister.m  function; 
MATLAB, MathWorks) [ 19 ]. Localized SP-MS positions in 
adjacent frames are linked using a nearest- neighbor approach 
(up to user-defi ned spatial and temporal thresholds).            
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    Chapter 8   

 Probing Chromosome Dynamics in  Bacillus subtilis                      

     Alan     Koh     and     Heath     Murray      

  Abstract 

   Research over the last two decades has revealed that bacterial genomes are, in fact, highly organized. The 
goal of future research is to understand the molecular mechanisms underlying bacterial chromosome archi-
tecture and dynamics during the cell cycle. Here we discuss techniques that can be used with live cells to 
analyze chromosome structure and segregation in the gram-positive model organism  Bacillus subtilis .  

  Key words     Microscopy  ,   Fluorescent protein  ,   Chromosome  ,   DNA replication  ,   DNA segregation  , 
  Prokaryote  

1      Introduction 

 Research into genome organization and dynamics was fi rst estab-
lished in eukaryotic cells where the condensation and segregation 
of chromosomes could be readily observed using microscopy tech-
niques. Initial approaches with bacterial cells engendered the belief 
that chromosomes were compacted but largely unstructured, as 
they did not display the obvious hallmarks of cell cycle condensa-
tion and  segregation   detected in more complex organisms. 
However, advances in live cell  fl uorescence microscopy   have 
revealed that, in fact, bacterial chromosomes are highly  organized  . 
Furthermore, recent evidence strongly suggests that bacterial 
genomes are actively segregated and positioned within cells to 
facilitate accurate genetic inheritance. Bacterial cells, with their 
relatively small genomes and rapid generation times, provide excel-
lent model systems with which to understand fundamental princi-
ples of DNA organization and dynamics. 

 In most bacteria the critical processes of  DNA   replication and 
 segregation   are coupled during the cell cycle so that following ini-
tiation of DNA synthesis the two daughter origin regions are rap-
idly segregated away from each other [ 1 ,  2 ]. Newly synthesized 
DNA molecules are thought to be compacted and organized into 
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various domain structures to facilitate segregation [ 3 ,  4 ]. Although 
several factors have  been   identifi ed that are important for  bacterial 
  chromosome organization and segregation (e.g., condensin, 
ParABS), deletion of such  systems   often result in either mild or 
conditional phenotypes, presumably because the overlapping 
nature of these processes allow the remaining systems to compen-
sate for each other [ 1 ,  5 – 8 ]. Thus, the aims of future studies will 
be to identify  unknown    bacterial   chromosome organization and 
segregation factors and to determine how these systems synergize 
to ensure accurate genome inheritance. In order to achieve these 
goals researchers will need tools for the characterization of DNA 
localization and movement within single cells. Below we describe 
methods to analyze DNA dynamics in the bacterium  Bacillus sub-
tilis , a model organism that is particularly advantageous because its 
chromosome can be easily manipulated using genetic engineering 
methods and because it has the ability to differentiate into a 
 dormant spore which requires specifi c developmental regulation of 
its chromosome copy number and localization (Fig.  1 ).

   The tool used most frequently to study DNA localization in 
living cells is the green fl uorescent protein (GFP), along with its 
derivatives that have distinct excitation and emission properties to 
allow multicolor imaging (cyan = CFP, yellow = YFP, red = RFP). 
These reporters can be genetically fused to a protein of interest in 
order to assess its position within the cell. No fi xation or permea-
bilization is required for this approach; thus, the signal detected 
can be observed during live cell growth and development. Although 
it is possible to use fl uorescent intercalating dyes to stain DNA in 
live cells (Fig.  2a ), we have found that there are several drawbacks: 
(a) the most commonly used stain DAPI is excited using short 
wavelengths of light which can damage DNA upon prolonged 
exposure; (b) alternative stains excited with longer wavelengths are 
available but more expensive; (c) most signifi cantly we have 
observed that staining is often heterogeneous within a population 
of cells, impeding quantitative analysis.

   To easily visualize the  entire   bacterial nucleoid, FPs can be 
fused to the highly abundant nucleoid associated histone-like pro-
tein (HBsu) (Fig.  2a ) [ 9 ]. Coupling this with lipophilic membrane 
dyes (e.g., FM5-95, Nile red) allow bulk chromosome localization 
and dynamics to be studied in individual cells. 

 For more specifi c labeling of the   B. subtilis    chromosome at 
the DNA  replication   origin and terminus regions, the endoge-
nous Spo0J/ParB and replication terminator protein (RTP) pro-
teins can be tagged with FPs, respectively. These DNA  binding 
proteins   localize to multiple recognition motifs within these 
regions and generate a punctate fl uorescent signal within cells 
(Fig.  3a, b ) [ 10 – 12 ]. Furthermore, by measuring the position of 
the FP tagged origins/terminus or counting the number of ori-
gins within each cell; one could quickly determine the location of 
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 these   tagged regions and the rate of DNA replication initiation 
respectively (Fig.  3c–e ).

   In addition to visualizing the replication origin and terminus 
regions using endogenous proteins, any genetic locus of interest 
can be investigated by integrating arrays of operator sites that are 
recognized by fl uorescently labeled  DNA   binding proteins. The 
two commonly used systems in   B. subtilis    are based on the repres-
sor proteins TetR (binding  tetO ) and LacI (binding  lacO ) (Fig.  4 ) 
[ 13 ,  14 ]. We wish to highlight the systems constructed by the 
Sherratt Lab in which the repeated operator sites within the arrays 
are separated by randomized 10 base pair sequences to reduce 

  Fig. 1     Bacillus subtilis  developmental pathways. Cartoon representation showing the different growth patterns 
of  Bacillus subtilis . ( a ) Under favorable conditions,   B. subtilis    undergoes  vegetative growth   and divides by binary 
fi ssion ( Green dotted box ). ( b ) During conditions of nutrient deprivation and high cell density,   B. subtilis    under-
goes a differentiation process that involves the formation of a stress resistant spore. ( i  and  ii )  Sporulation   
requires a diploid state where the chromosomes form an axial fi lament and the replication origin regions ( green 
circle ) are anchored to the cell poles by RacA and DivIVA. Formation of the asymmetric septum ( orange dotted 
ring ) near one pole leads to the capture of ~25 % of the chromosome surrounding  oriC  in the forespore. The 
remaining ~75 % of the chromosome in the mother cell is then pumped into the forespore by the translocase, 
SpoIIIE. ( iii ) As  sporulation   proceeds, the forespore is engulfed by the mother cell. ( iv ) Following spore maturation 
the mother cell will lyse, releasing the spore into the environment. ( v ) Spores remain dormant until conditions 
favorable for growth are encountered, whereupon they will germinate and resume  vegetative growth         
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recombination and the tetramerization domains of the repressors 
have been removed to prevent DNA looping [ 15 ]. Moreover, by 
fusing  DNA   binding proteins to different FPs with distinct spectral 
properties (e.g., GFP/RFP or CFP/YFP) allowed multiple chro-
mosomal features to be visualized simultaneously (Fig.  5 ) [ 6 ,  15 ].

    At this point it is important to note that each of the DNA 
labeling strategies outlined above have potential shortcomings. 
First, FP-tags on endogenous proteins will always alter activity to 
a degree, so although cell growth  and   chromosome organization/
segregation may appear normal in an otherwise wild-type strain 
background, combining multiple FP-tagged proteins in one strain 
or combining FP-tagged proteins with other mutants may result 
in synthetic phenotypes [ 16 ]. Second, the repressor/operator 
arrays have the capacity to block replisome progression [ 17 ]. This 
problem can be mitigated by using arrays containing a small 

  Fig. 2    Bulk chromosome localization within the cell. Strains were grown at either 30 or 37 °C until mid- 
exponential phase. Cell membranes were stained with FM5-95 dye to distinguish individual cells. ( a ) Bulk 
chromosome morphology was visualized with ( i ) the nucleoid associated DNA binding protein HBsu-GFP or ( ii ) 
 the   DNA stain DAPI. ( b ) The origin region and the nucleoid were visualized simultaneously using TetR-YFP bind-
ing to a  tetO  array (~150 operator sites) inserted near the replication origin (359°) and the nucleoid visualized 
with HBsu-RFP       
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  Fig. 3    Visualization of the replication origin and terminus with fl uorescently labeled proteins. Strains were grown 
at 37 °C until exponential phase. Cell membranes were stained with FM5-95 dye to distinguish individual cells. 
( a ) The origin can be visualized using Spo0J-GFP binding to origin proximal  parS  sites ( grey dots ). The  spo0J-gfp  
fusion was expressed from its native locus at 359°. ( b )The terminus can be visualized using RTP-GFP binding 
to nine  ter  sites located at the terminus region ( green dots ). The  rtp-gfp  fusion was expressed from its native 
locus located at 178°. ( c ) The origin/terminus localization assay was used to determine the position of each 
chromosome region within the long axis of the cell. The origin position was determined by visualizing the  oriC  
region using either Spo0J-GFP binding to origin proximal  parS  sites or TetR-GFP binding to a  tetO  array near the 
replication origin. Schematic diagrams illustrate the measurements for either the ( i ) origin or ( ii ) terminus posi-
tion in cells with two foci. For a detailed explanation of the measurement, please  see  Subheading  3.6 . ( d ) 
Quantifi cation of origin and terminus localization within the cell. Approximately 100 cells were measured for 
each reporter strain. The 95 % confi dence intervals for the mean were calculated. ( e ) The origin counting assay 
was used to determine the average rate of DNA replication initiation. Reporter strains using Spo0J-GFP binding 
to origin proximal  parS  sites were grown at 37°. Cell membranes were stained with FM5-95 dye to distinguish 
individual cells. Qualifi cation of Spo0J-GFP foci per cell in the wild-type strain ( green bar ) and a mutant that 
overinitiates DNA replication ( red bar ) reveals the mutant phenotype (for each strain approximately 500 cells 
were analyzed). For a detailed explanation of the measurement, please  see  Subheading  3.7        
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number of binding sites or lowering the expression level of the 
FP-tagged repressor, although the trade-off is that the fl uorescent 
signal will also be diminished. Since no single labeling technique 
is without caveats, it is advisable to utilize multiple approaches 
where possible. 

  Fig. 4    Construction of the TetR ltetO  and LacI /lacO  reporter system in   B. subtilis   . Cartoon representation show-
ing the construction of the reporter systems. ( i ) Organization of the  lacO/tetO  operator sequence (up to 240 
operator repeats) arranged into arrays that contains 10 base pairs of randomized nucleotide sequence between 
each operator sequence. ( ii ) Plasmids containing either the  tetO  array or  tetR-gfp  are stably integrated into the 
chromosome by double-crossover. ( iii ) Successful construction allows visualization of the  tetO -proximal locus 
bound by TetR-GFP  using    epifl uorescence microscopy         
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  Fig. 5    The origin separation assay. Strains were grown at 30 °C in minimal growth media to avoid overlapping 
rounds  of   DNA replication. ( i ) Schematic diagram showing the location of the  tetO  array (~150) inserted near 
the replication origin (359°) (visualized using TetR-YFP;  green dot ) and the location of the  lacO  array (~150) 
inserted ~150 kb down the left chromosome arm at 345° (visualized using Lacl-CFP;  red dot ). ( ii ) A newborn 
cell that recently underwent cell division. ( iii ) A cell has  initiated   DNA replication and segregated the duplicated 
origin regions. ( iv ) DNA replication and segregation proceeds normally. ( v ) Successful formation of two identi-
cal daughter cells. ( vi ) A cell displaying a defect in separation of sister origins       
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 To study chromosome dynamics it can be useful to  synchro-
nize   DNA replication and  segregatio  n events. There are two read-
ily available approaches to synchronize   B. subtilis    cells. First, the 
 DNA   replication cycle can be arrested at the initiation stage using 
temperature sensitive alleles of initiation proteins (e.g., the helicase 
loader gene  dnaB134   ts  ) [ 18 ]. After allowing ongoing rounds of 
DNA synthesis  and   segregation to be completed, dropping the cul-
ture to the permissive temperature produces a synchronous round 
of chromosome replication and segregation (Fig.  6b ) [ 19 ].

   Second, a liquid culture of   B. subtilis    can be resuspended in 
medium that stimulates the  sporulation   developmental pathway 
(Fig.  1b ). During sporulation cells are arrested as diploids and the 
two chromosomes adopt an extended conformation (the axial fi la-
ment) with the chromosome origin region anchored to the cell 
pole by RacA [ 20 – 23 ]. Asymmetric cell division will then trap 
~25 % of the chromosome into the forespore. As  sporulation   pro-
ceeds the remaining chromosome is pumped into the forespore by 
the translocase SpoIIIE before the spore is engulfed by the mother 
cell to complete maturation [ 23 – 25 ]. Thus,  synchronizing 
   sporulation initiation offers the opportunity to study unique 
aspects  of   chromosome organization and segregation (Fig.  7b ).

   Here we describe methodologies in  live cell imaging   to study 
chromosome dynamics in   B. subtilis   , with a particular focus on the 
localization and separation of  the   DNA replication origin.  

2    Materials 

 All solutions are prepared using ultrapure water and analytical 
grade reagents. All solutions and reagents are prepared and stored 
at room temperature unless specifi cally stated. All waste disposals 
were carried out using approved disposal procedures. All compo-
nents are sterilized either by autoclaving at 15 psi for 30 min or for 
heat-labile solutions by fi ltering (0.45 μm). 

       1.    Overnight culture Spizizen minimal medium (SMM) based 
media: 0.2 % NH 4 SO 4 , 1.4 % K 2 PO 4 , 0.6 % KH 2 PO 4 , 0.1 % 
sodium citrate dehydrate, 0.02 % MgSO 4 , 0.01 mg/ml 
Fe-NH 4 - citrate, 6 mM MgSO 4 , 0.1 mM CaCl 2 , 0.13 mM 
MnSO 4 , 1 μM ZnCl 2 , 2 μM thiamine, 0.1 % glutamate, 0.02 
mg/ml tryptophan, 200 μg/ml casein hydrolysate, 2.0 % suc-
cinate, and inducers as needed (1 μg/ml tetracycline, 500 ng/
ml anhydrotetracycline, or 1 mM IPTG).   

   2.    SMM based media supplemented with the following carbon 
source: 2 % succinate for slow growth, 2 % glucose for medium 
growth or 2 % glucose + 200 μg/ml casein hydrolysate for fast 
growth. Note that no inducer should be added into the fresh 
media.   

2.1  Origin 
Separation, Counting, 
and Positioning Assay
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  Fig. 6    Synchronization  of   DNA replication using a  dnaB134   ts   mutant and localization of the replication origin 
using Spo0J-GFP. ( a ) Experimental overview showing the major steps involved in  synchronizing   DNA replica-
tion in a  dnaB134   ts   mutant. For a detailed explanation of the procedure,  see  Subheading  3.2 . ( b ) The origin 
region was visualized using Spo0J-GFP binding to origin proximal  parS  sites in a  dnaB134   ts   mutant after 
 synchronizing   DNA replication. Cells were imaged every 15 min after shifting to the permissible temperature 
(30 °C), displaying a synchronous increase in Spo0J-GFP foci per cell as replication proceeds. A  white line  (−) 
denotes boundary between cells       
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   3.    Test-tubes or 125 ml conical fl asks.   
   4.    Shaking incubator with temperature setting.      

       1.    Casein hydrolysate  media   (CHM): 1 % casein hydrolysate, 
0.46 %  L -glutamic acid sodium salt, 0.13 %  L -alanine, 
0.14 %  L -asparagine, 0.14 % KH 2 PO 4 , 0.05 % NH 4 Cl, 0.01 % 
Na 2 SO 4 , 0.01 % NH 4 NO 3 , 0.98 mg FeCl 3 ·6H 2 O and adjusted 

2.2   Sporulation 
Assay

  Fig. 7    The replication origin trapping assay during sporulation using the TetR/ tetO  reporter system. ( a ) 
Experimental overview showing the major steps involved in the sporulation assay. For a detailed explanation 
of the procedure,  see  Subheading  3.3 . ( b ) The origin region was localized by visualizing TetR-GFP binding to a 
 tetO  array (~25) inserted near the replication origin (353°). TetR-GFP localization was determined during 
sporulation of  B. subtilis  cells 120 min post resuspension in sporulation medium. Cell membranes were stained 
with FM5-95 dye to identify individual cells undergoing spore development. Enlarged images highlight cells 
displaying either ( i ) normal origin localization or ( ii ) origin trapping defects (denoted with an  asterisk )       
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to pH 7.0 with NaOH or HCl. After that add 0.1 mM CaCl 2 , 
0.4 mM MgSO 4 , 0.13 mM MnSO 4 , 0.02 mg/ml tryptophan 
and inducers as needed (1 μg/ml tetracycline, 500 ng/ml 
anhydrotetracycline, or 1 mM IPTG).   

   2.    Sporulation salts solution (Solution A): 4 mM FeCl 3 , 40 mM 
MgSO 4 , and 100 mM MgCl 2 .   

   3.    Sporulation salts solution (Solution B): 1 M NH 4 Cl, 75 mM 
Na 2 SO 4 , 50 mM KH 2 PO 4 , and 120 mM NH 4 NO 3  adjusted to 
pH 7.0 with HCl or NaOH. Sterile fi lter both solutions and 
store at 4 °C.   

   4.    Sporulation salts solution (Solution A + B): Mix 1 ml of solu-
tion A with 10 ml of solution B and top up with water to make 
1 L. Autoclave the sporulation salts solution.   

   5.    Sporulation media (SM): Sporulation salts (solution A + B) 
supplemented with 0.2 % glutamate, 1 mM CaCl 2 , 40 mM 
MgSO 4 , and 0.02 mg/ml tryptophan.   

   6.    Test tubes or 125 ml conical fl asks.   
   7.    Shaking incubator with temperature setting.       

       1.    Prepare ~1.5 % agarose gel in the media that is used for the cell 
culture ( see   Notes   1  and  2 ).   

   2.    Prepare 200 μg/ml of stock FM5-95 membrane dye and mix 
it with the molten agarose to a fi nal concentration of 0.5 μg/
ml ( see   Note   3 ).   

   3.    If desired prepare 10 μg/ml of stock DAPI stain and mix it 
with cells to stain the DNA to a fi nal concentration of 0.6 μg/
ml.   

   4.    Multi-spot microscope slide (Fig.  8a ) or a Gene Frame (Life 
Technologies, cat no: AB-0578; 17 mm × 28 mm) mounted on 
a clear microscope slide (Fig.  8b ).

       5.    Glass coverslip.   
   6.    Surgical scalpel blades.   
   7.    Prepare 70 % ethanol.   
   8.    Epifl uorescence microscope with appropriate fi lter sets.   
   9.    METAMORPH software (version V.6.2r6) for image capture.   
   10.    ImageJ software (1.49n) can be downloaded at the following 

URL:   http://imagej.nih.gov/ij/    .   
   11.    ImageJ plugin for cell counter can be downloaded at the fol-

lowing URL:   http://imagej.nih.gov/ij/plugins/cell- counter.
html    .   

   12.    ImageJ plugin for ObjectJ can be downloaded at the following 
URL:   https://sils.fnwi.uva.nl/bcb/objectj/    .       

2.3  General 
Microscopy
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3    Methods 

         1.    To visualize cells during exponential growth, 2 ml of starter 
culture is grown overnight at either 30 or 37 °C in SMM based 
media ( see   Notes   4 – 8 ).   

   2.    The next day, 1 ml cultures are washed twice with fresh SMM 
based media to remove any remaining inducer molecules (this 
step can be skipped if no inducer is used for the overnight 
culture).   

   3.    Dilute culture 1:100 into fresh SMM based media supple-
mented with 2.0 % succinate, 2.0 % glucose, or 2.0 % glu-
cose + 200 μg/ml casein hydrolysate ( see   Notes   9 – 11 ).   

   4.    Allow cultures to achieve at least three mass doublings ( A  600  
0.3–0.5) before observation by microscopy ( see  Subheadings 
 3.4  and  3.5 ).      

        1.    To visualize  a   synchronized DNA replication  and   segregation 
cycle, 5 ml of starter culture is grown overnight at the permis-
sible temperature of 30 °C in CHM with inducer as needed 
( see   Notes   4 – 8 ) (Fig.  6a ; fl owchart).   

   2.    The next day, 1 ml cultures are washed twice with fresh CHM 
to remove any remaining inducer molecule (this step can be 
skipped if no inducer is used for the overnight) before being 
diluted 1:100 into fresh CHM.   

   3.    At an  A  600  of 0.1, 5 ml of fresh CHM that has been prewarmed 
to 70 °C is added into the culture. This will rapidly equilibrate 

3.1  Growth 
Conditions for Origin 
Separation, Counting 
,and Positioning Assay

3.2   Synchronization 
of DNA Replication

  Fig. 8    Layout of a multi-spot microscope slide and a gene frame on a microscope slide. ( a ) Image showing a 
multi-spot microscope slide. ( b ) Schematic diagrams showing the layout of a gene frame microscope slide for 
either ( i ) two or ( ii ) four different strains. Note that the agarose pads have been stained with brilliant blue dye 
to allow their visualization in the images shown       
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the culture temperature to the nonpermissive temperature 
(~50 °C) and allow further growth at this temperature for 
90 min to allow ongoing rounds of replication to complete.   

   4.    To initiate DNA replication, the culture is shifted back to the 
permissible temperature (30 °C).   

   5.    Observe DNA replication by microscopy  ( see  Subheadings  3.4  
and  3.5 ).      

        1.    To  visualize   cells during sporulation, 2 ml of starter culture is 
grown overnight at 30 °C in CHM media ( see   Notes   4  and  8 ) 
(Fig.  7a ; fl owchart).   

   2.    The next day the overnight cultures are diluted into 2 ml of 
fresh CHM media to achieve a starting  A  600  of 0.1, and then 
incubated at 37 °C until they reach an  A  600  of 1.0.   

   3.    The cultures are then centrifuged at 16,000 ×  g  for 10 min and 
the cell pellet is resuspended in 2 ml of fresh SM.   

   4.    Transfer 2 ml of the resuspended culture back into the same 
test tube to induce sporulation according to the resuspension 
method of Sterlini and Mandelstam [ 26 ] and modifi ed by 
Partridge and Errington [ 27 ] for at least 120 min before 
observation by microscopy ( see  Subheadings  3.4  and  3.5 ).      

          1.    Clean the multi-spot microscope slide with 70 % ethanol and 
ensure that it is dry and free of dust.   

   2.    Pipette 750 μl of molten agarose onto the middle of the slide. 
Ensure that there is no air bubble in the agarose as this might 
interfere with how the agarose pad will harden ( see   Note   12 ).   

   3.    Quickly place a standard microscope slide on top of the molten 
agarose and squeeze any excess agarose out by gently pressing 
down on the slide ( see   Note   13 ).   

   4.    Allow the agarose pad to harden. This normally takes about 
5 min ( see   Note   14 ).   

   5.    Carefully remove the standard microscope slide on top of the 
multi-spot microscope slide to reveal the agarose.   

   6.    Pipette ~1 μl of cell culture onto the agarose pad ( see   Note   15 ).   
   7.    Air-dry to allow the media to absorb into the pad. This nor-

mally takes about 5 min ( see   Note   14 ).   
   8.    Place a clean coverslip on top of the cells ( see   Note   16 ).   
   9.    The microscope sample is now ready for imaging (Table  1 ).

                 1.    Clean the microscope slide with 70 % ethanol and ensure that 
it is dry and free of dust.   

   2.    Carefully remove the plastic cover from the gene frame (i.e., 
the side with the solid plastic covering the whole gene frame) 
which will reveal the sticky pad.   

3.3  Sporulation 
Assay

3.4  Preparation 
of Multi-spot 
Microscope Slide

3.5  Preparation 
of Microscope Slide 
(Gene Frame)
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   3.    Attach the gene frame with the sticky pad onto the middle of a 
standard microscope slide. Use the edge of a pen and move 
along the frame ensuring that there are no air bubbles between 
the frame and the slide (note that the upper side of the sticky 
gene frame will remain covered with a plastic mask).   

   4.    Pipette 500 μl of molten agarose onto the middle of the 
gene frame. Ensure that the agarose exceeds the volume of the 
gene frame and that there are no air bubbles in the agarose 
( see   Note   12 ).   

   5.    Quickly place a standard microscope slide on top of the molten 
agarose. Squeeze excess agarose out by gently pressing down 
on the slide ( see   Note   13 ).   

   6.    To harden the agarose, place the gene frame horizontally into 
a petri dish that contains a small ball of wet tissue (to prevent 
desiccation). Cover the petri dish and store it in the refrigera-
tor at 4 °C for at least 30 min ( see   Note   14 ).   

   7.    To prepare the slides for microscopy, warm the microscope 
slides by shifting the petri dishes into the desired temperature 
(depending on experimental requirements) for at least 30 min 
( see   Note   12 ).   

   8.    Carefully remove the clear microscope slide on top of the gene 
frame to reveal the agarose ( see   Note   14 ).   

    Table 1  
  Suggested growth conditions and exposure times for fl uorescent reporters   

 Fluorophore  Array size 
 Average 
exposure time 

 Optimum growth 
temperature (°C) 

 Repressor/Reagent 
concentration 

 TetR-GFP 
 TetR-YFP 

 ~25  tetO  
 ~150  tetO  

 3–5 s 
 5 s 

 30–37 
 30 

 Tetracycline (1 μg/ml) or 
 Anhydrotetracycline 

(500 ng/ml) 

 Lacl-CFP  ~150  lacO   5 s  30–37  IPTG (1 mM) 

 Spo0J-GFP   parS  sites  3–5 s  30–37  Nil 

 RTP-GFP   ter  sites  5 s  30–37  Nil 

 DAPI  Chromosome  3–5 s  30–37  DAPI (0.6 μg/ml) 

 HBsu-GFP  Chromosome  3–5 s  30–37  Nil 

 HBsu-RFP  Chromosome  3–5 s  30–37  Nil 

 FM5-95  Cell membrane  3 s  Nil  Add FM5-95 (0.5 μg/ml 
to agarose) 

 Brightfi eld  Whole cell  10 ms  Nil  Nil 

  Table showing the suggested growth conditions and exposure times for each fl uorescent reporter used in this paper  
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   9.    To provide a source of oxygen create air pockets using a scalpel 
to cut out agar strips (Fig.  8b ).   

   10.    Pipette ~1 μl of cell culture onto the agarose pad ( see   Note   15 ).   
   11.    Air-dry to allow the media to absorb into the pad. This nor-

mally takes about 5 min ( see   Note   14 ).   
   12.    Remove the mask from the gene frame and fi rmly attach a 

clean coverslip, ensuring no gaps are present ( see   Note   16 ).   
   13.    The microscope sample is now ready for imaging (Table  1 ).   
   14.    For time lapse microscopy incubate the prepared microscope 

slide at the desired temperature for at least 30 min.   
   15.    The microscopy chambers should also be prewarmed to the 

desired temperature for at least 1 h before commencing the 
time lapse experiment.      

        1.    Cells are grown as described in (Subheading  3.1 ).   
   2.    ImageJ software with ObjectJ plugin was utilized for deter-

mining the focus position within the cell (Fig.  3c ).   
   3.    For each cell, the focus closest to an arbitrarily selected pole 

was designated “near”, and the other focus was designated 
“far”. Three measurements were made: (a) the distance from 
the pole to the center of the proximal focus (near); (b) the 
distance from the same pole to the center of the distal focus 
(far); and (c) the distance between the two poles (cell length).   

   4.    To determine the position of the near focus within the cell, the 
measured distance was divided by the cell length and multi-
plied by 100 to give the focus position as a percentage of cell 
length. To determine the position of the far focus within the 
cell, the measured distance was subtracted from the cell length 
before being divided by the cell length, then multiplied by 100 
to give the focus position as a percentage of cell length. These 
numbers were averaged for all cells in a sample. The 95 % con-
fi dence intervals for the mean were calculated.   

   5.    Interfocal distance was calculated by subtracting the position 
of the near focus from the far focus, then dividing by cell length 
and multiplying by 100 to give the interfocal distance as a per-
centage of cell length. These numbers were averaged for all 
cells in a sample. The 95 % confi dence intervals for the mean 
were calculated.      

        1.    Cells are growth as described in (Subheading  3.1 ).   
   2.    ImageJ software with cell counter plugin was utilized to deter-

mine the number of different type of cells or the number of 
origins per cell.       

3.6  Measurement 
of Focus Position 
Within Cells with Two 
Foci (Replication 
Origin and Terminus 
Positioning)

3.7  Counting the 
Number of Different 
Class of Cells (Origin 
Separation) and the 
Number of Origin per 
Cell (Origin Counting)
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4    Notes 

     1.    Minimize the use of complex media such as PAB, LB, and CH, 
which produce high autofl uorescence. While minimal media 
has a lower autofl uorescence level.   

   2.    Always prepare fresh agarose solution on the day of the experi-
ment and ensure that the agarose is completely dissolved to 
prevent agarose crystallization and store the solution at ~60 °C 
to prevent it from solidifying.   

   3.    Mix the membrane dye with the agarose solution ~1 h before 
the anticipated microscopy session; in our hands this produces 
the most uniform straining. Note that exposing the dye to 
light and high temperature will reduce its effi cacy over time.   

   4.      B. subtilis    requires thorough aeration for optimum growth and 
development; therefore ensure vigorous shaking of the culture. 
Normally a >1:20 ratio (culture volume–container volume) is 
desired.   

   5.    Maintain and grow overnight culture of strains that harbor the 
large ~150  tetO  array with 1 μg/ml tetracycline (only if the 
strain is resistance to tetracycline) or 500 ng/ml anhydrotetra-
cycline and large ~150  lacO  array with 1 mM IPTG to inhibit 
TetR and LacI binding to its operator sites, respectively.   

   6.    Use fresh colonies streaked onto nutrient agar plates for each 
experiment.   

   7.    Allow strains that exhibit slower growth rates a longer over-
night incubation period to allow the overnight culture to 
achieve a high density.   

   8.    Prewarm media before use to prevent temperature shock to 
the bacteria.   

   9.    Care should be taken to prevent   B. subtilis    from entering the 
 sporulation   developmental pathway as this could interfere with 
the positioning of the chromosome and thus the origin.   

   10.    There is a positive correlation  between   DNA replication initia-
tion and nutrient-mediated growth rates. Therefore in com-
plex media such as PAB, LB, and CH, cells undergo faster 
growth rate as compared to minimal media supplemented with 
the various type of carbon sources.   

   11.    Media such as minimal media which support slower growth 
rate will result in cells having fewer origins/chromosomes per 
cell, therefore making analysis less complicated.   

   12.    Reduce exposing the sample and the microscope slide to rapid 
temperature changes. Try to do all steps in the desired experi-
mental temperature.   
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   13.    Ensure that the agarose pad is evenly spread onto the micro-
scope slide to achieve best imagining for the fi eld of cells. To 
achieve this, it is recommended that the gene frame be used.   

   14.    Avoid exposing the agarose pad to the external environment 
for too long as this will cause excessive drying.   

   15.    Agitate the culture before removing samples for imaging to 
reduce cells from clumping together.   

   16.    To prevent air bubbles from accumulating under the coverslip, 
use the edge of the pen and moves it fi rmly from one end of 
the coverslip to the other. This will force any air pockets 
between the coverslip and agarose pad out.         
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    Chapter 9   

 Systems Biology Approaches for Understanding Genome 
Architecture                     

     Sven     Sewitz     and     Karen     Lipkow      

  Abstract 

   The linear and three-dimensional arrangement and composition of chromatin in eukaryotic genomes 
underlies the mechanisms directing gene regulation. Understanding this organization requires the integra-
tion of many data types and experimental results. Here we describe the approach of integrating genome- 
wide protein–DNA binding data to determine chromatin states. To investigate spatial aspects of genome 
organization, we present a detailed description of how to run stochastic simulations of protein movements 
within a simulated nucleus in 3D. This systems level approach enables the development of novel questions 
aimed at understanding the basic mechanisms that regulate genome dynamics.  

  Key words     Genome organization  ,   Systems biology  ,   Stochastic spatial simulations  ,   Hidden Markov 
models  ,   Chromatin states  

1      Introduction 

 Eukaryotic  gene   regulation is a process dependent on a large 
number of proteins and epigenetic marks [ 1 ] occurring on the 
complex three-dimensional structure of the stochastic yet orga-
nized genome [ 2 ]. This regulatory complexity is evident from the 
fact that many gene regulatory events are hard to attribute to the 
specifi c functions of individual proteins or histone modifi cations. 
For this reason, the  concept   of chromatin states is gaining increas-
ing adoption in understanding the mechanisms responsible for 
gene regulation during normal growth, development, or cancer 
[ 3 ,  4 ]. Additionally,  3D   genome organization is known to be 
important in regulating gene expression [ 5 ,  6 ] and alterations 
therein lead to severe disease [ 7 ]. Both methods described here 
focus on protein–DNA interactions. 

Mark C. Leake (ed.), Chromosome Architecture: Methods and Protocols, Methods in Molecular Biology, vol. 1431,
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     Chromatin   describes the nuclear fi ber composed of DNA, histones, 
and a large variety of other proteins that bind DNA, either sequence 
specifi cally or sequence nonspecifi cally. Their function can broadly 
be described as being important for gene regulation. Their molec-
ular functions are diverse, ranging from sequence specifi c transcrip-
tion factors (TFs), to ATP-dependent chromatin remodelers, 
protein components of the transcription machinery, initiation fac-
tors, and chromatin modifi ers, that together regulate chromatin 
structure and accessibility of genetic features such as promoters 
and enhancers [ 6 ]. Together, these factors are called “chromatin 
associated proteins”. The structure and detailed composition of 
the chromatin fi ber has been investigated for decades, with differ-
ent models for the structure being proposed [ 8 ,  9 ]. The reason for 
the fact that no unequivocal structure has been determined lies in 
the diverse nature of the fi ber, which, depending on regulatory 
state, can adopt different conformations and be bound by different 
proteins. Some consensus has emerged, with for example constitu-
tive promoters adopting “open” promoter structures, and regu-
lated genes being described as having “covered” promoters [ 10 ]. 
Due to the regulatory complexity inherent in eukaryotic transcrip-
tion, it is not surprising that these functions are mediated by differ-
ent sets of proteins. The analysis of this complexity is challenging, 
and has resulted in the concept of chromatin states. Here, the dis-
tinct pattern of histone marks or binding of chromatin-associated 
proteins is classifi ed computationally [ 11 – 13 ]. A lot of research has 
focused on the distribution of histone modifi cations to identify 
regulatory elements [ 14 ], or to determine co-regulated or active 
genes [ 15 ], and these methods have been applied to data from 
numerous organisms [ 11 – 13 ]. Chromatin states derived from data 
of eight histone modifi cations, DNAse hypersensitivity sites and 
locations of CTCF binding can now be accessed through the 
Ensembl Regulatory Build [ 16 ]. This is indication that there is 
growing understanding that chromatin states represent a valid and 
important approach to understanding the above- mentioned bio-
logical processes. In addition, chromatin states have been specula-
tively linked to 3D genome organization [ 17 ]. 

 The methods described here are an alternative approach to 
arriving at chromatin states. They do not rely on histone modifi ca-
tion data, but start with genome-wide binding patterns for chro-
matin associated proteins. Both approaches have been shown to 
result in a classifi cation of the genome that lends itself to further 
fruitful analysis [ 18 ,  19 ]: Chromatin states are characterized by 
covering genes that are co-regulated or belong to similar gene 
ontologies, and share similar expression patterns. For a meaningful 
characterization, the number of histone modifi cations that need to 
be queried is much lower than the number of proteins. But only by 
using protein–DNA binding data does one retain the relative levels 

1.1  Chromatin States
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of protein occupancy at a given locus. This has unique advantages 
that result in the ability to perform signifi cantly different down- 
stream analyses  ( see  Subheading  3.1.5 ).  

  
 A rapidly expanding fi eld is the study of three dimensional aspects 
of nuclear genome architecture [ 20 – 22 ]. In particular, the move-
ment of transcription factors (TFs) within the genome has been 
intensely studied, experimentally [ 23 – 25 ], theoretically [ 26 ], and, 
more recently, computationally [ 27 – 29 ]. The movement of tran-
scription factors occurs by four basic modes of motion: (a) 1D 
diffusion along DNA, (b) 3D Brownian diffusion, (c) interseg-
mental transfer, and (d) hopping [ 26 ]. From an observer’s point of 
view, these modes of motion can be differentiated by their distance 
dependence. In 1D diffusion, the time a TF takes to fi nd its target 
gene (TG) is a function of the linear distance, and scales with the 
square of this distance [ 30 ]. As a result, sequences located in close 
proximity to the DNA-bound TF are found relatively quickly, 
while sequences at greater distances are reached at progressively 
longer times. It is thus an ineffi cient way to locate DNA sequences 
on a genome scale. Diffusion in 3D, on the other hand, is effec-
tively distance independent. This means that the time to locate a 
given target site is not a function of the distance between binding 
site and target site. It is the slowest form of motion, but allows 
equal access to all binding sites within the genome [ 31 – 33 ]. It is 
most effective to combine all four modes of motion [ 29 ]. 

 Spatial, particle-based simulations provide a good means to 
quantitatively analyze which aspects of nuclear architecture, and 
which properties of nuclear proteins, have a signifi cant effect on 
the effi ciency of proteins to move among the chromosomes and 
fi nd their target sequences [ 29 ]. We here describe the use of 
Smoldyn, which is the most advanced and accurate particle-based 
simulator. Each molecule of the system is modeled as a point, 
which diffuses and reacts with other molecules and surfaces much 
as real molecules do. Space is continuous, rather than a lattice, and 
can be structured with the aid of surfaces. Using Smoldyn, we 
recently determined the length of the antenna effect on fi nding of 
target genes, which coincided with the length of the  nucleosome   
free region (NFR) at eukaryotic promoters [ 29 ].   

2    Materials 

    The   implementation of the Baum–Welch algorithm and the 
method to derive the Viterbi-path are contained in an R package 
available on GitHub (  https://www.github.com/gui11aume/
HMMt/    ) [ 18 ]. This implementation runs on UNIX based systems 
(Mac OS X, Linux). Methods for data normalization are contained 

1.2  Spatial 
Organization

2.1  R packages 
Required 
for the Determination 
of Chromatin States
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within the Limma package [ 34 ], and are available via Bioconductor 
[ 35 ]. In addition, the HMMt implementation requires scripts to 
preprocess the data, such as averaging duplicate samples and run-
ning of the binary HMM. These scripts, developed for ChIP-chip 
data from yeast, will be available upon request (Sewitz et al., in 
preparation).  

   Smoldyn is open-source, publicly available, and multi-platform 
(Mac OS X, Linux, or Windows). Smoldyn simulations benefi t from 
fast processors, but require only moderate amounts of RAM. The 
Smoldyn software and documentation can be downloaded free of 
charge from Steve Andrews’ website: www.smoldyn.org. 

 In addition, general tools for programming and visualization 
are necessary, namely

 ●    A Terminal application.  
 ●   A text editor for programming with line numbers and paths, 

such as TextWrangler or Sublime Text.  
 ●   A scripting language for creating arrays of molecule or surface 

positions, such as perl, Python, C (optional).  
 ●   Data analysis software such as MATLAB, Octave, R, or 

Mathematica; simple spreadsheets are not recommended.  
 ●   Media software such as QuickTime Pro for creating movies 

(optional).      

3    Methods 

    The   starting point for the analyses described here are genome-wide 
protein occupancy data of chromatin-associated proteins. The 
source can be ChIP-chip data, ChIP-seq data, or DamID data. 
Depending on the nature of the experiment, the raw data will 
either be log 2 -enrichment values or read counts per binding site. 
The methods described below are applicable to raw data from 
ChIP-chip experiments. For the analysis of ChIP-seq or DamID 
data, the same general principles apply [ 16 ,  18 ], but the details of 
the methodology have to be adapted and are not described here. 

   The raw data is used as a matrix of log 2 -ratios (with antibody: 
without); protein names are column headers and genomic locations 
are row headers. The fi rst step is to average replicate probes. Limma 
[ 36 ] is then used to perform background correction and loess 
normalization.  

   The data from a typical experiment consists of signals from several 
thousand hybridization probes and dozens to hundreds of proteins 
(Fig.  1a ). To reduce the dimensionality of this data, while preserv-
ing the maximum of information, principal component analysis 

2.2  Software 
for Spatial Simulations

3.1  Determination 
of Chromatin States

3.1.1  Raw Data 
Normalization

3.1.2  Principal 
Component Analysis
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(PCA) of the data has to be applied. Different implementations 
exist. We used R, and the function  prcomp , which is part of the 
base {stats} package. The eigenvectors are contained in the $rotation 
matrix of the  prcomp  object, and are needed for clustering and the 
 Hidden Markov Model   ( see  below, Subheadings  3.1.3  and  3.1.4 ).

   It is essential to optimize both the number of principal 
components ( c ) and the number of states ( K ) for the HMM. To 
achieve this, we performed the entire analysis with a varying num-
ber of PCs and states and optimized for maximum difference in the 
fraction bound values, described below (Subheading  3.1.5 ).  

    The matrix of the fi rst  c  principal components has to be  k -means 
clustered. This is done using the  R  function  kmeans , with  K , the 
number of states, being a user-defi ned variable. This results in all 
datapoints belonging to one cluster appearing as an individual lobe 
or cloud in a scatterplot of the PCs. In Fig.  1b , the positions of the 
points are determined by the PCA, while the colors of the lobes are 
determined by k-means clustering. 

 From the  k -means results, two types of matrices are required 
for initialization of the segmentation: (1) The [ K  ×  c ] mean matrix 
is accessed by calling  $centers  on the  kmeans  result. (2) The [ c  ×  c ] 
correlation matrices are calculated for each of the  K  clouds using 
the  cor  function, which is supplied with the R {stats} package.  

      The  values   of the principal component analysis are specifi c to each 
position of a chip-probe: At each genomic location where a chip- 
probe is located, we now have a vector of the values of the  c  fi rst 

3.1.3   K -Means 
Clustering and Initialization

3.1.4  Segmentation 
of the Genome Using 
a Hidden Markov Model

  Fig. 1    Overview of the computational steps to  determine   chromatin states. ( a ) The log 2 -enrichment values of 
the DNA bound proteins are taken for PCA analysis. ( b ) A selection of principal components (PC) is k-means 
clustered. ( c ) The clustered PCs ( grey lines ) are the emission values analyzed by a multivariate  Hidden Markov 
Model   (HMM). The chromatin  states   are then mapped back onto the genome (shown as colors along the  x -axis 
of genomic loci)       

 

Systems Biology of Genome Architecture



114

principal components, calculated from the log 2 -values of the 
protein occupancy. The  chromatin   state at each position is the 
hidden variable that we wish to determine, and the  c  principal 
component values are the observed values. These are the assump-
tions when using a Hidden Markov Model (HMM) and allow us 
to computationally recognize patterns that arise from the binding 
of a group of proteins. A discrete-time Markov chain models a 
process as a series of states with a transition matrix defi ning the 
probability of moving from one state to another. An HMM extends 
this basic concept by allowing each state to output, with a defi ned 
probability, a hidden value (single variable) or hidden values (mul-
tivariate). In our application, the equivalent notion of a time step are 
discrete positions on the genome (Fig.  1c ). In this case, the  c  prin-
cipal component values PC1, PC2, … PC c  are the (multivariate, 
continuous) output signals, also called emissions, that the HMM is 
trying to decode. The Baum–Welch algorithm is one method to 
derive the hidden state from multivariate values [ 37 ,  38 ]. 

 An implementation of the Baum–Welch algorithm exists as the 
function  BaumWelchT  in the R package  HMMt  [ 18 ]. It estimates 
the model parameters that are most likely to have generated the 
observed outputs, and determines the most probable sequence of 
states. This sequence is known as the Viterbi path [ 39 ] and is acces-
sible through the  $ViterbiPath  variable, contained in the result of 
the  BaumWelchT  function. This completes the segmentation of 
the genome into chromatin  state  s .  

      The  successful   defi nition of chromatin states and the assignment of 
each gene locus to one of the states enable a large number of sub-
sequent analyses. For example, gene expression levels of the genes 
in each state can be queried, and patterns of histone modifi cations, 
or the gene ontology of the genes of a given state can be deter-
mined. This type of analysis helps to understand what differentiates 
the states. Additionally, when the states have been determined from 
protein binding data as here, the same raw dataset can be queried to 
calculate the distribution of proteins between chromatin states. It is 
insightful to determine the fraction of loci of each state that are 
bound by a particular protein. This fraction is characteristic for each 
protein, and shows the composition of a chromatin state. 

 The fi rst step is to convert the log 2 -ratios into binary informa-
tion, determining whether a locus is bound or not bound by a 
particular protein. To achieve this, a 2-state (binary) HMM is used 
to classify a protein’s binding profi le into regions of bound and 
unbound. This provides a probabilistic model, where the state at a 
given genomic position is dependent on the state at the previous 
position. This results in the noisy ChIP-chip-data being discretized, 
and produces more robust results with respect to protein localiza-
tion (Fig.  2 ). The HMM is parameterized by a 2 × 2 transition 
matrix containing the probabilities of changing binding state, or 

3.1.5  Distribution 
of Proteins 
Between Chromatin States
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staying in the same binding state. Setting a probability of 0.9 down 
the diagonal of the transition matrix ensures that once in a bound 
(unbound) state, there is a greater probability of staying in that 
state. This binary HMM is run independently for each protein’s 
binding profi le. This results in a matrix, with proteins as column 
headers and chip-probe locations as row headers, containing values 
0 and 1 corresponding to being either unbound or bound.

   To calculate the fraction bound, the results from the binary 
HMM (above) and the state HMM (Subheading  3.1.4 ) are com-
bined: First, the number of gene loci of a given state that a given 
protein binds to is counted. This is then divided by the total num-
ber of gene loci in that state. Each protein factor will be bound to 
a particular percentage of all loci of one state, and this percentage 
varies for each protein. Comparisons can now be made between 
factors, and also between states .   

   In the previous sections we described bioinformatic methods to 
analyze existing datasets. With computational simulations, we can 
generate new data that serve to test hypotheses or propose new 
mechanisms. For example, it is possible to test arrangements of 
gene segments and the effects of using only certain modes of 
motion of transcription factors, such as allowing or disallowing 
intersegmental transfer [ 29 ]. 

    A method of choice is Smoldyn, a particle-based simulator which 
excels at modeling spatial, stochastic processes at the molecular 
scale, up to organelles, in a small number of cells [ 40 ,  41 ]. As a 
general guide, the steps to successful models are fi rstly to clearly 
identify the questions at hand. As an example, even though fl exible 

3.2  Spatial 
Simulations

3.2.1  Smoldyn

  Fig. 2    Determination of the bound or unbound state of chromosomal loci. The 
experimental log 2 -ratios of binding for one factor are shown across a segment of 
chromatin ( black lines ). Superimposed in  red  are the binary values from the two-
state HMM, indicating whether the protein was calculated to be either bound 
(high value) or unbound (low value)       
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fi laments are not yet implemented, and it is not currently possible 
to simulate the movements and self-organization of DNA strands 
or cytoskeletal fi bers, many important questions relating to genome 
organization can be addressed [ 29 ]. Once the  questions   have been 
set, our concrete tips for using Smoldyn can be used to implement 
the model. They do not replace the user manual. We strongly rec-
ommend that you fi rst read Steve Andrews' excellent overview and 
methods paper [ 42 ] and the user manual Smoldyn_doc1.pdf, 
which is constantly updated and included in the download package 
on smoldyn.org. Other inspiration can be gained from the ~30 
publications to date that use Smoldyn to model various aspects of 
cell biology (e.g., [ 43 – 48 ]). For large systems, we recommend 
considering the use of Smoldyn’s new multiscale features [ 49 ]. 

 Briefl y, Smoldyn is called from a Terminal application, with a 
confi guration fi le written by the user. The outputs are live graphics 
of the current cell architecture and/or text fi les. At the very least, 
the confi guration fi le needs to defi ne the dimensionality of the sys-
tem ( dim ), the system’s  boundaries , a list of molecule  species , the 
 time_start ,  time_stop , and  time_step , and end with  end_fi le . Units 
are not entered in the confi guration fi le; instead, the user decides on 
a space unit and a time unit, and then adheres to them. For intracel-
lular and intranuclear simulations, the combinations μm–ms, 10 
nm–ms (as in the examples given below), and nm–μs have proven to 
be useful unit combinations.  See  ref.  42  for a discussion of the choice 
of the  time_step  length. A good fi rst estimate is 0.1 ms.  

     Choose  graphics opengl  (fastest and simplest; small square mole-
cules) or  graphics opengl_good  (resonably fast; larger, fl at, circular 
molecules). This will quickly allow you to check whether every-
thing is as you intended it to be or whether you have made any 
mistakes during the setup. Start the simulation, increase the size of 
window and object if required, and observe the simulation. Check 
that all molecules and surfaces are at the correct position, no mol-
ecules escape the system, etc.  

   Remove or comment out ( # ) the graphics statement. This will 
shorten the simulation time signifi cantly. Remote computer grids 
usually cannot display graphics; here, the graphics statement should 
also be removed in order to avoid errors. Important: Some state-
ments about graphics, such as  frame_thickness,  trigger graphics 
even in the absence of any  graphics  statement. These must be 
removed or commented out. Other statements, such as  color  and 
 display_size  are ignored in the absence of graphics, and it does not 
matter whether they are still present. For grids, remove any state-
ment that requires user interaction, such as  pause .  

  
 ●     Choose  opengl_better  (slow; lit spheres of the same size as in 

 opengl_good ). Here, all molecules appear black unless they are 
lit by a light source.  

3.2.2  Graphics

 Setting up the System

 Running Long Quantitative 
Simulations

 Creating Figures or Movies 
of Publication Quality
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 ●   Good light settings for a white background are these:

    background_color 1 1 1   
   light 0 position -50 50 0   
   light 0 diffuse 1 1 1   
   light 0 ambient 0.05 0.05 0.05   
   light 0 specular 1 1 1      

 ●   Insert the command  cmd b pause . This will allow you to 
expand the graphics window, expand the size of the object 
(shift +) and rotate the object (arrow keys, or  x ,  y ,  z ) to the 
desired position. Then press the space bar to start the 
simulation.  

 ●   For movies, avoid unnecessary white space and frame size. If 
the image fi les are too large, the movie will not run smoothly 
on laptops with limited RAM.  

 ●   For movies, think ahead which time resolution you require. 
We fi nd that 12 frames per second (fps) is suffi cient for smooth 
movies. Taking into account by which factor you wish to slow 
down or speed up the movie with respect to simulated time, 
choose the frequency of graphic display and image acquisition 
accordingly ( graphic_iter  and  tiff_iter ).  

 ●   When  tiff_iter  is not zero, Smoldyn saves a series of numbered 
TIFF fi les. These are large, and good for fi gures. For movies, 
we batch convert them to PNG using GraphicConverter. We 
then create a movie using QuickTime Pro (Open Image 
Sequence, 12 fps).    

 Note that Smoldyn graphics only displays and records snap-
shots of the simulation. For dynamic fi gures, such as diffusion 
traces (Fig.  3 ), you need to overlay a Smoldyn snapshot of the cell 
with a plot of the trace created from the Smoldyn text output with 
the aid of an analysis program, as described in Subheading  3.2.4 .

         Defi ne a sphere of experimentally determined radius, usually with 
refl ective inner and transmissive outer surface to keep all molecules 
enclosed (Fig.  3 ). 
  start_surface  

  name nuclear_envelope  
  action front all transmit  
  action back all refl ect  
  color both 0.2 0.2 0.2  
  polygon both edge  
  panel s 100 100 100 75 20 20  

  end_surface   

3.2.3  Nuclear Structure 
and Reactions

 Nuclear Envelope
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   Defi ne the inside of the sphere as a compartment. The defi nition 
needs to include the bounding surface and one or more interior 
defi ning points ( point ), such that a straight line can be drawn 
between any position in the compartment and at least one of these 
points without crossing a bounding surface. 
  start_compartment  

  name nucleus  
  surface nuclear_envelope  
  point 100 100 100  

  end_compartment   

   Thin, long rectangles can be used to model chromosomes, with 
the front and back surface representing the major and minor 
groove of the  double helix  . Nonintuitively but conveniently, a sur-
face can be composed of a number of panels, which do not have to 
be in contact with each other. Defi ning all chromosomes as one 
surface is extremely useful, as it allows to defi ne (and change) their 
properties and reactions all at once. 

 Nonspecifi c binding can be implemented by defi ning binding 
reactions between the diffusing protein species (here:  P ) and the 
entire surface of the rectangle. 

 Nucleoplasm

 Chromosomes

  Fig. 3    Diffusion trace of a protein moving through the eukaryotic nucleus ( blue 
line ), shown for the duration of 100 ms. The start point of the trace is highlighted 
by a  cyan circle , the end point, a binding site on a chromosome, by an  orange 
hexagon . Chromosome sections are represented as  gray panels , arranged 
throughout the nucleus (modifi ed from [ 29 ])       
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  start_surface  
  name chromosome  
  rate P fsoln front 0.17  
  rate P front fsoln 0.0116  
  rate P bsoln front 0.17  
  rate P front bsoln 0.0116  
  color front 0.35 0.35 0.35  
  color back 0.2 0.2 0.2  
  thickness 0.5  
  panel rect +2 100 90 502 25.6 a1  
  panel rect +2 100 90 602 25.6 a2  
  panel rect +2 80 90 90 2 25.6 d5  
 … 

  end_surface  
 Specifi c binding sites are best defi ned as surface-bound 

molecules: 

  surface_mol 1 B(front) chromosome rect d5 
80.13 102.5 90  

 Different panels can be joined by  neighbors  statements to 
allow continuous diffusion on the surface. This will work whether 
or not the panels are touching each other. 

  neighbors a1 b1   

   Monomeres and reasonably small complexes of proteins are mod-
eled as dimensionless points. They can be given specifi c or random 
starting positions and can be placed on surfaces using  surface_mol , 
in free space using  mol , or randomly inside the compartment using 
 compartment_mol :

    mol 1 P 81 82 83   
   compartment_mol 100 P nucleus     

 We recommend that long lists of surfaces and molecules are 
created using an external scripting programme, and that they are 
placed in one or more fi les separate to the main confi guration fi le. 
These are loaded by including a  readfi le  statement in the confi gu-
ration fi le, e.g.:

    readfi le positions.txt      
  

 ●     3D isotropic diffusion in solution is defi ned using  difc .  
 ●   1D diffusion can be defi ned using  difm  and a one-dimensional 

diffusion matrix. For diffusion along chromosomes, we found 
it more useful to allow isotropic diffusion on the surface of the 

 Proteins

 Protein Movements
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chromosome-representing rectangles. Strictly speaking, this is 
2D diffusion, but as the rectangles are very thin, there is very 
little difference.

    difc P(solution) 27   
   difc P(front) 0.27   
   difc B(all) 0      

 ●   Intersegmental transfer is the movement of proteins from one 
part of a chromosome to another, or to a different chromo-
some, by transiently binding both sites simultaneously. In bio-
logical cells, this requires the protein or protein complex to 
have two or more distinct DNA binding sites, and the chromo-
somal sites to come close together in 3D space. As mentioned 
above (Subheading  3.2.1 ), movement of chromosomes is not 
implemented in Smoldyn 2.x. A workaround is to estimate the 
rate by which such intersegmental transfer is successful between 
two chromosomal regions (or  panel s), and to then defi ne the 
transfer using  movesurfacemol .

    cmd E movesurfacemol P(all) 0.1 chromosome:b1 
chromosome:b2   

   cmd E movesurfacemol P(all) 0.1 chromosome:b2 
chromosome:b3   

  …        
  

 ●     If required, protein expression can be simulated using zeroth 
order reactions. A rate, listed at the end of the  reaction  
statement, is the number of new molecules per spatial unit 3  per 
time unit. In this context, it can be more useful to defi ne 
 reaction_production  directly, which is given per system 
per time step. Note that the overall reaction rate will then 
change with a change of the  time_step .

    reaction Pexpr 0 - >  P 10   
   reaction Qexpr 0 - >  Q   

   reaction_production Qexpr 2      
 ●   First order reactions in the context of the nucleus are protein 

degradation, autocatalytic protein modifi cation, dissociation of 
protein complexes, and dissociation of a protein from a sur-
face. If the rate is listed at the end of the  reaction  statement, 
Smoldyn calculates from this and the time step length the 
probability of the reaction at each time step. This  reaction_
probability  can also be entered directly; the overall reaction 
rate will then change with a change of the  time_step .

    reaction Pdegr P - >  0 5   
   reaction Qphos Q - >  Qp 0.002   
   reaction PQdissoc PQ - >  P  +  Q 5e-6   

 Reactions
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   reaction unbindP PB(front) - >  B(front)  +  P(solution) 
2.89e-18   

   reaction unbindQ QB(front) - >  B(front)  +  Q(front)   
   reaction_probability unbindQ 0.2      

 ●   Second order reactions are binding events of proteins to each 
other or to surfaces, and enzymatic reactions that are approxi-
mated to occur immediately after two molecules encounter 
each other. To use an experimentally determined bimolecular 
rate, make sure to convert it from M −1  s −1  to your chosen spa-
tial and time units ( see  Table “Unit conversion” in Smoldyn_
doc1.pdf) and include it at the end of the  reaction  statement. 
Smoldyn will then calculate the appropriate binding radius 
from this rate and the time step length, and reactants that dif-
fuse within this radius will always react. Alternatively, the  bind-
ing_radius  can be defi ned directly. For some applications, this 
can be very useful: For example, when a chromosome-bound 
binding site has a binding radius that exceeds the width of the 
chromosome,  all  surface-bound proteins that diffuse into it 
will bind, without the possibility of passing it by.

    reaction PQassoc P  +  Q - >  PQ 2   
   reaction QEphos Q  +  E - >  Qp  +  E   

   binding_radius QEphos 0.1   
   reaction bindP B(front)  +  P(all) - >  BP(front) 0.17   
   reaction bindQ B(front)  +  Q(front) - >  BQ(front)   

   binding_radius bindQ 3          

    Smoldyn has a long list of “virtual experimenter” commands that 
allow the user to manipulate or observe the simulation. All obser-
vation commands write into an output fi le each, which fi rst has to 
be initialized. The list of commands is well worth a careful read 
and consideration of how they can help to get more out of the 
simulation. For our purposes, the most useful commands have 
been the following:

 ●     molcount  counts the current number of all molecule species 
at user-defi ned time points or intervals. Often, this is the only 
output needed, as a lot can be learnt from the time profi le of 
the formation and resolution of complexes and other binding 
events, especially when comparing and further analyzing the 
results of a multitude of simulations (Fig.  4 ). Even when the 
ultimate aim of a simulation is to plot something different than 
molecule numbers, it is useful to record them in order to check 
that reactions have been set up correctly.

     output_fi les out_mols.txt   
   cmd n 100 molcount out_mols.txt      

3.2.4  Results 
and Analysis
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 ●    listmols3  lists the position of each individual molecule of 
one specifi ed species at user-defi ned intervals.    

 For Fig.  3 , we ran a simulation with a single diffusing pro-
tein molecule for tens of millions of time steps, and recorded 
its position at every time step. To select a trace suitable for 
publication, we used a MATLAB script to fi nd binding events 
to the target gene, and to then plot the positions of the preced-
ing 1000 time steps using  plot3D . The most appealing of these 
traces was then placed on top of a Smoldyn snapshot of the 
same nucleus using Adobe Illustrator. 

  cmd n 1 listmols3 P out_trace.txt 
 ●     replacecmptmol  replaces molecules of a given species 

within a compartment by another species with a defi ned prob-
ability. This can be used to simulate  Fluorescence Recovery 
After Photobleaching (FRAP)   [ 43 ,  44 ]. If the bleaching com-
partment is bounded by transmissive surfaces, it will not act as 
a diffusion barrier.

  Fig. 4    ( a ) Timecourse of four individual Smoldyn simulations, in which 50 tran-
scription factors (TF) are released in a nucleus that contains 20 chromosomes 
with a target gene (TG) placed in each center. The chromosomes have the equiv-
alent of either 1200 bp ( blue / cyan  traces) or 30 bp ( red / orange  traces) nonspe-
cifi c sequence adjacent to the specifi c binding site (TG). The surface of the 
chromosome provides nonspecifi c binding space for transcription factors, acting 
as an antenna. The number of all molecule species was recorded with the  mol-
count  command at one-second intervals. Shown is the time profi le of complex 
numbers of transcription factors with their target genes, for two individual sto-
chastic simulations of each chromosome length. ( b ) Plot summarizing the results 
of 16 chromosome lengths with the length of the antenna given on the  x -axis. 
Twenty individual simulations were run for each chromosome length. For each of 
the individual simulations, the steady-state complex number was calculated 
from the mean of the last 20 minutes. For each set of 20 simulations of a particu-
lar chromosome length, the mean and standard error were calculated and plot-
ted, and a curve fi tted through the values. All analyses were done with MATLAB. 
(Simulation results and panel ( b ) from [ 29 ])       
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    cmd @ 199.9 replacecmptmol P D 0.8 FRAPregion      
 ●    molcountincmpt  counts the numbers of molecules in a 

specifi ed compartment.

    output_fi les out_mols.txt out_FRAP.txt   
   cmd N 20 molcount out_mols.txt   
   cmd N 20 molcountincmpt FRAPregion out_FRAP.txt      

 ●    molcountspace  counts the numbers of molecules of a 
defi ned species in a defi ned spatial volume. This can for exam-
ple be used to plot an intracellular gradient.

    cmd i 2000 3000 10 molcountspace P 0 -50 230 
28 -50 50 -50 50 0 out_slice_P.txt           

4    Notes 

     1.    In Smoldyn, the default random seed for the random number 
generator is the time of the simulation start. This is fi ne when 
starting simulations individually, but when submitting a set of 
simulations to a computer grid with the aid of a submit script, 
the entire set will have the same random seed, leading to iden-
tical outcomes. A solution is to defi ne  random_seed SIMNUM  
or  random_seed SEED  in the confi guration fi le, and to set a 
different seed for each simulation using a scripting language. 
An example of a short Python script is given in Smoldyn_doc1.
pdf.   

   2.    When running many simulations of the same kind, we recom-
mend numbering each simulation and its output with the same 
number, defi ned once at the top of the fi le or with the aid of a 
script. 

  output_fi les out_mols_SIMNUM.txt out_trace_
SIMNUM.txt     

    3.    For very long simulations, we recommend the command 
 savesim , which writes down the entire state of the simulation, 
including all molecules and their positions. With minor edit-
ing, it can be used to restart a crashed simulation. As the saved 
fi les are very large, however, it makes most sense to call the 
command only every couple of hours in real time. 

  cmd n 1000000 savesim out_save_nSIMNUM.txt     
    4.    Common Errors:

 ●     fi le not found : Are all fi les (confi guration fi le, read-
fi les) in the current directory?  

 ●    fi le not found : Check the exact name of the fi le, incl. 
extensions (.txt)—the extensions are not always displayed 
but might still be present.  
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    Chapter 10   

 In Vivo and In Situ Replication Labeling Methods 
for Super- resolution Structured Illumination Microscopy 
of Chromosome Territories and Chromatin Domains                     

     Ezequiel     Miron     ,     Cassandravictoria     Innocent    ,     Sophia     Heyde      , 
and     Lothar     Schermelleh      

  Abstract 

   Recent advances in super-resolution microscopy enable the study of subchromosomal chromatin organization 
in single cells with unprecedented detail. Here we describe refi ned methods for pulse-chase replication 
labeling of individual chromosome territories (CTs) and replication domain units in mammalian cell nuclei, 
with specifi c focus on their application to three-dimensional structured illumination microscopy (3D- SIM). 
We provide detailed protocols for highly effi cient electroporation-based delivery or scratch loading of cell 
impermeable fl uorescent nucleotides for live cell studies. Furthermore we describe the application of 
(2′S)-2′-deoxy-2′-fl uoro-5-ethynyluridine (F-ara-EdU) for the in situ detection of segregated chromosome 
territories with minimized cytotoxic side effects.  

  Key words     Chromosome territories  ,   Chromatin  ,   Replication domains  ,   Super-resolution imaging  , 
  Structured illumination microscopy  ,   Replication labeling  ,   F-ara-EdU  

1      Introduction 

 The three-dimensional (3D) organization of chromatin in mamma-
lian interphase cell nuclei is important to the epigenetic regulation 
of genome function [ 1 – 4 ] . Microscopic observations have long 
identifi ed spatially separated chromosome territories [ 5 ], and more 
recent studies of chromatin architecture in mammalian genomes 
by chromatin conformation capturing (3C) based techniques 
(4C, 5C, Hi-C, reviewed in ref.  6 ) have supported these observa-
tions with increasing genomic and spatial resolution. These tech-
niques have identifi ed topologically associated domains (TADs) in 
the size range of ~0.5–1 Mb, defi ned on the linear genome by 
increased chromatin interaction frequencies within single domains 
[ 7 ]. Studies on replication timing have described the near synchro-
nous fi ring of replication origins clustered on the linear scale to 
domains of similar size [ 8 ]. Strong correlation has been found 
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between TAD boundaries and the boundaries separating early and 
late replication timing chromatin [ 9 ], suggesting that these refer to 
the same unit of genome organization. 

 Analysis of fl uorescence microscopy can add information on 
the absolute three-dimensional positioning of chromatin architec-
ture to complement genomic techniques [ 10 ]. Nevertheless, seg-
mentation of chromatin in single territories or in domain topologies 
on scales below the Abbe diffraction limit of ~200 nm is not pos-
sible with conventional microscopy. Technical advancements over 
recent years have lead to the development of multiple super- 
resolution microscopy techniques that can bypass Abbe’s diffrac-
tion limit. Of these, 3D structured illumination microscopy 
(3D-SIM) has an eightfold increase in volumetric resolution (two-
fold in the  x ,  y , and  z -dimension) over conventional wide-fi eld 
deconvolved imaging [ 11 ]. 3D-SIM is capable of resolving a three- 
dimensional chromatin landscape that has intricate networks of 
chromatin-void channels pervading from nuclear pores to the 
inside of condensed Barr body chromatin, and to resolve and 
quantify individual replication subunits [ 12 ,  13 ]. 

 Here we describe various replication (pulse) labeling method-
ologies compatible with 3D-SIM imaging for the subsequent seg-
mentation of individual chromosome territories or replication 
domains in both live cell experiments and fi xed mammalian cell 
samples. This is achieved through the incorporation of fl uorescent 
or traceable thymidine analogs via nascent replication and fi ne- 
tuning of labeling pulse lengths and chase timing before imaging. 
Combination of different labels at separate times allows us to 
explore the sequential nature of chromatin replication in 3D space 
and which mechanisms establish linear sequences as stable 3D 
domains. Moreover, simultaneous immunofl uorescence protocols 
targeting transcription factors, chromatin binding proteins and his-
tone posttranslational modifi cations can help elucidate how active 
and repressive chromatin is organized and maintained in whole 
chromosomes down to TADs. Whilst this protocol is concerned 
with optimization for super-resolution imaging, many steps also 
have general applicability to wide-fi eld, confocal, and other fl uores-
cent imaging methods.  

2    Materials 

       1.    Cell culture growth media: Dulbecco’s modifi ed Eagle medium 
(DMEM), 10 % fetal bovine serum (FBS), 1 % penicillin–
streptomycin.   

   2.    10 cm cell culture dish with treated surface for adherent cells 
(Nunclon Delta surface, Thermo Scientifi c).   

   3.    Coverslips: 18 × 18 mm or 22 × 22 mm No 1.5H high precision 
170 ± 5 μm (Marienfeld Superior) ( see   Note   1 ).   

2.1  Cell Culture 
and Labeling
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   4.    6-well cell culture dish with treated surface for adherent cells 
(Nunclon Delta surface, Thermo Scientifi c).   

   5.    0.05–0.25 % Trypsin in PBS or 1× trypsin replacement solu-
tion (TrypLE express, Gibco).   

   6.    Thymidine stock solution: 100 mM in PBS.   
   7.    PBS (phosphate buffered saline): 0.01 M sodium hydrogen 

phosphate (Na 2 HPO 4 ), 0.137 M sodium chloride (NaCl), 
1.8 mM potassium hydrogen phosphate (KH 2 PO 4 ), 2.7 mM 
potassium chloride (KCl) adjusted to pH 7.4 with hydrogen 
chloride (HCl) in double distilled water (ddH 2 O) ( see   Note   2 ).   

   8.    10 mM EdU: 5-ethynyl-2′-deoxyuridine, dissolved in dimethyl 
sulfoxide (DMSO,  see   Note   3 ).   

   9.    10 mM F-ara-EdU: (2′S)-2′-deoxy-2′-fl uoro-5-ethynyluridine, 
dissolved in DMSO.   

   10.    100 mM fl uorescent dUTP dyes ( see   Note   4 ).   
   11.    Tweezers: fi ne, stainless steel.   
   12.    Hypodermic needles (e.g., 20 g × 1 in.; BD Microlance).      

       1.    Fixation solution: 2 % or 4 % formaldehyde/PBS freshly made 
either from electron microscopy grade 16 % formaldehyde 
ampules (Thermo Scientifi c) or from molecular biology grade 
37 % solution stabilized with 10 % methanol.   

   2.    Washing solution: 0.02 % Tween-20/PBS (PBST).   
   3.    Permeabilization solution: 0.2 % Triton X-100/PBS.   
   4.    Blocking medium: 2 % bovine serum albumin (BSA), 0.5 % fi sh 

skin gelatin (FSG) in PBST; or Maxblock, nonmammalian 
blocking agent in PBS, pH 7.4, 0.09 % sodium azide (Active 
Motif) ( see   Note   5 ).   

   5.    Click reaction solution (per 100 μl): 55 μl ddH 2 O, 10 μl Tris–
HCl buffer (1 M, pH 7), 10 μl sodium ascorbate (500 mM), 
5 μl copper sulfate (100 mM), 20 μl fl uorescent azide dye 
(0.1 mM) ( see   Note   6 ).   

   6.    Counterstaining solution: 4′,6-diamidino-2-phenylindole 
(DAPI) or SYTOX Green (Thermo Fisher Scientifi c) counter-
stains ( see   Note   7 ).   

   7.    Mounting medium ( see   Note   8 ).   
   8.    Small glass beaker.   
   9.    Delicate task wiper tissues (e.g., Kimwipes).   
   10.    Paraffi n based fi lm (Parafi lm).   
   11.    Dark chamber: light-tight plastic or metal container, capable of 

holding 6-well dish lid.   
   12.    Microscope slide.   
   13.    Nail varnish for sealing.   

2.2  Sample Staining, 
Fixation, 
and Microscopy

Replication Labeling for 3D-SIM
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   14.    Cotton swabs ( see   Note   9 ).   
   15.    Ethanol.   
   16.    Chloroform.   
   17.    Immersion oil with appropriate refractive index ( see   Note   10 ).   
   18.    Optional for live cell imaging: μ-Dish 35 mm live cell dishes, 

high precision No. 1.5 glass bottom (Ibidi), and Opti-MEM 
reduced serum, indicator free medium (Thermo Fisher Scientifi c).       

3    Methods 

 Perform all steps at room temperature unless specifi ed. Use stan-
dard tissue culture techniques and cell type-specifi c growth medium 
and splitting ratios ( see   Note   11 ). 

         1.    Grow cells in a 10 cm tissue culture dish in growth media incu-
bating at 37 °C, 5 % CO 2  in humidifi ed incubator at 25–40 % 
confl uence. Synchronize cell cycles in cultured population at 
G1/S transition with double thymidine block. Add thymidine 
to a fi nal concentration of 2 mM to the media and incubate for 
20 h ( see   Note   12 ). Wash thrice with 10 ml of PBS followed by 
a fi nal wash in culture media before exchanging with medium 
(thymidine-free) and incubating for a further 12 h. Transfer to 
media with 2 mM thymidine for a further 20 h.   

   2.    Release cells from thymidine block by triple wash with 10 ml 
of PBS exchanging with label-free media and immediately add 
F-ara-EdU to fi nal concentration of 10 μM. For labeling entire 
chromosomes incubate for at least 10 h to cover the length of 
an entire S-phase, before exchange with label-free media 
(Fig.  1 ,  see   Note   13 ).

       3.    Split and culture labeled cells for up to 4 days to allow segre-
gation of labeled and unlabeled chromosomes over several 

3.1  F-ara-EdU 
Labeling of Individual 
Chromosome 
Territories

  Fig. 1    Replication label incorporation. 3D-SIM super-resolution imaging of C127 cells incubated with 10 μM 
F-ara-EdU showing progressive extension of label incorporation as labeling pulse length is increased from 
10 min to 10 h. Note that after 5 h the majority of chromatin has been labeled via F-ara-EdU with the exception 
of heterochromatin-dense chromocenters, compare inset at 5 and 10 h. Maximum intensity projections are 
shown. Scale bar, 5 μm ( inset  0.5 μm)       
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post- labeling replication cycles to reach a desired average 
number of labeled chromosome territories per nucleus 
(Fig.  2 ,  see   Note   14 ).

       4.    At least 1 day prior to fi xation seed cells on 18 × 18 mm or 
22 × 22 mm high precision coverslip in 6-well plate dishes 
(alternatively in 35 mm dishes). Use appropriate dilution ratio 
to let cells reach 60–80 % confl uency at time of fi xation.   

   5.    Fill small glass beaker with 50–100 ml of PBS. Fold tissue 
lengthwise and place it on the bench next to the beaker. For 
each coverslip fi ll 2 ml fi xation solution in any dish of a new 
6-well plate (alternatively 35 mm dish may be used).   

   6.    Carefully pick up coverslip by its edge with fi ne tweezers; gen-
tly dab the side of coverslip on the tissue to remove excess 
medium and wash shortly by dipping 2–3 times in PBS. Dab 
again and immediately transfer to the well with fi xation solu-
tion ( see   Note   15 ).   

   7.    Agitate gently by hand; then incubate for 10 min with closed 
lid under a hood.   

   8.    Aspirate solution with bench-top pump and simultaneously 
refi ll well with 2–5 ml of PBST avoiding drying of sample from 
formaldehyde evaporation ( see   Note   16 ). Repeat 2–3 times 
until fi xation solution is fully exchanged with washing buffer 
( see   Note   17 ).   

   9.    Exchange PBST with 2 ml 0.2 % Triton X-100 in PBS. Agitate 
shortly, and then incubate for 10 min. Exchange with PBST 
( see   Note   18 ).   

  Fig. 2    Chromosome territory segregation imaged with 3D-SIM. ( a ) Segregation of F-ara-EdU labeled chromosome 
territories in mouse C127 cells over the course of up 6 days after 10 h pulse labeling. At day 4 individual 
territories can be distinguished. Scale bar, 5 μm. ( b ) Magnifi ed view of consecutive z-sections through the 
structure of a single chromosome territory ( boxed  region in  a ). Scale bar 2 μm       
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   10.    Cut Parafi lm to 6-well format and press it, to create a fl at 
coating, on the top of the 6-well lid to be placed in a humidifi ed 
dark chamber (Fig.  3 ).

       ( Optional for additional immunostaining after click reaction: 
for each coverslip pipette 100 μl of blocking solution, according to the 
well position onto the fi lm. Pick up coverslip, dab on tissue and place 
on the drop with cell side down. Incubate in a humidifi ed dark chamber 
for 30 min )

    11.    Pipette a 100 μl drop of the click reaction mix for each cover-
slip onto Parafi lm applied on a 6-well lid as described above. 
Pick up coverslip with the tweezers, dab on tissue and place on 
the drop with cell side down. Incubate in a humidifi ed dark 
chamber for 30 min ( see   Note   19 ).   

   12.    For washing fi ll two small glass beakers with 50–100 ml of PBST, 
fi ll dishes of 6-well plate (cleaned with H 2 O demin. for reuse) with 
2 ml PBST for each coverslip, and place tissue on the bench. 
Carefully pick up coverslip by its edge with tweezers; gently dab the 
side of coverslip on tissue to remove excess; wash by dipping in 
the beaker 1, dab again, dip in beaker 2, dab again before placing 
the coverslip back into the 6-well dish ( see   Note   15 ).    

  Fig. 3    ( a ) Schematic of humidifi ed dark chamber incubation assembly. From 
 center : Two coverslips incubating (cells down) over media ( green ). Incubation 
rests over a layer of Parafi lm ( grey ) fl attened over the top of a 6-well dish lid (or 
other fl at surface). Lid sits over multiple layers of humidifi ed tissue inside a solid 
black plastic container. ( b ) 3D-printed black ABS plastic humidifi ed chamber, 
designed to hold one 6-well lid over tissue, as shown. Small printing tolerances 
generate airtight seal between inner lid rim and case       
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  ( At this point an additional immunostaining can be performed. 
We recommend thorough washing as described above after each incu-
bation step and post-fi xation with 4 % formaldehyde/PBS after sec-
ondary antibody incubation and washing )

    13.    For optional counterstaining, add 100 μl of DAPI solution 
(2 μg/ml) or SYTOX Green solution (1 μM) on Parafi lm on 
lid and incubate in a humidifi ed dark chamber for 10 min 
( see   Note   7 ). Wash and dab coverslip as described in  step 4 .   

   14.    Wash 1× in PBST as described above followed by a fi nal wash 
in ddH 2 O to remove salts, dab again and immediately place on 
a 30 μl drop of mounting medium on Parafi lm for 2 min ( see  
 Note   20 ). Add 10 μl of mounting medium in the center of a 
pre-cleaned microscope slide (if frosted, use non-frosted side; 
 see   Note   21 ). Pick up coverslip, dab excess dilute mounting 
medium on tissue and mount carefully onto the drop of 
mounting medium on the slide. Let the mounting medium 
settle for 2 min, then dry excess by covering with a fi ne tissue 
and applying mild pressure. If necessary repeat with new tissue. 
Only when all excess has been removed, seal edges with appro-
priate amount of nail varnish ( see   Note   22 ).   

   15.    For storage and clean maintenance of slides  see   Note   23 .    

         1.    For cell synchronization follow  step 1  from Subheading  3.1 .   
   2.    Release cells from thymidine block by triple wash with 10 ml 

of PBS exchanging with culture media.   
   3.    Wait until desired S phase stage can be labeled and incubate for 

5 min with addition of 10 μM EdU or of F-ara-EdU, then 
exchange with label-free media (Fig.  4a ,  see   Note   24 ). 
Alternatively, for live cell imaging, transfer coverslip to a 6 cm 
dish, and immediately cover cells (to avoid drying) with 20 μl 
of fl uorescent conjugated dUTPs (10–20 μM) (Fig.  4b ). 
Scratch surface of coverslip thoroughly with light pressure 
using a Microlance needle, wait 2 min and return coverslip to 
media-fi lled well ( see   Note   25 ). Another method to deliver 
cell-impermeable dyes at higher effi ciency is based on electro-
poration and requires the commercially available 4D 
Nucleofector (Lonza,  see   Note   26 ). Over 85 % of cells in S 
phase within an unsynchronized population can be effi ciently 
labeled using this approach compared to EdU control (data 
not shown). Furthermore the compatibility of labeling with 
cell permeable and impermeable dyes introduces temporal res-
olution for determining replication directionality in super-res-
olution imaging (Fig.  4c ).

       4.    For fi xed samples, follow  steps 4 – 12  from Subheading  3.1 , 
including or omitting  step 9  dependent on dUTP analog 
incorporated ( see   Note   27 ).   

3.2  Replication 
Domains and Origins 
for Fixed/Live Samples

Replication Labeling for 3D-SIM
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  Fig. 4    S-phase pattern, live-cell imaging and nucleofection labeling compatibility with 3D-SIM. ( a ) From  left  to 
 right , wide-fi eld deconvolved images of 10 μM EdU with 30 min labeling pulse after 30 min, or 1, 6, 8, and 16 h 
after release from thymidine block. Note the changing three-dimensional pattern of chromatin replicated at 
each time point ( green ) and that no labeling occurs after exit from S phase, 16 h (control). Scale bar, 5 μm. ( b ) 
Single z-section live-cell 3D-SIM data of Atto-488-dUTP scratch-replication labeled HeLa cell. Note the 
increase in high frequency background signal from 55 s after start of time series. ( c ) Single z-section wide-fi eld 
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   5.    For live-cell imaging, trypsinize cells and seed in live cell imag-
ing dish. After cells become adherent and before imaging, 
exchange media with indicator-free Opti-MEM.       

4    Notes 

     1.    Super-resolution imaging requires coverslips of uniform thick-
ness and high precision to ensure consistency of the optical 
path. We recommend pre-cleaning in H 2 O (demineralized), to 
remove residual dust particles and storage in 100 % ethanol 
until use. Air-dry coverslips prior to use, as fl aming may cause 
bending of the glass.   

   2.    For convenience, we recommend dissolving one phosphate 
buffered saline tablet (Dulbecco A) in 100 ml of ddH 2 O and 
autoclave.   

   3.    Reagent can be stored at 4 °C but DMSO will crystallize at this 
temperature. Reagent should be pre-warmed and agitated by 
vortex before use.   

   4.    For this protocol we have tested Alexa Fluor 594-azide, Alexa 
Fluor 488-azide, and CF405M-azide, as well as Atto-488- 
dUTP, Cy3-dUTP, and Alexa Fluor 647-dUTP. Note that 
nucleotides conjugated to other fl uorophores (e.g., Alexa Fluor 
488-dUTP) may be incorporated with lower effi ciency. Hence 
thorough testing is required when using other nucleotide- dye 
combinations.   

   5.    Blocking is only required for combined immuno-labeling, not 
for click-reaction and/or counterstaining alone. To our experi-
ence, dependent on the selected antibody, a mixture of block-
ing reagents is often more effective than using BSA alone.   

   6.    We recommend making fresh every time. Stock solutions for 
Tris–HCl buffer, copper sulfate and fl uorescent azide dyes can be 
kept for prolonged periods at 4 °C, However sodium ascorbate 
is a strong reducing agent and should optimally be made fresh 
every time. If stocks of sodium ascorbate are to be made we 
recommend only storing for up to one month at 4 °C. Visual 
inspection should confi rm deterioration from a light translucent 
yellow to a deep red amber solution.   

Fig. 4 (continued) versus 3D-SIM image of C127 cells labeled with Atto-488-dUTP ( green ) using nucleofector 
approach, followed by 30 min chase and subsequent 15 min EdU incorporation before wash, fi xation and Click 
chemistry with Alexa Fluor 594-azide dye ( red ). It can be clearly observed from the wide-fi eld image that both 
labels overlap signifi cantly given their incorporation at the same early stage in S-phase. However, 3D-SIM 
reveals that only some foci remain overlaid whilst many  red labels  have migrated further from the original dUTP 
nucleofection incorporation, opening possibilities to study replication directionality in 3D space. Scale bar, 5 μm       
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   7.    Unlike DAPI, SYTOX Green does not have a bias towards 
binding AT-rich sequences. However, it has a weak affi nity to 
bind RNA at high concentrations. To avoid residual RNA bind-
ing, we recommend incubation with 1–10 U RNAse I/PBS at 
37 °C for at least 30 min prior to counterstaining (1 U RNAse 
I will degrade 100 ng of RNA per second in optimal 
condition).   

   8.    We recommend non-hardening Vectashield (Vector 
Laboratories) as a mounting and anti-fade medium. An excep-
tion is use with Alexa Fluor 647 or Cy5, as Vectashield pro-
motes reversible dark-state formation of this class of dyes [ 14 ]. 
In this case we recommend the use of alternative glycerol-
based mounting media (e.g., DABCO-glycerol: 1 % 1,4-diaz-
abicyclo-octane in 90 % glycerol/PBS). Hardening media 
such as Prolong Gold may be used depending on the sample, 
but its polymerization can artifi cially fl atten the specimen. In 
all cases, avoid mounting media containing DAPI or propid-
ium iodide counterstains, unless this is desired for a particular 
application.   

   9.    Cotton swabs mounted on plastic or with adhesive that dis-
solves in chloroform are to be avoided.   

   10.    The 3D-SIM reconstruction algorithm is particularly suscep-
tible to artifacts caused by mismatch between the optical trans-
fer function (OTF = Fourier transform of the point spread 
function, PSF) that encodes the assumed optical properties of 
the system for a given wavelength and the effective optical con-
ditions within the sample’s volume of interest. For multicolor 
experiments on DeltaVision OMX system (GE Healthcare), 
we strongly recommend the use of channel-specifi c measured 
OTFs. Note that OTF sets for different colors should be 
recorded with the same refractive index (RI) immersion oil. 
The RI should be selected to provide a symmetric PSF for the 
middle wavelength of interest (e.g., 1.512 RI for green emit-
ting beads). Using immersion oil with higher refractive index 
for the sample acquisition will shift the region of best match 
from near the coverslip deeper into the sample (a +0.002 
higher RI will shift the optimum a few μm deeper, e.g., to 
achieve optimal reconstruction inside mammalian nuclei).   

   11.    This protocol is implemented primarily on immortalized mam-
malian adherent tissue culture cell lines. It may also be used for 
primary lines and embryonic stem cells but consideration 
should be given to their respective cell morphology, and the 
imaging depth away from the coverslip. Imaging depth is a 
limiting factor in achieving optimal resolution and avoiding 
super-resolution image reconstruction artifacts by light scatter-
ing and spherical aberrations.   
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   12.    This protocol can also be applied in an asynchronous cell pop-
ulation. However we recommend synchronization in order to 
maximize labeling effi ciency.   

   13.    The incubation duration depends on the S-phase length of the 
respective cell line. Some cells may experience some lag from 
block release. Given the reduced toxicity of the F-ara-EdU 
compared to EdU, it is possible to incubate cells for 12 h or 
overnight to ensure maximum coverage [ 15 ]. For full S-phase 
labeling, the F-ara-EdU concentration may be reduced to 
1 μM to further minimize adverse effects. This method is suit-
able for bulk chromatin labeling as an alternative for counter-
staining with standard dyes.   

   14.    As with labeling pulse length, chase length is dependent on the 
cell cycle of the respective cell line. Given the high label cover-
age throughout the genome, cytotoxic long-term effects 
cannot be ruled out. A chase time of four post-labeling cell 
division can be suffi cient for segregation of individual territo-
ries in a per-cell basis.   

   15.    Washes can be performed by aspiration and immediate replace-
ment of solution in the same well repeatedly; nevertheless we 
recommend the use of a dipping beaker as we fi nd the excess 
volume of PBS (>50 ml) is more effective than that of a single 
well (~2–5 ml).   

   16.    Avoid aspiration of all formaldehyde solution from over the 
coverslip, as its rapid evaporation will cause fi xation artifacts 
apparent as shriveled and creased nuclear outlines.   

   17.    Samples can be stored in PBST overnight at 4 °C after fi xation 
if required.   

   18.    For a combined Click/immunofl uorescence labeling it is pos-
sible to incorporate a primary and secondary antibody incuba-
tion protocol, to label desired targets and their relative position 
to chromatin. Note that the Click reaction can be detrimental 
to imaging GFP protein fusions. Kits with optimized buffer 
condition to avoid this are commercially available; alternatively 
one can use anti-GFP antibodies or nanobodies (GFP- booster) 
in a combined Click/immunofl uorescence labeling protocol.   

   19.    We recommend the use of a secondary pair of tweezers as 
backstop supports for careful lifting of coverslips from Parafi lm. 
Controlled lifting of the coverslip avoids shearing cells from 
coverslips due to capillary surface tension created between the 
sample and the Parafi lm.   

   20.    The addition of this step between the last wash and mounting 
coverslips on microscopy slides ensures an excess of mounting 
medium over water in the fi nal sealed volume of the sample. 
This equilibration step essentially reduces the dilution of 
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mounting media and ensures the desired refractive index is 
maintained in the fi nal sample for imaging.   

   21.    If using microscope slides with frosted coating for labeling it is 
recommended to mount on unfrosted side as frosting can cre-
ate a small but noticeable tilt of the sample when mounted on 
the stage, leading to large focus point variations at opposing 
ends of the coverslip.   

   22.    Excess mounting medium should be carefully removed with-
out moving the coverslips. We recommend the use of fi ne tis-
sue (or a single layer of double layered Kimwipes) placed evenly 
over the coverslip and removed vertically after absorption. This 
may need to be repeated once or twice with the application of 
soft pressure with the fi ngertip along the edges of the coverslip 
to ensure that all excess mounting medium has been absorbed 
before proceeding to sealing samples. Thorough removal of 
excess mounting medium will prevent the coverslip from mov-
ing during the sealing procedure and helps the nail varnish 
attach cleanly to the slide surface. A small amount of nail polish 
applied with a single stroke along each side of the coverslip is 
usually suffi cient for sealing, and can be repeated after the fi rst 
coat has dried if necessary.   

   23.    Sealed slides can be stored in slide-boxes at 4 °C. Coverslips 
should be cleaned from residual medium and, after imaging, 
from immersion oil using 80 % ethanol/H 2 O demin. and fi ne 
tissue. Directly before imaging, chloroform dipped cotton 
swabs may be used to remove residual dirt off the coverslip. 
Note that repeated cleaning with ethanol or chloroform may 
dissolve nail polish. In this case old nail varnish may be peeled 
off using fi ne tweezers and new nail varnished reapplied.   

   24.    Progression of DNA synthesis through S phase occurs in distinct 
stages. Early S phase short labeling pulse produces a punctate 
pattern throughout the nucleus, mid S phase labeling shows a 
dotted ring at the nuclear and nucleoli periphery, and late S phase 
pulses label regions of constitutive heterochromatin (such as 
mouse chromocenters). Incubation times for labeling can extend 
to 20–30 min and punctate pattern will still be conserved never-
theless individual spots may contain multiple replication domains. 
Incubation should not last for less than 5 min, as this is the 
approximate lag time for entry of the dye molecule into cells. 
Incubations shorter than 5 min may label smaller genomic 
regions, but can compromise effi ciency of label incorporation 
and density. EdU or F-ara-EdU can be used, as the absolute 
incorporation is far lower than for whole chromosome territories, 
reducing the chance of observing cytotoxic effects.   

   25.    The scratching procedure leads to transient permeabilization 
of the membranes of cells along the scratch wound site due to 
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mechanical shearing, allowing the uptake of cell impermeable 
dyes for a few seconds [ 16 ,  17 ].   

   26.    A method for incorporation of cell impermeable dyes via elec-
troporation is currently available commercially using a Lonza 
Nucleofector and nucleofection kit buffers optimized for mul-
tiple cell lines. This requires harvesting cells in suspension or in 
a 24-well plate format, mixing with nucleofection buffer and 
1 μl of fl uorescently labeled dUTP (for 20 μl reaction mix), 
and selecting a shock program suitable for the chosen cell line. 
This procedure has the advantage of delivering nucleotides to 
the majority of the cell population, although incorporated only 
by cells currently in S phase. The procedure is typically more 
effi cient (providing a more reproducible and higher fraction of 
labeled cells) than scratch labeling, which only affects cells 
along the scratch wound site.   

   27.    Sites of active replication show local and transient chromatin 
de-compaction [ 18 ]. Hence an appropriate chase time after 
pulse labeling before fi xation should be considered to avoid 
local remodeling effects.         
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Chapter 11

DNA–Protein Interactions Studied Directly Using Single 
Molecule Fluorescence Imaging of Quantum Dot Tagged 
Proteins Moving on DNA Tightropes

Luke Springall, Alessio V. Inchingolo, and Neil M. Kad

Abstract

Many protein interactions with DNA require specific sequences; however, how these sequences are located 
remains uncertain. DNA normally appears bundled in solution but, to study DNA–protein interactions, 
the DNA needs to be elongated. Using fluidics single DNA strands can be efficiently and rapidly elongated 
between beads immobilized on a microscope slide surface. Such “DNA tightropes” offer a valuable method 
to study protein search mechanisms. Real-time fluorescence imaging of these interactions provides quan-
titative descriptions of search mechanism at the single molecule level. In our lab, we use this method to 
study the complex process of nucleotide excision DNA repair to determine mechanisms of damage detec-
tion, lesion removal, and DNA excision.

Key words Single molecule imaging, DNA tightropes, Quantum dots, Diffusion, DNA repair,  
Search mechanisms, Nucleotide excision repair

1 Introduction

In this chapter we will describe the method that we use to prepare 
DNA tightropes, which are single molecules of DNA suspended 
between surface immobilized beads. DNA tightropes offer a 
unique, powerful single molecule method for studying DNA–pro-
tein interactions. Silica beads are fixed to a flow cell surface, when 
DNA is flowed through the chamber single DNA molecules effi-
ciently bind to these beads and achieve ~90 % elongation as they 
suspend between beads [1]. Tightropes are formed using 5 μm 
beads, offering the following main advantages: (a) Tightropes are 
not in contact with a surface, reducing artifacts, (b) fluorescence 
observed in the focal plane can only derive from proteins bound 
to DNA tightropes; this reduces background [1, 2].

Proteins can be labeled with any fluorescent moiety, we prefer 
quantum dot (Qdot) conjugation through antibodies or directly to 
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a biotinylated protein at a Qdot–protein ratio of >3:1 [3]. Previous 
investigations have shown that Qdots are unable to bind to the 
DNA tightropes without protein conjugation [2]. This approach 
yields bright fluorescent proteins that strongly resist photobleach-
ing. As a result only low concentrations (nanomolar) of protein 
and Qdots are required for DNA binding experiments.

Specific flow cells can be customized to the experimental 
requirement, altering parameters such as volume and number of 
ports. Along with the range of available Qdot colors this repre-
sents a versatile yet simple system to study DNA–protein 
interactions.

Videos of individual protein motion can be simply converted 
into kymographs, displaying position against time. Gaussian fits to 
single fluorescent particle kymographs can then be analyzed to cal-
culate diffusion constants and diffusive exponents (which provide 
the mode of motion) of the protein. These algorithms are freely 
available for download. Thus, direct visualization of protein motion 
on DNA tightropes offers an unmatched insight into numerous 
protein DNA transactions.

2 Materials

All procedures are performed at room temperature unless other-
wise stated, and high quality reagents are required including water 
which must be of resistivity >10 MΩ cm.

 1. 250 mM Tris–HCl, pH 7.5, 250 mM KCl, 50 mM MgCl2, 
0.1 % NaN3.

 2. 1× ABC buffer, 10 mg/ml BSA, 0.1 % Tween 20 (see Note 1).

 1. 2 μL of 10× ligase buffer, 7 μL of water, 10 μL of DNA, 1 μL 
of T4 DNA Ligase.

 2. Leave at room temperature overnight, then store at 4 °C.

 1. 5 ng/μL of λ DNA in 1× ABC buffer.

 1. 25 mg/ml mPEG5000 in 250 mM NaHCO3, pH 8.15–8.3  
(see Notes 1 and 2).

 1. Add 100 μL of beads to 500 μL of water and vortex.
 2. Spin at 14 k rpm for 2 min using a microfuge.
 3. Remove water and resuspend in 400 μL of 350 μg/mL poly-

l- lysine (P5899, Sigma-Aldrich).
 1. 10 mM DTT, 1× ABC buffer, 5 nM of YOYO-1 (Invitrogen) 

dye (see Notes 3 and 4).

2.1 5× ABC Buffer

2.2 ABT Buffer

2.3 Concatermerized 
λ DNA

2.4 DNA Mix

2.5 mPEG Solution

2.6 5 μm Diameter 
Poly-l-Lysine Coated 
Silica Beads

2.7 YOYO Solution
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3 Methods

 1. Figure 1 depicts a schematic of a flow cell. It consists of a few 
basic elements, a standard glass slide with two 1 mm diameter 
holes drilled 12 mm apart, an adhesive gasket, a glass coverslip, 
and two small tubes (inlet and outlet) for connecting to the 
flow chamber (see Note 5).

 2. The cell is assembled starting with the glass slide into which 
the inlet and outlet tubes are glued, ensuring no access for air.

 3. Once the glue has set, any excess tubing protruding from the 
bottom of the glass slide should be removed with a scalpel 
blade.

 4. Apply the adhesive gasket (see Note 6).
 5. Attach the glass coverslip completing the flow cell (see Note 7).
 6. Incubate flow cell overnight in mPEG solution.
 7. Wash the chamber with 400 μL of water.
 8. Incubate overnight in ABT buffer (see Note 8).

 1. Add 10 μL of poly-l-lysine coated silica beads to 500 μL water 
and vortex.

 2. Spin at 14 k rpm for 2 min using a microfuge.
 3. Remove water and add another 500 μL water of and vortex (see 

Note 9).
 4. Spin at 14 k rpm for 2 min using a microfuge.
 5. Remove water and add another 100 μL water of and vortex.
 6. Sonicate the solution at 80 % amplitude for 1 s bursts, four 

times (see Note 10).

3.1 PEGylation 
and Flow Cell 
Preparation

3.2 Preparation 
of a Bead Covered 
Surface

Fig. 1 Schematic of a flow cell

SM Iimaging on DNA Tightropes 
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 7. Immediately inject beads into the flow cell.
 8. Check the bead density on a microscope (see Note 11).
 9. Add 100 μL of water to flow cell and re-check density (Fig. 2) 

(see Note 12).
 10. Store at 4 °C or continue with next stage.
 11. Withdraw 2 mL of 1× ABC buffer into a syringe, attach a 

length of perfusion tubing and completely fill the tubing with 
buffer.

 12. Attach the perfusion tubing to the outlet tube on the flow cell 
being careful not to introduce any air bubbles.

 13. Attach a second perfusion tube of known length (and there-
fore volume) to the inlet tube on flow cell.

 14. Perfuse 500 μL of 1× ABC buffer through the flow cell from 
the syringe into a microfuge tube via the perfusion tube 
attached to the inlet tube (see Note 13).

 15. Add 500 μL of 1× ABC buffer to the microfuge tube and with-
draw all liquid except a small amount to prevent entry of air 
(see Note 13).

 1. Add DNA mix to microfuge tube and withdraw to empty.
 2. Add a volume of 1× ABC buffer to microfuge tube (see 

Note 14).
 3. Allow DNA to flow back and forth for any period between 

20 min and 2 h (see Note 15).
 4. To check the presence of tightropes 100 μL of YOYO solution 

can be added (Fig. 3a) (see Note 16).
 5. Withdraw liquid from perfusion tube leaving a small amount 

(see Note 17).

3.3 DNA Tightrope 
Formation

Fig. 2 Bead density images. (a) Beads too dense for suitable tightropes to form. (b) Beads too sparsely distrib-
uted for DNA tightropes to form. (c) Good density of beads for DNA tightropes to form

Luke Springall et al.



145

 6. The air-tight system is now set up and the flow cell is ready for 
experimental work.

 7. 100 mM DTT should be added to 1× ABC buffer before imag-
ing (see Note 18).

 8. Quantum dot labeled protein sample can now be added for 
imaging.

 9. Figure 3b shows the situation when too much labeled protein 
is added to the flow cell. The optimal saturation is shown in 
Fig. 3c.

 10. Figure 4 depicts the optical setup we use to view DNA tight-
ropes (see Note 19).

 1. From the videos collected on tightropes a kymograph can be 
constructed using the ImageJ stacks > reslice command (see 
Note 20).

 2. The kymograph can be analyzed using a sliding window 
Gaussian fit macro for ImageJ. This is summarized in Fig. 5 
(see Note 21).

3.4 Data Analysis

Fig. 3 DNA tightrope images. (a) DNA tightropes visualized with YOYO solution 
(see Notes 3, 4 and 16). (b) DNA tightropes over saturated with Qdot–protein 
complexes. (c) Optimal Qdot–protein concentration on DNA tightropes

SM Iimaging on DNA Tightropes 
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 3. From the Gaussian fit, the mean position is used for analysis.
 4. To convert from pixels to position we use this equation: 

Position (Pixel) × Pixel size (nm) = Position (nm).
 5. To calculate the mean squared displacement (MSD) for each 

molecule the following relationship is used for the first 10–20 % 
of the data [4].

where N is the total number of frames in the kymograph, n 
the frame, xi is the position of the protein in one dimension 
(along the DNA tightrope), and t is the time window [4].
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 6. From <x> = 2Dtα [5], we know that displacement is related to 

the diffusion constant. Where <x>is the scalar displacement in 
nm over time t, D is the diffusion constant in μm2/s, and α 
relates to the mode of displacement (Fig. 6a).

 7. By plotting MSD against time one can extract D and the dif-
fusive exponent α (see Note 22).

 8. To ascertain how much data should be used to calculate D 
and α within the window of 10–20 % of the data, a threshold 
of linear fit quality is applied; the R2 value must remain 
above 0.7.

 9. Once the amount of data for analysis is ascertained D and α can 
more simply be determined by plotting log(MSD) versus 
log(t): the y-axis intercept is log(2D) and the slope is α 
(Fig. 6b).

 10. Plotting the diffusion constant against the corresponding alpha 
value provides an independent view of the data and is used to 
calculate means in both dimensions (Fig. 7) (see Note 23).

Fig. 4 Schematic of a microscope set up to view DNA tightropes
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Fig. 5 Raw data analysis. (a) Kymograph constructed from movie obtained of Qdot–protein movement on DNA 
tightrope. The red line indicates section of the kymograph used in (b). (b) Intensity profile along red line in (a), 
overlaid with a multiple Gaussian fit. (c) Enlarged section for Gaussian fitting (see Note 21)

Fig. 6 Assessing the mode of motion for single molecules on tightropes. (a) is a linear plot of MSD versus time 
showing three dependencies on the diffusive exponent α (see Note 21). (b) Log(MSD) versus Log(time) allows 
for D and α to be determined: the y-axis intercept is log(2D) and the slope is α. For these example graphs 
D = 1 μm2/s and alpha is indicated

SM Iimaging on DNA Tightropes 
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4 Notes

 1. ABT buffer and mPEG solution should be remade every 2 
weeks.

 2. 350 μg/mL: 28 μL of 5 mg/mL stock added to 372 μL of 
water and stored at −20 °C. Add 21 mg of NaHCO3 per 25 mg 
of mPEG.

 3. DTT is a reducing agent that prevents formation of disulphide 
bonds. It also mops up free radicals produced by exposure to 
the excitation beam preventing photodamage to the sample.

 4. YOYO-1 is a DNA intercalating dye used to stain the DNA 
tightropes.

 5. Holes are best drilled using a Dremel electric hand drill with a 
diamond coated dental drill tip.

 6. The gasket is cut using a scalpel blade from double-sided sticky 
tape. In our case we use an adhesive layer of width 180 μm. 
The gasket controls the final volume of the flow cell and can be 
shaped according to the experiment (even accommodating 
changes in the number of inlets if necessary), as long as they 
are consistent throughout experiments. We cut a rectangle of 
dimensions 15 mm × 10 mm.

 7. The flow cell needs to be air-tight to prevent any liquid losses 
while incubating the proteins under study or while imaging, as 

Fig. 7 Alpha distributes normally in linear space whereas D distributes normally in logarithmic space. 
Such plots are used to determine subpopulations of molecules that possess reduced or enhanced  mobility 
(see ref. 4)

Luke Springall et al.



149

any sudden change in the volume or pressure within the flow 
cell will most likely disrupt the tightropes. This also prevents 
oxygenation of the sample which results in photodamage.

 8. ABT and mPEG solutions are used to reduce the number of 
Qdot–protein conjugates sticking to the surface therefore 
reducing the background noise.

 9. Removing water after vortexing and adding more water 
removes excess poly-l-lysine.

 10. Sonication helps to separate the beads reducing clumping.
 11. Checking the bead density is essential for the construction of 

useable DNA tightropes.
 12. Addition of water further washes the beads to remove excess 

poly-l-lysine which could adhere DNA to the coverslip sur-
face. This is also a good test for the quality of the coated beads; 
any movement of the beads at this stage likely indicates the 
lifetime of the poly-l-lysine coating is coming to an end.

 13. Removal of air from the system is essential, if air bubbles enter 
the flow cell chamber they will render the flow cell useless by 
displacing beads thus destroying tightropes.

 14. The volume of 1× ABC buffer is directly related to the length 
of tubing used, enough volume should be added so that the 
DNA is comfortably allowed to flow back and forth with no air 
bubbles entering the system.

 15. Less than 20 min is not enough time for a sufficient number of 
tightropes to form, longer than 2 h has no additional benefit.

 16. If YOYO solution is used this must be removed as much as 
possible by flowing 1× ABC buffer through the system as it can 
destabilize DNA tightropes. YOYO-1 has not been seen to 
affect protein binding [2].

 17. After the sample is withdrawn a volume of 1× ABC buffer 
should be added to ensure the system can be flowed back and 
forth if necessary.

 18. Addition of DTT reduces “Qdot blinking” which can interfere 
with imaging and also reduces fluorophore photobleaching 
[6]. Be aware that “vivid” labeled Qdots (Invitrogen) are 
quenched by high concentrations of DTT. If these Qdots are 
used then reduce [DTT] to below 10 mM.

 19. The optical setup uses a 488 nm DPSS laser to illuminate the 
sample at an oblique angle. This is achieved by focusing the 
incident laser beam to the edge of the objective’s back-focal 
plane producing a subcritically angled collimated beam on exit. 
Compared with a standard epi-fluorescent illumination scheme, 
the signal to noise ratio is improved ~8-fold [7], since a smaller 
proportion of background fluorophores are not illuminated [4].

SM Iimaging on DNA Tightropes 
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 20. Kymographs plot position versus time. ImageJ is available as a 
free download from http://imagej.nih.gov/ij/download.
html.

 21. Gaussian fits produce five values: baseline, maximum height, 
mean peak position, standard deviation, and r2. This macro is 
available from:  http://kadlab.mechanicsanddynamics.com/
images/Downloads/Gaussian_Fit.txt.

 22. For immobile particles α approaches zero, for unbiased ran-
dom walkers α approaches 1 and particles showing directed 
motion α approaches 2 [1, 2].

 23. The diffusion constant follows a normal distribution in loga-
rithmic space and should be plotted to represent this. 
Subpopulations in the distribution can inform about pauses or 
periods of directed motion [4].
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    Chapter 12   

  Escherichia coli  Chromosome Copy Number Measurement 
Using Flow Cytometry Analysis                     

     Michelle     Hawkins     ,     John     Atkinson    , and     Peter     McGlynn     

  Abstract 

   Flow cytometry is a high-throughput technique that analyzes individual particles as they pass through 
a laser beam. These particles can be individual cells and by detecting cell-scattered light their number 
and relative size can be measured as they pass through the beam. Labeling of molecules, usually via a 
fluorescent reporter, allows the amount of these molecules per cell to be quantifi ed. DNA content can 
be estimated using this approach and here we describe how fl ow cytometry can be used to assess the DNA 
content of  Escherichia coli  cells.  

  Key words     Flow cytometry  ,   Genome copy number  ,   Genome content  ,    Escherichia coli   ,   Replication  , 
  Chromosome  ,   DnaA  

1      Introduction 

  The start sites  of   DNA replication are called origins and  E. coli  has 
a single circular chromosome with one origin called  oriC . Origin 
activity is  predominantly   regulated by the DnaA initiator protein. 
DnaA binds to 9bp repeat elements near  oriC  and  mediates 
  unwinding of the origin region so that helicase loading can occur 
[ 1 ]. Once  oriC  fi res, two replication forks travel in opposite direc-
tions until they reach the terminus region and complete genome 
replication (Fig.  1a ). In optimal conditions  the   average genome 
replication time of cells in an exponentially growing population 
(~40 min) can be longer than the doubling time of  E. coli  (~20 
min) [ 2 ]. This is possible because  oriC  can reinitiate before previ-
ous sets of replication forks have fi nished replicating the genome 
[ 3 ]. The resulting concurrent rounds of  replication   mean that multiple 
sets of replisomes can be active in a single cell (Fig.  1a ). The num-
ber of active replisomes in a cell is a useful readout for replication and 
fork progression defects whilst the ability of cells to complete 
ongoing rounds of replication can also report on  the   effi ciency of 
fork progression. Here we describe how to quantify active  replisome 
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number by inhibiting replication initiation  and   cell division before 
using fl ow cytometry to assess total genome content.

   In this method origin  initiation   in an exponentially growing 
population is inhibited using rifampicin. Rifampicin inhibits DNA- 
dependent RNA synthesis by binding to RNA polymerase and 
blocking elongation [ 4 ]. Inhibition  of   transcription prevents any 
further initiation from  oriC  but active replication forks are not dis-
rupted. Since we are interested in measuring genome content, cell 
division must be prevented in order to avoid a reduction of the 
number of chromosomes per cell. Cephalexin is a β-lactam antibi-
otic that disrupts cell division by binding to peptidoglycans in the 
cell wall. This inhibits cross–linking of membrane peptidoglycans 
and the downstream septation events that lead to cell division [ 5 ]. 
The DNA replication apparatus is unaffected by both these antibi-
otics so replication forks can continue and complete chromosome 
duplication. A similar method was originally employed by Steen 
and colleagues to study initiation timing [ 6 ] and this technique is 
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  Fig. 1    “Run-out”  experiment   principle and output. ( a )  E. coli  chromosome schematics showing concurrent 
rounds of DNA replication and how this alters active replisome numbers.  Black    circles    represent  oriC. Arrows  
indicate replisome direction. ( b ) After 2 h of “run-out” conditions where origin initiation and cell division are 
inhibited, all the forks will have fi nished replicating their template and the fi nal number of chromosome copies 
will equal the number of active replication forks at the time of antibiotic addition. ( c ) Representative chromo-
some copy number profi les with fl uorescence measurement as a proxy for total DNA content       
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generally known as a “run-out” experiment. In this protocol cells 
are grown in the absence of the above antibiotics and then at a 
given time point these antibiotics are added to enable all active 
replication forks to complete genome replication but without cell 
division occurring. Cells are then stained with a dye that fl uoresces 
only when bound to DNA and then analyzed using fl ow cytometry 
to measure the DNA content in individual cells. This DNA content 
can then be used to estimate the total number of chromosomes 
present within cells. This estimation requires comparison with cells 
grown under conditions known to favour the presence of only a 
single pair of replication forks at any one time. The majority of 
these cells will therefore have a fl uorescence signal equivalent to 
two chromosomes. The fi nal number of genome copies estimated 
using this benchmark fl uorescence signal enables the number of 
active replication forks in a cell upon addition of rifampicin and 
cephalexin to be inferred (Fig.  1b ). 

 Here we describe how to perform “run-out”  experiments   for 
standard  E. coli  strains (Subheading  3.1 ) and  temperature   sensitive 
DnaA mutants (Subheading  3.2 ). The method detailed in 
Subheading  3.2  is for strains where the mutant DnaA is active at 
30 °C but non-functional at 42 °C due to instability at higher 
temperatures [ 7 ]. Temperature-based control of origin initiation 
enables synchronization of cells by extended growth in non- 
permissive conditions where initiation is prevented. Once all cells 
have completed ongoing rounds of replication a brief return to 
permissive conditions is employed to allow DnaA to function and 
initiate a new round of replication from  oriC , after which the cells 
are returned to a higher temperature to inhibit further rounds of 
initiation. This approach allows the majority of cells to initiate one 
round of chromosome replication within a short (10 min) time 
window. Tracking the DNA content as a function of time using 
fl ow cytometry then allows progression of the newly initiated rep-
lication forks to be followed. Approximate rates of replication fork 
movement between different  strains   can thus be compared as the 
DNA content increases from one to two chromosomes (Fig.  2 ).

   Flow cytometry relies on  particles   fl owing in a narrow stream 
through a laser. Measurements of scattered light are recorded as 
“events.” These events can be confused by debris in the cell sus-
pension and by neighbouring particles being detected as a single 
event, termed doublets. To avoid debris being recorded as an event 
it is important to fi lter all reagents used in preparation of your 
sample suspension. Doublets can be avoided by using a homoge-
nous sample preparation and can be excluded during and post- 
analysis. Most fl ow cytometry takes advantage of a fl uorescent 
indicator dye that binds to a cell or molecule of interest. When the 
laser excites these fl uorophores they emit light and this  fl uorescence 
serves as a proxy for the relative amount of the cell or molecule 
being interrogated. The wide variety of fl uorescent dyes and laser 
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wavelengths available make cytometry a versatile method that can 
be used for a range of prokaryotic and eukaryotic species. Here we 
are interested in total bacterial DNA content as a measure of 
genome copy number after “run-out.” We stain our fi xed cells with 
SYTOX ®  Green but other suitable dyes are available. SYTOX ®  
Green only permeates dead cells and binds to all nucleic acid. 
RNaseA is used to remove RNA in the sample and avoid unwanted 
nucleic acid binding. When SYTOX ®  Green is bound to DNA it 
has absorption and emission maxima of 502 and 523 nm respec-
tively and so can be excited by a 488 nm argon-ion laser or another 
450–490 nm source [ 8 ]. We use a Beckman Coulter CyAn™ ADP 
Analyzer for our analysis but most fl ow cytometers are equipped to 
excite and detect at these wavelengths. 
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  Fig. 2    Monitoring progression of genome duplication using an  E. coli dnaA  tem-
perature-sensitive mutant. Strain HB159 [ 10 ] was grown at 42 °C for 2 h and 
then shifted to 30 °C at time 0. At this  time   point the majority of  cells   contained 
a single chromosome equivalent since cell division could proceed after comple-
tion of ongoing rounds of replication but replication could not be reinitiated dur-
ing the 42 °C incubation period. After 10 min at 30 °C the culture was then 
shifted back to 42 °C. The DNA content of the majority of cells increased as a 
function of time, refl ecting the speed with which the chromosome was 
duplicated       
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 Here we describe how  to   prepare  E. coli  cells for fl ow cytometry 
with SYTOX ®  Green as the fl uorophore (Subheading 3.3). Protocol 
alterations are required to stain eukaryotes with SYTOX ®  Green 
and may also be required for other bacterial species. A full descrip-
tion of optimizing fl ow cytometry parameters for analysis is beyond 
the scope of this method since they vary depending on the cytom-
eter set up and software. The key considerations are to account for 
any debris and cell autofl uorescence by running buffer and 
unstained cell control samples. Detectable events in these samples 
are background readings and should be minimal in order to pro-
ceed. The sensor voltage parameters should be optimized so that 
fl uorescence levels corresponding to 1 n  and at least 8 n  genome 
copies can be displayed simultaneously on the  x  axis. Some mutant 
strains can contain cells with 16 genome copies. We count at least 
10,000 events but routinely collect data for samples of 100,000. 
For an excellent overview of fl ow cytometry mechanics and out-
puts please refer to Givan, 2011 [ 9 ].  

2    Materials 

     1.    LB medium: 10 g/L tryptone, 5 g/L yeast extract, 5 g/L 
NaCl. pH to 7.0 with NaOH.   

   2.    Minimal medium (MM): 2.64 g/L KH 2 PO 4 , 4.34 g/L 
Na 2 HPO 4 ·12H 2 O, 1 g/L (NH 4 ) 2 SO 4 , 0.02 % MgSO 4 ·7H 2 O, 
0.001 % Ca(NO 3 ) 2 .4H 2 O, 0.00005 % FeSO 4 ·7H 2 O. Prepare 
150 mL batches of 56 salts (5.28 g/L KH 2 PO 4 , 8.68 g/L 
Na 2 HPO 4 ·12H 2 O, 2 g/L (NH 4 ) 2 SO 4 , 2 mL 10 % 
MgSO 4 ·7H 2 O, 1 mL 1 % Ca(NO 3 ) 2 ·4H 2 O, 50 μL 1 % 
FeSO 4 ·7H 2 O. Make FeSO 4  just prior to use. Autoclave and 
add an equal volume of sterile distilled water. A carbon source 
and any necessary supplements can then be added. For our 
MG1655 strain background we add 4.8 mL 20 % glucose 
(0.32 % fi nal concentration) and 300 μL of 0.1 % thiamine/
Vitamin B1 (0.0001 % fi nal concentration) before use.   

   3.    1× PBS: 137 mM NaCl, 2.7 mM KCl, 4.3 mM Na 2 HPO 4 , 
1.47 mM KH 2 PO 4  adjusted to a pH of 7.4. The solution 
should be fi ltered twice with 0.22 μm fi lters to avoid debris 
that could interfere with fl ow cytometry.   

   4.    Rifampicin: 10 mg/mL in dimethyl formamide wrapped in foil 
and stored at −20 °C.   

   5.    Cephalexin: 10 mg/mL in dH 2 O wrapped in foil and stored at 
−20 °C.   

   6.    SYTOX ®  Green (Invitrogen). Dilute from 5 mM stock to 50 
μM working stock in DMF. Store wrapped in foil at −20 °C ( see  
 Note   1 ).   

Escherichia coli Genome Content Measurement
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   7.    RNase A. Make up 1 mg/mL in dH 2 O working stock and 
store at −20 °C ( see   Note   1 ).   

   8.    SYTOX mix: 1 μM SYTOX ®  Green, 50 μg/mL RNase A, 
made up in 1× PBS ( see   Note   1 ).   

   9.    Flow cytometer: Analyzer with a 450–490 nm source for use 
with SYTOX ®  Green and the appropriate fl ow cytometry tubes. 
We use a Beckman Coulter CyAn™ ADP Analyzer.      

3    Methods 

    All of our  E. coli  growth is carried  out   at 37 °C in an air incubator 
shaking at 170 rpm.

    1.    Inoculate 10 mL of LB with a single colony of your strain of 
interest. Pre-warm 10 mL of LB per strain in a 37 °C incubator 
to prepare for  step 2 .   

   2.    After the culture has grown to an OD 650  of 0.4, dilute the cul-
ture to an OD 650  of 0.01 in 10 mL of LB pre-warmed to 37 °C 
( see   Note   2 ).   

   3.    Grow the culture to mid-exponential phase (OD 650  of 0.4–0.6) 
( see   Note   3 ).   

   4.    Take a 100 μL sample and transfer to a 1.5 mL tube. Spin the 
sample down for 1 min in a bench-top centrifuge at 17,000 ×  g . 
Remove the supernatant and resuspend the pellet in 100 μL of 
1 × PBS. Add 400 μL of 100 % methanol, touch vortex and 
store at −20 °C ( see   Note   4 ).   

   5.    Add rifampicin to the cell culture to a fi nal concentration of 
100 μg/mL and cephalexin to a fi nal concentration of 15 μg/
mL. Touch vortex. For antibiotic concentrations adjust the 
current volume by subtracting the amount of any culture 
removed to measure absorbance. Antibiotic addition is time 0.   

   6.    Grow the culture for two hours in the presence of rifampicin 
and cephalexin and then take a sample as in  step 4  ( see   Note   5 ).   

   7.    For a genome  copy number control   grow wild-type  E. coli  in 5 
mL minimal  media   containing 0.32 % glycerol. Grow to sta-
tionary phase (overnight growth) and then carry out  steps 5  
and  6 . These cells provide a 1 n  + 2 n  genome copy number 
control  refl ecting   cells in the population prior to antibiotic 
addition that contained either no replication forks or two forks 
(Fig.  1c , left panel).    

         Steps 3 – 9  should be carried out as quickly as possible.
    1.    Inoculate 5 mL of LB with a single colony of your  dnaA  ts  

strain.    We have tested several different  dnaA  ts  alleles and have 
found that  dnaA46  [ 10 ] provides the highest fraction of cells 

3.1  Standard Strains

3.2  dnaA ts  Mutants
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that initiate replication within the permissive temperature time 
window ( see   step 6  below). Grow at 30 °C to an OD 650  of 
0.2–0.3.   

   2.    Transfer tubes to a 42 °C shaking (180 rpm) water bath and 
grow for 2 h. At this point move LB to an 18 and a 55 °C 
incubator to prepare for  steps 4  and  7  (5 and 10 mL per strain 
respectively).   

   3.    Take a 100 μL sample and transfer to a 1.5 mL tube.   
   4.    Add 5 mL of LB pre-chilled to 18 °C directly to the culture 

and move to the 30 °C water bath.   
   5.    Process the sample taken in  step 3 . Spin the sample down for 

1 min in a bench-top centrifuge at 17,000 ×  g . Remove the 
supernatant and resuspend the pellet in 100 μL of 1× PBS. Add 
400 μL of 100 % methanol, touch vortex and store at −20 °C.   

   6.    After 10 min incubation at 30 °C, take a 100 μL sample and 
transfer to a 1.5 mL tube.   

   7.    Add 10 mL of LB pre-warmed to 55 °C directly to the culture 
and transfer to the 42 °C water bath.   

   8.    Process the sample taken in  step 6  as in  step 5 .   
   9.    Take 400 μL samples (as in  step 5 ) at 10 min intervals for 

70 min (80 min after the shift to 30 °C in  step 4 ). An optional 
sample can be taken 2 h after  step 4   ( see   Note   5 ).    

         1.    Spin the fi xed samples for 1 min in a bench-top centrifuge at 
17,000 ×  g .   

   2.    Remove the supernatant and resuspend the pellet in 500 μL of 
1× PBS.   

   3.    Spin the samples for 1 min in a bench-top centrifuge at 
17,000 ×  g .   

   4.    Remove the supernatant and resuspend pellets in 1 mL of 
SYTOX mix ( see   Note   6 ).   

   5.    Transfer the samples to fl ow cytometry tubes. All stained cells 
should be kept out of the light using dark tubes or foil and 
stored at 4 °C ( see   Note   7 ).       

4    Notes 

     1.    Make up the working stocks (50 μM SYTOX ®  Green in DMF, 
1 mg/mL RNase A in dH 2 O) the night before they are 
required for the SYTOX mix. The working stocks can be kept 
for 1 week at −20 °C.   

   2.    Depending on your strain background, it may not be necessary 
to grow the culture to exponential phase twice. In such cases 
proceed to  step 3  after  step 1 .   

3.3  Staining Cells 
for Flow Cytometry

Escherichia coli Genome Content Measurement



158

   3.    Growth  to   exponential phase takes 2–3 h for wild–type  E. coli  
strains.   

   4.    This sample is from an exponential phase population. Since the 
population will contain cells at every stage of genome replica-
tion it will produce a continuous distribution of genome con-
tent. This is not informative in most cases  and   probably only 
needs carrying out once per strain to check for gross replica-
tion defects such as abnormal overall DNA content.   

   5.    Once cells have been fi xed with methanol they can be stored at 
−20 °C indefi nitely before processing and staining.   

   6.    At this stage the pellet is invisible. Depending on the specifi ca-
tions of the fl ow cytometer used for analysis, you may need to 
dilute samples to avoid exceeding the fl ow rate at which data 
collection is accurate. An appropriate dilution should be opti-
mized empirically but for guidance a recommended suspension 
density is 5 × 10 5  to 5 × 10 6  cells/mL [ 9 ]. In our experience 
diluting cells two-fold in SYTOX mix gives good results with a 
Beckman Coulter CyAn™ ADP Analyzer. We dilute half the 
stained cells so that we can also run undiluted samples if neces-
sary later.   

   7.    Stained cells kept in the dark will still eventually bleach.  We   
recommend storing stained  E. coli  for no longer than 2 months. 
Touch vortex samples before fl ow cytometry analysis to avoid 
cell clumps.          
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Chapter 13

Bacterial Chromosome Dynamics by Locus Tracking 
in Fluorescence Microscopy

Avelino Javer, Marco Cosentino Lagomarsino, and Pietro Cicuta

Abstract

Bacterial chromosomes have been shown in the last two decades to have remarkable spatial organization at 
various scales, and also well-defined movements during the cell cycle, for example, to reliably segregate 
daughter chromosomes. More recently, various labs have begun investigating the short-time dynamics 
(displacements during time intervals of 0.1–100 s), which one hopes to link to structure, in analogy to 
“microrheology” approaches applied successfully to study mechanical response of complex fluids. These 
studies of chromosome fluctuation dynamics have revealed differences of fluctuation amplitude across the 
chromosome, and different characters of motion depending on the time window of interest. The highly 
nontrivial motion at the shortest experimentally accessible times is still not fully understood in terms of 
physical models of DNA and cytosol. We describe how to carry out tracking experiments of single locus 
and how to analyze locus motility. We point out the importance of considering in the analysis the number 
of GFP molecules per fluorescent locus.

Key words Chromatin, Bacterial nucleoid, Loci and foci, Fluorescence imaging, Mean-squared 
 displacement, Polymer dynamics

1 Introduction to Live-Cell Locus Tracking at High Frame Rate

In recent years, it has started to be recognized that the physical 
structure of the bacterial nucleoid plays an important role in fun-
damental biological processes, e.g. segregation and transcription. 
This chapter focuses on the methods to characterize chromosomal 
dynamics at short timescales (0.1–100 s), where it is possible to 
explore the state of the nucleo-protein complex and its environ-
ment, without being dominated by large-scale motions related to 
the genome segregation and cell growth. The movement of fluo-
rescent chromosomal labels in live Escherichia coli can be obtained 
by a custom-designed single-particle tracking program. The collec-
tion of a large number of trajectories is crucial, making it possible 
to characterize not just average chromosomal dynamics, but by 
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binning for time in the cell cycle, or subcellular localization, to 
tease apart some of the diverse factors that affect chromosome 
mobility [1, 2].

The bacterial chromosome spontaneously condenses, together 
with its associated RNA and proteins, into the cell’s central region 
to form a structure called “nucleoid” [3, 4], which is a highly orga-
nized and dynamic structure [5–8], see Fig. 1. In recent years, the 
idea that the physical properties and organization of the nucleoid 
are intimately related to important cellular functions, particularly 
chromosomal segregation [6, 9–12] and gene expression [13, 14] 
has grown in importance. Bacteria are particularly interesting 
organisms for a variety of reasons, including a “physics” perspec-
tive. Indeed, they are in some ways simpler than eukaryotic cells: 
They do not have organelles or internal membranes, they are three 
orders of magnitude smaller in volume than a typical eukaryote 
cell, and have a very compact genome [15], and yet have the 
extraordinary complexity of life. E. coli is by far the best character-
ized bacterium. Its genetics and molecular biology are well under-
stood, it is easy to maintain and a large collection of strains and 
tools for manipulation is available. Therefore E. coli is very often 
the first choice in studies of any general aspect in bacterial 
biology.

The development of systems that allow tagging-specific chro-
mosomal regions, using fluorescent proteins through genetic engi-
neering, has allowed the in vivo exploration of the dynamics  
of specific chromosomal regions [16, 17]. Most of the studies of 
chromosomal markers have focussed on the segregation dynamics 
(some examples in refs. 8, 18–21). Remarkably, only a handful of 
experimental studies have addressed the problem of characterizing 
the chromosomal structure from a physics viewpoint [5, 22–27]. 

Fig. 1 (a) Schematic illustration of supercoiled chromosome sections, giving a 
branched spatial structure; (b) illustration of the structure and condensation 
inducing role of nucleoid-associated proteins (NAP). Adapted from ref. 17

Avelino Javer et al.
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In this chapter, we present an approach inspired by microrheology, 
where through the analysis of the movement of individual probes, 
it is possible to extract details on the local environment [28–32]. 
Particularly important in this respect is the pioneering work of 
Weber et al. [25–27, 33], where it is shown how the chromosomal 
markers exhibit a different dynamics than what is expected from 
free diffusion or standard polymer physics models [25]. They 
attributed this behavior to the viscoelastic properties of the cyto-
plasm, and in a subsequent work, they found that the amplitude of 
the markers vibrations is ATP dependent [26].

We describe in this chapter, the series of tools we developed to 
analyze the movement of the chromosomal markers. This includes 
the creation of a program to track each individual fluorescent focus 
with subpixel resolution, as well as an analysis of the different types 
of errors that could arise from it, and a series of strategies to correct 
for them. The outcomes in our lab were studies of the short-time 
dynamics in a collection of 27 strains, where each strain has a fluo-
rescent marker in a different chromosomal position; The effect of 
three different growth media was also considered. The markers all 
share a similar subdiffusive behavior, but their mobility depends on 
(a) the chromosomal localization, (b) the subcellular position, and 
(c) the fluorescence intensity (which we have tested to be a GFP 
locus size effect as opposed to an error of localization) [1]. We also 
show how in a large dataset it is possible to dig for the existence of 
rare but ubiquitous subset of trajectories; we found a subset of 
tracks that exhibit near-ballistic dynamics. These movements are 
likely to be the result of segregation dynamics, either by active 
machinery or by stress–relaxation mechanics [2].

2 Materials

We studied a collection of 27 E. coli strains with the GFP-ParB/parS 
fluorescent label system (kindly provided by the Espeli and Boccard 
laboratories [19]). This collection of strains has a P1 parS inserted 
at 27 different positions around the chromosome; loci are assigned 
a name according to the macrodomain they belong to. The expres-
sion of the ParB-GFP fusion protein is driven by the pALA2705 
plasmid; no IPTG induction is required to produce the ParB-GFP 
levels necessary to visualize loci in the cells [20]. As a control, 
IPTG can be added half an hour before visualization. All the chem-
ical reagents were obtained from Sigma-Aldrich unless otherwise 
stated.

The E. coli cells on agar pads were imaged on a Nikon Eclipse Ti-E 
inverted microscope using a 60× oil immersion objective with NA 
1.45. The images were further magnified with a 2.5× TV adapter 
before detection on an Andor iXon EM-CCD camera. The camera 

2.1 Bacteria Strains 
and Reagents

2.2 Microscopy
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used in EM gain mode, capable of detecting single fluorophores, 
yields a high signal to noise ratio which in turn gives a high-loci 
localization precision. Field of view scanning and image acquisition 
were automated using custom-written software.

3 Methods

Strains were grown overnight in LB at 37 °C with Ampicillin 
100 μg/mL. Cultures were diluted 200:1 into M9 minimal salts 
(Difco) supplemented with complementary salts (MgSO4 2 mM, 
CaCl2 100 μM, Tryptophan 4 μg/mL, and Tymidine 5 μg/mL), 
and a different carbon source: 0.4 % glycerol, doubling time 
150 min; 0.4 % glucose (Surechem Products), 115 min doubling 
time; or 0.4 % glucose and 0.5 % casamino acids (Difco), 75 min 
doubling time.

For observations on agar pads, 10 μL of this culture were 
deposited on a pad swollen of the same medium used for the expo-
nential growth and 1.5 % of agarose. The pad was then sealed 
between two coverslips with silicone grease, preventing bacteria 
motility but allowing bacteria growth. The sample was kept on the 
microscope at 30 °C during the data acquisition for typically 
40 min, waiting for 20 min before taking the first video.

During a typical experiment, up to 30 fields of view were chosen 
manually, then sequentially scanned automatically. Focus was 
maintained while scanning using the Nikon ‘perfect focus’ hard-
ware autofocus system. Movies were taken for 45 s at frame rate of 
9.6 fps with an exposure time of 104 ms producing approximately 
425 frames. Agar experiments were performed at 30.0 °C.

A variety of different algorithms have been developed to track indi-
vidual particles. Due to the variety of the studied systems, there is 
not a single gold standard. However, independently of each indi-
vidual implementation, it is possible to distinguish three required 
steps in all algorithms [35], each of them with its own challenges 
and potential sources of error:

 1. Localization or identification of particles in individual frames. 
In the case of diffraction limited spots, the most important 
constrain is the signal to noise ratio, SNR, where the signal is 
the spot intensity, and the noise are the intensity fluctuations 
over the background. It was shown before that at SNR < 4 the 
tracking accuracy is drastically reduced [36].

 2. Linking or connecting trajectories from individual frames. This 
step is relatively simple if there is a one to one correspondence 
between the identified particles in two contiguous frames. In 
real samples, especially if the sample is densely populated, it is 

3.1 Sample 
Preparation

3.2 Video Acquisition

3.3 Image Analysis
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common that some particles disappear, that new particles 
appear, or that two trajectories merge because they approached 
to a distance below the resolution limit.

 3. Interpretation or data extraction. This step consists in identify-
ing the relevant features on the trajectory: the different types 
of movement, track velocity, mean-squared displacement, etc. 
It might be conceptually useful to think of each step as inde-
pendent, but some approaches combine simultaneously some 
of them. For example, the detection in the next frame can be 
restricted to the neighborhood of a previously identified par-
ticle (localization and linking), or the knowledge on the 
expected kind of motion can be used to improve the linking 
[36] (linking and interpretation).

For the problem in hand the main challenge resides in deter-
mining accurately the particle position. This is achieved with sub-
pixel resolution by fitting a two-dimensional Gaussian function to 
the diffraction-limited intensity distributions of each individual 
focus. At these timescales, the foci are typically well resolved, and 
there is one to one correspondence between frames. Therefore 
particle tracks are obtained by matching nearest objects in succes-
sive frames. Finally, the centre of mass motion of all the common 
foci in the image pair is subtracted (this removes collective motion 
that is due to microscope vibration or in some cases sample drift-
ing). Additionally, the intensity of each focus and its local back-
ground is recorded in every frame; this information is required to 
characterize the expected static error as explained in the rest of the 
chapter, or to characterize how loci dynamics are effected by the 
fluorescent protein concentration.

The algorithm was implemented as a MATLAB code. Below 
are described the steps of localization (divided into identification 
of candidate particles and refinement of the position accuracy) and 
linking of trajectories.

 A. Localization of candidate particles. The aim of this step is to 
obtain a rough estimate of the particle localization (Fig. 2). 
The processed images of part A are not used in subsequent 
steps. (Note: Steps 4 and 5 use Matlab functions extracted 
from the supplementary material of Jaqaman et al. [36].)

 A1. Obtain the average of three frames: the previous frame, the 
current frame, and the subsequent frame (Fig. 2b).

 A2. Smooth by convolving with a 7 × 7 pixel Gaussian kernel with 
standard deviation of 1 pixel (Fig. 2c).

 A3. Identify regions where cells are located (Fig. 2d). In order to 
decrease the number of false positives, the analysis is limited to 
regions of the images that contain cells. These regions have a 
slightly higher signal than the background due to the effect of 
cytoplasmic GFP-ParB and autofluorescence. Therefore, it is 
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possible to identify these areas using Outsu thresholding 
 followed by morphological dilation [37]. It is worth noting 
that this fluorescence signal is not large enough to segment 
individual cells.

 A4. Calculate the regional mean and noise to estimate the back-
ground local intensity and its fluctuations. This information 
would be later used to test the probability that a given pixel 
value corresponds to a focus or to the background. In order to 
save computational time, the image is subdivided into blocks of 
11 × 11 pixels that will be assigned the same mean and a stan-
dard deviation value. To calculate these parameters, we con-
sider the pixel intensity values x n in a wider region of 31 × 31 
pixels centred in each 11 × 11 pixel block. In order to obtain 
robust statistical parameters of the 31 × 31 region, first we need 

Fig. 2 Example of the different filters used by the tracking algorithm. (a) Original 
image. (b) Time average over three frames. (c) Convolution with a Gaussian 
 kernel. (d) Final result: localized particles (blue dots), region with a background 
lower than cell autofluorescence (white background). Scale bar 2 μm. These 
images correspond to a cluster of approximately 20 cells
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to remove the outliers that correspond mainly the foci pixels. 
To this purpose, we define a test value for each pixel xn, as

 
ςn nx x2 2

= − ( )( )Md ,
 

where Md(x) refers to the median over all the xn . Then we 
take

 
TestValue Md magicn n N= ( ) ς ς2 2/ ,

 

where Nmagic = 1 48262. . An xn with TestValuen > 9  is con-
sidered an outlier, and will be excluded from the mean and 
standard deviation calculation. This step makes use of the 
Matlab function (spatialMovAveBG) developed by Jaqaman 
et al. [36].

 A5. Identify the statistically meaningful local maxima. Considering 
3 × 3 pixel neighborhoods, for each pixel of the original image, 
we select the ones for which the central pixel is a maximum. 
In order to determine if these local maxima have statistical 
significance, they are tested against the background mean and 
standard deviation (obtained at step 4) using the cumulative 
density function of a normal distribution. The local back-
ground intensity and noise are used as the μ and σ parameters 
of the distribution. Only maxima in the 90 % tail of the distri-
bution are considered as valid particles. This part of the pro-
cedure follows closely Jaqaman et al. [36] and makes use of 
the function (locmax2d) from that work.

 B. Subpixel resolution detection of the position. Using the original 
unprocessed images, the regions around the candidate parti-
cles are fitted to a 2D Gaussian (Fig. 3).

 B1. Using the raw images, a region of 5 × 5 pixels centred in the 
local maximum obtained above is selected. Each region is fit-
ted to the function [35]

 
Z x y I x y s Bx y, exp / ,( ) = − −( ) + −( )










+0

2 2 22
 

where

 s p= ×( )0 21. / ,λ NA  

λ is the wavelength, NA is the microscope numerical aperture, 
and p is the pixel size. In our experiments, λ = 510nm , NA 
1.4 and p = 106nm .

 B2. The difference between the local maxima position and the cor-
rection given by µy and µx is computed. The data are rejected 
as an artifact if µ µx y

2 2 2+ > .
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 C. Linking of the trajectories. In this step the positions detected 
along the different time frames are assembled to reconstruct 
the trajectories.

 C1. The closest neighbors between two consecutive frames are 
assigned to the same trajectory, except if their separation is 
larger than two pixels.

 C2. Particles not assigned to any trajectory in the previous frame 
are considered as new trajectories.

 C3. If the end of a trajectory is separated by less than two pixels 
and less than three frames from the beginning of another tra-
jectory, the two trajectories are joined. The frames between the 
two original trajectories, where no particle was identified are 
considered as “not a number” (NaN). Displacements that 
require to include NaN data are excluded from the analysis.

The algorithm described above allowed us robust and unsuper-
vised analysis of thousands of movies, proving hundreds of thou-
sands of locus tracks. Of the many possible sources of error, it is 
worth focussing here just on the fundamental limit in the precision 
of localization that comes from the number of photons collected 
during an exposure. This was calculated in [38] as:

ε π2 2 2 3 2 212 4= + + ( )s N a N s b aN/ / / / ,

where ε2 is the static error, s is the standard deviation of the 
point-spread function, a is the pixel size, N is the number of pho-
tons collected, and b is the background noise. For a given exposure 

3.4 Considerations 
on Precision and 
System- Specific 
Aspects of the 
Localization Data

Fig. 3 Subpixel resolution detection of the position. (a) Raw image (scale bar 1 μm). (b) 3D representation of 
the zoomed region. In order to obtain subpixel resolution, each peak is fitted to a 2D gaussian. (c) Typical 
resulting trajectory for 430 frames
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time, N is proportional to the intensity registered by the camera. 
The first term arises from the fluctuations in collected photons at a 
given time due to the Poissonian nature of photon emissions, the 
second term is consequence of the finite size of the pixels, and the 
third term considers the effect of background noise. This equation 
indicates that as the intensity decreases the static error drastically 
increases. With the ParB/parS system, there is typically a large dis-
tribution of intensities, and also under repeated imaging there is 
photobleaching. So the localization of some loci (increasing frac-
tion during multiple acquisitions) will be subject to non-negligible 
“static error”. An accurate statistics needs to take this variable error 
into account, and/or consider only loci above a threshold intensity 
for which the static error is negligible. This can easily be tested: we 
carried out tests by changing the intensity of the excitation illumi-
nation, ideally on the same field of view, and verifying the lower 
illumination threshold at which localization error becomes notice-
able (Fig. 4). We also compared motility of loci in living cells with 
loci in fixed cells, and we generated artificial datasets as in silico 
“null-models” [1, 2].

The static error and the real displacement are independent, 
therefore it is possible to subtract the error from the observed MSD 
(“MSDraw”). As reported in ref. 1, the loci in the Ter domain have a 
lower mobility, therefore similar levels of static error will have a larger 
effect on the MSD (Fig. 5a). MSDs from more mobile loci typically 
present a quite linear behavior in the log-log plots (Fig. 5b). However, 
once the static error is subtracted, the resulting MSD has a downturn 
at short lag times for Ori1, most likely a consequence of the dynamic 
error. The dynamic and static errors have opposite contributions. 
Since the exposure time and the lag time in our data are equal  (movies 
are under continuous illumination), the dynamic error is not negli-
gible, and can be masked under the effect of the static error.

Fig. 4 The static error level is lower than the MSD (0.1 s) at every intensity range. The predicted levels of errors 
(gray circle) are smaller than the intensity binned ensemble average MSD at lag times of 0.1 s (blue upward 
triangles), but only at larger lag times (10 s, green downward triangles) the error is expected to be negligible 
(at least ten times smaller than the MSD). Data from either (a) Ori1 or (b). Ter3 locus
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4 Notes

 1. Broad intensity distributions that extend over one or two 
decades are typical in the analyzed samples. These distributions 
are observed under constant illumination even in individual 
experiments, and they seem to be a consequence of variation of 
GFP-ParB expression in individual cells. Therefore we expect 
to observe drastic differences in the level of static error between 
individual foci. A common procedure to determine the ε2 is to 
apply the tracking algorithm to movies of immobile particles 
[39]. The recorded motion is then a measurement of the track-
ing precision of the experimental setup. Here, to avoid the 
effect of photobleaching, we used fluorescent beads dried over 
a coverslip. The processed signal is altered by inserting differ-
ent neutral density filters into the fluorescent excitation path. 
As expected, the observed static error is drastically affected 
with the recorded intensity. While for the beads the effect can be 
entirely ascribed to changes in precision of the image-analysis 
procedure, the focus intensity has an important effect on its 
dynamics, see Fig. 4. This effect is independent of tracking 
errors and rather a consequence of “physics” of size, or bind-
ing to DNA of the GFP-ParB complex on the chromosome. 
Further work is ongoing in our lab investigating this aspect 
and relating to polymer physics models.

 2. Each locus track is analyzed to extract an individual MSD, as a 
function of lag time τ, and all tracks from a given locus are 
averaged using both sliding and non-sliding means. Time- and 

Fig. 5 Error subtraction increases the MSD slope and unmasks the effect of dynamic error. The graphs show 
the result (blue circles) of subtracting the predicted static error (gray triangles) from the raw MSD (gray 
squares). The MSDs are calculated using only data with narrow intensity window on data from Ori1 (a) and 
Ter3 (b) loci. In Ori1, after the error subtraction, the apparently linear curve shows a down turn at short lag 
times. The effect is likely to be the dynamic error previously hidden by the static error. In the Ter3 locus, that 
has lower motility, the effect of static error is still present suggesting that this locus could be close to the analy-
sis limit, although the presence of a different mobility regime cannot be discarded
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ensemble-averaged MSD(τ) data of each locus are fitted with 
the function

 
MSD appτ τ α( ) = 4D ,

 

where the fitted parameters are 4Dapp and α which characterize 
the amplitude and degree of sub-diffusivity of the motion.

 3. Each movie contains a set of a minimum of ten moving loci, 
typically about 35. The typical tracks were composed of about 
450 frames separated by 0.104 s intervals. To test the effect of 
finite track length, measurements were compared with simula-
tions of fractional Brownian motion generated in order to 
obtain the same number of tracks and frames per track with 
similar Dapp considering the two cases α = 0 4.  and α = 0 5. . 
Only loci whose trajectories are followed for at least 280 frames 
are used for averages (more than 80 % of the tracks are 430 
frames long). For each experimental run, 15–30 movies are 
recorded. Each set of movies (biological replicate) typically 
generates between 500 and 2000 individual loci tracks.
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    Chapter 14   

 Biophysical Characterization of Chromatin Remodeling 
Protein CHD4                     

     Rosa     Morra    ,     Tomas     Fessl    ,     Yuchong     Wang    ,     Erika     J.     Mancini    , 
and     Roman     Tuma      

  Abstract 

   Chromatin-remodeling ATPases modulate histones–DNA interactions within nucleosomes and regulate 
transcription. At the heart of remodeling, ATPase is a helicase-like motor fl anked by a variety of conserved 
targeting domains. CHD4 is the core subunit of the nucleosome remodeling and deacetylase complex 
NuRD and harbors tandem plant homeo fi nger (tPHD) and chromo (tCHD) domains. We describe a 
multifaceted approach to link the domain structure with function, using quantitative assays for DNA and 
histone binding, ATPase activity, shape reconstruction from solution scattering data, and single molecule 
translocation assays. These approaches are complementary to high-resolution structure determination.  

  Key words     Nucleosome  ,   ATPase  ,   Surface plasmon resonance  ,   SAXS  ,   TIRF  ,   FRET  

1      Introduction 

 Chromodomain helicase DNA-binding protein 4 (CHD4), which 
 is   sometimes referred to as Mi2β, is an SNF2-type chromatin 
remodeling motor [ 1 ] and the main subunit of the nucleosome 
remodeling and deacetylase (NuRD) [ 2 – 5 ]. The  complex   is 
involved in gene transcription regulation [ 6 ,  7 ] by mediating his-
tone deacetylation. Unlike other remodelers, such as SWI/SNF, 
NuRD is thought to act as a transcriptional repressor [ 8 ] and 
achieves its function through the combination of a motor protein, 
CHD4, with other subunits such as the histone deacetylases 
HDAC1 and HDAC2 [ 6 ]. The key questions for any remodeling 
motor are how the ATPase is targeted to  specifi c   sites within the 
chromatin environment and how ATP hydrolysis is coupled to the 
remodeling activity. In order to answer these questions, it is impor-
tant to dissect the domain structure and function of the protein. 

 In addition to the  ATPase domain  , CHD4 harbors two plant 
zinc fi nger homeodomains arranged in a tandem fashion (tPHD). 
These are common in nucleosome/histone-binding proteins 
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[ 9 – 11 ]. It also exhibits tandem chromodomains (tCHD) which 
have been shown to mediate  chromatin   interaction by binding 
directly to either DNA, RNA, or methylated histone H3 [ 12 – 15 ]. 
The combination of tPHD and tCHD is specifi c for the CHD fam-
ily (CHD3, CHD4, and CHD5) [ 16 ], however simultaneous 
presence of several histone-binding modules is prevalent for many 
chromatin remodeling ATPases. 

 Here we describe biochemical and biophysical methods which 
were instrumental in shedding light on the mechanism by which 
these domains cooperate in  the   context of ATPase-driven nucleo-
some remodeling [ 17 ]. We describe cloning and purifi cation of the 
individual tandem domains and various ATPase constructs and 
characterize their binding to nucleic acids and various modifi ed 
histone tails using electrophoretic mobility shift assay (EMSA) and 
surface plasmon resonance (SPR), respectively.  ATPase   assay is 
used to demonstrate cooperation between the tPHD and tCHD 
domains and the ATPase module. We describe a novel single mol-
ecule assay to visualize CHD4 translocation along DNA.  

2    Materials 

      pTriEx2 vector (Novagen).  
  BL21 (DE3) supercompetent cells (Agilent).  
  XL1 supercompetent cells (Agilent).  
  DNA using miniprep kit (Qiagen).  
  1 M stock of isopropyl-thiogalactopyranoside (IPTG, Sigma).  
  Lysogeny broth (LB): 10 g bacto-tryptone, 5 g yeast extract, 10 g 

NaCl per 1 L media.  
  Terrifi c broth (TB): 12 g bacto-tryptone, 24 g yeast extract, 4 mL 

glycerol per 1 L media.     

      Lysis buffer: 50 mM sodium phosphate pH 7.5, 500 mM NaCl, 5 
mM imidazole, 0.2 % Tween 20, protease inhibitor cocktail tablet 
(Roche).  
  Talon™ resin (Clontech).  
  Imidazole (Sigma).  
  HiTrap Chelating column 5 mL (GE Healthcare).  
  Superdex S200 10/30 (GE Healthcare).  
  S75 10/30 column (GE Heathcare).  
  SEC buffer: 20 mM Tris pH 7.5, 200 mM NaCl, 1 mM DTT.  
  Acryl amide 30 % stock (Severn Biotec).     

2.1  Cloning 
and Expression

2.2  Protein 
Purifi cation
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      MW marker Gene Ruler 100 bp Plus DNA ladder (Fermentas).  
  MW marker XIII 50-750 (Roche).  
  MW marker Gene Ruler 1 Kb and 100 bp Plus DNA ladder 

(Invitrogen).  
  Molecular biology grade agarose (Sigma).  
  DNA-binding buffer: 20 mM Tris pH 7.5, 200 mM NaCl.  
  TAE buffer: prepared from 10× TAE stock: 48.4 g Tris base, 11.4 

mL glacial acetic acid, 3.7 g EDTA disodium salt per 1 L.  
  Ethidium bromide 1000× stock: 10 mg/mL.     

      EnzChek  phosphate   release assay (Life Technologies/
Thermo-Fisher).  
  100 mM ATP stock solution, pH 7 (Jena Biosciences).  
  10× standard buffer: 400 mM Tris pH 7.5, 500 mM NaCl, 50 mM 

MgCl 2 .     

      NCP-binding buffer: 20 Tris–HCl pH 8, 200 mM NaCl, 10 % 
sucrose.  
  λ-DNA (Stratagene).  
  Acryl amide 30 % stock (Severn Biotec).  
  10 % glycerol.  
  Native running buffer: 20 mM Hepes pH 8, 1 mM EDTA.     

      Streptavidin sensor chips (GE Healthcare).  
  0.05 M Sodium hydroxide activation and regeneration solution 

(GE Healthcare).  
  SPR buffer: 20 mM Tris pH 7.5, 200 mM NaCl, 0.05 % (v/v) 

polysorbate 20 (GE Healthcare).  
  Biotinylated and differentially methylated (at Lys4 and Lys9) his-

tone H3 peptides were custom synthesized by Millipore.  
  Wash solution 1: 0.05 % SDS.  
  Wash solution 2: 0.9 M NaCl.  
  100 mM ATP stock solution, pH 7 (Jena Biosciences).     

  
    Plasmid pGEM-3z/601 (Addgene plasmid 26656).  
  Alexa Fluor 594 maleimide (Life Technologies/Thermo-Fisher).  
  Alexa Fluor 488-labeled forward primer (Life Technologies/

Thermo-Fisher):

   5′-AF 488-GCCCTGGAGAATCCCGGTGC-3′.     
  Biotinylated reverse:

   5′-Biotin-CAGGTCGGGAGCTCGGAACACTATC-3′.     

2.3  Nucleic Acid- 
Binding EMSA

2.4  ATPase Assay

2.5  NCP 
Mobility Shift

2.6  SPR

2.7  Labeling 
of Protein and DNA 
with Fluorescent Dyes
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  PCR kit (Promega).  
  SYBR Gold stain (Life Technologies/Thermo-Fisher).  
  BamHI restriction enzyme (New England Biolabs).  
  HindIII restriction enzyme (New England Biolabs).  
  Labeling reaction buffer: 20 mM Tris pH 7.5, 200 mM NaCl.  
  Dialysis buffer: 20 mM Tris pH 7.5, 200 mM NaCl, 1 mM DTT.  
  Molecular biology grade agarose (Sigma).  
  LB Amp agar plates.  
  2× TY-AC medium: 16 g bacto-tryptone, 10 g yeast extract, 5 g 

NaCl.  
  Ampicillin (Amp) 1000× stock solution 100 mg/mL.     

      Glass cover slips (Thermo-Fisher).  
  Vectabond reagent (Vector Laboratories, Burlingame, USA).  
  Polyethyleneglycol succinimidyl ester (PEG-NHS, Rapp Polymere).  
  Biotinylated-PEG-NHS (Rapp Polymere).  
  0.1 M sodium bicarbonate buffer, pH 8.3 (SigmaUltra).  
  10 mM Tris, pH 7.4 (SigmaUltra).  
  Immunopure-streptavidin (Pierce Biotechnology).  
  Buffer A: 25 mM Tris acetate, pH 8.0 with 8 mM magnesium 

acetate (SigmaUltra), 100 mM KCl, 1 mM dithiothreitol, and 
3.5 % (w/v) poly-ethylene glycol 6000 (SigmaUltra).  

  Anti-photobleaching cocktail; 1.25 mM propyl gallate, 5 mM 
DTT, 5 mM cysteamine, 1.5 mM β-mercaptoethanol (Fluka/
SigmaAldrich).      

3    Methods 

   The cloning and purifi cation method is rather generic and is used 
for all the constructs generated here. However, it might need to be 
modifi ed for different chromatin remodeling ATPases, which, as 
many nuclear proteins,  are   known to have solubility problems. For 
example it may not be possible to obtain the full-length protein in 
a soluble, active form and a suitable truncation will need to be 
devised, as shown here for CHD4 (Fig.  1 ).

     1.    Select domains based on predicted gene structure (GeneBank, 
Fig.  1 ). Generate C-terminal 8xHis-tagged construct by 
PCR using human CHD4 cDNA (Mammalian Gene 
Collection) as a template and appropriate sets of primers 
containing cloning sites compatible with the recipient plas-
mid ( see   Note   1 ).   

2.8  Single Molecule 
Fluorescence Imaging

3.1  Expression 
and Purifi cation 
of CHD4 Constructs
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   2.    Ligate the amplifi ed PCR product into the expression vector 
(in this case pTriEx2) and transform XL1 cells using appropri-
ate antibiotic (Amp) for selection.   

   3.    Select colonies, grow overnight culture, and extract plasmid 
DNA using miniprep kit (Qiagen). Verify insert by sequencing.   

   4.    Transform  E. coli  BL21 (DE3)    supercompetent expression 
cells.   

   5.    Select colonies and inoculate an overnight booster LB culture 
(100 mL).   

   6.    Inoculate 6 × 0.5 L of TB with 10 mL of the booster and grow 
at 37 °C till OD 600  = 0.6.   

   7.    Chill to below 20 °C on ice or in cold room and induce with 
0.7 mM IPTG (fi nal concentration).   

   8.    Grow culture overnight at 20 °C shaking (225 rpm).   
   9.    Harvest cells by centrifugation at 3500 ×  g  for 15 min at 4 °C.   
   10.    Resuspend cell pellets in 30 mL of the lysis buffer and lyse the 

cells using a French pressure cell (Aminco).   
   11.    Clarify the lysate by centrifugation at 15,3446 ×  g  (SW32Ti 

rotor) for 1 h, 4 °C.   
   12.    Collect supernatant and mix with Talon™ resin.   
   13.    Elute with an imidazole gradient and check protein composi-

tion in fractions by 12 % SDS-PAGE (10 μL samples mixed 
with 20 μL of 2× sample-loading buffer).   

   14.    Inject up to 5 mL of the collected fractions onto S-200 
(25/300) column and elute with fl ow rate 3 mL/min at room 
temperature.   

  Fig. 1    Domain constructs used in this study, relative molecular weights ( left ) and position within the full-length 
CHD4 ( right )       
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   15.    Run SDS-PAGE gel on fractions and check the purity and 
integrity of proteins by mass spectrometry ( see   Note   2 ).   

   16.    Determine the protein concentration using predicted extinc-
tion coeffi cient.    

     MALS gives estimate of the native mass and thus can inform of the 
oligomeric status or non-covalent association between subunits or 
domains.

    1.    Confi gure the light-scattering instrumentation (DAWN 
HELEOS II, Wyatt Technology, Santa Barbara, CA) in a fl ow 
cell mode coupled to an analytical Superdex S200 or S75 
10/300 column (fl ow rate 0.5 mL/min).   

   2.    Line up a differential refractive index (RI, Optilab rEX, Wyatt 
Technology) and Agilent 1200 UV (Agilent Technologies) 
detectors after the exit from the light-scattering fl ow cell. If 
necessary adjust sensitivity of RI and UV/VIS detectors ( see  
 Note   3 ). Some light-scattering instruments allow adjusting 
the laser power, i.e. higher power for samples with low concen-
tration ( see   Note   4 ).   

   3.    Equilibrate the column in the desired buffer, fl ush the refer-
ence cell of the RI detector and zero both RI and UV/VIS 
detectors.   

   4.    Inject 0.1–0.5 mL of BSA standard sample ( see   Note   5 ) (~2 
mg/mL;  see   Note   6 ) and collect data for the duration of the 
HPLC run. This data will be used to calibrate the light- 
scattering detector. Analyze the data to determine the calibra-
tion constant.   

   5.    Analyzed the data using the software provided with the instru-
ment (ASTRA software package, Wyatt Technology). For the 
analysis you will need to specify the calibration constant 
(obtained in 3 above), temperature, an estimated dn/dc 
(refractive index increment, typical value 0.15) and/or molar 
extinction coeffi cient predicted from amino acid composition 
(  http://web.expasy.org/protparam/    ).      

   Electrophoretic gel mobility shift assays constitute a standard 
method to detect formation of stable nucleic acid protein com-
plexes. Usually, these are done using a single-labeled probe with a 
defi ned length. However, chromatin remodeling complexes, which 
often have multiple DNA-binding domains, may discriminate 
between short and longer DNAs. Hence, it is desirable to probe 
association with multiple DNA fragments of various lengths. A sim-
ple way to implement this is to use a generic ladder DNA (Fig.  2 ). 
However, this approach is qualitative and, due to overlap of shifted 
bands, may not allow determination of dissociation constants.

3.2  Multiple Angle 
Light 
Scattering (MALS)

3.3  Multiplexed 
DNA- Binding Assay

Rosa Morra et al.
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     1.    Mix dsDNA MW marker ( see   Note   7 ) probe with increasing 
amounts of CHD4 ( see   Note   8 ) constructs in 20 μL of DNA- 
binding buffer and incubate for 5 min at room temperature (or 
any desired temperature).   

   2.    Add 2 μL of loading buffer and load the sample onto a 2 % 
agarose gel.   

   3.    Run the gel in 1× TAE buffer at 20 mA for 40 min.   
   4.    Stained for 10 min with 1× ethidium bromide and visualize 

DNA–protein complexes by UV light with long-pass fi lter.   
   5.    If the bands are well resolved, quantifi cation of the shifts can 

be attempted using imaging and analysis software.    

      Preparation of  histones   and reconstitution of nucleosomes (NC) is 
an art of its own and is beyond the scope of this chapter. We refer 
the reader to recent and classic publications on histone production 
[ 18 ,  19 ] and nucleosome core particle (NCP) reconstitution [ 20 ]. 
Only steps pertaining to the NC mobility shift assay are delineated 
below ( see   Note   9 ).

3.4  Nucleosome 
Core Particle Mobility 
Shift Assay

  Fig. 2    Multiplexed variable length EMSA. Agarose gel image of ladder DNA in the 
absence (DNA probe) and presence of increasing concentration of CHD4 con-
struct ( lanes 1–6 ) and in the presence of 1 mM ATP ( lanes 7–8 )       
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    1.    Reconstitute NCP (50 fmol) with radiolabeled (or fl uores-
cently labeled) DNA (168 bp PCR fragment) by salt gradient 
dialysis [ 21 ].   

   2.    Incubate with increasing amount of CHD4 construct for 
15 min on ice in 10 μL of NCP-binding buffer.   

   3.    For the chasing control experiment ( see   Note   10 ), after the 
incubation on ice, add 200× excess (by weight) of λ-DNA and 
incubate on ice for a further 10 min.   

   4.    Run a native gel electrophoresis (5 % polyacrylamide) containing 
10 % glycerol in the native running buffer at 15 mA for 3 h.   

   5.    Visualize the gel by phosphorimager or autoradiography.     

     SPR is one of the most popular techniques to follow binding kinetics 
in vitro. It offers multiplexing and high-throughput in a fully auto-
mated format. Perhaps the only drawback is the requirement to 
immobilize one of the binding partners. Since the technique relies 
on the changes in refractive index close to the probed surface it is 
common that the smaller of the binding partners (ligand) is immo-
bilized while the larger entity (receptor) is fl own over the surface 
in order to produce large signal changes ( see   Note   11 ). Our SPR 
binding studies were performed using a Biacore 2000/3000 and 
T100 (GE Healthcare) at 25 °C in SPR buffer.

    1.    Check protein concentrations ( see   Note   12 ) by measuring 
absorbance at 280 nm using calculated molar extinction 
coeffi cients.   

   2.    Unpack and insert the sensor and activate the surface with 
streptavidin following the manufacturer’s recommendation 
( see   Note   13 ).   

   3.    Immobilize biotinylated histone peptides onto the sensor chip 
following manufacturer’s instructions. Relatively low histone 
peptide immobilization levels (40–90 resonance units ( see  
 Note   14 )) are desirable to minimize mass transport artifacts 
[ 22 ]. Prepare the surfaces of the three fl ow cells (Fc2, Fc3, 
Fc4) ( see   Note   15 ) and separately immobilize different 
peptides (fl ow rate of 20 μL/min) using Fc1 as the reference 
cell to gauge surface density ( see   Note   16 ).   

   4.    Flow different concentrations of CHD4 construct through all 
chambers on the chip using a fast fl ow rate of 100 μL/min ( see  
 Note   17 ).   

   5.    Between individual injections regenerate the chip by three 
repeated application of 0.05 % SDS followed by a 0.9 M NaCl 
wash and then equilibrate in the binding buffer.   

   6.    Repeat all measurements at least three times.   

3.5  SPR Histone Tail 
Binding Studies
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   7.    The signal from experimental fl ow cells is then corrected by 
subtraction of reference signal (fl ow cell Fc1).   

   8.    When appropriate, the data can be globally fi tted with a 
second- order association reaction model (approximated by a 
pseudo-fi rst-order reaction with rate constant  k  =  k  on [ligand] 
for each ligand concentration) followed by a fi rst-order disso-
ciation with characteristic kinetic constants  k  on  and  k  off  (Fig  3b ) 
( see   Note    18  ).

       9.    In the case of fast binding/unbinding kinetics (Fig.  3a ) the 
equilibrium dissociation constants  K  d  values can be obtained 
from the steady-state plateau values. These are simply fi t to 
Langmuir binding isotherm (bound =  C *max/( K  d  +  C ), 
where  C  is analyte concentration and max is the saturation 
level, Fig.  3c ).   

   10.    Add ATP (1 mM fi nal concentration) to the protein before 
injection onto the sensor chip to probe  affi nity   modulation by 
ATPase domain ( see   Note   19 ).    

       There are many  ATPase assays   available on the market. We have 
selected the EnzCheck (Thermo-Fisher) inorganic phosphate (P i ) 
release assay, which is a quantitative spectrophotometric assay 
based on coupled enzymatic reaction and chromogenic substrate. 
This assay supports steady-state kinetic measurements in real time 
without the need to quench and measure individual time points. 
The adaptation of the assay to a 96-well plate ( see   Note   20 ) is par-
ticularly useful for determination of kinetic parameters ( k  cat , the 
turnover number;  K  M , Michaelis constant) [ 23 ].

    1.    Calculate the mixing volumes for the desired conditions for 
each well. Use an optically transparent, fl at bottom, 96-well 
plate.   

   2.    Dilute the standard 10× buffer by adding 20 μL for 200 μL 
fi nal volume per well, add 40 μL of MESG chromogenic sub-
strate, 2 μL PnPase enzyme, suitable ATPase aliquot (fi nal con-
centration 0.1 to 1 μM, depending on the expected activity). 
Add deionized water to top up to fi nal volume ( see   Note   21 ).   

   3.    Aliquot inorganic phosphate KH 2 PO 4  standards (0, 20, 40, 
60, and 100 μM fi nal concentration) into positive control wells 
( see   Note   22 ).   

   4.    Mix wells and insert the plate into the plate reader equipped 
with absorption fi lter at 360 nm (or a monochromator tuned 
to that wavelength) and collect 5 min baseline read. Depending 
on number of wells read and the type of the plate, reader set 
the data collection to record each well at least every 30 s ( see  
 Note   23 ).   

3.6  ATPase 
Activity Assay
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   5.    Add ATP alone without the ATPase as a background control 
( see   Note   24 ). Another negative control is the assay mix including 
the ATPase but without ATP to check for presence of inorganic 
phosphate in the protein sample ( see   Note   25 ).   

   6.    Add ATP to achieve the desired concentrations in the ATPase 
samples, mix wells and insert the plate, and record absorbance 
changes at 360 nm for 20 min.   

   7.    To estimate the ATPase turnover rate, the initial, linear portion 
of the raw data is fi tted by linear regression ( see   Note   26 ) 
(using e.g. GraphPad Prism or Origin software) and the 
amount of P i  released per second is obtained from the slope of 
the regression line normalized by the molarity of protein (con-
centrations determined from absorbance at 280 nm using cal-
culated molar extinction coeffi cients).      

       SAXS provides   information on oligomeric status and overall shape 
of macromolecular assemblies. Here, we describe how it can be 
used to delineate the spatial disposition of different functional 
domains within a large protein. This requires successful expression 
of the individual domains in a folded and biologically active form. 
The latter is underpinned by the array of biochemical data, such as 
DNA- and histone tail-binding  assays   and ATPase activity as 

3.7  SAXS Data 
Collection 
and Processing

  Fig. 3    SPR binding of tandem PHD domains to surface immobilized H3 unmethylated ( a ) and K9 trimethylated 
peptides ( b ) and the resulting Langmuir isotherm for equilibrium binding ( c )       
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discussed above. We only describe general sequence for data pro-
cessing, leaving out much detail since that depends on the software 
package used. Our discourse is limited to the widely used ATSAS 
software package (  http://www.embl-hamburg.de/biosaxs/soft-
ware.html    ) developed by Dimtri Svergun and colleagues. Further 
technical intricacies of SAXS can be found in a recent excellent 
monograph [ 24 ].

    1.    Although SAXS data can be obtained on a modern laboratory 
X-ray source such a specialized equipment is not commonly 
found in labs and it is advisable to collect data at a synchrotron 
radiation facility such as ESRF (Grenoble, France), EMBL 
facility at the PETRA ring (Hamburg, Germany), or the 
Diamond Light Source (Harwell, U.K.). These facilities oper-
ate dedicated beamlines which are accessed via a rapid turn-
over proposal-based schemes. Collecting data for the work 
described here would need only one 8 h shift at present time. 
This might become even shorter with further automation of 
beamlines and remote access capacity.   

   2.    This work employed ESRF beamline ID14-3 which uses a 
fl ow cell and automated sample loading system ( see   Note   27 ). 
A minimum of 10 μL of each sample is required to fi ll the scat-
tering cell ( see   Note   28 ).   

   3.    Confer with the beamline scientist to confi gure the system for 
the intended use, e.g. depending on the size of the complex 
and available amounts and concentrations.   

   4.    Collect scattering from empty cell.   
   5.    Collect scattering from water ( see   Note   29 ).   
   6.    Collect scattering from buffer for the BSA standard (e.g. PBS).   
   7.    Collect BSA standard of known concentration (2–5 g/L).   
   8.    Each biomolecule sample is preceded and followed by collec-

tion of the matching buffer ( see   Note   30 ).   
   9.    Ten or more successive frames ( see   Note   31 ) (10 s to 1 min 

duration) are collected and compared to check for radiation 
damage ( see   Note   32 ) and aggregation during each SAXS 
experiment.   

   10.    The data are collected on 2D detectors and images are auto-
matically integrated, averaged ( see   Note   33 ) and corrected to 
obtain 1D scattering intensities by the beamline software.   

   11.    Further processing (manual background subtraction and aver-
aging, data quality appraisal, Guinier plot) can be done with 
PRIMUS program package [ 25 ].   

   12.    Draw the Guinier plot in PRIMUS to estimate molecular mass 
from the extrapolated intensity at zero angle ( I  0 ) and radius of 
gyration ( R  g ) from the slope. Use BSA as standard ( see   Note  
 34 ) for estimating mass from  I  0  ( see   Note   35 ).   
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   13.    Compute pair-wise distance distribution functions using 
indirect transformation method implemented in the GNOM 
program. The distribution is then used to estimate the maxi-
mum dimension ( D  max ) [ 26 ,  27 ] and refi ne  R  g .   

   14.    Use the output fi le from GNOM as input for ab initio shape 
determination by programs DAMMIN [ 28 ] or DAMMIF 
[ 29 ] ( see   Note   36 ).   

   15.    Superimpose models using the SUPCOMB program [ 30 ] and 
average them using DAMAVER [ 31 ].   

   16.    Use DAMFILT to trim the model to the desired volume 
derived either from SAXS or from hydrodynamic and light- 
scattering experiments ( R  h  and mass) [ 31 ].   

   17.    After obtaining models of individual domains attempt to fi t 
 the   component structures into larger entities, e.g. tCHD and 
tPHD models into the tPHDtCHD model and tPHD, tCHD, 
and ATPase models into the tPHDtCHD/ATPase model. An 
initial model can be arrived at by visual docking in CHIMERA 
 using   volume overlap correlation [ 32 ].   

   18.    Perform multiphase ab initio modeling using the program 
MONSA [ 28 ] in which three phases correspond to tPHD, 
tCHD, and ATPase domains and are either pre-assigned on 
the basis of the manual fi tting or randomized  ( see   Note   37 ).    

     CHD4 is an  ATPase and is   thought to be a molecular motor which 
can move along nucleic acids  and   reposition nucleosomes. In order 
to probe short range motion, CHD4 tPHDtCHD/ATPase was 
labeled with acceptor dye Alexa Fluor 590 maleimide. Maleimide 
reacts with cysteines accessible  on   CHD4 surface. Cysteine is cho-
sen, since it is the least abundant amino acid in CHD4 (22 Cys) 
only few of them are expected to be exposed on the surface ( see  
 Note   38 ). All steps below are performed to limit exposure to 
intense light, e.g. wrapping tubes with aluminium foil or using 
dark tinted tubes.

    1.    Mix protein stock (10 μM) with 10-fold molar excess of Alexa 
Fluor dye (10 mM DMSO stock) and incubate for 8 h at 4 °C 
( see   Note   39 ).   

   2.    Dialyze labeled protein overnight and store in dark at 4 °C ( see  
 Note   40 ).   

   3.    Determine the degree of labeling by recording UV/VIS absor-
bance spectrum of the conjugated protein and computing the 
protein concentration from absorbance at 280 nm corrected 
for the dye contribution estimated from abs. maximum of the 
dye at 590 nm. The correction factor is dye-specifi c and is 
listed in manufacturer manual ( see   Note   41 ) (0.56 for AF594). 
The molar ratio of label to protein should ideally be 1 or 
slightly higher ( see   Note   42 ).   

3.8  Labeling CHD4 
with Fluorescent Dye
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   4.    Check the ATPase activity and DNA binding of the conjugated 
protein using assays described above.    

         1.    The pGEM-3z/601 with 601 sequence insert (Fig.  4a )  was 
  transformed into XL-1  E. coli  cells and selected on LB Amp 
agar plates.

       2.    Pick a single colony and inoculate 15 mL 2× TY-AC Amp 
media, grow overnight.   

   3.    Harvest cells and extract the plasmid using a miniprep kit.   
   4.    Digested with BamHI and HindIII.   
   5.    Separate on 2 % agarose gel.   
   6.    Extract band corresponding to 601 sequence.   
   7.    Use the extracted 601 sequence as template with Alexa Fluor 

488 and biotin-labeled primers (Fig.  4b ) and perform PCR: 
50μl of PCR reaction prepared by adding of 37 μL water, 1 μL 
plasmid template, 1 μL of both primers, and 10 μL of 5× pre-
mixed PCR kit. PCR program: (5′ at 93 °C) and [(1′ at 93 °C 
and 1′ at 62 °C and 2′ at 72 °C) ′ 30] and (10′ at 72 °C), prod-
uct stored at 4 °C.   

   8.    PCR product was separated on 2 % gel, excised and extracted 
by centrifugation and again purifi ed on 2 % gel, stained with 
SYBR GOLD.   

   9.    Check the degree of labeling and emission brightness of donor 
dye attached to DNA through recording UV/VIS absorption 
and fl uorescence emission spectra.      

   For TIRF imaging,    DNA templates need to be immobilized onto 
a clean cover slip surface.

    1.    Prepare glass cover slip surfaces using the method presented by 
Rasnik and coworkers [ 33 ].   

   2.    Incubate cover slips with Vectabond reagent according to the 
manufacturer instructions.   

   3.    Coat with mixture of 25 % (w/v) PEG-NHS and 0.25 % (w/v) 
biotinylated-PEG-NHS in 0.1 M sodium bicarbonate (pH 
8.3) for 3 h in order to eliminate non-specifi c adsorption of 
proteins.   

   4.    Rinse with 10 mM Tris, pH 7.4 and incubate with 0.2 mg/mL 
Immunopure-streptavidin for 1 h then rinsed with 3 × 400 μL 
of buffer A. Excess buffer was blotted off and Alexa Fluor 
488-labeled, biotinylated DNA in buffer A was applied to the 
surface and allowed to bind for 30 min.   

   5.    Remove unbound DNA by blotting and rinsing using three 
times 400 μL of buffer A.    

3.9  Preparation 
of Labeled 601 
Sequence

3.10  DNA 
Immobilization
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         1.    In order to avoid photo-destruction samples shall be imaged in 
anti-photobleaching cocktail: 1.25 mM propyl gallate, 5 mM DTT, 
5 mM cysteamine, 1.5 mM β-mercaptoethanol ( see   Note   43 ).   

   2.    Single molecule experiments performed on custom-build 
TIRFM FRET instrument [ 34 ] using imaging rate fi ve frames 
per second.   

3.11  Single Molecule 
Imaging
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   3.    Optimize protein concentration to minimize background from 
the bulk-labeled protein while observing enough association 
with the immobilized DNA (in our case 300 nM).   

   4.    Briefl y image immobilized-labeled DNA molecules alone and 
identify spots ( see   Note   44 ). Only these spots shall be used for 
further analysis. Image analysis can be done using free software 
developed by Ha’s group: https://cplc.illinois.edu/software/ 
or simple Matlab scripts.   

   5.    Add labeled protein and image again. Only spatially correlated 
spots in both channels shall be used (Fig.  4d ).   

   6.    Extract time traces and only retain those exhibiting single-step 
acceptor photobleaching (Fig.  4c ).   

   7.    Compute FRET  effi ciency   (proximity ratio) using consecutive 
single-step acceptor–donor photobleaching sequence [ 34 ] or 
spot intensities corrected for channel sensitivity (Fig.  4c ).   

   8.    In steady state, histogram proximity ratios to obtain distribu-
tions [ 34 ].   

   9.    Add ATP to observe time resolved changes, e.g. bidirectional 
stepping (Fig.  4e ) until all spots photobleach.       

4     Notes 

     1.    Primers shall contain appropriate restriction sites for cloning 
into the desired vector.   

   2.    May need further purifi cations steps, like ion exchange, to 
obtain certain proteins.   

   3.    Consider loading concentration and about fi vefold dilution on 
the column to set the sensitivity but the best is to run a test 
fi rst.   

   4.    Make sure the light scattering is not saturated at the peak 
maximum.   

   5.    Spin (50 k for 1 h at 4 °C in tabletop ultracentrifuge) to 
remove as much aggregate as possible.   

   6.    Concentration choice—needs to be high enough for the light- 
scattering detector to give decent signal while still being within 
the range.   

   7.    Need to select the right ladder range for the expected length 
and spacing of putative binding sites, e.g. from less than a 
nucleosomal repeat (50 bp) to few repeats (1 kb).   

   8.    Select suitable concentration range—usually between high 
nM to μM—since only relatively stable complexes with disso-
ciation constant  K  d  < 0.2 μM produce discrete shift bands 
although retardation by transient binding is also possible.   
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   9.    NCPs shall be purifi ed fi rst for clean results.   
   10.    The chase experiments are performed to rule out that NCPs 

are disrupted by CHD4 binding. If disrupted then NCP band 
would disappear.   

   11.    However, modern instruments, such as GE Healthcare T100, 
are fully capable of detecting ligand binding in the reverse 
immobilization format.   

   12.    This is important since  K  d  derives from the concentration.   
   13.    This is specifi c for the type of chemistry and to some degree 

also depends on the vendor.   
   14.    This depends on the instrument sensitivity, while higher den-

sity provides higher overall signal, mass transport would cer-
tainly be an issue for a large, 100 kDa protein such as CHD4.   

   15.    New instruments have more channels.   
   16.    In order to avoid overcoating this is often done in several steps 

while observing the R.I. signal.   
   17.    Check fl ow rate dependence—it should not affect the kinetics. 

Otherwise there are transport effects and fl ow rate should be 
increased.   

   18.    Note that at the beginning of association and dissociation 
there is an abrupt rise or drop due to so-called bulk contribu-
tion from slight buffer mismatch. This is taken into account 
during data processing.   

   19.    Other nucleotide di/triphosphates and analogues can be used 
to probe changes in affi nity.   

   20.    This is done by scaling the reaction volume down to 200 μL 
which also saves on consumables having 500 assays instead 
only 100 per kit.   

   21.    Account for ATP volume if present since it is added last.   
   22.    Use 1:10 dilution of the provided 50 mM stock.   
   23.    Collecting data faster is better but 5 s per well is more than 

suffi cient. This is not an issue for camera-based imaging read-
ers which read all wells at once. However, make sure that the 
camera-based system can be run in a kinetic mode.   

   24.    Degraded ATP might pose high background and invalidate 
the assay.   

   25.    This is important if the enzyme is inhibited by P i —often the 
rate-limiting step is phosphate release.   

   26.    Note the limits of the  coupled   reaction, e.g. there is a need to 
optimize ATPase concentration before doing Michaelis- 
Menten analysis.  V  max  must be within the rate limit by the 
coupled PnPase. This rate could be increased by higher PnPase 
concentration.   
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   27.    Similar system has been implemented at Bio- SAXS at   Diamond.   
   28.    For shape reconstruction a monodisperse sample is required, 

best obtained as a fraction from SEC. Some beamlines do have 
in-line HPLC capability to use with diffi cult (aggregative) 
samples.   

   29.    These controls are important to evaluate cleanliness of the 
fl ow cell and check for any instrument problems.   

   30.    It is imperative to use the same buffer since even small changes 
in salt concentration and composition can make subtraction of 
the baseline diffi cult or impossible. This is especially important 
for dilute samples, e.g. protein at or below 1 g/L (w/v) when 
most of the scattering comes from the solvent/buffer.   

   31.    Now 20 × 10 s frames are common depending on fl ux.   
   32.    Radiation damage is manifested by time dependence of the 

scattering curve and increase in  I  0  due to aggregation.   
   33.    However, although the software is smart enough to detect and 

deal with radiation damage it may not spot other problems. 
Always check!   

   34.    Guinier plot also useful for extracting the radius of gyration, 
R g , and checking for polydispersity (nonlinear Guinier region).   

   35.    Rg for BSA should be ~3 nm, if it is signifi cantly larger or the 
plot is nonlinear then BSA may be aggregated.   

   36.    Also GASBOR can be used [ 35 ] for smaller proteins and takes 
into account a sequence and medium to wide angle scattering. 
However, modeling of internal structure is far from reliable.   

   37.    Both fi tting procedures should be performed but the latter is 
computationally intensive and may not yield a unique solu-
tion. However, if the data are robust then both solutions are 
roughly similar, which is reassuring.   

   38.    This can be determined spectrophotometrically by Ellman’s 
reagent or directly from degree of labeling.   

   39.    The fi nal fraction of DMSO needs to be below 5 % to avoid 
protein aggregation.   

   40.    We chose dialysis instead of LC to prevent further dilution of 
the sample but in some cases HPLC purifi cation offers advan-
tages of being faster and removing non-specifi cally attached 
dye which might leach from the sample later and introduce 
unwanted background.   

   41.    Protein concentration = ( A  280  − 0.56  A  590 )/ ε  M , where  ε  M  is the 
molar extinction coeffi cient.   

   42.    If the ratio is higher than 3 then labeling with less dye and for 
a shorter period might decrease the stoichiometry and prefer-
entially label only the most accessible site(s).   
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   43.    Degassing all buffers and adding oxygen scavenging (catalase) 
mix may further prolong the life of the fl uorophores.   

   44.    Use shutter to control exposure and limit photobleaching.         
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    Chapter 15   

 Atomistic Molecular Dynamics Simulations of DNA 
Minicircle Topoisomers: A Practical Guide to Setup, 
Performance, and Analysis                     

     Thana     Sutthibutpong     ,     Agnes     Noy    , and     Sarah     Harris     

  Abstract 

   While DNA supercoiling is ubiquitous in vivo, the structure of supercoiled DNA is more challenging to 
study experimentally than simple linear sequences because the DNA must have a closed topology in order 
to sustain superhelical stress. DNA minicircles, which are closed circular double-stranded DNA sequences 
typically containing between 60 and 500 base pairs, have proven to be useful biochemical tools for the 
study of supercoiled DNA mechanics. We present detailed protocols for constructing models of DNA 
minicircles in silico, for performing atomistic molecular dynamics (MD) simulations of supercoiled minicir-
cle DNA, and for analyzing the results of the calculations. These simulations are computationally challeng-
ing due to the large system sizes. However, improvements in parallel computing software and hardware 
promise access to improve conformational sampling and simulation timescales. Given the concurrent 
improvements in the resolution of experimental techniques such as atomic force microscopy (AFM) and 
cryo-electron microscopy, the study of DNA minicircles will provide a more complete understanding of 
both the structure and the mechanics of supercoiled DNA.  

  Key words     Atomistic molecular dynamics  ,   DNA supercoiling  

1      Introduction 

  DNA supercoiling  is   ubiquitous  in vivo , and is implicated in  both 
  genome organization and gene regulation [ 1 ]. DNA packaging in 
 both   prokaryotic and eukaryotic chromosomes can be investi-
gated by HiC experiments, which detect spatial proximity between 
pairs of genomic loci through chemical cross-linking [ 2 ], and 
alternatively, by optical techniques such as fl uorescence  in situ  
hybridization (FISH) which visualizes the spatial relationship of a 
few chosen genomic sites [ 3 ]. Simple polymer models including 
the supercoiling of DNA suggest that topology is a crucial factor 
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to reproduce the experimental spatial contact maps [ 4 ]. Moreover, 
supercoiling directly induces strand separation [ 5 ,  6 ] for RNA 
polymerase binding [ 7 ] and altered the DNA geometry, which 
infl uences the  regulatory protein binding and makes DNA able to 
direct its own metabolism by altering the level of supercoiling [ 8 ]. 

   While X-ray crystallography and NMR studies have provided atom-
istic resolution structural information for short (around 30 base 
pairs) linear DNA fragments, for protein–DNA complexes [ 9 ,  10 ], 
and even for nucleosomes [ 11 ], it has not been possible to visualize 
supercoiled DNA minicircles in atomistic detail because they are 
too structurally disordered to crystallize, they can contain kinks 
and defects in their structures due to the superhelical stress [ 12 , 
 13 ], and they are too large for structural NMR. DNA minicircles 
have proven to be a more tractable model system for probing com-
plex DNA topologies, because their smaller size signifi cantly 
reduces the number of conformations. DNA minicircles have been 
studied experimentally using low-resolution structural techniques 
such as gel  electrophoresis   [ 14 ], atomic force microscopy (AFM) 
[ 15 ,  16 ], cryo-electron microscopy (cryo-EM) [ 13 ,  17 ,  18 ], and 
cryo-electron tomography (cryo-ET) [ 19 ]. While these techniques 
have provided information about the global shape of the DNA and 
how this changes in response to supercoiling, so far a fully atomis-
tic description is only possible in computer simulation. Even the 
smallest DNA  minicircles   (around 60 base pairs [ 12 ]) produce a 
simulation box that is large in comparison with the linear sequences 
conventionally studied by the DNA simulation community (which 
are typically between 10 and 20 base pairs in length [ 20 ]), these 
calculations are nevertheless feasible, albeit with shorter simulation 
trajectories and poorer sampling. The fortuitous fact that minicir-
cles are just large enough for low-resolution structural studies 
while being within the reach of atomistic  simulation   has enabled us 
to employ a combination of these complementary biophysical 
techniques to gain insight into the atomistic structure of super-
coiled DNA [ 19 ,  21 ].  

   We have developed a bespoke series of protocols for simulating 
supercoiled DNA minicircles, that are summarized schematically in 
Fig.  1 . Each numbered step within the protocols indicated in the 
fl ow diagram is described in detail in the Methods (Subheading  3 ).

   Atomistic simulations of supercoiled DNA minicircles start 
from a simple planar circular structure constructed from the spe-
cifi c DNA sequence required ( step 1 ). The chosen linking number 
is imposed by adjusting the DNA helical twist within this planar 
circle ( see  Fig.  2a ). This then determines the superhelical density of 
the closed circular loop. After creating parameters and other essen-

1.1  DNA Minicircles 
as Model Systems

1.2  Overview 
of Simulation 
Protocols for DNA 
Minicircles

Thana Sutthibutpong et al.
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  Fig. 1    Flow diagram providing an overview of DNA minicircle simulation protocols. The diagram shows ( top ) 
the preparation ( steps 1–4 ) and running ( steps 5–7 ) of AMBER GB/SA implicit solvent simulations for a ~300 bp 
supercoiled DNA minicircle, and ( bottom ) the preparation ( steps 8–15 ) and running ( steps 16–18 ) steps of 
GROMACS explicit solvent simulation of a ~300 bp supercoiled DNA minicircle. The fl ow diagram also shows 
the types of analysis performed on both the implicitly and explicitly solvated MD trajectories. A conditional 
statement is made for the size of DNA minicircle. If the minicircle sequence is shorter than 150 base pairs, the 
implicit solvent GB/SA simulations need not be performed (skip  steps 5–9 ) as the DNA cannot writhe       
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  Fig. 2    ( a ) Schematic diagram showing the construction of an  N -(base pair) planar circular DNA structure using 
the NAB program ‘circ.nab’: ( left ) the fi rst base pair is placed at the circumference of a circle of radius  R  = (3.38 
Å)/2sin( π / N ), and is oriented perpendicular to the tangent line, ( middle ) the system is rotated by an angle 
 α  = 2 π / N . The second base pair is then added to replace the fi rst base pair and is rotated by the twist angle 
 θ  = 2 π  ×  Lk / N  and ( right ) the same process is repeated until a full DNA circle is made. ( b ) Hybrid implicit/explicit 
solvation: ( left-middle ) A planar circular 336 bp DNA minicircle at Δ Lk  = −2 adopted a writhed conformation in 
AMBER GB/SA implicit solvent. ( right ) A selected writhed structure was then solvated in 0.1 M NaCl and TIP3P 
water box by using GROMACS. ( c ) Examples of DNA defects occurred when subjected to high bending and 
superhelical stress       
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tial input fi les ( steps 2–4 ), we use a frictionless implicit solvent 
Generalized Born Surface Approximation (GB/SA) model, which 
attempts to reproduce the electrostatic screening effect of the high 
dielectric solvent environment ( steps 5–7 ). Our estimates suggest 
that this speeds up conformational changes from the opened circu-
lar to the compacted, writhed structures by at least a factor of 10 
[ 19 ]. However, the initial planar DNA conformation is highly arti-
fi cial, and may place unphysical levels of conformational stress 
upon the duplex. Moreover, while in principle GB/SA simulations 
provide the same conformational ensemble for the DNA but in an 
accelerated timeframe, in practice, the neglect of discrete water 
molecules and solvent ions has a non-negligible effect on the struc-
ture of the DNA. Firstly, the duplex is marginally less stable in the 
implicitly solvated calculations, therefore, any kinks or denatur-
ation we observe in the absence of explicit water cannot be ascribed 
to the levels of superhelical stress. We have also observed that the 
simple Debye-Huckel electrostatic screening approximation that is 
used to mimic the effect of salt is not as effi cient at screening the 
repulsion within the DNA backbone as discrete counterions. 
Consequently, writhed structures in explicit water have a tendency 
to be more compact, particularly in the presence of divalent cations 
such as calcium. Moreover, we have occasionally observed unphys-
ically narrow minor grooves with the implicit solvent model. To 
deal with these simulation artifacts, we gently equilibrate the DNA 
as it relaxes from the planar starting structure into a writhed con-
fi guration to ensure that the minicircles are not irreversibly dis-
torted. The integrity of the duplex is maintained using restraints 
placed on the hydrogen-bonding interactions between comple-
mentary base pairs (this uses the facility for imposing NMR dis-
tance restraints implemented in AMBER) whenever we are using 
the GB/SA implicit solvent approximation, prior to solvation in 
explicit water.

   During the implicitly solvated calculations, we commonly 
observe such large oscillations in the writhe (approximately ±0.3) 
that it is not possible to defi ne a unique confi guration. Instead, we 
use a conformational clustering analysis algorithm to select repre-
sentative structures ( steps 8–9 ), and subject as many confi gura-
tions as is computationally feasible to explicit solvation to obtain a 
more reliable atomistic description ( see  Fig.  2b ); typically we select 
three confi gurations, one from each of the most populated clusters 
[ 19 ]. These are then explicitly solvated within the GROMACS 
program ( steps 10–18 ). A list of essential software tools, impor-
tant source fi les, and careful simulation protocols are provided in 
Subheadings  2  and  3 . 

 For the smaller DNA minicircles, the writhing transition is 
suppressed by the large bending energy necessary to maintain the 
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circular form [ 22 ,  23 ]. Thus, for the simulations of DNA minicir-
cles with the length <150 bp (the DNA persistence length), we 
skip  steps 5–9  (GB/SA MD runs and clustering analysis) and start 
preparing the system for explicit water and ions solvation using 
GROMACS from the starting structure of the planar minicircle.  

   Simulations of DNA minicircles require specialist high- performance 
computing facilities (HPC), such as the UK supercomputer 
ARCHER [ 24 ] or local HPC such as the University of Leeds 
supercomputers ARC1 and ARC2, where available. Running simu-
lations in parallel over multiple CPU cores can effectively reduce 
the computing time. Within MD codes such as AMBER, 
GROMACS, and NAMD, parallelization is typically achieved 
through “domain decomposition”. As a simulation progresses, 
partitioned spatial domains within the simulation box are assigned 
to each of the processors, and the Newtonian physics associated 
with the motion of the particles within each partitioned domain 
will be performed by its assigned processor [ 25 ], enabling multiple 
calculations to be performed concurrently. Table  1  compares the 
performance of parallel MD simulation processing performed by 
the University of Leeds ARC1/2 local HPC service and the UK 
ARCHER supercomputers on the implicitly and explicitly solvated 
DNA minicircles performed by our group.

      To perform simulations at the fully atomistic level, the biomolecu-
lar simulation fi eld has provided researchers with a wealth of tools 
for simulations and trajectory analysis for proteins and nucleic 

1.3  Computer 
Hardware

1.4  Computer 
Software and MD 
Forcefi elds

   Table 1  
  Comparison between implicit and explicit solvation of a 336 bp DNA minicircle system for the use of 
Generalized Born Surface Approximation (GB/SA), numbers of atoms, numbers of nucleotide residues, 
numbers of water residues, numbers of ionic residues, numbers of processors working in parallel, 
and simulation speed in ns/day   

 Simulations  108 bp Explicit  336 bp Implicit  336 bp Explicit 

 GB/SA  No  Yes  No 

 Number of atoms  ~450,000  21,373  ~2,100,000 

 Number of nucleotide residues  216  672  672 

 Number of water residues  ~150,000  –  ~700,000 

 Number of ionic residues  ~750  –  ~3200 

 HPC system  ARC1/ARC2  ARC1/ARC2  ARCHER 

 Number of processors used  32  32  256 

 Speed (ns/day)  ~1  ~1  ~5 
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acids, which are fast and user friendly [ 24 ]. Among the most popu-
lar open-source MD packages are AMBER [ 26 ], GROMACS [ 25 ], 
and NAMD [ 27 ]. A choice of forcefi elds is also available; most 
commonly users must choose between the AMBER suite of force-
fi elds [ 28 – 30 ] and those provided by the CHARMM community 
[ 31 ]. The parmbsc0 AMBER forcefi eld has become the default 
parameterization due to its capacity to produce stable MD simula-
tions of DNA duplexes at the microsecond timescale [ 32 ] and to 
describe a variety of non-canonical DNA structures; for minicircles 
using a subsequent refi nement of the gamma torsion, parameter 
from DNA backbone [ 29 ] allows a better description of severe 
distortions of the DNA duplex caused by strong mechanical stress. 
In parallel, CHARMM also provides good descriptions of DNA 
structure and dynamics [ 33 ] and has performed better for nano-
technology applications, such as, DNA origami [ 34 ]. Although 
further testing is required in simulating circular DNA, the most 
convenient parameter combination we have found so far is the 
AMBER parm99 + bsc0 + χ OL4  forcefi eld sets. .   

   While MD simulations are invaluable for the study of DNA minicir-
cles because they are the only method capable of providing atom-
istically detailed information, it is always desirable to validate 
computer models against experiment wherever possible. For DNA 
minicircles, this can be achieved by comparing the results of the 
simulations with low-resolution structural studies and biochemical 
analysis. 

 One opportunity for validating the models arises because 
extreme bending and torsional stress can drive the DNA struc-
tures beyond their elastic regime, resulting in the formation of 
non- canonical DNA structures such as kinks and denaturation 
bubbles [ 5 ,  35 ] which can be detected biochemically using nucle-
ase enzymes such as BAL-31 and S1 [ 12 ] which digest single-
stranded DNA. DNA defects were fi rstly observed in minicircle 
simulations at the atomistic level by Lankas et al. [ 36 ], who 
reported that bending and torsional stress can give rise to type I 
kinks, in which the base stacking interactions are disrupted but all 
complementary hydrogen bonding interactions remain intact, 
and type II kinks, in which hydrogen bonding is disrupted. 
Subsequent simulations that explored higher superhelical densi-
ties also observed denaturation bubbles in which longer stretched 
of DNA melted into single- stranded regions [ 21 ,  22 ]. Examples 
of defects in DNA due to bending and superhelical stress are 
shown in Fig.  2c . 

 Direct visualization of minicircles in the size range of 100–400 
base pairs has also been achieved with cryo-EM [ 13 ] and AFM 
[ 37 ], which has  enabled   the comparison of static experimental 

1.5  Comparison 
of DNA Minicircle 
Simulations 
with Experiments
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minicircle structures to be compared with simulations. A combina-
tion of gel electrophoresis, MD simulations, and cryo-ET has also 
been used to investigate the conformational diversity of super-
coiled minicircle DNA [ 19 ]. Cryo-ET can provide 3D traces of the 
DNA minicircle helical axis for different topoisomerases, which can 
be compared with MD simulation trajectories. The cryo-ET shows 
that there is a diverse conformational ensemble for the minicircles, 
even for a single topoisomer. Similarly, MD simulations performed 
in implicit solvent show that the writhe of the minicircles is sub-
jected to large fl uctuations, however, when this more approximate 
solvation model is used, the conformational diversity of the DNA 
is restricted by the hydrogen bond restraints that are applied to 
maintain the stability of the duplex. Subsequent simulations for 
discrete conformers selected from this ensemble showed that the 
DNA becomes more compact in explicit water due to the inclusion 
of discrete counterions that facilitates the closer approach of the 
two strands at the crossing point. Also, the DNA forms kink and 
bubble defects at high superhelical densities that increase the local 
fl exibility of the DNA. However, the global conformational fl exi-
bility of the DNA is severely curtailed by the huge viscosity of the 
surrounding solvent, which effectively “locks” the DNA into a 
given writhed conformation over the timescale accessible to explicit 
MD (~50 ns).  

   The simulation community has access to a wide choice of sophisti-
cated software for processing the velocity and coordinate data gen-
erated by MD simulations in order to both: (1) validate the 
simulation results by comparing the analyzed data with experi-
ments and (2) obtain structural and dynamical data inaccessible by 
experiment alone. 

 Many of these tools are available as part of the MD simula-
tion codes. The radius of gyration of the minicircles is a global 
structural parameter that quantifi es the compactness of super-
coiled DNA, and can be extracted using the PTRAJ module avail-
able within the AMBERTOOLS software ( see  Subheading  3.2 ). 
Figure  3a  shows three types of supercoiled DNA structures. The 
‘open’ circular conformation has the largest value of radius of 
gyration and is the least compact structure compared to the other 
two. Structural disruptions and defects within the minicircles that 
arise due to torsional or bending stress can also be detected and 
quantifi ed by measuring the interatomic distances between com-
plementary hydrogen bonding using PTRAJ, or using visualiza-
tion software such as VMD [ 38 ]. VMD can also be used to 
convert GROMACS trajectories into AMBER trajectories, which 
are compatible with the conformational analysis performed by 
PTRAJ.

1.6  Analysis Tools 
for DNA Minicircle 
Simulations
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   However,    other structural quantities that are specifi c to DNA 
require more specialized software. The DNA helical parameters 
that characterize the relative positions of the base pairs and base 
steps, such as twist, roll, tilt, etc., can be calculated using either 
the CURVES+ [ 39 ] or X3DNA [ 40 ] programs. In addition to the 
radius of gyration, the overall global shape and compactness of 
the DNA is determined by the writhe, which quantifi es the num-
ber of crossings formed by the double helix in three dimensions. 
Quantifying the writhe is non-trivial because the number of times 
that the two DNA strands cross is extremely sensitive to the pre-
cise manner in which you view the structure, as shown in Fig.  3b . 
Mathematically, the writhe is defi ned by the Gauss integral calcu-
lated over the central helical axis ( see  Fig.  3c ) [ 41 ]. However, 
defi ning an appropriate helical axis for a fully atomistic DNA 
structure is also non-trivial, because small local deviations from an 
ideal B-form helix can introduce artifacts into the writhe calcula-
tion. To eliminate these diffi culties, we have developed a python 
script ‘WrLINE.py’, which performs a running average over each 
DNA helical turns [ 41 ], and is available online from the CCPForge 
website.  

   Improvements in the description of DNA minicircles at the atom-
istic level depend on two principal factors: improvements in the 
forcefi elds used to describe the DNA, and improvements in the 
simulation timescales and conformational sampling that can be 

1.7  Future 
Developments 
and Perspectives

  Fig. 3    ( a ) Three sample DNA minicircle structures of the ‘opened’, ‘fi gure-8,’ and ‘handcuff’ conformation. The 
‘opened’ minicircle possesses the largest radius of gyration compared to the other two, while the ‘handcuff’ 
minicircle has the smallest radius of gyration and is the most compact structure. ( b ) A writhed DNA minicircle 
structure viewed from two different angles, showing the change in the number of apparent crossing points from 
different viewpoints. ( c ) DNA writhing calculation: a helical path ( blue ) is extracted from the atomistic structure 
of a minicircle DNA. The smoothed central helical axis ( red ) is then calculated by using ‘WrLINE.py’ python 
script. From this helical axis path  s,  writhe can be calculated by integration of the coiling of  s  about itself ( s′ )       
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achieved. In particular, the BSC0 forcefi eld is known to underesti-
mate the twist of the DNA by approximately two degrees, although 
this has been partly corrected by the parmχ OL4  forcefi eld correction 
in which the average twist is increased from 33.2 to 33.5°/bp. This 
issue will likely be the main focus of future tests and developments 
for simulations of closed DNA topologies, since any discrepancy in 
the relaxed twist makes it diffi cult to make a direct comparison 
between the behaviors of simulated and experimental circles for a 
given superhelical density. However, it is not straightforward to 
obtain a precise comparison between twist at the atomistic level, 
and the global twist of the DNA (which is well established to be 
around 34°) because the MD forcefi eld has been parameterized 
through the interactions between atoms, not directly on the DNA 
helical twist itself, and DNA twist is highly sequence dependent. A 
consequence of this is that different sequences of the same size are 
likely to have signifi cantly different superhelical densities, especially 
in the limit of small DNA loops. 

 Larger simulation timescales and improved conformational 
sampling will be achieved as computing technology continues to 
improve. For example, HPC resources continuously grow in terms 
of the number of processors available, which will, for example, 
allow for more conformations of writhed minicircle structures to 
be performed in explicit solvent. New computer technologies will 
also make a contribution to improving DNA minicircle simula-
tions. Graphics processing units (GPUs) have already been adapted 
for biomolecular simulations, but as yet have not been applied to 
minicircles due to the limitations in systems sizes subjected to the 
memory constraints. GPUs have recently proven to be more cost 
effective than conventional computer clusters with the same num-
ber of cores [ 42 ], but require a re-engineering of the software. A 
GB/SA implicit solvent simulation routine has been created for 
GPU, which can produce a 1 μs MD trajectory for ubiquitin (con-
taining 1231 atoms) within ~5 days [ 43 ]. Moreover, the recent 
development of a new GB/SA model that implements a charge 
hydration asymmetry (CHA) term has also improved the accuracy 
of the GB/SA model [ 44 ,  45 ]. The corrected water charge distri-
bution may well eliminate the minor groove collapsing artifact 
seen in the GB/SA simulations of supercoiled DNA and may facili-
tate robust CHA-GB/SA simulations of supercoiled minicircles on 
GPU with a signifi cantly reduced cost. 

 Another source of accelerated biomolecular simulations is the 
ANTON supercomputer, which is a special-purpose computer 
cluster built for molecular dynamics simulations [ 46 ] which have 
provided MD trajectories as long as 1.119 ms within 164 days 
(6.82 μs/day) using 128 nodes for the explicitly solvated small 
protein Fip35 WW domain (containing 10,000 atoms) [ 47 ]. 

Thana Sutthibutpong et al.



205

While the fi rst incarnation of ANTON was limited to simulations 
containing a maximum of 200,000 atoms, signifi cantly less than is 
required for a DNA minicircle, the more recent ANTON2 machine 
is able to perform an MD simulation of a system containing 
2,000,000 atoms and is approximately ten times faster than the 
original ANTON [ 48 ], which would in principle be able to 
 simulate a DNA minicircle containing hundreds of base pairs over 
multiple microsecond timescales. 

 Atomistically detailed MD simulations of minicircles could 
assist in developing them as gene therapy vectors [ 49 ]. These 
DNA “minivectors” have already been shown to effi ciently trans-
fect  lymphoma cells and have proven to be more resistant to 
hydrodynamic shear stress during the therapeutic gene delivery 
[ 50 ] than larger plasmids. Moreover, DNA minicircles of the same 
size (200–400 bp) have been detected  in vivo  where they have 
been excised from the chromosomes [ 51 ]. Understanding the 
dynamical properties of DNA minicircles would help to elucidate 
the occurrence and sequence specifi city of chromosomal microde-
letion processes.   

2     Materials 

       1.     AMBER : The molecular dynamics simulation software pack-
age, along with the forcefi eld ff99 + bsc0 + χ OL4  are the main 
tools we have used in the GB/SA implicit solvent simulation 
[ 52 ]. In an AMBER simulation, the module SANDER reads in 
a series of input parameter, topology, and coordinate fi les to 
output a *.mdcrd AMBER trajectory and restart coordinate 
fi les [ 53 ].   

   2.     GROMACS : This MD software package currently has the rep-
utation of being the most effi cient at generating explicitly sol-
vated simulations trajectories. Fast MD is extremely important 
for DNA minicircles, given that the simulation cell can contain 
more than 1,000,000 atoms. A similar forcefi eld (e.g. AMBER) 
as for the implicitly solvated calculations is used to maintain 
consistency between the two types of simulations. A perl script 
‘ambgmx.pl’ is used to create GROMACS topology and coor-
dinate fi les for AMBER forcefi elds [ 25 ].   

   3.     Specialized forcefi eld and ions parameters : (a) Circular struc-
tures require a slight modifi cation to the AMBER libraries (we 
call this parameter set ‘ff99circ’) in which the end residues are 
omitted to prevent the xleap module adding them automati-
cally, (b) DNA simulations require the ‘parmbsc0’ modifi ca-
tion for nucleic acid backbone dihedrals α and γ [ 28 ], (c) we 

2.1  MD Simulation, 
Analysis, 
and Visualization 
Software
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also use the ‘OL4’ modifi cation for DNA backbone dihedral χ 
[ 29 ], and (d) the ion modifi cation for Na and Cl counterions 
of Smith and Dang [ 54 ].   

   4.     Visual Molecular Dynamics  ( VMD ) [ 38 ]: This visualization 
software is fast and effi cient, and is capable of reading molecu-
lar dynamics trajectory fi les of any format (e.g. NAMD, 
AMBER, GROMACS, etc.) and of rendering 3D images for 
dissemination in papers and in seminar presentations. For more 
complex tasks, ‘*.tcl’ scripts can be written to control the pro-
gram via the ‘tk console’. We use a script that converts a 
GROMACS compressed trajectory into an AMBER trajectory 
that is compatible with PTRAJ for analysis of the conforma-
tions, while other researchers may prefer using VMD directly, 
or GROMACS analysis tools.      

       1.     NAB  ( Nucleic Acid Builder ): This is a C-based high-level pro-
gramming language, which performs specifi c operations on the 
starting coordinates of nucleic acid structures. NAB is capable 
of importing standard reference frames of coordinates of 
nucleotides from an AMBER library, performing coordinate 
transformations and creating a PDB fi le containing all the 
coordinates atomic types for a starting structure [ 53 ]. We use 
NAB to build minicircles; but knots and more complex topol-
ogies are also possible.   

   2.     LEAP : This module generates topology fi les containing the 
interatomic connectivities and the associated forcefi eld param-
eters (e.g. stretching, bending and dihedral angles, and non- 
bonded interactions) from a PDB fi le created by NAB.   

   3.     PTRAJ : This module is used for trajectory processing such as 
concatenation of MD trajectories and removing unwanted 
atoms or residues from the trajectories (e.g. stripping out the 
water molecules). This AMBER module also includes com-
mands to measure distances between atoms or residues (e.g. 
for calculating distances between atoms that are engaged in 
complementary hydrogen bonds between base pairs), bending 
and dihedral angles, root mean square deviations between two 
structures, and the radius of gyration.      

   Table  2  shows the list of input fi les used to prepare the start-up fi les 
for both the implicit and explicit solvent simulation protocols and 
the post-simulation analysis. To use these, AMBER, 
AMBERTOOLS, GROMACS, python (with NUMPY library), 
and perl software packages need to be installed.

2.2  AMBERTOOLS 
Modules

2.3  Source Files
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    Table 2  
  List of the fi les used in (a) preparing the minicircle DNA structures for GB/SA simulations, (b) running 
the AMBER GB/SA implicit solvent simulations, (c) preparing the GROMACS explicit solvent 
simulation, (d) running the GROMACS explicit solvent simulations, and (e) measuring writhe values 
by WrLINE   

 Categories  Files 

 (a) AMBER GB/SA 
preparation 

 • ‘circ.nab’: create a PDB fi le of DNA minicircle 
 • ‘leapscript_imp’: generate AMBER topology and starting coordinate fi les 
 • ‘leaprc.ff99circ’: a forcefi eld parameter set specially used for DNA 

minicircles (DNA with no ends) 
 • ‘all_nuc94bsc0_chiOL4.in’, ‘frcmod.parmbsc0’ and ‘frcmod.OL4.chi’: 

forcefi eld modifi cation fi les for the dihedral parameters 
 • ‘dangions.dat’: a forcefi eld modifi cation fi le for the ion electrostatic 

parameter 

 (b) AMBER GB/SA 
simulation 

 • ‘molecule.prmtop’ and ‘molecule.inpcrd’: AMBER topology and starting 
coordinate fi les 

 • ‘min1.in’ and ‘min2.in’: input parameters for minimization in GB/SA 
implicit solvent 

 • ‘md1.in’, ‘md2.in’ and ‘md3.in’: input parameters for equilibration in GB/
SA implicit solvent with all atom coordinate restraints 

 • ‘md4.in’: input parameters for a productive MD run in GB/SA implicit 
solvent with NMR distance restraints on hydrogen bonds 

 • ‘RST’: all the information on the NMR restraints 
 • ‘gbsa.sh’: shell commands to execute the minimization, equilibration and 

productive MD runs within AMBER GB/SA implicit solvent 

 (c) GROMACS 
explicit solvent 
preparation 

 • ‘amb2gmx_dihe.pl’: perl script to convert the AMBER topology and 
coordinate fi les into GROMACS format 

 • ‘ffbsc0.itp’, ‘tip3p.itp’ and ‘ions.itp’: ff99bsc0 forcefi eld for DNA, TIP3P 
water and ion models in GROMACS topology fi le format 

 • ‘molecule.w.top’, ‘molecule.wp.top’, and ‘molecule.wnr.top’: GROMACS 
topology fi les for the system with water, counter-ions and monovalent salt 
ions under no artifi cial restraints 

 (d) GROMACS 
explicit solvent 
simulation 

 • ‘molecule.wpr.top’: the GROMACS topology fi le for the system with water 
and ions under coordinate position restraints 

 • ‘em.mdp’, ‘eq.mdp,’ and ‘md.mdp’: input parameter fi les for minimization, 
equilibration and productive MD runs 

 • ‘posre.itp’: a topology fi le containing information of coordinate position 
restraints 

 • ‘gmxmd.sh’: shell commands to execute the minimization, equilibration 
and productive MD runs within GRAMACS explicit solvent 

 • ‘xtc2crd.tcl’: a tcl script for the VMD program to convert a GROMACS *.
xtc compressed trajectory fi le into the AMBER *.mdcrd format 

 (e) WrLINE  • ‘WrLINE.py’: to run a package of PTRAJ and python scripts for the writhe 
measurement from AMBER topology and coordinate fi les 
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3          Methods 

       1.     Build a circular DNA starting structure : Run the NAB script 
‘circ.nab’ to perform these operations: (a) Determine the 
radius of the circle and the average twist/base pair from the 
number of base pairs, the ‘rise’ parameter value (~3.38 Å), and 
the linking number. (b) Each base pair coordinate is imported 
and placed its centre at the circle circumference, normal to the 
tangent. (c) A coordinate transformation is performed to twist 
the base pair by the specifi ed average twist angle per base pair 
relative to its predecessor. (d) The whole circle is rotated about 
its centre to create a space for the next base pair. Repeating this 
process will create a planar circular DNA with a uniform twist 
angle used at the MD starting structure, for which a PDB fi le 
will be created ( see   Note   1 ).   

   2.     Creating topology and coordinate fi les : Run the prepared LEAP 
script to perform the following operations: (a) load the force-
fi eld parameter ‘ff99circ’ for circular DNA, all the preparation 
(all_nuc94bsc0_chiOL4.in [ 29 ]) and forcefi eld modifi cation 
fi les for backbone dihedrals (frcmod.parmbsc0 [ 28 ] and frc-
mod.OL4.chi [ 29 ]), ions (dangion.dat [ 54 ]) and the modifi ed 
DNA library (DNA_CI.lib) containing the updated version of 
DNA partial charges compatible with the ‘bsc0’ parameters 
[ 28 ]. (b) Map some of the atom names and types in the PDB 
fi les created by NAB to be compatible with LEAP by using the 
‘addPdbAtomMap’ and ‘addAtomTypes’ LEAP commands 
( see   Note   2 ). (c) Load the PDB fi le of the circular DNA created 
by NAB. (d) Manually create two covalent bonds to connect 
two backbone strands of the DNA ends by using the ‘bond’ 
LEAP command. (e) Use ‘saveamberparm’ LEAP command to 
export a .prmtop topology fi le and an .inpcrd coordinate fi le 
for an implicitly solvated simulation ( see   Notes   3  and  4 ).   

   3.     Prepare AMBER input fi les for GB / SA implicit solvent simula-
tions : (a)  two-stage minimization  ‘min1.in’ with all-atom coor-
dinate restraints (ntr = 1) and ‘min2.in’ without coordinate 
restraints. (b)  Three-stage equilibration with all atom coordi-
nate restraints  ‘md1.in’: system is heated from 100 K to the 
constant 300 K, ‘md2.in’ and ‘md3.in’: system is under the 
reduced restraint weight ( see  Table  2 ). (c)  Productive MD run  
‘md4.in’ the all-atom restraints have been removed and the 
system is restrained through its complementary base pair 
hydrogen bonds using the NMR distance restraints facility in 
SANDER (nmropt = 1, pencut = −0.001) ( see   Note   5 ).   

   4.     Prepare an AMBER NMR distance restraints fi le : To prepare 
the NMR restraint fi le, run the python script ‘genrst.py’ to 
read the DNA sequence and to generate an input fi le for the 

3.1  Molecular 
Dynamics Simulations

Thana Sutthibutpong et al.



209

AMBER ‘makeDIST_RST’ command. This will create another 
fi le named ‘RST’ containing all the restraint information for 
the productive GB/SA MD run ( see   Note   6 ).   

   5.     AMBER GB/SA implicit solvent minimization and equilibra-
tion : Run the fi rst minimization stage from the prepared 
AMBER topology, starting coordinate, and ‘min1.in’ AMBER 
input fi les using the SANDER module. The fi nal structure of 
‘min1’ will be the starting structure for ‘min2’, for which the 
fi nal structure will be the starting structure for ‘md1’. This 
procedure will be repeated so that the fi nal structure of ‘md3’ 
equilibration stage will be the starting structure for the pro-
ductive MD run.   

   6.     AMBER GB/SA implicit solvent productive run : From the fi nal 
structure of ‘md3’, execute the ‘md4’ productive MD run in 
the GB/SA implicit solvent with all the hydrogen bonds 
restrained. If the simulation fi nishes before a suffi ciently long 
trajectory has been obtained, it can be extended from the fi nal 
structure using the AMBER restart and topology fi les ( see  
 Note   7 ).   

   7.     Cut and merge the trajectories of writhed DNA structures : Use 
PTRAJ to concatenate the trajectories. Discard the fi rst few 
nanoseconds (maybe 2–5 ns) of all the replicas, keeping only 
the snapshots where the writhe values become stable. If con-
venient, PTRAJ allows the user to merge all the replicas to 
create a single fi le containing the ensemble of writhed DNA 
structures of a given topoisomer for subsequent analysis.   

   8.     Clustering analysis and selection for the supercoiled DNA con-
formation to be explicitly solvated : In PTRAJ, use the command 
‘cluster’ with the option ‘averagelinkage’ to divide all the MD 
snapshots for each topoisomer into clusters (we typically gen-
erate around six clusters). Visualize the highly populated con-
formational clusters in VMD, and select a representative 
structure. Ensure that the chosen structure is free from struc-
tural disruptions, paying particular attention to the base stack-
ing interactions (the hydrogen bond restraints prevent the 
formation of single-stranded regions, but do not maintain 
stacking).   

   9.     Vacuum minimization : A representative structure of super-
coiled DNA from a GB/SA simulation may contain regions 
where the minor groove is artifi cially narrow, especially at the 
plectoneme apices. This is an artifact of the approximate 
implicit solvent model, and therefore should be removed prior 
to adding counterions and water molecules. This minor groove 
compaction is relieved by a short minimization run in vacuum 
(igb = 0), as the electrostatic repulsion between backbone 
phosphate groups widens the minor groove.   
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   10.     File conversion from AMBER to GROMACS : the GROMACS 
topology (.top) and coordinate (.gro) fi les can be created 
using the  perl  script ‘amb2gmx.pl’ (which is available from the 
GROMACS website) along with AMBER topology and coor-
dinate fi les of the starting structure (without solvent) ( see  
 Notes   8  and  9 ).   

   11.     Prepare the GROMACS topology fi les (*.top) from modular fi les 
(.itp) : (a) ‘ffbsc0.itp’ specifi es the type of forcefi eld to be cho-
sen (e.g. AMBER, CHARMM, or GROMOS, we use AMBER 
[ 28 ]), (b) ‘molecule.itp’ contains all the forcefi eld parameters 
of the molecule to be studied, (c) ‘tip3p.itp’ contains the 
topology of a TIP3P water molecule, (d) ‘ions.itp’ contains 
the topology of the chosen model of ions (Dang and Smith in 
our case [ 54 ]), and (e) ‘posre.itp’ contains force constants for 
coordinate restraints used during the equilibration. The *.itp 
fi les will be specifi ed as necessary inside the *.top fi les to build 
the fi nal topology as structural modular parts.   

   12.     Explicit water solvation in GROMACS : from the GROMACS 
topology and coordinate fi les created by ‘amb2gmx.pl’, the 
following commands should be executed to solvate the mole-
cule in explicit water: (a) by using ‘editconf’, the structure is 
centred within a triclinic box and its principal axis is set to be 
parallel to the box axis (with the option ‘-princ’). (b) ‘genbox’ 
is used to generate a coordinate fi le of the molecule in a TIP3P 
water box ‘molecule.w.gro’ with the option to load the refer-
ence coordinates of water molecules (-cs spc216.gro) ( see  
 Note   10 ). (c) A run input fi le ‘molecule.w.tpr’ is generated 
from ‘molecule.w.gro’ and a topology fi le ‘molecule.w.top’ 
containing ‘ffbsc0.itp’, ‘molecule.itp’, ‘tip3p.itp’, ‘ions.itp’, 
and the exact number of water molecules is assigned using the 
‘grompp’ command.   

   13.     Explicit ion solvation in GROMACS : (a) The ‘genion’ com-
mand with the option ‘-norandom’ ( not  included in 
GROMACS 5) is used to introduce a number of positive mon-
ovalent Na+ counterions, which replace water molecules 
around the negatively charged phosphate groups. This creates 
a coordinate fi le ‘molecule.wp.gro’, in which the system is 
electrically neutralized. (b) A run input fi le ‘molecule.wp.tpr’ 
is generated by the ‘grompp’ command from the fi les ‘mole-
cule.wp.gro’ and the topology fi le ‘molecule.wp.top’. This 
contains all the necessary .itp fi les and the number of water 
molecules and ions corresponding to ‘molecule.wp.gro’ ( see  
 step 11 ). (c) If a salt concentration higher than minimal is 
required, then additional positive and negative ions are intro-
duced. This uses the options ‘-nn {number of negative ions}’ 
and ‘-np {number of positive ions}’ in the ‘genion’ command. 
The number of positive and negative ions required to emulate 
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a specifi c salt concentration can be calculated from 0.0018 × (salt 
concentration in molar) × (number of water molecules in the 
water box). The output coordinate fi le is named ‘molecule.
wnr.gro’ (d) A new run input fi le ‘molecule.wnr.tpr’ is gener-
ated from ‘molecule.wnr.gro’ and the topology fi le ‘molecule.
wnr.top’, which contains the fi nal number of water molecules 
and ions.   

   14.     Prepare the .mdp input fi les for GROMACS explicit solvent sim-
ulations : the parameters for the multistep equilibration proto-
cols were designed based on the standard simulation protocols 
for relaxing DNA [ 55 ] ( see  Table  3 ), but with additional steps 
to relieve any additional conformational stress associated with 
the closed topology. This system undergoes a four-stage mini-
mization and eight-stage equilibration prior to the production 
run.

       15.     Prepare the topology fi les for GROMACS explicit solvent simula-
tions : The equilibration proceeds from the run input fi le ‘mol-
ecule.wnr.tpr’. For each relaxation stage requiring all-atom 
coordinate restraints, a coordinate restraint fi le (e.g. ‘posre.
itp’) needs to be generated using the ‘genrestr’ command. 
This will be included in the topology fi le corresponding to 
each minimization and equilibration (e.g. ‘molecule.min1.
top’ for minimization stage 1) ( see  Table  4 ).

       16.     Run GROMACS explicit solvent simulations : For each minimi-
zation and equilibration stage the ‘mdrun’ command is exe-
cuted, which produces the updated restart coordinate fi le (e.g. 
‘molecule.min1.gro’ the minimization stage 1, etc). The com-
mand is then used to ‘grompp’ create a run input fi le (e.g. 
‘molecule.min2.tpr’), which is executed by ‘mdrun’ in the 
next stage. Minimization and equilibration continues through 
to the end of equilibration stage 8. Then, the productive MD 
run starts, in which all the coordinate restraints are lifted and 

   Table 3  
  Force constants and time durations used in each stage of the AMBER GB/SA implicit solvent 
simulation protocols   

 Stages  Restraints  Durations 

 Minimization 1   k  = 50.0 kCal/mol/Å 2   10,000 cycles 

 Minimization 2  No restraints  10,000 cycles 

 Equilibration 1   k  = 50.0 kCal/mol/Å 2 ,  T  = 100-300 K  10 ps 

 Equilibration 2   k  = 10.0 kCal/mol/Å 2 ,  T  = 300 K  100 ps 

 Equilibration 3   k  = 1.0 kCal/mol/Å 2 ,  T  = 300 K  200 ps 

 Productive Runs   NMR ,  k  = 1.0 kCal/mol/Å 2   10–100 ns 
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DNA is free to move under the explicit solvent environment. 
( see   Notes   11  and  12 ).   

   17.     Processing the GROMACS MD trajectories : After the produc-
tive MD simulation run fi nishes, we process the trajectory data 
by using ‘trjconv’ command. (a) It is often the case that it is 
only solute structure that is of interest. Fully solvated trajec-
tory fi les are usually inconveniently large, which means they 
can be slow to transfer between the supercomputer and local 
workstations (where much of the visualization and analysis will 
be performed), they can be diffi cult to store, and can cause 
problems with memory during visualization. The water 
 molecules and ions can be removed from the trajectory by 
specifying the atomic index numbers (turn on the option ‘-n’ 
of ‘trjconv’) ( see   Note   13 ). (b) If required, it is also possible to 
reduce the time frames sampled in the trajectory using the 
option ‘-dt’ ( see   Note   14 ). It is also possible to specify that 
only the solute molecules are output in the trajectories, how-
ever, as it is sometimes desirable to analyze the water molecule 
positions, particularly when structure defects are present, by 
default we save the water molecule coordinates and discard 
them only when we are sure they are not needed.   

   18.     Convert GROMACS trajectories back to AMBER *.mdcrd for-
mat : To use PTRAJ for data analysis, is it fi rst necessary to 

   Table 4  
  Force constants and time durations used in each stage of the GROMACS explicit solvent simulation 
protocols   

 Stages  Restraints  Durations 

 Minimization 1   k  = 500.0 kCal/mol/Å 2   10,000 cycles 

 Minimization 2   k  = 50.0 kCal/mol/Å 2   10,000 cycles 

 Minimization 3   k  = 25.0 kCal/mol/Å 2   10,000 cycles 

 Minimization 4  No restraints  10,000 cycles 

 Equilibration 1   k  = 500.0 kCal/mol/Å 2 ,  T  = 100 K  10 ps 

 Equilibration 2   k  = 50.0 kCal/mol/Å 2 ,  T  = 100–300 K  10 ps 

 Equilibration 3   k  = 50.0 kCal/mol/Å 2 ,  T  = 300 K  10 ps 

 Equilibration 4   k  = 25.0 kCal/mol/Å 2 ,  T  = 300 K  10 ps 

 Equilibration 5   k  = 10.0 kCal/mol/Å 2 ,  T  = 300 K  10 ps 

 Equilibration 6   k  = 5.0 kCal/mol/Å 2 ,  T  = 300 K  10 ps 

 Equilibration 7   k  = 2.5 kCal/mol/Å 2 ,  T  = 300 K  10 ps 

 Equilibration 8 
 Productive Runs 

  k  = 1.0 kCal/mol/Å 2 ,  T  = 300 K 
 (None) 

 10 ps 
 10–100 ns 
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convert the GROMACS trajectories into AMBER format. 
VMD is one of the software tools that is conveniently able to 
load most MD trajectory formats, and can interconvert 
between the different formats according to the preferences of 
the user.   

   19.     Repeat the process from stage 1 to run more simulations of other 
topoisomers or different minicircles sizes or sequences .      

        1.     Calculating the radius of gyration from the implicitly solvated 
trajectories : The ‘radgyr’ command implemented in the 
AMBERTOOLS’s PTRAJ module is able to calculate the 
radius of gyration from a series of MD trajectory snapshots. We 
use implicitly solvated trajectories to calculate this quantity, 
because the frictional term associated with inclusion of explicit 
water impedes conformational fl uctuations of the minicircle, 
effectively freezing the DNA into a single writhed conforma-
tion. The radius of gyration calculated from implicitly solvated 
trajectories of different topoisomers is a useful physical param-
eter that can be compared with the experimentally measured 
mobilities of the corresponding supercoiled minicircle topoi-
somers within polyacrylamide gels ( see  Fig.  4a  and  Note   15 ).   

   2.     Calculation of the DNA minicircle writhe using by the python 
script WrLINE : To calculate the writhe, the script takes as 
input the AMBER topology and trajectory fi les. The user needs 
to specify the number of base pairs and the number of MD 
snapshots within the ‘WrLINE.py’ script. The output consists 
of a time series of writhe values ( see   Note   16 ). Writhe calcu-
lated this way has been verifi ed by the crossing vertical and 
horizontal dashed lines ( see  Fig.  4a .), as zero supercoiling cor-
responds to zero writhe.

3.2  Conformational 
Analysis

  Fig. 4    ( a ) Time averages of writhe ( purple ) and radius of gyration ( maroon ) over the last 10 ns of the implicitly 
solvated DNA minicircles at seven different  ΔLks .  Orange marks  indicate the relative mobility (down the verti-
cal axis) of the seven minicircle topoisomers determined by gel electrophoresis experiments [ 19 ]. ( b ) An atom-
istic structure of a Δ Lk  = −2 DNA minicircle, obtained from an explicitly solvated MD simulations. The structure 
is superimposed into a cryo-ET density map and visualized by VMD       
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       3.     Create traces from MD trajectories to be compared with cryo-
EM/ET or AFM : To create a 3D trace of the minicircle shape, 
use PTRAJ to strip  all   the atoms from the MD trajectory, 
except the 20 C1’ carbon atoms that are approximately equally 
spaced from their neighbors, to represent the writhed struc-
ture (the number 20 is the arbitrary number of points used by 
our experimental collaborators to represent the cryo-ET com-
putational trace) ( see   Note   17 ). While AFM and cryoEM give 
only 2D (not 3D)    information, the trace is nevertheless useful 
for comparing with these experimental data.   

   4.     Calculate the RMSD between the explicitly solvated DNA to cryo-
 ET traces : Given a set of computational traces obtained from 
cryo-ET density maps, it is possible to quantify the level of 
agreement between the experiments and the simulations by 
using the ‘rms’ command in PTRAJ to calculate the root mean 
square deviation (RMSD) values for all pairs of the discrete 
points that constitute the MD and cryo-ET traces. We assign the 
MD trace that gives the smallest RMSD value with any of the 
cryo-ET traces to be the ‘best representative’ atomistic structure 
for the supercoiled DNA ( see  Fig.  4b ).         

4    Notes 

     1.    To build a DNA starting structure, a script containing com-
mands and operations on the coordinates of DNA base pairs 
can be written by using the NAB scripting language, which is 
implemented in AMBERTOOLS. This is then compiled as an 
executable fi le. Given the required number of base pairs, the 
radius of the DNA circle can be specifi ed (this is calculated 
from the rise), a circle can be drawn from that point and the 
average local twist angle can be given. For example, for a 336 
bp DNA, with the linking number Lk = 30 and the ‘rise’ param-
eter (the optimal stacking distance between base pairs) of 3.38 
Å, the circle has the average twist angle between two neighbor-
ing base pairs of (30 × 360°)/336 = 32.14°.   

   2.    Either XLEAP (the graphical version of LEAP) or TLEAP (the 
text-based version) can be used to create the basic start- up fi les 
topology and coordinate fi les for an AMBER MD simulation. 
To ensure that the atom naming conventions are compatible 
with the output from NAB, the ‘addPdbAtomMap’ command 
should be used to map the following atomic nomenclatures: 
{{OP1 O1P}{OP2 O2P}{H5′ H5′1}{H5″ H5′2}{H2′ H2′1}
{H2″ H2′2}}, and two additional ringed carbon atom types 
“C1” and “C2” are defi ned by ‘addAtomTypes {{“C1” “C” 
“sp2”}{“C2” “C” “sp2”}}’.   
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   3.    The coordinate fi le (.inpcrd in AMBER7 or later) contains all 
of the position and velocity information for the system neces-
sary to restart the simulation and continue a dynamics run. 
The topology fi le (.mdcrd in AMBER7 or later) contains all 
the necessary physical, chemical information for describing 
each atom and its interactions (mass, radius, partial charge, 
etc.) and covalent bonding (e.g. stretching, bending, and dihe-
dral force constants).   

   4.    With the information from topology and coordinate (restart) 
fi les, a PDB fi le of a molecule can be reconstructed using the 
AMBER utility script ‘ambpdb’. This operation can be useful 
for visualizing the molecule to quickly check the starting coor-
dinates, or to check progress during the simulation (as restart 
fi les are continuously output as the MD progresses), or as a 
way of identifying problems if a simulation crashes.   

   5.    In the absence of friction from the hydrodynamic interactions 
associated with explicit water molecules, we use either all-atom 
or NMR distance restraints between complementary base pairs 
to prevent structural disruptions within the DNA, which could 
be due to approximated solvent model, as this generally desta-
bilizes the DNA. All of the restraints are removed only when 
explicit solvent is used, which is the only time that we can 
observe defects involving broken hydrogen bonds. The option 
‘pencut = −0.001’ is set to have a negative value in order to 
print out all the energy associated with the distance deviation 
from the NMR restraints.   

   6.    The input fi le for NMR restraint generation contains eight col-
umns for each line representing a distance restraint: ‘1 ADE 
N1 8 THY H3 1.70 2.10,’ the fi rst six columns identify residue 
numbers, residue types and atomic types of a pair of restrained 
atoms, and the last two columns describe the restraint 
boundaries.   

   7.    To obtain replica trajectories to improve conformational sam-
pling, simply run ‘md4’ but assigning a new set of velocities to 
the DNA from the restart fi le (irest = 1, ntx = 5). Running 
dynamics using an independent set of initial starting velocities 
will cause the trajectories to diverge in conformational space, 
even if the initial atomic coordinates are the same.   

   8.    In order to explicitly solvate the 336 bp supercoiled DNA 
minicircles, a large water box containing around 700,000 
water molecules (over 2,000,000 atoms) is required. AMBER 
is not currently capable of simulating systems containing more 
than 1,000,000 atoms. Thus, GROMACS is used to carry out 
these large systems. On our supercomputer resources, 
GROMACS is currently the most effi cient MD engine for 
explicitly solvated calculations.   
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   9.    For smaller systems (e.g. minicircles containing around 100 
base pairs), we are able to carry out the explicitly solvated MD 
simulations in AMBER. Additional LEAP commands are 
added to solvate the circular starting DNA structure in an 
explicit solution: (a) including a TIP3P water box by using 
‘solvatebox’ command, (b) neutralizing the system by a num-
ber of positive monovalent counterions (Na+, K+, etc.) by 
using ‘addions’ command, (c) adding further ions to emulate 
a specifi ed salt concentration.   

   10.    For a short explicit solvent simulation (10–20 ns) of a 336 bp 
supercoiled minicircle that involves no major changes in DNA 
writhe, a triclinic or rectangular waterbox with 30–40 Å solu-
tion buffer is an optimal choice to prevent clashing of a pair of 
DNA segments from neighboring periodic box.   

   11.    In productive MD runs within GROMACS, the trajectory fi les 
with full precision produced by ‘mdrun’ are in the ‘*.trr’ for-
mat (option ‘-o’). Alternatively, to signifi cantly reduce the fi le 
size, the option ‘-x’ can be used to output the compressed MD 
trajectory in the ‘*.xtc’ format.   

   12.    Many supercomputing systems have their own time limit for 
running a job, which is typically between 12 and 48 h. 
Therefore, if one needs to produce a long MD trajectory (e.g. 
100 ns), simulations need to be conducted by continuously 
resubmitting the job from the restart fi les produced by a previ-
ous run. When the trajectory reaches the length required (or 
the user runs out of patience!), all the separate trajectories can 
be catenated using the GROMACS command ‘trjcat’.   

   13.    The GROMACS module ‘make_ndx’ is a tool for obtaining 
the atomic index numbers of any specifi ed groups (e.g. DNA, 
water, ions, non-water), corresponding to the index numbers 
in the *.gro coordinate fi les. Indices produced by ‘make_ndx’ 
serve as input fi les for any GROMACS commands performed 
on specifi c groups of atoms.   

   14.    In the frequent instance when sections of the solute “jump 
out” of the primary periodic water box, this can spoil the visu-
alization and create errors in conformational analysis. Using 
‘trjconv’ with the option ‘-pbc’ can repair this problem. (For 
further details, please consult GROMACS manual.)   

   15.    Errors can occur when comparing the radius of gyration calcu-
lated from the ensemble of implicitly solvated MD snapshots 
of supercoiled DNA minicircles with experimental data due to 
the need to impose hydrogen bond restraints when using 
approximate solvent models. The artifi cial hydrogen bonding 
restraints prevent the DNA relieving torsional or bending 
stress through structural disruptions and defect formation. 
These errors are most severe for highly supercoiled minicircles 
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that are under the most torsional stress. Therefore, it is most 
important to perform explicitly solvated calculations for topoi-
somers at higher superhelical densities.   

   16.    The PTRAJ module and the NUMPY python library are 
required in order to run the ‘WrLINE.py’ script.   

   17.    To pick 20 representative atoms from MD trajectories to be 
compared with the cryo-ET traces of 336 bp minicircles (1 
point represents 16.8 base pairs), for example, C1′ atoms can 
be picked from the base pair 17, 34, 51, 68, 84, …, 336.     

 Specimen input fi les and scripts to build the DNA structures 
and perform the simulations, and analysis described are provided as 
Supplementary Materials in the fi le “Source.zip”.      
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Chapter 16

Super-Resolution Microscopy and Tracking of DNA-Binding 
Proteins in Bacterial Cells

Stephan Uphoff

Abstract

The ability to detect individual fluorescent molecules inside living cells has enabled a range of powerful 
microscopy techniques that resolve biological processes on the molecular scale. These methods have also 
transformed the study of bacterial cell biology, which was previously obstructed by the limited spatial reso-
lution of conventional microscopy. In the case of DNA-binding proteins, super-resolution microscopy can 
visualize the detailed spatial organization of DNA replication, transcription, and repair processes by recon-
structing a map of single-molecule localizations. Furthermore, DNA-binding activities can be observed 
directly by tracking protein movement in real time. This allows identifying subpopulations of DNA-bound 
and diffusing proteins, and can be used to measure DNA-binding times in vivo. This chapter provides a 
detailed protocol for super-resolution microscopy and tracking of DNA-binding proteins in Escherichia coli 
cells. The protocol covers the construction of cell strains and describes data acquisition and analysis proce-
dures, such as super-resolution image reconstruction, mapping single-molecule tracks, computing diffu-
sion coefficients to identify molecular subpopulations with different mobility, and analysis of DNA-binding 
kinetics. While the focus is on the study of bacterial chromosome biology, these approaches are generally 
applicable to other molecular processes and cell types.

Key words Super-resolution fluorescence microscopy, Single-molecule imaging, Single-particle track-
ing, DNA-binding proteins, DNA repair, Lambda red recombination, Escherichia coli

1 Introduction

Super-resolution fluorescence microscopy [1] has matured as a 
technique and is now widely applied in fundamental research. 
Photoactivated localization microscopy (PALM) [2] and stochastic 
optical reconstruction microscopy (STORM) [3] reach image res-
olution below the diffraction limit of light by localizing individual 
spatially isolated fluorophores. This is achieved by optically switch-
ing fluorophores from a non-fluorescent state to a fluorescent state 
such that only a sparse subset of fluorophores is visible at any time. 
Automated computer analysis detects fluorescent spots and deter-
mines their centroid positions. A super-resolution image can then 

Mark C. Leake (ed.), Chromosome Architecture: Methods and Protocols, Methods in Molecular Biology, vol. 1431,
DOI 10.1007/978-1-4939-3631-1_16, © Springer Science+Business Media New York 2016



222

be reconstructed from the list of molecule localizations that have 
been recorded sequentially over a series of images.

The study of microorganisms particularly benefits from the ~10-
fold increase in image resolution, allowing the visual examination of 
subcellular molecular structures, such as cell wall components, cell 
division machinery, and chromosomes [4–15]. Here, we focus on 
the application of PALM and photoactivated single- molecule track-
ing to study DNA-binding proteins in Escherichia coli. Conventional 
fluorescence microscopy obscures the measurement of most of these 
proteins because they bind DNA transiently and are distributed 
throughout the bacterial nucleoid. By imaging single molecules, 
unsynchronized reaction events and small molecular subpopulations 
can be observed without population averaging.

Beyond recording static structures, the ability to determine 
precise localizations of single fluorescent molecules has enabled 
tracking proteins in live cells [16]. With the super-resolution 
microscopy concept, this approach can now be applied for arbi-
trary densities of labeled molecules [17]: each photoactivation 
event gives a glimpse into the function of a single protein. Reaction 
events, such as the binding of a DNA repair enzyme to a DNA 
damage site, are marked by a change in the diffusion characteristics 
[9]. Progress has also been made in the application of live-cell 
super-resolution microscopy to study DNA-binding proteins in 
eukaryotic cells [18, 19].

This chapter provides a detailed protocol covering the sample 
preparation for PALM imaging and data analysis procedures. 
Similar general principles also apply to other super-resolution 
microscopy modalities such as STORM. First, the protocol 
describes the construction of E. coli strains carrying an endogenous 
photoactivatable fluorescent fusion protein using lambda Red 
recombination [20]. As opposed to exogenous plasmid expression 
systems, this approach maintains native expression levels and per-
mits complete replacement of the native gene with the fluorescent 
version. The following steps in the protocol include the prepara-
tion of cell cultures for microscopy, PALM data acquisition, and 
data processing to obtain single-molecule localizations and tracks. 
Once localizations and tracks have been recorded, there are many 
options for further analysis. Here, the most common and general 
approaches are presented, such as reconstruction of super- 
resolution images, mapping single-molecule tracks, computing dif-
fusion coefficients to identify molecular subpopulations with 
different mobility, and analysis of DNA-binding kinetics.

The protocol is illustrated using data of DNA polymerase I 
(Pol1), a typical DNA-binding protein with key functions in DNA 
replication and DNA repair in E. coli. Photoactivated single- 
molecule tracking has been applied to directly visualize binding 
events of single Pol1 enzymes at DNA repair sites following DNA 
alkylation damage [9].
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2 Materials

 1. E. coli AB1157 background strain (other E. coli K12 strains 
such as MC4100 or MG1655 can also be used).

 2. Plasmid pKD46 [20], encoding the lambda Red integration 
proteins under an arabinose-inducible promoter. pKD46 car-
ries an ampicillin resistance marker and the temperature sensi-
tive origin of replication repA101ts (to be grown at 30 °C).

 3. Plasmid encoding the photoactivatable fluorescent protein 
PAmCherry [21] with an N-terminal flexible linker and an 
antibiotic resistance marker (e.g. see [9, 22]).

 4. PCR primers to amplify the PAmCherry insertion fragment 
from the template plasmid. The protocol provides guidance 
on primer design.

 5. PCR kit with a high-fidelity polymerase.
 6. Dpn1 enzyme.
 7. LB medium and LB agarose plates.
 8. Antibiotics as required for pKD46 plasmid and selection of the 

PAmCherry insertion (e.g. ampicillin, kanamycin).
 9. 10 % arabinose solution: freshly dissolved in dH2O and steril-

ized using a 0.2 μm filter.
 10. PCR primers to verify the PAmCherry insertion.

 1. LB medium and LB agarose plates.
 2. Supplemented M9 medium. Recipe for 500 ml medium: 

100 ml 5× M9 salts, 1 ml 1 M MgSO4, 500 μl 100 mM CaCl2, 
10 ml 50× MEM amino acids, 5 ml 100 μg/ml l-proline, 50 μl 
0.5 % thiamine, 5 ml 20 % glucose, dH2O up to 500 ml. Sterilize 
with 0.2 μm filter.

 3. Microscope coverslips (no 1.5 thickness) burnt in a furnace 
at 500 °C for 1 h to remove fluorescent background 
contamination.

 4. Low-fluorescence molecular biology grade agarose (e.g. 
BioRad).

Detailed descriptions of how to design and assemble a custom total 
internal reflection fluorescence (TIRF) microscope for single- 
molecule imaging can be found in refs. 2, 13, 23, 24. Suitable 
commercial instruments are also available from different manufac-
turers. The essential components are:

 1. 100× NA1.4 oil immersion objective.
 2. Electron multiplying CCD camera.
 3. 405 nm laser with at least 20 mW output power.

2.1 Lambda Red 
Recombination

2.2 Cell Culture 
and Slide Preparation

2.3 Microscope

Super-Resolution Microscopy of DNA-Binding Proteins



224

 4. 561 nm laser with at least 50 mW output power.
 5. TIRF excitation module.
 6. Transmitted light illumination.

 1. Automated data processing can be performed in MATLAB 
(Mathworks). Optional toolboxes with useful functions include:

 (a)  Image processing toolbox, containing functions to read 
and write image files, as well as image filtering, registra-
tion, and segmentation tools.

 (b)  Statistics toolbox, containing tools for plotting data histo-
grams and performing statistical tests.

 (c)  Optimization toolbox, containing curve fitting functions 
(e.g. lsqcurvefit).

3 Methods

This protocol follows the method developed by Datsenko and 
Wanner [20] that employs the phage lambda Red recombinase to 
generate an endogenous C-terminal PAmCherry fusion with a pro-
tein of interest in E. coli. The gene encoding PAmCherry with a 
flexible N-terminal linker is PCR amplified from a template plas-
mid together with an antibiotic resistance gene that allows for 
selection of the chromosomal integration.

 1. Transform the target E. coli strain with plasmid pKD46. This 
plasmid encodes the lambda Red integration factors and an 
ampicillin resistance marker. The transformed strain needs to 
be grown at 30 °C to maintain the temperature-sensitive 
plasmid.

 2. Find the gene sequence of the protein you wish to tag with 
PAmCherry using the online E. coli Genome Browser: http://
microbes.ucsc.edu/cgi-bin/hgGateway?db=eschColi_K12.

 3. Design lambda Red PCR primers flanking the PAmCherry and 
antibiotic resistance genes on the template plasmid and add 
overhangs with homology to the chromosomal insertion site. 
For the forward PCR primer, use 40–50 nt of homology at the 
3′ terminal end of the gene just upstream of the stop codon and 
add a primer sequence at the 5′ terminus of the fusion linker on 
the template plasmid. For the reverse PCR primer, use 40–50 nt 
of homology immediately downstream of the stop codon of the 
gene and add a primer sequence downstream of the antibiotic 
resistance gene on the template plasmid.

 4. Run a 50 μl PCR to amplify the insertion fragment from the 
template plasmid using a high-fidelity DNA polymerase.

2.4 Data Analysis

3.1 Lambda Red 
Integration 
to Generate 
an Endogenous 
PAmCherry Fusion

Stephan Uphoff



225

 5. Add 1 μl of Dpn1 enzyme to the PCR product and incubate 
for at least 2 h at 37 °C. This digests the template plasmid.

 6. Run the PCR product on a 1 % agarose gel (e.g. 100 V for 1 
h). Cut out the 2.7 kb DNA band and extract the DNA, e.g. 
using the Qiagen gel extraction kit. Elute the DNA in a small 
volume of dH2O (e.g. 30 μl) to obtain a concentrated 
solution.

 7. Grow a 5 ml culture of the target strain carrying plasmid 
pKD46 in LB medium with 50 μg/ml ampicillin at 30 °C 
overnight.

 8. Dilute 500 μl of the culture in 50 ml LB medium containing 
50 μg/ml ampicillin and 0.2 % arabinose. Grow the culture at 
30 °C until it reaches an OD600 of 0.6.

 9. Place the culture on ice for 10 min and swirl to chill it abruptly.
 10. Spin down the culture in a chilled 50 ml tube for 10 min in a 

centrifuge at 2900 × g, cooled to 4 °C.
 11. Repeat multiple cycles of centrifugation and resuspension of 

the culture in decreasing volumes of ice-cold dH2O: 50 ml, 
35 ml, 2 ml, 500 μl. The last two resuspensions are in dH2O 
with 10 % glycerol. Keep the culture on ice between steps and 
centrifuge at 4 °C.

 12. Add 1–6 μl of DNA (typically 30–200 ng/μl concentration) 
to 60 μl of cell suspension and incubate on ice for 15 min.

 13. Electroporate the cells with DNA in a pre-chilled cuvette. 
Following electroporation, immediately add 1 ml of LB 
medium (at room temperature) and mix gently.

 14. Recover the cells at 37 °C for 1 h and plate on LB agarose 
containing the appropriate antibiotic to select for insertions. 
Incubate plates at 37 °C overnight to promote the loss of the 
temperature sensitive plasmid pKD46.

 15. Plates typically show a few up to several tens of cell colonies. 
Pick several colonies and streak again to isolate single colonies. 
Replica plate on LB agar with 50 μg/ml ampicillin to confirm 
the loss of plasmid pKD46.

 16. Verify correct lambda Red insertion by colony PCR and 
sequencing using primers flanking the insertion site.

 17. Use P1 transduction [25] to move the PAmCherry fusion 
allele to a strain which had not been transformed with plasmid 
pKD46.

 18. Functionality of the fusion protein should be assessed by com-
paring the growth rate of the generated strain to the wild- type 
strain and using other appropriate assays (e.g. sensitivity to 
DNA damage for a strain carrying a fusion of a DNA repair 
protein). See Note 1 for more information.

Super-Resolution Microscopy of DNA-Binding Proteins
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The following protocol is for the culture of E. coli AB1157 strains 
exhibiting wild-type phenotypes. Mutant strains may require dif-
ferent growth conditions.

 1. Two days before a microscopy session: Streak cells from a fro-
zen glycerol stock onto an LB agar plate containing the appro-
priate antibiotic for the PAmCherry fusion strain.

 2. The next day, inoculate an LB culture from a single cell colony 
and grow for 3–5 h at 37 °C.

 3. Add 1 μl of LB culture to 5 ml of supplemented M9 medium 
and grow overnight at 37 °C.

 4. The next morning, dilute 25 μl of the culture in 5 ml of sup-
plemented M9 medium and grow for 2 h at 37 °C so that cells 
are imaged during early exponential growth phase (~OD 
0.05–0.1).

 5. Pellet cells in a benchtop centrifuge at 3300 × g for 3 min.
 6. Thoroughly resuspend the cell pellet in a small volume (e.g. 10 

μl) of supernatant medium.
 7. Microscopy should be performed immediately after prepara-

tion of the concentrated cell suspension.

 1. Prepare 5 ml of a 1 % low-fluorescence agarose solution in sup-
plemented M9 medium.

 2. Spread 1 ml of melted agarose solution on a microscope cover-
slip and place a burnt coverslip onto the solidifying gel to cre-
ate a flat pad.

 3. Remove the burnt coverslip from the gel pad and drop 1 μl of 
concentrated cell suspension onto it. Place a new burnt cover-
slip on top to sandwich the cells.

 4. Place the sample on the microscope and bring cells into focus 
using transmitted light illumination.

 5. Activate the electron multiplying gain of the EMCCD camera 
and display the live camera data. Only background noise should 
be visible. Typical frame acquisition rates for single-molecule 
imaging in live cells are between 10 and 100 frames/s.

 6. Switch on the 561 nm laser for excitation of PAmCherry and 
the 405 nm laser for photoactivation. Wait for individual fluo-
rescent spots to appear inside cells and adjust the TIRF illumi-
nation angle to maximize the brightness of the spots.

 7. Record a short movie, examine the saved images, and optimize 
the acquisition settings (frame rates and laser intensities) as 
explained in Note 2.

 8. For data acquisition, first expose cells to 561 nm excitation for 
a few seconds to bleach the autofluorescence background, then 
start recording a movie. Switch on the 405 nm laser for 

3.2 Cell Culture

3.3 Microscopy

Stephan Uphoff



227

PAmCherry photoactivation. For tracking experiments, acti-
vated molecules should be visible for a few frames until photo-
bleaching. Gradually increase the 405 nm intensity over the 
course of the movie while the pool of pre-activated molecules 
depletes. Keep the density of activated molecules sparse at less 
than one spot per cell in each frame. Record a movie of several 
thousand frames until most molecules have been activated 
(Fig. 1).

 9. Several movies of different cells can be recorded for approxi-
mately 45 min before the agarose gel starts to dry out.

 1. Use a localization algorithm to identify fluorescent spots and 
determine their centroid with high precision. Several algo-
rithms have been developed for this purpose, e.g. [26–28]. See 
Note 3 for guidance.

 2. Display the resulting localizations as a scatter plot (Fig. 2a, b).
 3. Generate a super-resolution image by binning localizations 

into a two-dimensional color-coded histogram (Fig. 2c). 
Alternatively, each localization can be rendered as a Gaussian 
spot with a width corresponding to the estimated localization 
error. The super-resolution image is then reconstructed as the 
super- position of all Gaussian spots (Fig. 2d).

 4. The super-resolution image can be used to analyze protein 
structures [7, 12, 13], foci [8, 10], or partitioning of mole-
cules between different cellular compartments [15, 29].

3.4 Reconstructing 
a Super- Resolution 
Map of Localizations

Fig. 1 Example images of a PALM recording. The transmitted light image shows live E. coli cells immobilized 
on an agarose pad. Cells are expressing a fusion of DNA polymerase 1 (Pol1) with PAmCherry. Example frames 
of a PALM movie show isolated fluorescent spots of single Pol1-PAmCherry molecules. Different molecules 
become photoactivated in different frames such that their precise positions can be recorded over time. Scale 
bars: 1 μm

Super-Resolution Microscopy of DNA-Binding Proteins



Fig. 2 Super-resolution image reconstruction. (a) Localizations of Pol1-PAmCherry from a PALM recording of 
7500 frames (example frames in Fig. 1) are displayed as a scatter plot. (b) Localizations are mapped onto the 
transmitted light image of cells. (c) Histogram visualization: Localizations are binned into a two-dimensional 
grid of subpixels (38 nm × 38 nm, i.e. 4 × 4 subpixels per original pixel). The number of localizations per bin is 
represented according to the colors in the scale bar. (d) Gaussian kernel visualization: The image is recon-
structed by summing normalized Gaussian kernels with 40 nm standard deviation (equivalent to the localiza-
tion precision) centred on the localizations. The boxed regions are shown magnified. Scale bars: 1 μm
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In live cells, protein movement can be measured by recording a 
PALM movie at high frame rates and short exposure times (e.g. 15 
ms/frame) and using an automated tracking algorithm.

 1. Determine molecule tracks by linking localizations that appear 
nearby in consecutive frames. Simple algorithms use a fixed 
tracking window within which localizations get connected 
[30], while other methods apply global tracking analysis [31]. 
See Note 4 for more information on the following analysis 
procedure.

 2. Compute the mean-squared displacement (MSD) from the 
(x,y) localizations for each track with at least N = 5 localiza-

tions: MSD = 1/(N − 1) ∑
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 3. Compute the apparent diffusion coefficient (D*) per track 
using the mean-squared displacement: D* = MSD/(4 Δt). 
Here, Δt is the time interval between frames.

 4. Plot a histogram to examine the distribution of diffusion coef-
ficients. Molecule subpopulations with different mobility (e.g. 
mobile and bound molecules) can be identified as distinct spe-
cies in the histogram (Fig. 3).

 5. In the case of a bound and a mobile population of molecules, 
the fraction of molecules in the bound state can be quantified 
using a threshold on the apparent diffusion coefficient (Fig. 
3b, c).

 6. An alternative approach to quantify subpopulations with dif-
ferent mobility is to fit the distributions using an analytical 
equation [5, 11, 15].

The time a single photoactivated molecule can be observed for is 
limited by irreversible photobleaching. This duration is typically 
only a few frames for PAmCherry, which complicates quantifica-
tion of binding kinetics from tracking data recorded at high tem-
poral resolution. A simple solution to this problem is to reduce 
laser intensities—which extends the photobleaching life-
time — while equally increasing exposure times to circumvent the 
loss of signal due to the reduced emission intensities. At long expo-
sure times, mobile molecules will appear as blurred spots, while 
bound molecules result in diffraction-limited spots. A spot finding 
algorithm can be used to extract diffraction-limited spots only, and 
the average binding time corresponds to the average number of 
frames a diffraction-limited spot is visible for. It is important to 
correct for the residual effect of photobleaching on the apparent 
binding time by measuring photobleaching rates under identical 
illumination conditions using fixed cells or a sample for which 
binding times are very long compared to the average bleaching 
time. Crucially, photobleaching should not be faster than the 

3.5 Short Exposure 
Times to Quantify 
Diffusion

3.6 Long Exposures 
to Quantify Binding 
Kinetics
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Fig. 3 Photoactivated single-molecule tracking analysis. Tracks of Pol1-PAmCherry molecules were generated 
from the localization data in Fig. 2 and shown on a transmitted light image of cells. The histograms show the 
distribution of apparent diffusion coefficients. Live cells were treated with the DNA-damaging agent methyl 
methanesulfonate (100 mM MMS) for 20 min before imaging. Base-excision repair of MMS damage creates 
gapped DNA substrates to which Pol1 binds for DNA repair synthesis. Single-molecule tracking of Pol1 allows 
identifying such events by the low apparent diffusion coefficient of DNA-bound proteins. (a) Data for all tracks 
with at least five localizations. (b) Detecting individual bound molecules by plotting only tracks with an appar-
ent diffusion coefficient below 0.15 μm2/s. (c) All observed tracks, color coded by their classification as bound 
or mobile, in red and blue, respectively. Apparent diffusion coefficients were corrected for localization error 
(see Note 4). Scale bars: 1 μm

Stephan Uphoff
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average binding time because small errors in the estimation of the 
photobleaching rate will cause very large errors in the estimation of 
the binding time constant. More information on this type of analy-
sis can be found in reference [9].

Clustering algorithms identify foci of localizations that might rep-
resent a spatial organization of proteins performing their function 
in cells. Methods to quantify clustering include k-means, nearest- 
neighbour clustering, and point-correlation analysis. These algo-
rithms report the size and number of localizations per cluster. 
k-Means assigns all observed localizations to a fixed number of 
clusters. This number has to be defined prior to the analysis. 
Nearest-neighbour clustering groups localizations that are within a 
user-defined distance threshold [8]. Point-correlation analysis 
examines the spatial correlation between localizations, and com-
pares the observed distribution to a random homogenous distribu-
tion of points [32, 33].

4 Notes

 1. Protein functionality can be affected by the fusion to a fluores-
cent protein. Therefore, care should be taken to closely com-
pare growth characteristics and specific phenotypes of the 
strain carrying the fluorescent fusion protein to the wild-type 
strain. For nonessential proteins, functionality of the fusion 
can also be evaluated by comparison with a strain in which the 
gene is deleted [34]. Additional control experiments can be 
performed that abolish specific activities of the protein (e.g. by 
introducing point mutations, drug treatments, or deletion of 
protein interaction partners).

Furthermore, many fluorescent proteins are prone to dimerize or 
multimerize which can cause aggregation artifacts of fusion 
proteins [35, 36]. Localization clusters may therefore repre-
sent protein aggregates instead of a genuine spatial organiza-
tion of the native protein. Moreover, photoactivatable 
fluorescent proteins typically blink, i.e. they randomly convert 
between bright and dark states once they have been photoacti-
vated by 405 nm light [37, 38]. Each fusion protein may 
 therefore be observed several times, which can result in appar-
ent clustering of tracks and complicates counting molecule 
numbers. Conventional fluorescence imaging with a mono-
meric fluorescent protein fusion can be performed to evaluate 
the genuine presence of clusters [35].

 2. Before data acquisition it is important to identify appropriate 
imaging conditions. To this end, record a short movie, exam-
ine the images, and change the microscope settings as required. 

3.7 Clustering 
Analysis
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For example: (a) increase the 561 nm laser power or use a lon-
ger camera exposure time if the fluorescent spots are too dim 
against the background noise. (b) Decrease the 561 nm laser 
power or use faster camera exposures if the spots are very clear 
but appear to bleach very quickly. Estimation of diffusion coef-
ficients requires observing the same molecule for multiple 
frames. (c) Shorten the camera exposure time if the fluorescent 
spots appear blurry due to fast movement of the fusion protein 
during each frame. Appropriate laser intensities and exposure 
times will vary between instruments due to differences in the 
alignment and quality of optical components.

 3. Microscopy images are subject to several factors that compli-
cate the precise localization of single fluorophores. These fac-
tors include image pixelation, camera read noise, electron 
multiplying noise, background noise, and photon shot noise. 
Background noise can be reduced by TIRF excitation, while 
photon shot noise is dictated by the fluorophore brightness. 
Once all experimental factors have been optimized, the local-
ization algorithm is key to maximize the localization precision 
[39]. Most localization algorithms either use least-squares [26, 
40] or maximum likelihood parameter estimation [27, 28].

In addition to minimizing localization error, a key metric for the 
performance of localization algorithms is the recall, i.e. the 
fraction of successfully detected spots. The recall fraction 
decreases with increasing density of fluorescent spots per 
image. However, high densities are often desired because the 
time required to record a PALM movie that represents the 
majority of labeled molecules in the sample is limited by the 
number of accurate localizations per frame. Moreover, the 
total density of all localizations dictates the resolution of the 
reconstructed image according to Shannon’s sampling theo-
rem. Several algorithms have been developed that substantially 
improve the localization recall in images of densely overlap-
ping fluorescent spots [41, 42].

 4. Because of photobleaching, the number of localizations per 
track is usually small, which causes large statistical uncertainty 
in the estimation of the diffusion coefficient of a single mole-
cule. For this reason, only tracks with a certain minimum num-
ber of steps should be included in the analysis (e.g. at least five 
 localizations or four steps). The term apparent diffusion coef-
ficient is used because this measurement of the diffusion coef-
ficient includes several biases: Confinement of molecules within 
the cell volume or cellular compartments leads to an underes-
timation of the diffusion coefficient. Furthermore, molecule 
movement during the exposure time reduces the apparent dif-
fusion coefficient because the localizations represent time-
averaged positions. The localization error, on the other hand, 
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effectively adds a random step to each true position, which 
causes an overestimation of the diffusion coefficient. This error 
can be corrected by measuring the average localization error 
σloc using a sample with immobile molecules and applying the 
equation: D* = MSD/(4 Δt) − σloc

2/Δt.
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Chapter 17

Studying the Dynamics of Chromatin-Binding Proteins 
in Mammalian Cells Using Single-Molecule Localisation 
Microscopy

Srinjan Basu, Yi Lei Tan, Edward J.R. Taylor, Ernest D. Laue, 
and Steven F. Lee

Abstract

Single-molecule localisation microscopy (SMLM) allows the super-resolved imaging of proteins within 
mammalian nuclei at spatial resolutions comparable to that of a nucleosome itself (~20 nm). The tech-
nique is therefore well suited to the study of chromatin structure. Fixed-cell SMLM has already allowed 
temporal ‘snapshots’ of how proteins are arranged on chromatin within mammalian nuclei. In this chapter, 
we focus on how recent developments, for example in selective plane illumination and protein labelling, 
have led to a range of live-cell SMLM studies. We describe how to carry out single-particle tracking (SPT) 
of single proteins and, by analysing their diffusion parameters, how to determine whether proteins interact 
with chromatin, diffuse freely or do both. We can study the numbers of proteins that interact with chro-
matin and also determine their residence time on chromatin. We can determine whether these proteins 
form functional clusters within the nucleus as well as whether they form specific nuclear structures.

Key words Chromatin, Super-resolution microscopy, PALM, STORM, SPT, Fluorescence imaging, 
SPIM, Mean squared displacement, Jump distance, Residence time, Diffusion coefficient

1 Introduction to Role of Live-Cell Single-Molecule Localisation Microscopy

Understanding protein/chromosome dynamics is critical to under-
standing chromosome architecture [1]. Recent advances have led 
to the imaging of live cells well below the diffraction limit of light, 
allowing us to now dissect previously inaccessible dynamics critical 
to chromosome function [2–4].

The relevant imaging approach generally depends on the 
spatial scale at which chromosome function is being studied 
(Fig. 1a). The mammalian nucleus is ~10–30 μm in size. 
Chromosomes are known to occupy discrete regions of ~3 μm 
within the mammalian nucleus called ‘chromosome territories’ 
[5], although intermingling between adjacent chromosomes 
does occur [6]. Most of the DNA within chromosomes is 
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packaged into nucleosomes of around 20 nm but these nucleo-
somes are not uniformly compacted into chromosomes. 
Genome-wide chromosome conformation capture (3C) assays 
such as Hi-C [7–9], that highlight physical proximity between 
DNA sequences within the genome, have confirmed physical 
‘megadomains’ of active and inactive genes at the 5–20 Mb 
scale, thought to be less densely packed euchromatin and more 
condensed heterochromatin [10, 11]. Traditional imaging 
approaches have focussed on studies at this magnification. 
However, Hi-C studies have also revealed smaller sub-compartments 
(‘topologically associating domains’ or TADs) ranging in size 
from 40 kb to 3 Mb [12–15]. Little is known about the dynam-
ics of proteins that act at these smaller levels of compaction and 
this has driven the development of several higher resolution 
imaging approaches.

The main three live-cell imaging approaches developed for 
studying chromosome dynamics at high resolution are the 
following:

Mitotic nucleusa

b

Original fluorescently
labeled structure

...

Diffraction-limited
Image

Stochastically
selected subsets of

fluorophores localized

Super-resolution
reconstruction

Chromosome territories

3D confocal & deconvolution

3D SIM

STED

Fixed-cell PALM/STORM

Live-cell PALM/STORM

Compartments NucleosomesTADs / Loops

Euchromatin

Heterochromatin

10 µm 1 µm 300 mm 30 mm

Fig. 1 (a) Length scales at which live-cell single-molecule localisation microscopy (SMLM) is currently used to 
study chromatin structure. This is compared to other common microscopy approaches. (b) Schematic of 
single- molecule localisation microscopy (SMLM) adapted from Horrocks et al. [4]. Conventional imaging is 
diffraction limited. By turning one molecule at a time to the ‘on’ state, it is possible to precisely localise them 
at higher resolution (~20 nm)
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 1. 3D confocal microscopy (usually with deconvolution): This 
approach has been used, for example, to monitor detailed 
changes in DNA compaction during M phase [16].

 2. Microscopy approaches that pattern the illumination light such 
as stimulated emission depletion (STED) [17], reversible satu-
rable optical fluorescence transition (RESOLFT) microscopy 
[18] and structured illumination microscopy (SIM) [19]. SIM 
halves the resolution limit to ~100 nm and has been used, for 
example, to study nuclear membrane invaginations during M 
phase [20] and changes in the structure of the X chromosome 
during X inactivation [21].

 3. Single-molecule localisation microscopy (SMLM) approaches 
detect and localise single molecules with a localisation preci-
sion of 10–20 nm including stochastic optical reconstruction 
microscopy (STORM) [22], photoactivated localisation 
microscopy (PALM) [23] and fluorescence photoactivation 
localisation microscopy (fPALM) [24]. SMLM approaches 
take advantage of photoswitchable fluorophores that can 
modulate their fluorescence between an emissive ‘on’ state 
and a non-emissive ‘off ’ state to separate molecules tempo-
rally such that their point spread functions (PSFs) do not 
overlap spatially during the image acquisition (Fig. 1b). The 
resolution is then no longer determined by the diffraction 
limit [25] but instead by the uncertainty at which a single 
molecule can be super-localised and detected, the density at 
which it is labelled and the size of the probe use to label the 
molecule. Photoswitchable fluorescent proteins and dyes have 
been used as both switch between this ‘on’ and ‘off ’ state.

Live-cell SMLM approaches can address dynamics that occur 
at the level of nucleosomes as well as larger structures that require 
a resolution of ~20 nm. It has allowed single-particle tracking 
(SPT) of proteins on chromatin. Such studies have been used to 
extract information on the diffusion coefficients of proteins, their 
residence time on DNA as well as the search time of a protein for 
its specific site on DNA [26–31]. In addition, live-cell SMLM has 
allowed us to study the dynamics of proteins that cluster in the 
nucleus such as RNA polymerase II and nucleosomes [32, 33]. It 
has even been used to study more complex structures such as het-
erochromatin fibres [34].

In this chapter, we describe how live-cell SMLM can be used 
to acquire these parameters for your protein of choice.

2 Materials

The SMLM microscope requires collimated excitation lasers (and 
activation lasers for photoswitchable proteins/dyes) for the rele-
vant wavelengths aligned and focussed at the back aperture of a 

2.1 SMLM 
Microscope 
Configuration
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high N.A. objective mounted, typically, on an inverted microscope 
frame. An example set-up for imaging of a photoswitchable protein 
called mEos (see Subheading 2.2.1 later) is shown below (Fig. 2a) 
and includes the following components:

●● Optical table, vibration isolated (e.g. Thorlabs/Newport).
●● High numerical aperture objective lens (e.g. Olympus Apo 

TIRF 60X N.A. = 1.49 Oil).
●● Inverted optical microscope (e.g. Olympus IX71/73).

Fig. 2 Typical microscope set-up for single-particle tracking. (a) Beam path and lasers common to a micro-
scope set-up also showing how HILO is typically set up. (b) Comparison of wide-field, partial illumination and 
selective plane illumination microscopy (SPIM) set-ups. (c) Schematic of common 3D detection approaches

Srinjan Basu et al.



239

●● Excitation laser, 488 nm—to image green form of mEos before 
photoactivation (e.g. Toptica, iBeam Smart 488).

●● Excitation laser, 561 nm—to image red form of mEos after 
photoactivation (e.g. Cobolt, Jive 200).

●● Activation laser, 405 nm—to photoconvert mEos (e.g. Oxxius, 
LaserBoxx 405).

●● Laser power meter (e.g. Thorlabs PM100D).
●● Mechanical shutters for pulsing of lasers (e.g. Uniblitz/Prior).
●● An electron-multiplying charge-coupled device (EMCCD) 

camera for detection of individual fluorophores with high 
quantum efficiency (e.g. Photometrics Evolve/Delta 512, 
Andor iXon3 897).

●● High-efficiency optical filters and dichroics (e.g. Semrock, 
USA):

 – Multi-band dichroic (e.g. Semrock, Di01-R405/ 
488/561/635).

 – 488 long-pass filter (e.g. Semrock, BLP01-488R).
 – 561 long-pass filter (e.g. Semrock, BLP01-561R) and band- 

pass filter (Semrock, FF01-587/35).

The sample may be illuminated using wide-field illumination; how-
ever this is most appropriate in mammalian cells for 3D detection 
where it is necessary to excite molecules in all the axial planes of 
interest simultaneously. A common technique employed to increase 
the signal-to-background of a fluorophore is to confine the excita-
tion geometry by reducing the volume of the nucleus that is illu-
minated by the excitation source and therefore reducing the 
background noise generated by cellular autofluorescence and laser 
scattering. These can be implemented in software via smart filter-
ing of existing datasets [35], or more commonly experimentally 
using one of several selective plane illumination microscopy (SPIM) 
approaches (Fig. 2b). Common ways to illuminate the sample usu-
ally involve partial illumination of the nucleus:

 1. Highly inclined and laminated optical sheet or HILO micros-
copy [36] simply involves the use of a high N.A. objective and 
is therefore the simplest technique to implement for SPT of 
molecules within a mammalian nucleus. Whereas in total inter-
nal reflection fluorescence (TIRF) microscopy the beam is 
reflected off the top surface of the imaging coverslip by the 
incident light being directed above the critical angle, HILO 
brings in the light beam at a subcritical angle such that it 
refracts through the glass but at an oblique angle that creates a 
light sheet illuminating only part of the nucleus. TIRF itself is 
rarely used as it only illuminates the bottom surface of the cell 

2.1.1 Sample 
Illumination
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(~100 nm) and so usually misses most of the nucleus, only 
really allowing the study of nuclear membrane-associated 
proteins.

 2. Reflected light sheet microscopy (RLSM) [28] and single- 
objective SPIM (soSPIM) [37] are approaches based on the 
reflection of a light beam across the cell at the detection plane. 
The first requires an excitation objective from above and detec-
tion from below whereas the second excites and detects from 
below. Both require some skill to assemble. For example, the first 
requires the positioning of a disposable tipless atomic force 
microscopy (AFM) cantilever (e.g. fHYDRA2R-100N-TL-10, 
Nanoscience) next to the cell being imaged. The cantilever is 
coated with a 1 nm titanium layer followed by a 40 nm aluminium 
layer by thermal evaporation so it can act as a mirror to reflect a 
light sheet coming from above across the cell. The light sheet 
illumination is thinner (~1 μm) and so this leads to lower back-
ground fluorescence than HILO. At a low density, the signal- to-
background improvement is only 1.5-fold but it can be as much 
as 5-fold at high densities [28]. This approach is therefore par-
ticularly appropriate if there is a high density of fluorophores in 
the focal plane of detection either because the molecules are not 
photoactivatable or because large numbers of molecules must be 
activated quickly (for example, to visualise structures).

 3. Prism-coupled light sheet illumination [34]: This is where the 
illumination is from below through a prism and it follows the 
same principle as RLSM in that the light sheet is in the detec-
tion plane.

 4. Bessel beam illumination [38] is more difficult to experimen-
tally implement but is useful if a thinner sheet or more even 
illumination is required over larger distances, e.g. when imag-
ing several cells at the same time or when imaging thicker sam-
ples. Bessel beams are propagation invariant because the 
transverse profile of the beam remains unaltered during free- 
space propagation, leading to properties such as a tight (<0.5 
μm), self-healing beam that does not diffract or spread out.

The fluorescent signal is then filtered using a dichroic mirror and a 
set of relevant emission filters, and projected by an infinity- 
corrected tube lens onto an EMCCD camera [39] in the image 
plane. For 3D detection, different methods have been developed 
to gain information about the axial positions of biomolecules [4]:

 1. PSF shaping methods involve manipulation of fluorescent 
puncta as a function of the axial position of the single molecule 
relative to the focal plane of the objective lens. The easiest 
approach uses astigmatism [40] and involves placing a cylindri-
cal lens in the emission path. This will result in the fluorescence 
emission forming an ellipse above and below the detection 

2.1.2 Sample Detection
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plane in different orientations. The z range of this approach is 
~600 nm, which is enough to track a chromatin-bound mole-
cule but not suitable to track over a larger range. Another 
approach that has a much larger z range (~4 μm) is called 
double- helix point spread function (DH-PSF) [41] and involves 
placing a reflective phase mask in 4-f imaging system in the 
emission path (Fourier optics) such that each molecule appears 
as two puncta such that the centre of the two spots form the 
lateral (x.y) position of the molecule and the angle subtended 
between the spots corresponds to the axial (z) position.

 2. Multifocal plane detection methods involve imaging more 
than one lateral plane at defined spacing to infer axial position. 
This can be implemented with biplane imaging that enables 
3D single- molecule super-resolution imaging by acquiring two 
focal places simultaneously in a photon-limited environment 
[42], or by super-localising bright foci over many (nine) planes 
simultaneously to cover a much larger z range (4 μm) named 
aberration-corrected multifocus microscopy [43]. It is imple-
mented by a diffractive multifocus grating (Fourier optics) in 
the emission path to form a multifocus image, corresponding 
to nine detection planes separated by 500 nm each. The aber-
ration correction is carried out using a chromatic correction 
grating (custom made by Tessera) and prism (custom made by 
Rocky Mountain Instruments).

 3. Light property detection methods involve detecting parameters 
of the fluorescent puncta such as their phase as in interferomet-
ric PALM (iPALM) [44, 45] or their angle of detection as in 
supercritical angle localisation microscopy (SALM) [46]. In 
iPALM, two objectives collect the emitted light, interfere it 
through dichroic mirrors and then detect using multiple CCD 
cameras. The intensity ratios between these cameras are used to 
determine the phase of the puncta observed. This approach is 
demanding to implement and also limited to twice the working 
distance of the two objectives used and has therefore been lim-
ited in imaging live mammalian nuclei. SALM involves splitting 
the beam and using a ring aperture to block out the undercriti-
cal angle emission in one image. By comparing the supercritical 
angle emission with the undercritical angle emission, it is possi-
ble to determine the 3D position of a fluorescent puncta.

The first two types of approach are more common in 3D live- 
cell single-molecule localisation studies and are shown in Fig. 2c.

The labelling of mammalian cells requires the basics of mammalian 
cell culture imaging such as:

 1. Cell culture incubator (37 °C, 5 % CO2).
 2. Phenol-red-free cell growth medium especially if detecting 

fluorescence in the red part of the spectrum (>600 nm).

2.2 Labelled 
Mammalian Cells
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 3. No. 1.5 glass coverslip-bottomed dishes, e.g. from Mat-tek or 
Nunc Lab-Tek II dishes.

 4. Fixation buffers: Methanol, ethanol, formaldehyde, phosphate- 
buffered saline (PBS).

When considering which fluorescent protein/organic dye to use 
for a specific experiment, it is important to consider their proper-
ties. Here are a few critical properties that affect which fluorophore 
to choose for a given experiment (a–c for single-molecule tracking 
and d–e also for switching experiments) [47, 48]:

 (a) Photostability or photobleaching quantum yield—if a fluoro-
phore is more photostable, it can be imaged for longer before 
irreversible photobleaching. These long track lengths are ideal 
for determining the residence time of proteins bound to chro-
matin. Dyes generally have greater photostability than fluores-
cent proteins.

 (b) Fluorescence quantum yield—if a fluorophore has a high fluo-
rescence quantum yield, more photons are emitted for a given 
number of photons absorbed. Higher photon counts give rise 
to greater localisation precision and therefore a better charac-
terisation of diffusion.

 (c) Switching cycles/dye molecule—when used in photoswitch-
ing experiments, the number of switching cycles can vary from 
fluorophore to fluorophore but is generally higher for dyes 
than for fluorescent proteins. A high number of switching 
cycles allows the structure to be imaged repetitively over a lon-
ger time frame.

 (d) ‘On’/‘off’ ratio (or duty cycle) during switching cycle—fluo-
rophores with a lower ‘on’/‘off’ duty cycle may be useful 
when studying denser structures that have a higher likelihood 
of fluorophores overlapping during their blinking cycles 
whereas a greater ‘on’/‘off’ duty cycle allows the structure to 
be imaged quicker.

There are six major types of fluorophore to choose from:
 1. Fluorescent proteins with high photostability and fluorescence 

quantum yield such as YPet or TagRFP can be used [28, 49–
51]. However, this approach requires that the density of fluo-
rophores in the illuminated region is low enough to prevent 
overlap of the PSFs. This can be achieved by having low expres-
sion levels of the protein of interest or by reducing the illumi-
nation volume, e.g. by using RLSM, soSPIM or Bessel beam 
illumination.

 2. Photoswitchable fluorescent proteins [52] such as photoacti-
vatable green fluorescent protein (PA-GFP) [53], Dronpa 
[55], PA-mCherry [54], mEos2/3 [55, 56] and Dendra/

2.2.1 Fluorophore Choice
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Dendra2 [57] are commonly used in SMLM. These are fluo-
rophores that can be activated into a fluorescent ‘on’ state 
using an activation laser (often 405 nm). The power of the 
activation laser determines the number of molecules in the ‘on’ 
state. When choosing which photoswitchable protein to use 
for a specific experiment, several of its properties are usually 
considered [47]. When designing counting experiments, it is 
important to take into account that photoswitchable fluores-
cent proteins vary considerably in the number of times they 
can be activated. Some can only be activated once or twice, 
such as PA-mCherry and mEos2/3, respectively, whereas oth-
ers can be reversibly switched to the ‘on’ state many times (e.g. 
Dronpa). In addition, some photoswitchable proteins may not 
fold and mature as well as others and so have a smaller percent-
age of their molecules actually able to switch to the fluorescent 
‘on’ state. When studying whether proteins cluster together, it 
is also important to take into account that some of these pro-
teins have dimerisation tendencies. When studying structures 
over time, molecules that photoswitch reversibly (i.e. can 
undergo many switching cycles between the ‘on’ and ‘off’ 
states) such as Dronpa are ideal as they can then be imaged 
multiple times, allowing for time-lapse imaging.

 3. HaloTag®/SNAP-/eDHFR-tagged proteins [30, 32] are 
enzymes recently developed to specifically label proteins with 
organic dyes that are introduced to cells. At low laser powers, 
dyes do not photoswitch and can be used to track molecules at 
high spatial resolution for longer than is possible with fluores-
cent proteins (ideal for determining residence time) since dyes 
generally emit more photons. However, in such conditions, one 
must be careful that PSFs of the dyes do not overlap and so 
either fewer proteins must be labelled per cell (low concentra-
tions of dye added) or you must control the active emitter con-
centration. At high laser powers, dyes can be used to image 
structures over time since they reversibly photoswitch. To image 
structures, high concentrations of dye should be added to ensure 
efficient labelling of enough molecules to visualise the structure. 
When choosing a dye, it is of course important to consider fac-
tors such as quantum yield and the number of switching cycles 
as described above [48]. In addition, it is important to consider 
dye permeability as dyes that are not permeable may need to be 
electroporated or injected into the cell. Some actually become 
permeable after addition of the HaloTag® ligand [58]. The 
major disadvantage of dye labelling is that it requires longer than 
photoswitchable fluorescent proteins to prepare and label the 
sample, especially given that the concentration of dye to be 
added needs to be optimised given the concentration of tagged 
proteins per cell. Common dyes to use are tetramethylrhoda-
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mine (TMR), Atto 655 as well as some more recently derived 
rhodamine-based dyes [60] since they are cell permeable, have 
high photostability and quantum yield and also reversibly pho-
toswitch at high laser powers. If a dye is needed that is not avail-
able, it can be prepared. For example, new HaloTag® dyes 
require the following to prepare:

●● Relevant dye: Alexa Fluor 647/Atto 655 NHS ester (4 
mM in DMSO).

●● Relevant ligand: HaloTag® O2/O4 amine (10 mM in 
DMSO).

●● Labelling buffer: NaHCO3/Na2CO3 (100 mM) pH ~ 8.5.
●● Reverse-phase high-performance liquid chromatography 

(HPLC) C18 column.
●● HPLC buffers: Acetonitrile, trifluoroacetic acid.
●● Mass spectrometry (MALDI TOF).

 4. Dyes can also be used to directly label proteins before they are 
injected into the cell if a specific dye is required [26] but this 
approach is less common given the enzymes described above as 
the protein will then need to be expressed, purified and labelled 
in vitro.

 5. Unnatural amino acids with side groups that can react with 
dyes introduced to cells [61]: This approach, although very 
promising, has yet to be widely adopted by the community.

There are several common ways to express your tagged protein and 
the preferred method is dependent on the question being asked:

 1. Transient transfection of a tagged protein expressed from a 
promoter of choice is the easiest but least favoured approach. 
It does not label every cell and shows cell-to-cell variation in 
the percentage of fluorescent molecules labelled. Analysis of 
data like this can be difficult as expression-level differences can 
often affect binding of proteins to chromatin and to other 
chromatin- binding proteins. However, it is still possible to 
interpret changes in binding that arise from mutations as long 
as the expression level is not too high. Transient transfection is 
usually used to verify expression and localisation of a construct 
prior to making a stable cell line.

 2. Stable expression of the tagged protein is usually important 
when characterising the binding dynamics of a protein since 
association rates are concentration dependent. It means that 
there is a consistent expression level between cells. Stable 
expression can be achieved using the same expression vector as 
above but transfection is followed by selection using an 
antibiotic- resistant gene (also on the vector) and expansion of 
a colony with a given expression level arising from a single cell. 

2.2.2 Designing 
Expression Vectors
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However, over time these expression constructs are often 
silenced and so more recently Piggybac vectors that insert 
genes at specific transposon sites are becoming popular as they 
exhibit less silencing [62].

 3. Knock-in cell line generation is the preferred approach as then 
all the proteins are labelled at close to the endogenous levels of 
the protein. However, this approach is time consuming and 
involves recombining the fluorophore sequence into the rele-
vant genomic site. Recent advances in RNA-guided genome 
editing based on clustered, regularly interspaced, short palin-
dromic repeat (CRISPR) technology can significantly increase 
the speed at which such cell lines can be made [63]. If carrying 
out counting/clustering experiments, it means that there are 
no untagged proteins to worry about. If proteins associate 
with other proteins before binding to DNA, maintaining 
expression levels similar to the endogenous protein in this way 
allows a better mimic of the endogenous interactions being 
studied. It is worth noting that the chosen tag can actually 
affect protein degradation and so its actual expression level 
should still be checked by Western blotting.
Other considerations when designing an expression construct 

are:
 1. Promoter choice—the expression level of a promoter and its 

likelihood of being silenced are cell line dependent [63] and so 
this should be considered for the specific cell line being used.

 2. Antibiotic-resistance gene—this allows the cells to be selected. 
There are a range of antibiotic resistance genes and some take 
longer than others to select. For example, puromycin is often 
quicker than geneticin selection.

 3. Does tagging affect protein function? It is critical to check the 
function of the protein after tagging through a functional 
study. Sometimes tagging of the N- but not the C-terminus 
can affect the function of the protein or vice versa. Also, add-
ing amino acid linkers between the protein and its tag can 
sometimes rescue protein function.

3 Methods

 1. Cells should be grown on coverslip-bottomed dishes in phenol- 
red- free medium (see Notes 1 and 2). Keep away from short- 
wavelength light (typically 350–450 nm) as much as possible if 
working with photoswitchable proteins to prevent prior 
photoactivation.

 2. Proteins tagged with photoswitchable proteins can proceed 
straight to imaging. HaloTag®/SNAP-tagged proteins must, 
however, be labelled in the cells using the following protocol:

3.1 Sample 
Preparation
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 (a)  Replace medium of cells with dye for 15 min (can increase 
to 30 min if labelling is inefficient). Incubate cells in nor-
mal culture incubator conditions.

 (b)  Wash cells three times with medium to remove dye and 
then incubate in normal culture incubator conditions for 
another 30 min (see Notes 3 and 4).

 (c) Finally replace medium for imaging.

The concentration of the dye depends on the type of experiment. 
For single-molecule tracking, low concentrations of dye should be 
added to prevent overlap of molecules (typically ~5 nM). For imag-
ing of structures using blinking dyes where the intention is to label 
all the protein, higher concentrations are required (typically ~10 
μM). The exact dye concentration depends on the cellular protein 
concentration and so should be determined by finding the concen-
tration at which there is no further increase in the number of 
labelled molecules.

To make the relevant HaloTag® dye for a specific experiment, 
an example labelling reaction is given (Fig. 3) (see Notes 5 and 6).

 1. Mix relevant components:

 (a) 8 μl of 10 mM HaloTag® amine ligand.
 (b)  20 μl of 4 mM N-hydroxysuccinimidyl ester Alexa Fluor 

647 dye.
 (c) 72 μl of labelling buffer.

 2. Incubate at room temperature for >4 h.
 3. Run reaction onto a C18 reversed-phase HPLC column with a 

gradient of 0–50 % acetonitrile for 30 min, then 50–100 % for 
10 min, and finally 100–0 % for 5 min.

 4. The reacted ligand peak can be purified from the unreacted or 
hydrolysed dye peaks and verified using mass spectrometry.

There are changes in the microscope set-up depending on the fluo-
rophore of choice, so here we describe the imaging of  mEos3- tagged 
proteins to give an idea of the steps involved.

 1. Measure the laser power densities at the sample plane and 
make sure that they are as follows:

 (a) 561 nm laser ~1–10 kW cm−2

 (b) 488 nm laser ~1 kW cm−2

 (c) 405 nm laser ~10–100 W cm−2

 2. Prepare a fixed cell sample for setting up the imaging:

 (a) Methanol:ethanol (1:1), 6 min at −20 °C.
 (b) 4 % Formaldehyde in PBS, 20 min at room temperature.

3.2 Microscope 
Set-Up
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Fig. 3 A schematic representation of HaloTag®dye synthesis using reverse-phase high-performance liquid 
chromatography (RP-HPLC). (a) An example reaction using HaloTag® amine and Alexa Fluor 647. (b) The sepa-
ration of the reaction products using an RP-HPLC gradient from 0 to 100 % acetonitrile in 0.1 % trifluoroacetic 
acid into distinct peaks, which allows product identification by mass spectrometry
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Wash with PBS three times before imaging.
 3. Focus on the centre of nucleus using the white light. Then 

adjust the optimal HILO angle or set up the light sheet (for 
example, for RLSM) to achieve the highest excitation for the 
specific detection plane. For mEos3 imaging, this can be opti-
mised using the 488 nm laser as the non-photoactivated mol-
ecule emits in the green part of the spectrum. Otherwise, this 
can be done by a pulse of 405 nm laser and imaging using the 
561 nm laser until the single molecules are detected with an 
optimised signal-to-background fluorescence signal.

 4. The power of the activation laser (in this case 405 nm) must be 
optimised to ensure the activation of isolated single molecules. 
As shown in Fig. 4b, single molecules should show single-step 
photobleaching intensity traces with time with 561 nm 
excitation.

 5. The power of the excitation laser (in this case 561 nm) must be 
optimised for the specific question being asked. We use fixed 
cells here to prevent the analysis of molecules that may move 
out of the detection plane. There is a trade-off here between 
precision (a measure of the uncertainty of the spatial position 
of a single molecule) and bleaching time (the time taken for a 
fluorophore to irreversibly transition to a non-fluorescent 
state) and the type of experiment determines the powers used. 
For measuring diffusion parameters such as the jump distance, 
higher 561 nm power is used to obtain higher precision at the 
expense of smaller track lengths. When trying to determine 
residence time, longer track lengths are useful.

 6. When trying to image a structure, a fixed cell sample can be 
used to estimate the emitter density and therefore the number 
of molecules that should be detected to be able to effectively 
visualise the structure. Clusters of molecules may take less time 
and so allow faster imaging than molecules that form more 
complicated spatial patterns, e.g. fibres. In addition, the active 
emitter concentration, that is the ratio of molecules in the ‘on’ 
versus the ‘off’ state, is critical to prevent overlap of the PSF of 
individual molecules.

There are several types of experiments that can be carried out here 
based on the questions outlined in the introduction. For ease of 
discussion, we will predominantly discuss the concepts behind 
these experiments using the mEos tag. However, the principles 
apply to any other fluorophore being imaged.

SPT is used to determine the diffusion parameters or residence 
times of single proteins.

Fixed cells can readily be used to determine the relevant 
405 nm laser power densities for photoactivation and the 561 nm 
laser power densities for imaging. The 405 nm laser can be either 

3.3 Imaging 
for Single- Molecule 
Tracking

3.3.1 Tracking of Single 
Proteins
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Fig. 4 Typical single-molecule data parameters demonstrated using mouse embryonic stem cells labelled with 
mEos3-tagged CENPA, a centromeric histone variant [35]. (a) Bright-field image of a cell in which single 
mEos3-CENPA molecules are imaged using the 561 nm laser and tracked. (b) The single molecules show 
single-step photobleaching in fixed cells. A typical precision histogram (c) and track length histogram (d) are 
shown. (e) The details of a typical spot finding and tracking program are also provided [67]
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left at low power and thus mEos will undergo continuous activation 
or at a higher power but with desynchronised alternate pulsing 
such that each pulse is spaced in time to avoid the unintended 
stochastic activation of two overlapping PSFs from single mole-
cules spatially located near each other. Another approach is to vary 
the 405 nm laser power density such that the probability of photo-
activation remains constant and therefore the total number of 
activated molecules is the same [56]. The 561 nm laser power den-
sity should be chosen by whether the specific experiment requires 
higher precision (higher laser power density) or long track lengths 
(lower laser power density).

The exposure time at which a protein should be tracked depends 
on the specific question being asked. Most chromatin- bound mole-
cules appear mostly immobile in SPT experiments as their diffusion 
coefficient is often within the precision limit of detecting single fluo-
rophores (<0.05 μm2 s−1). Proteins that are diffusing freely in the 
nucleus typically have a diffusion coefficient of 10–20 μm2 s−1 [29]. 
However, proteins can also interact non- specifically with DNA/
RNA/nucleosomes and so their diffusion would then be somewhere 
between these values. Most proteins exhibit multiple modes of dif-
fusion—they not only (1) diffuse freely in the nucleus but also (2) 
bind non-specifically and (3) specifically to DNA and/or nucleo-
somes [26–30]. Most current cameras can acquire data at <33 ms 
time resolution, which is adequate to accurately and quantitatively 
resolve proteins whose diffusion coefficient is less than ~5 μm2 s−1. 
To study freely diffusing proteins that diffuse faster than this, the 
exposure time must go lower to ~10 ms by reducing the area being 
imaged to less than 100 × 100 pixels [29]. When choosing which 
exposure time to use in a specific experiment, it is therefore impor-
tant to first decide which of these types of diffusion of the protein 
being studied is most important to characterise. For example, if only 
the immobile fraction is being studied, the exposure time should be 
increased as this will lead to blurring and so lack of detection of the 
faster moving molecules, allowing characterisation of only the bound 
molecules in the nucleus [31].

Residence time determination from SPT is complicated by the 
problem of photobleaching. If photobleaching occurs at a quicker 
timescale than the residence time of the protein, the residence 
time cannot be determined by continuous imaging and requires a 
time- lapse experiment. By reducing the duty cycle of the 561 nm 
laser after an activation pulse of 405 nm, it is possible to achieve 
a time lapse. If increasing the time between pulses results in the 
same track length, then the residence time is greater than the 
pulse length. If the track length decreases, then the residence 
time can be determined. Therefore the experiment involves sev-
eral imaging experiments in which the time between pulses is 
increased (Fig. 5d).

3.3.2 Time-Lapse 
Experiments 
for Determining Residence 
Time
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Fig. 5 Analytical tools for single-particle tracking experiments. (a) Counting experiments use a tracking filter to 
count single-molecule spots localised within a given precision over subsequent frames. Blinking analysis is 
then carried out to help correct for this when calculating the actual number of molecules [72]. (b) The two 
common clustering algorithms are called the pair correlation function (PCF) and the density-based clustering 
of applications with noise (DBSCAN) is schematically described. (c) Diffusion coefficient parameters—jump 
distance (JD) refers to the distances moved at Δt whereas the mean squared displacement (MSD) calculates 
for each molecule the distances moved in Δt, 2Δt, 3Δt and so on [68]. (d) Residence time—By varying the 
lag time between exposure pulses, longer residence times can be detected as shown [28]
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Live-cell imaging of a structure depends on its size and complexity. 
By imaging the structure in fixed cells, the number of localisations 
required to accurately reconstruct a super-resolved image of the 
structure of interest can be determined. In super-resolution imag-
ing, temporal resolution is often traded off for increased spatial 
resolution, so for dynamic biological structures it is important to 
consider these temporal constraints. To visualise how the struc-
tures change over time, a sliding window analysis can be applied 
[32, 64, 65]. So for example, if it takes 10 s to resolve the structure 
but the single molecules are imaged at 33 ms time resolution, the 
structure generated from every 10 s of localisation data can then be 
used to generate frames of a movie at 33 ms time resolution. 
However it is often the case that the structure moves slower than 
this in which case to prevent bleaching of the fluorophores, a time- 
lapse experiment can be designed, for example, such that a 10-s 
pulse of continuous imaging is carried out every 5 min.

For this section, we focus on 2D data but the analysis is the same in 
3D. Data analysis software like ImageJ/Fiji is usually required, as 
well as the need for fluorescent puncta localisation programs [66–
68]. Such programs typically apply a band-pass filter (since noise 
occurs at high frequency and background at low frequency) to accu-
rately identify the initial fluorescence localisations, followed by fit-
ting of the raw data above a user-defined threshold that (1) have a 
high signal-to-noise ratio (typically 5–15 for mEos3) and (2) have a 
PSF width predicted by theory (to avoid fitting of noise or overlap-
ping molecules) (Fig. 4e). Blurring that occurs when molecules 
move quickly during an exposure can also be accounted for [29].

Much progress has been made recently in the quantification of 
SMLM approaches [69]. Here we describe three main consider-
ations when analysing this kind of experiment:

 1. Are all the proteins tagged? If a knock-in cell line has not been 
generated and the untagged endogenous protein is still pres-
ent, the ratio of tagged to untagged protein must be accounted 
for.

 2. Are all the tagged proteins fluorescent? Even if all the proteins 
are tagged (e.g. in a knock-in cell line), dye labelling in the case 
of HaloTag®/SNAP tag is often protein dependent and for 
endogenous fluorophores, their maturation is rarely 100 % 
(e.g. GFP is ~80 % and mEos2 is ~50 %) [70, 71]. The percent-
age of expressed fluorophores that are fluorescent can be calcu-
lated by comparing the concentration predicted by fluorescence 
against the actual protein concentration calculated from the 
absorbance at 280 nm (either using the purified tagged protein 
or by quantitative Western blot from a known number of cells).

 3. Does the molecule undergo fluorescence intermittency or 
‘blinking’? Many photoactivatable fluorophores go to a recov-

3.3.3 Structural Imaging

3.4 Data Analysis

3.4.1 Quantifying 
Numbers of Molecules
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erable/reversible dark state rather than via the photobleaching 
pathway, which can result in systematic overcounting. For 
example, mEos2 molecules blink an average of two times 
before bleaching [72]. Recent work has shown that these 
blinking events can be separated temporally and spatially [73], 
that is, they occur within a specific time frame after the first 
localisation. By applying a filter to take into account the preci-
sion of the detected molecule (count as one molecule if tracked 
in successive frames) and by calculating the number of expected 
blinking events for a specific fluorophore, it is possible to 
determine the number of molecules [72].
To summarise:

 
Protein count

Number of molecules counted

Blinks fluorophore
=
( )´/ FFraction of fluorophores fluorescent( )

Clustering algorithms are used to study whether molecules form 
functional clusters either in time or space within the mammalian 
nucleus. There are two major types of clustering algorithm 
commonly used (Fig. 5b). The first approach gives one average 
number and one cluster size, whereas the second assigns individual 
localisations to clusters that can have varying shape and size.

The first approach is based on the spatial point statistics tools 
such as Ripley’s function or others such as the pair correlation 
function (PCF) and analyses the numbers of molecules within a 
given radius [33, 74]. The PCF approach has given rise to two 
analytical SMLM tools called pair-correlative pcPALM and time- 
correlative tcPALM. pcPALM determines if molecules are likely to 
be clustered in space and tcPALM determines if they are clustered 
in time. To be clustered in space could imply a functional structure 
and to be clustered in time suggests a transient structure. Both of 
these approaches have been developed because even randomly dis-
tributed photoswitchable proteins and dyes will always show clus-
tering in the spatial and temporal domains because they both 
undergo fluorescence intermittency, or ‘blinking’, giving rise to 
multiple localisations per molecule. A brief description of the steps 
involved in this kind of analysis is as follows:

 1. Filtering is first applied as in Subheading 3.4.1 to deal with 
localisations from the same molecule.

 2. The PCF takes a circle of radius r from a localised spot and 
adds a shell of thickness dr. The PCF of the protein peaks, g(r), 
is used to determine whether the density of molecules present 
in this shell are greater than the expected protein density ρprotein:

 g r
dr( ) = =peaks Density of molecules in

Expected density

Spots counteed in

.
protein

dr
rdr2p

r

( )

3.4.2 Extracting 
Clustering Parameters
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  In this equation, g(r) equals 1 if there is no cluster. However, in 
SMLM images, a localised molecule will usually appear as a 
cluster since each molecule has usually photoswitched/blinked 
several times. Therefore, the function g(r) must also take into 
account the precision of the detected molecule, σs, as shown 
below:

 
g r

r( ) = +
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è
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ø
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 3. If it fits this curve within ±25 % of the measured values for σs 
and ρprotein, then the protein is randomly distributed. Otherwise, 
the proteins are likely clustered and must be fit to this new 
equation to find the values A and ξ:
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 4. This allows us to determine the mean size of the cluster (ξ) and 
also the number of molecules per cluster (N) using this 
equation:

 N A» 2 2px r protein

 

The final step is to take this number and adjust to the actual num-
ber of molecules as described in Subheading 3.4.1.

The second approach works very differently and is called 
density- based spatial clustering of applications with noise or 
DBSCAN [75]. It first identifies localisations that are above a den-
sity threshold and then connects them and neighbouring edge-of- 
cluster localisations to identify clusters of any shape or size. These 
regions can then be analysed to find their size and the average 
number of molecules within these regions. The DBSCAN approach 
is advantageous in that it does not assume clusters of a specific 
shape. However, given the noise of traditional PALM images, 
DBSCAN assignments can sometimes be inaccurate, leading to the 
development of simulation-aided DBSCAN (SAD) in which a sim-
ulated number of clusters of varying size are used to train the 
assignment [76, 77]. A brief description of the steps involved is as 
follows:

 1. DBSCAN starts by defining whether points are above or below 
a specific density threshold. The minimum density is defined as

 
Minimum cluster density

MinPts
=

pr2  

 where MinPts is the minimum number of neighbours (usually 
4) and r is the radius. If r is too small, real clusters will be 
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missed. If it is too big, then noise will be seen as a cluster. r is 
usually defined by using a control unclustered sample or a simu-
lated sample.

 2. A cluster is then defined by connecting points above this 
threshold into clusters if the points are mutually less than r 
from each other.

 3. Any points below this threshold but within r of these clustered 
points are also included in the defined cluster.

 4. The density-connected clusters are then analysed for number 
and size, for example by fitting them to Gaussian 
distributions.

Building on the principles of the PCF and DBSCAN 
approaches, more sophisticated clustering algorithms have been 
developed that are now more commonly used (REF). It is also 
worth noting that clustering analysis can be affected by whether or 
not the entire structure is in the plane, so it may be important to 
only count molecules within the plane by analysing the shape and 
intensity of the localised spot [35] or by using 3D detection meth-
ods described previously.

There are two parameters traditionally used to study the diffusion 
of a protein in the nucleus (Fig. 5c): the mean-squared displace-
ment (MSD) and the jump distance (JD) [78].

MSD analysis obtains diffusion coefficients for individual 
tracked molecules by monitoring the mean squared displacement 
from their original location over different time lapses. It cannot be 
used easily for molecules that spend part of their trajectory bound 
to chromatin and part unbound as MSD analysis obscures transi-
tions between diffusion modes. In addition, if the trajectory length 
is small (<32 steps), it can be difficult using MSD analysis to deter-
mine the diffusion coefficients of molecules that move short dis-
tances (relative to the precision of the tracked molecule) [79] such 
as proteins bound to chromatin.

The equation of classical MSD for motion in two dimensions is 
as follows:

 
MSD =

+( )
=å x y

n
Dt

2 2

4 a

 

where D refers to the effective diffusion coefficient, α refers to the 
anomalous diffusion exponent and t = (camera exposure 
time) × (number of frames between the exposures). Theoretically 
α = 1 indicates random Brownian motion, 0 < α < 1 indicates subdif-
fusion (or constrained diffusion), while α > 1 is observed for pro-
cesses involving superdiffusion (or active motion).

However, the actual measured MSD is affected by the preci-
sion at which the molecule is detected (‘static error’) as well as the 

3.4.3 Extracting Diffusion 
Parameters

Studying the Dynamics of Chromatin-Binding Proteins in Mammalian Cells Using…



256

movement of the molecule (‘dynamic error’). Static error is usually 
dealt with using the following equation:

 MSDmeasured = +4 4 2Dta s  

In most cases, this equation is sufficient but for superdiffusive mol-
ecules (less common for chromatin-binding proteins), it may be 
necessary to account for dynamic error too [80, 81].

MSD analysis is not appropriate if molecules cannot be tracked 
for >100 frames (most fluorophores do not last this long) or if they 
exhibit changes in diffusion mode during a trajectory. Changes in 
diffusion mode can arise from a molecule interacting dynamically 
with chromatin or because the DNA itself to which it is bound has 
more than one type of motion [32, 82]. Previous studies have 
demonstrated that chromatin exhibits motion ranging from 1 to 
10 nm/s interrupted by ATP-dependent jumps of about 150 nm 
lasting for 0.3–2 s. Longer time scales show that this motion is 
also confined to a region (chromosome territory) with radii of con-
straint ranging from 0.5 to 1 μm.

For single-fluorophore tracking where the fluorophore has 
changing diffusion parameters and rarely lasts long enough for 
MSD analysis (<100 frames), JD analysis may be more reliable 
[68]. For JD analysis, jump distances within intervals [r, r + dr] 
travelled by single particles in Δt were counted to calculate the 
probability that a particle starting at r1 = 0 will be encountered 
within a shell of radius r and width dr at time Δt. The integrated 
probability distribution is fitted to experimental data:
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If m species are present, an integrated distribution for a sum of m 
terms is used:
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with fj denoting respective fraction of particles in mobility mode j 
and Dj the respective diffusion coefficient.

The residual is inspected to evaluate the goodness of the fit. 
The simplest model whose fit result shows no systematic deviation 
is usually chosen to prevent over-fitting. It is important when using 
jump distance data to take into account the jump distance that cor-
responds to the precision of the imaging data as this is the lower 
limit that can be measured. This can often be attained from fixed 
cell imaging (see Note 7). In addition, when 2D imaging is carried 
out, it is important to account for the fact that molecules that dif-
fuse quickly (>5 μm2 s−1) are less likely to have as many jumps 
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recorded as jumps are more likely to occur out of the detection 
plane [29].

More recent approaches have used Bayesian modelling to 
determine not only how many types of diffusion occur for mole-
cules but also how often the molecules transition from one state to 
another by assigning a jump distance to each diffusion mode [83].

If the residence time (tr) is smaller than the bleaching time, the 
residence time can be determined by the number of frames a mol-
ecule is observed in its ‘on’ state before it turns ‘off’ (koff). However, 
as the residence time increases relative to the bleaching time, this 
measured koff parameter (kmeasured) is affected more and more by the 
bleaching rate (kb) (Fig. 5d) as described by this equation:

 k k kmeasured off b .= +  

However, if we now pulse the excitation at different lag times Tlag, 
since the bleaching rate is related to the number of exposures 
rather than the total time Ttotal, the equation can be written as 
follows:

 k k k T Tmeasured off b total lag .= + ´ /  

If we presume two off rates (koff, 1 and koff, 2), the data can then be 
fit to the following equation, where B is the fraction of molecules 
with koff, 1:
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For dyes that bleach slowly, it is possible that the residence time is 
considerably shorter than the bleaching time and so this kind of 
analysis is often ignored. However, it may still be useful if only to 
prove that there are no longer residence times unaccounted for.

The data analysis for images of structures depends on the density 
of the fluorophores being imaged. Clearly by imaging more mol-
ecules in a given time frame, the time resolution of imaging a 
structure can be improved but fitting overlapping molecules can 
reduce the overall resolution. In order to deal with this problem, 
approaches have been developed to deal with multi-emitter fitting 
[84, 85]. Other approaches include iterative deconvolution [86], 
presuming that the emitters in the high-density image are far 
enough apart in any given image to deconvolute them, and 
another called compressed sensing, a sparse-signal recovery tech-
nique that deals with the problem of always getting enough pho-
toactivations to reconstruct a structure [87]. The final approach 

3.4.4 Residence 
Time [28]

3.4.5 Analysing Images 
with High Density 
of Localisations
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called 3B analysis produces a map of the statistical likelihood of an 
emitter being in a given position through Bayesian-based fitting of 
an emitter that blinks and bleaches (Fig. 6) [88]. This approach 
allows much more emitter overlap but is limited by its data pro-
cessing time.

4 Notes

 1. Adding 2 M glycine to clean slides before adding the cells is 
useful when adding dyes for Halo-/SNAP-tagged proteins 
that would otherwise stick to the coverslip.

 2. One should grow cell in phenol-red-free media for a few days 
as we have noticed that changes in media prior to an experi-
ment can result in higher background and also some initial 
stress of the cells.

 3. This protocol can be very dye dependent. Some dyes take lon-
ger to get out. Some dyes also clump, so must vortex before 
adding.

 4. When the dye of interest is not cell permeable, electroporation 
of the cells is attempted followed by replating of the cells to 
allow for recovery (1–4 h depending on cell line).

 5. Dye can be attached to either the O2 or O4 ligand. We some-
times find that the O4 ligand is better for labelling certain pro-
teins due to its slightly longer linker.

 6. Sometimes there is a need to alter pH subtly in range 7.0–9.0 
to optimise reaction for a specific dye as dye could affect pH.

Fig. 6 Comparison of traditional single-emitter localisation algorithms with Bayesian-based method (3B) [34]. 
Using prism-coupled light sheet illumination, mEos3-tagged HP1α were imaged in human embryonic stem 
cells (a). Heterochromatin fibres can only be seen after the Bayesian analysis (b) whereas traditional algo-
rithms have lower resolution and so only show localised clusters (green spots highlighted in (a))
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 7. It is worth bearing in mind that even fixed cells show some 
movement of proteins bound to chromatin presumably as the 
chromatin still moves a little even in fixed conditions. To fix 
the chromatin further, you may want to add 0.1 % glutaralde-
hyde to the formaldehyde fixation mix followed by a 7-min 
wash with 0.1 % sodium borohydride. 
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Chapter 18

Intra-Nuclear Single-Particle Tracking (I-SPT)  
to Reveal the Functional Architecture of Chromosomes

Vincent Récamier

Abstract

Chromosome architecture needs to be investigated in relation with the chemical function of DNA. The 
kinetics of gene expression, DNA replication, and repair are driven by the mechanisms by which a func-
tional nuclear protein finds its substrate in the nucleus. Single-particle tracking (SPT) is a method to 
quantify fluorescent molecules dynamics from the tracks of the single molecules recorded by high-resolution 
microscopes. SPT offers direct observation of the movement and single-molecule resolution. Usually SPT 
is performed on membranes because of higher contrast. Here, we introduce a novel method to record the 
trajectories of weakly fluorescent molecules in the nucleus of living cells. I-SPT uses some specific detec-
tion and analysis tools to enable the computation of reliable statistics on nuclear particle movement.

Key words Chromatin functional architecture, Single-particle tracking, Photoactivatable proteins, 
Molecule diffusion

1 Introduction

Chromatin architecture has been studied using recent imaging 
technique showing that the organization is not random, display-
ing, for instance, chromosome territories [1]. However, little is 
known about how this organization influences the biological func-
tion of nuclear DNA. Here we introduce a method called I-SPT 
[2] (intra-nuclear single- particle tracking) to follow functional 
proteins at the single- molecule level in relation with the functional 
architecture of chromosomes. The method can be applied to any 
nuclear protein, provided that it can be tagged with a photo-acti-
vated dye with no alteration of its functional properties.

Single-particle tracking (SPT) is a general term for any assay 
that combines imaging and image analysis to record trajectories of 
single objects, i.e. their position in space and time. In fluorescent 
microscopy, SPT can be performed if the concentration of fluores-
cent emitters is low enough and the signal to noise ratio high 
enough to reach single-molecule accuracy [3]. Until recently, SPT 
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inside live cells has been mostly restricted to membranes [4] but 
numerous efforts have developed to extend the analysis deeper in 
the nucleoplasm. On the recorded trajectories, it is possible to 
compute the statistical descriptors of the movement, which remain 
an intense subject of investigation in the scientific community [5]. 
Alternative experiments to SPT to recover the movement charac-
teristics of fluorescent objects are bulk techniques such as flores-
cence recovery after photo-bleaching (FRAP) [6] and fluorescent 
correlation spectroscopy (FCS) [7]. As opposed to FRAP and FCS 
which record ensemble average movement, SPT offers a direct 
observation of the trajectories, possibly revealing the heterogeneity 
of the fluorescent-labeled molecule population. Therefore, SPT 
data can theoretically be explained with weaker assumption com-
pared to bulk techniques and enables direct measurement of 
chemical interactions. The spatial resolution of SPT can also break 
the fundamental resolution limit of microscopy imposed by diffrac-
tion, leading to nanometer precision [8]. For that reasons, cellular 
live single-particle assays have been a significant breakthrough in 
the measurement of in vivo reaction kinetics, like transcription 
factor target search of DNA sequence [9].

In the present protocol, we describe I-SPT is a versatile tech-
nique to image, follow, and quantitatively describe single- 
fluorescent proteins dynamics based on the tagging of functional 
nuclear proteins by photo-activatable dyes. By stochastic photo-
activation of the tag with very low activation, a few, maybe only 
one protein emits light in the imaging wavelength. Tuning the 
photo-activation to a suitable regime where the number of emitter 
is low enough so that we can accurately detect their position but 
still get robust statistics is the challenge of this technique. The 
novelty of our approach is to include the photophysics of the fluo-
rophore to compute the tracking reliability, the probability of 
good connection.

2 Materials

 1. Cells: Any cell that grows on coverslip can be used for I-SPT. We 
used U2OS cells because of their large nucleus. Grow U2OS 
cells in Dulbecco’s Modified Eagle Medium (DMEM) with 
10 % fetal bovine serum. Prior to imaging, we replaced the 
imaging medium by a transparent imaging medium.

 2. Plasmids. The plasmid of a molecule of interest shall be fused 
to a sequence of a photo-activatable protein [10]. Several 
photo- activatable proteins are available that need to be excited 
and activated in specific wavelengths. We chose the photo- 
activatable protein Dendra2 [11]. Dendra2 has maximum exci-
tation at 490 nm and emission at 507 nm in the pre-converted 
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form. In its converted form, Dendra2 has maximum excitation 
at 553 nm and emission at 573 nm.

 3. ISPT is to be performed on an inverted microscope, with a 
heated stage. The microscope shall be equipped with a high 
numerical aperture objective (1.49 NA) and 100× magnifica-
tion. In the light path, place a motorized mirror (TIRFF) to 
induce a small angle between 0° and 30°, typically to reduce 
background from out of focus emitters.

 4. Sample excitation: Pre-converted form of Dendra2: a mercury 
lamp with 480/20 excitation filter. Activation-conversion: 
405 nm argon-ion LASER. Converted form: 561 yellow green 
LASER. The illumination sequence is created using imaging 
software-driven electro acoustic filter (AOTF). The emission 
signal passes through two bands emission filters: 561–25 × 36 in 
the red channel and 490–25 × 36 in the green channel.

 5. Image acquisition. EMCCD camera in read-out mode 10 MHz 
at 16 bits. Do not allow pixel binning. Use camera with pixel 
size lower than 120 μm.

 6. Coverslips: Use 25 nm coverslips cleaned with plasma cleaner 
and coated with collagen.

3 Methods

To reach single-molecule accuracy, it is necessary to select cells 
with low level of expression, and then activate dyes at low power to 
dilute by several orders of magnitude the number of active emitters. 
To estimate the bleaching time of the dye under the same imaging 
conditions, on the contrary, it is necessary to select cells with high 
level of expression and to pulse-activate significantly to have a mea-
surable bulk fluorescence decay. Since the molecule is moving dur-
ing acquisition, the resulting motion blur does not display a peak 
that can be fitted to a Gaussian curve and detection based on filter-
ing and segmentation is required. The tracking step is simple near-
est neighbor algorithm, up to a maximum distance R, including a 
quality check process that assigns a good assignment probability to 
any computed connection according to the dye-bleaching time. 
The good assignment probability is then integrated in standard 
single- particle tracking statistics for the investigation of diffusion, 
the Mean Squared Displacement (MSD), and the translocation 
histogram.

 1. Forty-eight hours prior to the imaging, clean and sterilize 
25 nm coverslips with plasma cleaner (2 min with air).

 2. Dilute collagen I solution 1:10, then 1:50 with 30 % ethanol 
and spread over the surface of the coverslips in a cell culture 
hood. Let it dry under the hood.

3.1 Sample 
Preparation
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 3. Seed cells at 30–40 % confluence on plasma-cleaned and 
collagen- coated coverslips.

 4. Twenty-four hours before imaging, transfect the cells with the 
plasmid of the functional protein tagged with photo-acti-
vatable protein (100 ng/25 mm coverslip) using a non-lipidic 
transfection reagent and applying the protocol of the 
provider.

 1. In the pre-converted channel: Select one cell with low plasmid 
expression, as judge by low fluorescence intensity and select a 
focal plane inside the nucleus of the cell.

 2. In the converted channel: Shine a pulse of activation and tune 
the TIRFF angle to 0–30° to reach maximum signal to noise 
ratio (see Note 1).

 3. In the pre-converted channel: Take a 1-s exposure image of 
the pre-converted form of the ensemble fluorescence.

 4. In the pre-converted channel: select a small region of interest 
(ROI) to image a large cross section within the nucleus of a 
single cell.

 5. In the converted channel: Allow acquisition rates as fast as 
100 Hz (inter-frame ∆t 1 ms= 0 ) and set the illumination 
sequence as in Fig. 1, panel a.

●● Activation laser (405 nm) needs to illuminate the sample 
with very low power between frames so that a fluorescent 
molecule does not appear during acquisition.

3.2 Single-Molecule 
Microscopy

Fig. 1 Upper panel: the illumination sequence of an I-SPT experiment: the typical exposure time is 10 ms, the 
excitation LASER is shut off between frames to avoid unnecessary bleaching and the activation is done in the 
lag time between frames to avoid molecule appearance during acquisition. Lower panel: time montage of a 
diffusing single molecule. For visualization, the inter-frame is three times the actual exposure time (10 ms) 
plus lag time (0.5 ms)
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●● Illumination laser (561 nm) needs to illuminate the sam-
ple with very high power during frame acquisition for high 
signal to noise ratio and switched off between frames to 
avoid bleaching.

 6. A typical acquisition is N = 10,000 frames (~2 min). Repeat 
acquisition up to five times per cell and take one image of the 
nucleus in the pre-converted channel between acquisitions. 
The cell nucleus shall keep its shape over the experiment and 
no fluorescence shall be seen outside the cell. Stop acquisition 
if the cell does not match this criterion.

 7. Check visually the acquisition of single-molecule trajectories as 
shown in Fig. 1.

 1. In the pre-converted channel: Select one cell with high expres-
sion, as judge by high fluorescence intensity.

 2. In the converted channel: Shine a 2–10-s pulse of activation 
(405) and monitor the fluorescent intensity increasing. Stop 
activation before reaching pixel saturation.

 3. Record the fluorescence decay on the whole cell using the illu-
mination sequence in Fig. 1, panel a without activation.

 4. Repeat the acquisition of the fluorescence decay on different 
cells (~10 cells). Align and sum the decays. Compute the 
bleaching time Tb in situ by fitting the summed fluorescence 
decay to an exponential function. Tb shall be between 10 s and 
1000 s.

 Ae
t
Tb

−

 

 1. To reduce noise, filter the raw images in 2D (Fig. 2) using a 
Gaussian mask with standard deviation of σ λ= / 2 , where λ is 
the emission wavelength.

 2. Make the image binary using a percentile threshold, which is 
the rescaled brightest pixel value that can be considered as a 
detection (Fig. 2). Set the percentile threshold to a value 
around quantile 10–20 % estimated on the whole movie.

 3. Aggregate detections that are less than 200 nm apart to merge 
detections that belong to molecules going in and out of the 
focal plane during acquisition.

 4. For every binary area, estimate the motion blur size (Fig. 2), 
which is the maximum, and minimum size for a detection to be 
accepted. A low-percentile threshold shall be compensated by 
a high- motion blur size. Set the motion blur size to a value 
between 0.1 and 2 μm2.

 5. Multiply the binary image with the original image. For every 
detection estimate the signal to noise ratio (SNR), which is the 

3.3 Estimation 
of the Bleaching Time 
Decay

3.4 Detection (Image 
Processing)
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overall signal to noise ratio estimated of the particle. This is 
defined by the formula:

 

− −∑
∑

Value noise

Variance

i i
i

i
i  

The sum is computed over the pixels of the detection. The 
noise and variance are, respectively, the time median and variance 
of the one-dimensional time series pixel without detections. 
Keep detection with SNR ratio higher than 0.1

 6. Detection is performed by selecting the other-the-noise pixels 
and setting the center of mass as their position. The final output 
of the detection step is a table file with x, y, and time.

Tacking is performed by setting a maximum tracking radius R. 
When a detection at time t t+ ∆  is found at distance lower than R 
to a reference detection at time t, then a connection is computed 
and the reference and the successive detection are linked in a tra-
jectory (see Note 2).

 1. On the detection coordinate file, estimate the number of 
possible connections between two consecutive frames as a 
function of the maximum distance R with an increment 
dR = 10 nm. This results in an ever increasing function C(R).

 2. If any ambiguity occurs in the tracking such as two detections 
are found at distance lower than R of a reference detection in 
the next frame, remove the connections.

3.5 Tracking  
(Post Processing)

Fig. 2 Upper panel: A raw image of a single-molecule detection, followed by the 
same image after binarization and then a detection as judged as the over the 
noise area. Lower panel: definition of a connection and misassignment. A con-
nection can occur when two detections are within a tracking distance R on con-
secutive frames. The number of misassignments can be estimated by connecting 
two detections within a tracking distance R on frame which a time lag higher 
than the bleaching time Tb
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 3. Duplicate the detections coordinate file and change the time 
clock t′, so that two successive detections at times t′ and t t′ + ∆  
are distant by at least the bleaching time Tb, in absolute value 
(Fig. 2). This can be done by setting the times t′ to:

 t t T t t t T N Tb b b′ = × + − ×[ / ] ( [ / ]) [ / ]∆  

where []  is the integer part and N is the total length of the 
acquisition.

 4. On the reshuffled detection coordinate file, estimate also the 
number of possible connections between two consecutive 
frames as a function of the maximum distance R. This results 
in misassignments ever increasing function M(R).

 5. The number of good connections as a function of the distance 
R can be estimated by estimating C R -M R( ) ( ) . We observed 
that under our condition of illumination, this function reaches 
a maximum at R 2 mmax ≈ µ  approximately. This value can be 
assigned as the maximum radius tracking parameter.

 6. Assign Rmax as the maximum tracking radius. The final output 
of the tracking step is a table file with x, y, and time and trajec-
tory number (Fig. 2, panel d).

 7. Estimate the probability of good connection P(R) as a function 
of the radius using the formula:

 
P R 1

M R dR M R
C R dR C R

( )
( ) ( )
( ) ( )

= −
+ −
+ −  

 1. Displacements are computed distances within a trajectory 
between two detections, and step displacements are displace-
ments computed between successive detections.

 2. For step displacements i, assign a probability Pi using the 
following convention: if the displacement does not reach the 
beginning or the end of the trajectory, then P 1i = . If the dis-
placement reaches the beginning or the end of the trajectory, 
then the probability is equal to the probability of good connec-
tion P(Ri), as a function of the distance Ri of i.

 3. Compute the step displacements Ri histogram (Fig. 3, upper 
panel) for 1, Δt counted with weights Pi, using an appropriate 
binning (5 nm) (see Note 3).

 4. For displacements j computed between detections that are not 
successive, but distant in time by nΔt, assign a probability Pj,n 
by averaging the probability Pi of the step displacements i, it is 
composed of Fig. 3, lower panel.

 5. Compute the step displacement histograms for nΔt as the dis-
tribution of nΔt displacements Rj, counted with weights Pj,n, 

3.6 The Step- 
Displacement 
Histograms 
and the Mean Square 
Displacements (MSD) 
(Statistics)
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using an appropriate binning (5 nm). I SPT can reliably esti-
mate the step displacement histogram up to 10Δt.

 6. For every time step nΔt, compute the time and ensemble aver-
age means square displacement MSD(n) [12]. MSD(n) is the 
mean of all the computed square displacements, Rj2 counted 
with weights Pj,n, and average over all the computed 
trajectories.

 7. Plot the mean square displacement as a function of nΔt (Fig. 3, 
lower panel) (see Note 4).

4 Notes

 1. An angle in the illumination path increases significantly the 
signal to noise ratio of single fluorophores and therefore the 
focal depth of the experiment [13]. With a larger focal depth, 
the detected trajectories of single molecule will be longer. The 
input LASER power is given as an indication and shall vary 
from one setup to another. A typical activation and illumina-
tion power is 10 W/cm2

0.08 0.06

0.24

0.16

0.08

0
0 1 20.5 1.5 2.5

0.04

0.02

0

4

3
M

S
D

 (
µm

2 )
Dendra2
H2B

2

1

0
0.00 0.02 0.04 0.06

t (s)
0.08 0.10 0.12

0 1 20.5 1.5 2.5

F
re

qu
en

cy

F
re

qu
en

cy

Simulated 8µm2/s Dendra2
1 ∆t (10.5ms)

1

2

3

4

5

1dt
2dt
3dt
4dt

H2B
1 ∆t (10.5ms)

M
S

D

Enhanced
diffusion

Free
diffusion

Sub diffusion

1∆t (10.5ms)
0.06

0.04

0.02

0.00
0 210.5

Miss-
assignements
Translocations

1.5

F
re

qu
en

cy

Translocation (µm) Translocation (µm) Translocation (µm)

Fig. 3 Upper panel: The step-displacement histogram represents the distribution of one-step displacement 
within the recorded trajectories, together with the estimated misconnections. Here, we display the step dis-
placement histogram of a simulated movement of mole diffusion at 8 μm2/s, of the free fluorophore Dendra2 
and the chromatin bound nucleosomal protein H2B in U2OS cells. The histogram displays free diffusion for 
Dendra2 and restricted diffusion for H2B. Lower panel: Considering the displacement for different lag times 
dt inside trajectories, we can estimate the mean square displacement curve as shown for H2B in Dendra2. 
MSD curves can be interpreted in the diffusion framework in terms of free diffusion, sub-diffusion, or 
enhanced diffusion.
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 2. To estimate misassignment probability, we make the following 
assumptions: (a) Molecules are permanently bleached after a 
given bleaching time Tb. (b) The density of detections does not 
vary rapidly along the experiment. Under those assumptions, 
connections performed with inter-frame larger than Tb is a mis-
assignment: I-SPT therefore estimates tracking misassignment 
by computing the local density around each detection at time 
labs larger than Tb.

 3. Step displacements histograms can be used to probe different 
sorts of movements of the nucleus. Here, as a benchmark, in 
Fig. 3 we show the step displacement histogram of the free 
fluorophore Dendra2 and of the chromatin-bound molecule 
H2B in the nucleus of U2OS cells. Displacement histograms 
determine the number of populations diffusing at different 
speed, or diffusion coefficient in the sample [14]. Note how-
ever that I-SPT has a bias toward slow- moving molecules.

 4. MSD is the standard statistic to investigate diffusion. By plot-
ting the average square displacement as a function of the time 
lag, we have an indication of the type of diffusion. In the case 
of free diffusion, the slope of the MSD is equal to the diffusion 
coefficient D. The shape of the MSD can also indicate if the 
movement is restricted in the framework of anomalous diffu-
sion [15] (Fig. 3).
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    Chapter 19   

 Visualizing  Bacillus subtilis  During Vegetative Growth 
and Spore Formation                     

     Xindan     Wang      and     Paula     Montero Llopis     

  Abstract 

    Bacillus subtilis  is the most commonly used Gram-positive bacterium to study cellular processes because of 
its genetic tractability. In addition, during nutrient limitation,  B. subtilis  undergoes the development pro-
cess of spore formation, which is among the simplest examples of cellular differentiation. Many aspects of 
these processes have benefi ted from fl uorescence microscopy. Here, we describe basic wide-fi eld fl uores-
cence microscopy techniques to visualize  B. subtilis  during vegetative growth, and the developmental 
process of sporulation.  

  Key words      Bacillus subtilis   ,   Vegetative growth  ,   Sporulation  ,   Fluorescence microscopy  ,   Time-lapse 
microscopy  

1      Introduction 

   Bacillus subtilis  is a  rod  -shaped soil bacterium that grows and 
divides through binary fi ssion. When nutrients become limited, it 
undergoes a developmental process that results in the formation of 
a dormant spore [ 1 ]. The highly resistant spore allows the bacteria 
to survive extreme environmental conditions including heat, desic-
cation, UV and γ-radiation, and presence of antibiotics and other 
toxic chemicals [ 2 ]. When nutrients become available, the spores 
can germinate and resume exponential growth [ 3 ]. This double 
life-style and the ease with which genetic, biochemical, and cyto-
logical analysis can be carried out in this organism make   B. subtilis    
an ideal system to study a variety of cellular processes, such as gene 
regulation, chromosome dynamics, morphogenesis, and cell fate 
determination. 

 The application of  fl uorescence microscopy   to the study of 
prokaryotes has revealed that bacteria possess a highly organized 
internal architecture [ 4 ]. Even at a time in which super-resolution 
imaging [ 5 ] and microfl uidic technologies are becoming more and 
more common [ 6 – 8 ], wide- fi eld   fl uorescence microscopy using 
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simple glass slides still remains a powerful tool and workhorse in 
the fi eld. In this chapter, we describe how we routinely grow   B. 
subtilis    in liquid culture, and how we prepare slides for snapshot 
and time-lapse imaging in a very simple experimental setup. 
Although it is a popular model organism, compared to other model 
bacteria like  Escherichia coli  and  Caulobacter crescentus ,  B. subtilis  
appears to require more oxygen for growth and most importantly, 
for microscopy. In this chapter, we specifi cally emphasize the 
importance of aeration of liquid cultures and the use of open aga-
rose pads for  time-lapse microscopy   to maintain adequate oxygen 
for balanced growth  of    B. subtilis  in liquid and on slides. 
Additionally, we have observed that photobleaching and photo-
toxicity seem to be a bigger challenge when imaging   B. subtilis   , 
perhaps related to its requirement for oxygen. Therefore, the use 
of a low-fl uorescence background growth medium and a system-
atic image acquisition optimization are especially important  when   
visualizing  B. subtilis .  

2    Materials 

 Media components are prepared in Milli-Q water (ddH 2 O) unless 
otherwise stated. Where indicated, liquid media are sterilized by 
autoclaving for 30 min in liquid cycle, or by fi ltering through a 
0.22-μm syringe-driven fi lter or a bottle-top fi lter. Glassware is 
sterilized by autoclaving for 30 min in dry cycle. Sterile media 
components and glassware are stored at room temperature unless 
otherwise specifi ed. 

       1.    Make  regular   LB agar plates, or plates containing one of the 
following antibiotics if needed: 5 μg/ml chloramphenicol; 1 
μg/ml erythromycin plus 25 μg/ml lincomycin (MLS); 10 
μg/ml kanamycin; 0.4 μg/ml phleomycin; 100 μg/ml spec-
tinomycin; 10 μg/ml tetracycline ( see   Note 1 ).   

   2.    Defi ned rich casein hydrolysate medium (CH medium) [ 9 ] 
component CHI + II: 10 mg/ml casein hydrolysate (Neogen 
#7229A), 4.7 mg/ml  l -glutamate sodium salt monohydrate, 
3.2 mg/ml  l -asparagine monohydrate, 2.5 mg/ml  l -alanine, 
2.72 mg/ml potassium phosphate monobasic anhydrous 
(KH 2 PO4), 2.68 mg/ml ammonium chloride (NH 4 Cl), 1.1 
mg/ml sodium sulfate (Na 2 SO 4 ), 1 mg/ml ammonium nitrate 
(NH 4 NO 3 ), and 0.01 mg/ml ferric chloride 6-hydrate 
(FeCl 3 ·6H 2 O); autoclaved.   

   3.    CH medium component CHIII: 0.66 mg/ml calcium chloride 
dehydrate (CaCl 2 ·2H 2 O), and 1.21 mg/ml magnesium sulfate 
anhydrous (MgSO 4 ); autoclaved.   

2.1   Media 
and Equipment 
for the Growth of  B. 
subtilis 
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   4.    CH medium component CHIV: 1.67 mg/ml manganese 
sulfate monohydrate (MnSO 4 ·H 2 O); autoclaved.   

   5.    CH medium component CHV: 2 mg/ml  l -Tryptophan; 
filtered and distributed in 10 ml aliquots in 15 ml conical 
tubes. Store at 4 °C.   

   6.    S750 minimal medium [ 10 ] component deionized water 
(dH 2 O); autoclaved ( see   Note 2 ).   

   7.    S750 minimal medium component 10× S750 salt: 104.7 mg/
ml 4-morpholinepropanesulfonic acid (MOPS free acid), 13.2 
mg/ml ammonium sulfate [(NH 4 ) 2 SO 4 ], and 6.8 mg/ml 
potassium phosphate monobasic (KH 2 PO 4 ); autoclaved.   

   8.    S750 minimal medium component 100× metals: 200 mM 
MgCl 2 , 70 mM CaCl 2 , 5 mM MnCl 2 , 0.1 mM ZnCl 2 , 0.1 
mg/ml thiamine HCl, 0.002 N HCl, 0.5 mM FeCl 3 ; fi ltered 
and distributed in 10 ml aliquots in 15 ml conical tubes. Wrap 
tubes in foil and store at 4 °C.   

   9.    S750 minimal medium component 1 M glutamic acid potas-
sium salt: adjust to pH 7.0 using potassium hydroximate 
(KOH); fi ltered.   

   10.    S750 minimal medium component 50 % glucose; fi ltered. If a 
slower growth rate is needed, 50 % sorbitol can be used instead 
of glucose.   

   11.    Glass culture tubes (18 × 150 mm, VWR 47729-583), auto-
claved; and roller drum in 22 °C incubator. Similar tubes or 
rolling/shaking systems can be used to grow 5 ml of liquid 
culture with aeration.   

   12.    250 ml baffl ed fl asks, autoclaved.   
   13.    Temperature-controlled shaking waterbath that can accom-

modate 250 ml fl asks. Alternatively, temperature controlled 
air-shakers can be used.   

   14.    Spectrophotometer to monitor optical density (OD 600 ).       

         1.    Standard glass slides, and cover slips (glass thickness 0.17 mm/
No.1.5).   

   2.    (Optional) Red membrane stain FM4-64 ( N -(3- 
triethylammoniumpropyl)-4-(6-(4-(diethylamino) phenyl) 
hexatrienyl) pyridinium dibromide) (Life Technologies 
T-3166) (100×): 0.15 mg/ml in ddH 2 O; protect from light 
and store at 4 °C. This dye can be visualized using Chroma’s 
ET 49008 single band fi lter set ( see   Note 3 ).   

   3.    (Optional) Blue DNA stain DAPI (4′,6-diamidino-2- 
phenylindole) (Life Technologies  D -1306) (100×): 0.2 mg/
ml in ddH 2 O; protect from light and store at 4 °C. This dye 

2.2  Components 
for Snapshot Imaging
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can be visualized using Chroma’s ET 49000 single band fi lter 
set ( see   Note 3 ).   

   4.    (Optional) Blue membrane stain TMA-DPH 
(1-(4-trimethylammoniumphenyl)-6-phenyl-1,3,5-hexatriene 
 p -toluenesulfonate) (Life Technologies, T-204) (100×): 5 mM 
in DMSO; protect from light and store at 4 °C. This dye can 
be visualized using Chroma’s ET 49000 single band fi lter set 
( see   Note 3 ).   

   5.    Molecular grade agarose.   
   6.    Microwave oven.   
   7.    Kimwipes.   
   8.    Ethanol in squirt bottle.   
   9.    Nikon Ti microscope equipped with a Plan Apo 100×/1.4 N.A., 

phase-contrast oil objective, a CoolSnapHQ 2  camera, Nikon 
Ti-S-ER motorized stage, fi lter cubes for GFP (Chroma 49002), 
YFP (Chroma 49003), CFP (Chroma 49001), DAPI (Chroma 
49000), Texas Red (Chroma 49008), and a Lumencor Spectra 
X light engine. Similar microscopes can be used.      

       1.    Molecular grade agarose.   
   2.    Microwave oven.   
   3.    60 × 15 mm petri dish (Becton Dickinson Labware 351007).   
   4.    Scalpel.   
   5.    Glass bottom dish (Willco Wells 50/40 mm Glass Thickness 

0.17 mm/No.1.5 HBSt-5040).   
   6.    Humidifi ed stage-top incubator (TC-MIS; Bioscience Tools) 

and objective heater (Bioptechs). Other humidifi ed, 
temperature- controlled environmental chambers for micro-
scopes can be used.   

   7.    Microscope ( see   item 9  in Subheading  2.2 ) with a Well Plate 
Holder stage (TI-SH-W; Nikon) for stage-top incubator. 
Other inverted microscopes can be used.      

       1.    Sporulation resuspension medium [ 9 ] component ddH 2 O, 
autoclaved.   

   2.     Sporulation   resuspension medium component Solution A: 
0.089 mg/ml ferric chloride 6-hydrate (FeCl 3 ·6H 2 O), 0.83 
mg/ml magnesium chloride hexahydrate (MgCl 2 ·6H 2 O), 1.98 
mg/ml manganese chloride tetrahydrate (MnCl 2 ·4H 2 O); fi l-
tered and dispensed into 10 ml aliquots in 15 ml conical tubes. 
Wrap with foil and store at 4 °C.   

   3.    Sporulation resuspension medium component Solution B: 
13.4 mg/ml ammonium chloride (NH 4 Cl), 2.65 mg/ml 
sodium sulfate (Na 2 SO 4 ), 1.7 mg/ml ammonium nitrate 

2.3  Components 
for Time-Lapse 
Imaging

2.4  Components 
for Visualizing 
Sporulating Cells
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(NH 4 NO 3 ), 2.43 mg/ml potassium phosphate monobasic 
anhydrous (KH 2 PO 4 ); Dissolve in 80 % volume, adjust to pH 
7.0 using 1 N NaOH, add ddH 2 O to fi nal volume; 
autoclaved.   

   4.     Sporulation   resuspension medium component Solution C: 
63.6 mg/ml  l -glutamic acid sodium salt monohydrate, which 
represents 5 %  l -glutamic acid; autoclaved.   

   5.    Sporulation resuspension medium component Solution D: 
3.68 mg/ml calcium chloride dehydrate (CaCl 2 ·2H 2 O); 
autoclaved.   

   6.     Sporulation   resuspension medium component Solution E: 
120.4 mg/ml magnesium sulfate anhydrous (MgSO 4 ); 
autoclaved.   

   7.    Bench top centrifuge for spinning 50 ml conical tubes.   
   8.    Components for snapshot imaging, same as  items 1 – 9  in 

Subheading  2.2 .       

3    Methods 

          1.    Streak out the   B. subtilis    strain of interest on an LB agar plate 
containing the appropriate antibiotics and incubate at 37 °C 
overnight ( see   Note 4 ). Use a different temperature if the 
strain has a specifi c requirement.   

   2.    If the colonies are visible the next morning, take the plate out 
and leave at room temperature during the day to prevent over 
growth ( see   Note 5 ).   

   3.    In the evening, prepare 100 ml of complete CH medium using 
the individual components. The doubling time for wild-type 
PY79 strain growing in CH is ~35 min ( see   Note 6 ). For com-
plete CH medium, combine 94 ml of CHI + II, 4 ml of CHIII, 
1 ml of CH IV, and 1 ml of CHV in a sterile bottle. If minimal 
medium is used instead of CH medium, make 100 ml of S750 
medium by combining 86 ml of autoclaved dH 2 O, 10 ml of 
10× S750 salt, 1 ml of 100× metals, 2 ml of 1 M glutamic acid 
potassium salt, and 2 ml of 50 % glucose or sorbitol in a sterile 
bottle. The doubling time for wild-type PY79 strain growing 
in S750 glucose is ~48 min and in S750 sorbitol is 80–100 min.   

   4.    Set up a starter culture by inoculating a single colony into 5 ml 
of growth medium (complete CH medium or S750 minimal 
medium), vortex gently to disperse the colony ( see   Note 7 ). 
Make a 1–5 dilution of the inoculum by transferring 1 ml of 
the inoculum into 4 ml of fresh medium. Put both tubes in 
roller drum and roll overnight at 22 °C ( see   Note 8 ).   

3.1  Exponential 
Growth of Cells
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   5.    In the next morning, measure the optical density (OD 600 ) of 
both cultures and use the starter culture that is between 0.2 
and 0.6. Dilute the culture in 25 ml of fresh growth medium 
prepared the previous day ( see   step 3 ) in a 250 ml baffl ed fl ask 
to an OD 600  of 0.02 ( see   Note 9 ).   

   6.    Put the fl ask in the shaking waterbath and shake at 250 rpm at 
37 °C (or other desired temperature). Other temperature- 
controlled air-shaker can be used.   

   7.    Monitor the OD 600  and harvest cells at the density specifi ed by 
different applications (see below).      

            1.    If  cell   membrane and DNA are going to be visualized, prepare 
the fl uorescent dyes before the culture is ready: add 1 μl of 
100× FM4-64 stock and 1 μl of 100× DAPI stock into 100 μl 
of growth medium (same medium used for growth,  see   step 3  
in Subheading  3.1 ). Protect from light.   

   2.    While the cells are growing, prepare 2 % agarose solution in 
growth media for making agarose pads: dissolve 0.6 g of 
molecular grade agarose in 30 ml of growth medium. 
Microwave until homogenous. Keep at 65 °C ( see   Note 10 ).   

   3.    Prepare the agarose pads (Fig.  1 ) ( see   Note 11 ). Prepare two 
spacers by putting three layers of lab tape on a glass slide ( see  

3.2  Visualize  B. 
subtilis  Using 
Snapshot Microscopy

Lab Tape (3 layers)

Microscopy slide

Coverslip

Microscopy slide

Make spacer
(side view)

Place slide be-
tween 2 spacers

Pipette agarose Place slide on top
of agarose to
make the pad

Remove spacers Expose agarose
pad by rotating
and removing
top slide

Pipette cells Place coverslip 
onto agarose 
pad (side view)

1. 2. 3. 4. 

6. 7. 8. 5. 

  Fig. 1    Making an agarose pad for snapshot imaging.  Steps 1  and  8  are side views.  Steps 2 – 7  are top views       
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 Note    12  ). Clean two microscopy slides per sample by wiping 
them with a kimwipe wetted with ethanol using a squirt bottle. 
Place one of the slides between the two spacers and add 100 μl 
of the 2 % agarose solution to the center of the slide ( see   Note 
13 ). Immediately after, gently drop a second slide over the 
agarose droplet. This will make a thin agarose pad “sand-
wiched” in between the two glass slides (Fig.  1 ) ( see   Note 14 ). 
Leave on the bench for 2–5 min to allow the agarose to solid-
ify. Carefully remove the spacers from the agarose sandwich 
and remove one of the slides to expose the agarose pad ( see  
 Note 15 ).

       4.    Harvest cells when OD 600  is between 0.2 and 0.4. Take 1 ml of 
culture and spin at 3300 ×  g  for 30 s. Remove 900 μl of super-
natant by pipetting or aspiration. Repeat centrifugation and 
remove supernatant completely using a P200 tip ( see   Note 16 ).   

   5.    Resuspend the cell pellet using 10 μl of medium containing 
FM4-64 and DAPI from  step 1 . Pipette to mix and spot 1 μl 
of cells on an agarose pad prepared at  step 3 . Place a coverslip 
over the pad and visualize using the microscope (Fig.  2 ) ( see  
 Note 17 ).

              1.    Grow the  cells   in CH  or   S750 minimal medium as in 
Subheading  3.1  to an OD 600  of 0.2–0.4.   

   2.    Prepare the stage top incubator for imaging. Carefully fi ll the 
water reservoir to maintain high humidity in the incubator ( see  
 Note 18 ). Turn on the stage top incubator and objective 
heater and allow them to reach and stabilize at the required 
temperature, which takes about 30 min. If other environmen-
tal chamber is used instead, set it up beforehand to let the 
temperature stabilize.   

3.3  Visualize  B. 
subtilis  Using Time-
Lapse Microscopy

  Fig. 2    Snapshot micrographs of cells growing in CH medium, or S750 minimal medium supplemented with 
glucose or sorbitol [ 11 ]. Membranes ( red ) were stained with FM4-64, nucleoids ( blue ) were stained with DAPI, 
origins ( green ) were labeled using  tetO48 /TetR-CFP. τ, doubling time. Bar, 4 μm       
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   3.    Prepare 2 % agarose solution in growth medium as in  step 2  in 
Subheading  3.2 .   

   4.    Pour 6 ml of the 2 % agarose solution into a 60 × 15 mm petri 
dish and leave on the bench for 15–20 min (Fig.  3 ) ( see  
 Note 19 ).

       5.    Using a scalpel, cut 0.5 × 1.5 mm strips of agarose from the 
petri dish.   

   6.    Take 1 ml of culture and spin at 3300 ×  g  for 30 s. Remove 900 
μl of supernatant by pipetting or aspiration. Resuspend the cell 
pellet using the remaining medium. Gently pipette up and 
down to mix ( see   Note 20 ).   

   7.    Spot 1–2 μl of cells on a glass bottom dish, which will be used 
as a cover glass for the microscope. Lay a strip of agarose pad 
on top of cells using the scalpel ( see   Note 21 ).   

   8.    Put the glass bottom dish containing cells and agarose pads in 
the stage top incubator. Close the lid of the incubator. Incubate 
for 15–30 min before imaging to stabilize the temperature in 
the pads and in the incubator ( see   Note 22 ).   

   9.    To reduce image drift due to evaporation, chose a fi eld of view 
that is not too close to the edge of the agarose strip. Optimize 
image acquisition to reduce photobleaching and phototoxicity 
( see   Note 23 ). Take images at desired time intervals (Fig.  4 ).

              1.    Grow  the    cells   in CH medium as in Subheading  3.1 .   
   2.    While the cells are growing, prepare 100 ml of sporulation 

resuspension medium in a sterile bottle by combining 84 ml of 

3.4    Visualize  B. 
subtilis  
During Sporulation

  Fig. 3    Set up a slide for  time-lapse microscopy   using a glass bottom dish. During imaging, the agarose pad is 
fully exposed in the humidifi ed temperature-controlled incubator       
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ddH 2 O, 100 μl of Solution A, 4 ml each of Solutions B, C, D, 
and E.   

   3.    Prepare the fl uorescent dyes in sporulation resuspension 
medium as in  step 1  in Subheading  3.2  ( see   Notes 3 ).   

   4.    Prepare a 2 % agarose solution in sporulation resuspension 
medium as in  step 2  in Subheading  3.2 . Prepare agarose pad 
right before use as in  step 3  in Subheading  3.2 .   

   5.    When the culture reaches an OD 600  of 0.5, transfer all the cells 
from the fl ask (about 20–25 ml) into a 50 ml conical tube by 
pouring. Save the empty fl ask for  step 7 .   

   6.    Spin the tube in a bench-top centrifuge at 5000 ×  g  for 5 min. 
Remove the supernatant by aspiration ( see   Note 24 ).   

   7.    Add 20 ml of resuspension medium (from  step 2 ) to the cell 
pellet. Pipette to resuspend and transfer the cells back to the 
original fl ask (from  step 5 ). This is the time 0. Take a sample 
for microscopy if needed.   

   8.    Put the fl ask back to the shaking waterbath and take samples 
at required time points to examine the progression of 
sporulation.   

   9.    At each time point, take 200 μl of cells, spin at 3300 ×  g  for 30 
s, remove and discard the supernatant, and resuspend the cells 
in 10 μl of sporulation resuspension medium containing dye 
from  step 3 .   

   10.    Prepare the slide as in  step 3  in Subheading  3.2  (Fig.  1 ) and 
visualize using a microscope (Fig.  5 ).  

  Fig. 4    A time-lapse progression (5-min intervals) of cells growing in S750 sorbitol minimal medium [ 11 ]. 
Nucleoids ( red ) were visualized using HbsU-GFP, origins ( green ) were labeled using  tetO48 /TetR-CFP. Bar, 4 μm       
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4              Notes 

     1.    Plates can be stored at 4 °C for up to 3 months. Tetracycline 
plates should be protected from light.   

   2.    Use deionized water (dH 2 O) here, which contains trace 
amount of minerals.   

   3.    FM4-64 and DAPI can be used at the same time. FM4-64 is 
not compatible with fl uorescent fusions to mCherry. If mem-
brane needs to be visualized together with an mCherry fusion, 
the blue membrane stain TMA-DPH can be used. In this case, 
to visualize the DNA, a GFP fusion to the nucleoid-associated 
protein HbsU (HbsU-GFP) [ 11 ] can be used instead of 
DAPI, which uses the same fi lter set as TMA-DPH. For  spor-
ulation  , if a later time point is needed, TMA-DPH a preferred 
membrane dye because it is semi-permeable to cell membrane 
and the spore membrane can be visualized even after the spore 
is fully engulfed by the mother cell, while FM4-64 is imperme-
able to membrane and cannot stain the spore membrane once 
it is fully engulfed (Fig.  5 ).   

  Fig. 5     Sporulation   time course. Membranes ( red ) were stained with FM4-64, nucleoids ( blue ) were stained with 
DAPI, origins ( green ) were labeled using  tetO48 /TetR-CFP. Time (in hours) after the initiation of sporulation is 
indicated. Bar, 4 μm.  Yellow carets  indicate the fully engulfed spores, the membrane of which cannot be 
stained using FM4-64 ( see   Note    3  )       
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   4.    Streak out strains freshly for every experiment.   
   5.    Do not leave the plates at 4 °C.   B. subtilis    cells on the plates die 

at 4 °C.   
   6.    CH medium has lower background fl uorescence compared to 

LB medium.   
   7.      B. subtilis    tends to clump in the colony. Vortex gently for 5 s 

to make a homogenous inoculum.   
   8.    This is to make sure that one of these two cultures will be in 

mid-exponential phase in the next morning.   
   9.    To ensure adequate aeration, the volume of the medium used 

should not be more than 1/10th of the volume of the fl ask.   
   10.    To prevent agarose from boiling over, heat the agarose solu-

tion in the microwave at 5 s pulses and gently swirl the bottle 
to mix thoroughly between pulses, until the agarose is fully 
melted. Use caution to prevent burns.   

   11.    Prepare the agarose pads 2–5 min before harvesting the cells. 
Pads can be made 1–2 h in advance but need to be stored in a 
humid chamber to prevent them from drying off.   

   12.    Spacers can be reused.   
   13.    To prevent formation of bubbles, pipette the agarose solution 

using a pipette tip with its tip cut off.   
   14.    Position the second slide over the agarose droplet and let it 

drop. This prevents the agarose pad from being slanted, which 
will produce uneven focal planes in the fi eld of view while 
imaging.   

   15.    To expose the agarose pad, carefully slide one of the micros-
copy slides over the other one. The agarose pad will remain 
adhered to one of the slides. Do not pull the slides apart 
because it can distort the agarose pad. Pads made this way are 
even in thickness. The slide that is removed can be reused.   

   16.      B. subtilis    grows in fi laments. Higher speed of spinning could 
potentially shear the cells and affect protein localization. Cell 
pellet is loose so aspirate or pipette with care to prevent losing 
too many cells.   

   17.    To prevent bubbles forming between the agarose pad and the 
coverslip, put the coverslip at an angle over the pad and gently 
lower it until it touches the agarose. To prevent depletion of 
oxygen from the cells, do not let cells sit in the agarose pad for 
longer than 10 min before imaging.   

   18.    This is to prevent the agarose pad from drying out.   
   19.    Do not over-dry the agarose pad.   
   20.    We do not use dyes for time-lapse imaging because they may 

affect cell viability over time. If DNA needs to be visualized, a 
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fl uorescent fusion to the nucleoid-associated protein HbsU, 
such as HbsU-GFP [ 11 ], can be used.   

   21.    As with the coverslips, angle the agarose strip and slowly lower 
it onto the cells, to prevent bubbles. If the microscope stage 
allows multi-position acquisition, multiple strains can be visu-
alized simultaneously on the same dish by putting cells and 
agarose strips in parallel, each for a different strain.   

   22.    The agarose pad is fully exposed to  oxygen   to help growth of 
 B. subtilis  cells on the slide.   

   23.    Optimize image acquisition by introducing Neutral Density 
(ND) fi lters in the light path and adjusting exposure times and 
time intervals. It is less damaging to the cell to introduce an 
ND fi lter and increase the exposure time than to only reduce 
the exposure time. This optimization is especially important 
when imaging  B. subtilis .  Phototoxicit  y causes the chromo-
some to expand and fi ll the entire cell compartment and it 
stalls cell growth and affects the dynamic behavior of many cell 
wall related proteins.   

   24.    The cell pellet is not tight. Try to remove as much medium as 
possible without losing cells.          
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