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    Chapter 21   

 Bacterial Genomic Data Analysis in the Next-Generation 
Sequencing Era                     

     Massimiliano     Orsini    ,     Gianmauro     Cuccuru    ,     Paolo     Uva    , and     Giorgio     Fotia      

  Abstract 

   Bacterial genome sequencing is now an affordable choice for many laboratories for applications in research, 
diagnostic, and clinical microbiology. Nowadays, an overabundance of tools is available for genomic data 
analysis. However, tools differ for algorithms, languages, hardware requirements, and user interface, and 
combining them as it is necessary for sequence data interpretation often requires (bio)informatics skills which 
can be diffi cult to fi nd in many laboratories. In addition, multiple data sources, as well as exceedingly large 
dataset sizes, and increasingly computational complexity further challenge the accessibility, reproducibility, 
and transparency of the entire process. In this chapter we will cover the main bioinformatics steps required 
for a complete bacterial genome analysis using next-generation sequencing data, from the raw sequence data 
to assembled and annotated genomes. All the tools described are available in the Orione framework (  http://
orione.crs4.it    ), which uniquely combines in a transparent way the most used open source bioinformatics 
tools for microbiology, allowing microbiologist without any specifi c hardware or informatics skill to conduct 
data-intensive computational analyses from quality control to microbial gene annotation.  

  Key words     Microbiology  ,   Sequence analysis  ,   Genome assembly  ,   Next-generation sequencing  ,   Galaxy  , 
  Computational biology  ,   Genomics  ,   Bioinformatics  

1      Introduction 

 High-throughput sequencing is now fast and cheap enough to be 
considered part of standard analysis in  microbiology  . This allows 
clinicians, environmental microbiologists, epidemiologists, and public 
health operators to have available new tools for their researches. But 
even if the technology behind the production of sequence data is 
growing fast, providing higher throughputs, longer sequences, and 
lower costs, the  dry  side of next-generation sequencing (NGS) anal-
ysis is still in the cradle with new and better computational methods 
and analysis tools appearing all the time. 

 In essence, end-to-end NGS  microbiology   data analysis requires 
chaining a number of analysis tools together to form computational 
analysis pipelines. Due to high data volumes and sophisticated 

http://orione.crs4.it/
http://orione.crs4.it/


408

 computational methods, NGS analysis pipelines can be extremely 
compute- intensive. Integrating new algorithms into those pipelines 
using traditional scripting languages can be laborious and time con-
suming due to the variety of interfaces, input and output formats, 
and deployment requirements. Furthermore, there are emerging 
requirements that have to be properly addressed in this context, 
namely, interoperability,  reproducibility  , and transparency [ 1 ]. 

 On this way,  Galaxy   [ 2 – 4 ] is a well-known open platform for 
reproducible data-intensive computational analysis in many diverse 
biomedical research environments. It provides a web-based inter-
face that permits users to bind together computational tools that 
have been prewrapped and provides developers a simple way to 
encapsulate computational tools and datasets in a graphical user 
interface. 

 One of the most appreciated aspects of  Galaxy  , by nonpro-
grammers users, is the possibility to access complex workfl ows 
without the need to learn the implementation details of every sin-
gle tool involved. While this feature is extremely useful for biolo-
gists, other advanced users may have a need for a programmatic 
access to single tools or a way to automate bulk processing. To deal 
with those tasks, Galaxy includes a RESTful API that allows pro-
grammatic access to a consistent subset of its workfl ow manage-
ment infrastructure. A Python library, called BioBlend [ 5 ], provides 
a high-level interface for controlling operations performed with 
Galaxy. For example, loading a dataset and run a Galaxy workfl ow 
on it can be accomplished with just a few lines of code [ 6 ]. 

 Leveraging on  Galaxy  , we developed  Orione   (  http://orione.
crs4.it    ) [ 7 ], a specialized domain server for integrative analysis of 
NGS microbial data, which covers the whole life cycle of  microbi-
ology   research data, bringing together all the tools to perform 
steps such as quality check, alignment, assembly, scaffolding, and 
 annotation  . Integration into Galaxy permits the analysis results to 
be documented, shared, and published guaranteeing transparency 
and  reproducibility  . 

  Orione   complements the modular  Galaxy   environment, con-
solidating publicly available research software and newly developed 
tools and workfl ows to build complex, reproducible pipelines for 
“straight on target” microbiological analysis. Furthermore, Orione 
is part of an integrated infrastructure at CRS4 for automated NGS 
data management and processing (Fig.  1 ), and as such it provides 
seamless integration to computing and advanced data facilities and 
resources [ 8 ].

    Orione   adds to a number of  Galaxy   servers developed in the last 
few years by the Galaxy Community, see   http://wiki.galaxyproject.
org/PublicGalaxyServers     for a complete, updated list. Many of these 
servers are specialized in a particular type of analysis, like ChIP-Seq 
analysis (Cistrome [ 9 ], Nebula [ 10 ]), adaptive divergence in pro-
karyotes (OdoSE [ 11 ]), metagenomic taxonomy (MGTAXA [ 12 ]), 

Massimiliano Orsini et al.

http://orione.crs4.it/
http://orione.crs4.it/
http://wiki.galaxyproject.org/PublicGalaxyServers
http://wiki.galaxyproject.org/PublicGalaxyServers


409

microbiome, metabolome, and immunome data analysis (MBAC 
Metabiome Portal [ 13 ]) or microbial communities comparison 
(Fast UniFrac [ 14 ]). 

 The remainder of this chapter is structured as follows. Throughout 
this chapter, we use  Orione   as our reference. We begin by describ-
ing the main steps of the bacterial NGS data analysis, namely, pre- 
processing, alignment, de novo assembly, scaffolding, post-assembly, 
variant calling, and  annotation  . We then continue illustrating a selec-
tion of pipelines we implemented that summarize the current best 
practices in data pre-processing, genome re-sequencing, and de novo 
assembly. A description of the sequencing technologies is out of the 
scope of this chapter. We refer the reader to Ref. [ 15 ] for a recent 
review on this topic.  

2    Delving into Microbiology NGS Data Analysis 

 Sequencing of microbial genomes is now a widely used strategy in 
 microbiology   research, with applications in a wide range of topics 
such as pathogenicity, drug resistance, and evolutionary and epide-
miological studies. Despite impressive technological advances that 
currently enable microbiological laboratories to routinely perform 
bacterial whole genome sequencing [ 15 ], the bioinformatics analy-
sis of bacterial genome data is still a challenging task. The data 
analysis workfl ow has been divided into seven logical sections: 
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  Fig. 1     Orione   is a key component of the fully automated infrastructure to support the analysis of the  DNA   
sequencing data generated by the CRS4 NGS facility, currently the largest in Italy by throughput, number of 
samples processed, and amount of data generated. Such infrastructure includes iRODS [ 63 ] for effi cient inter-
institutional data sharing, OMERO.biobank [ 64 ] to model biomedical data and the chain of actions that connect 
them, and Hadoop-based tools to provide scalable computing [ 65 ].  GT  genotyping arrays       
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pre-processing, alignment, de novo assembly, scaffolding, post-
assembly, variant calling, and  annotation  . Each section includes a 
list of freely available programs,  recommendation on how to use 
them, and references to more detailed technical information. 

   During the past decade, the overall quality of NGS data has signifi -
cantly improved and it is still growing, thanks to the progress being 
made in NGS technology. However, mapping/assembly artifacts 
can still arise from errors in base calling, sequence contamination 
(e.g., primer or adapter retention,  DNA   contamination), and low-
quality reads. Some recent software for NGS data analysis can par-
tially compensate for noisy data and improve the quality of the fi nal 
results of the sequencing experiment, e.g., low-quality read tails 
will be automatically clipped by the BWA-MEM aligner [ 16 ], but 
will strongly reduce the sensitivity of other programs such as BWA-
backtrack [ 17 ] and Bowtie [ 18 ] which perform an end-to-end 
alignment. For these reasons we always recommend readers to per-
form an accurate quality control of reads before any alignment or 
assembly steps. We note that different NGS platforms share several 
sources of error such as the presence of homopolymers/low-com-
plexity regions, with an impact on the identifi cation of sequence 
variants and the  genome assembly  , while other quality issues are 
platform specifi c [ 19 ]. The following metrics should be considered 
to assess the read quality: percentage of reads fi ltered by the soft-
ware supplied with the sequencing machines, per read and per base 
sequence quality, per base sequence content, percentage of dupli-
cated reads (PCR artifacts), and presence of overrepresented 
sequences. Once a quality issue is detected, possible actions include 
the trimming of the low-quality reads (i.e., progressive removal of 
bases at 5′ and 3′ of the read), the removal of poor quality reads, 
or a combination of both strategies. 

  Orione   integrates tools for read quality control, such as the 
widely adopted FastQC software [ 20 ] which computes several qual-
ity statistics and programs for trimming/fi ltering specifi cally devel-
oped for Orione such as  FASTQ positional and quality trimming  
and  Paired - end compositional fi ltering. FASTQ positional and qual-
ity trimming  trims FASTQ fi les by position, minimum Phred qual-
ity score, average Phred score using sliding windows (bases will be 
trimmed one-by-one until the average read quality reaches this 
value), and fi lters reads by residual minimum length after trimming. 
 Paired - end compositional fi ltering  fi lters low-complexity sequences 
by frequency of monomers, dimers, and trimers. They both accept 
paired-end FASTQ fi les as input and preserve mate integrity. 
Unpaired reads after fi ltering are kept in separated fi les. 

 Subheading 3 describes a general NGS quality control work-
fl ow, which should enable researchers to detect and remove low-
quality sequences and ensure that biological conclusions are not 
plagued by sequencing quality issues.  

2.1  Pre-Processing
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   Once the raw data have been fi ltered for low-quality reads and arti-
facts have been removed, the next step is to align the sequences 
against a suitable reference genome. Programs for read alignment 
have been developed to optimize the trade-off between accuracy of 
the alignment and speed and to exploit the specifi c features of the 
different sequencing technologies, namely, long reads (Roche 454, 
Ion Torrent, PacBio), short reads (Illumina), and color space 
encoding (SOLiD). The selection of software for short read align-
ment available in  Orione   is far from being exhaustive. To date, more 
than 100 NGS aligners have been developed [ 21 ], and benchmarks 
have been published comparing the aligners alone [ 22 ] or combina-
tions of aligners with software for downstream analyses (e.g., vari-
ant calling [ 23 ]). Notwithstanding the plethora of aligners, they 
can be grouped based on the underlying algorithms in hashed-seed 
and suffi x tree methods. Members of the hashing-based category 
share the seed-and-extend algorithm, which starts with an exact 
match of a seed sequence against the reference, and then tries to 
extend the alignment. These include the classical  BLAST   program 
(slow, not well suited for large NGS datasets) [ 24 ] and BLAT (fast, 
for closely related species as it requires multiple perfect matches in 
close proximity, enabling the detection of small indels within 
homologous regions) [ 25 ]. Other options include LASTZ [ 26 ] 
which has been developed for large-scale genome alignment and 
that natively handles long sequences as those produced by Roche 
454, but can be adapted to align short reads, and MOSAIK [ 27 ] 
which support reads of different lengths, being part of a suite to 
produce reference-guided assemblies with gapped alignments. 
Suffi x tree-based methods are faster and require a lower memory 
usage than hashing-based methods but are less accurate. Members 
of this class are Bowtie (supports ungapped alignments only), 
Bowtie 2 [ 28 ] (performs gapped alignments, designed for sequences 
longer than 50 bp), BWA-backtrack (for sequences up to 100 bp), 
BWA- MEM (for sequences longer than 70 bp), and SOAP2 [ 29 ] 
(robust for closely related species with small numbers of SNPs and 
indels). We refer to [ 30 ,  31 ] for a comprehensive description of the 
algorithms used by the different programs. We suggest to fi rst align 
short reads by using the suffi x tree-based methods, while longer 
reads are better mapped with software supporting higher number 
of mismatches/indels. Then, if the mapping percentage is low, mul-
tiple programs should be tested. Fortunately, running multiple 
aligners in Orione is straightforward. 

 The output of short read aligners is often in SAM/BAM for-
mat, ready to be processed by downstream applications. Where the 
format is different, e.g., alignments produced by SOAP2, tools for 
format conversion are available in  Orione  . 

 It is important to remark the limits of the mapping-to-reference 
approach for the re-sequencing of bacterial genomes. If the diver-
gence between the target species and the reference genome is high, 

2.2  Alignment
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this approach will not align a large portion of the reads; hence the 
user should opt for a de novo assembly strategy or a combination of 
both approaches. In some cases even for different strains of the 
same bacteria, a de novo approach may be preferred.  

   A crucial step in bacterial genomics is to obtain a whole chromo-
some sequence directly from sequencing reads, without the bias of 
choosing a reference genome as a guide. This is particularly true 
when the genome of the organism being studied is not particularly 
stable, and it is known to exhibit high intraspecies variability. De 
novo assembly is the process of obtaining a whole genome sequence 
from short reads by fi nding common subsequences and assembling 
overlapping reads in longer sequences (contigs) supposing that 
they have been generated by the same genomic location. 

 Due to the complexity of this task, a plethora of genome 
assemblers have been implemented based on different algorithms. 
In general, most current assembly algorithms can be assigned to 
one of three classes based on their underlying data structure: De 
Bruijn graph, overlap layout consensus, and read layout (or greedy 
approach) assemblers. While the latter is based on a self-aligning 
algorithm, the two former approaches utilize a graph structure 
built upon the sequencing reads and algorithms for graph walking 
to derive overlapping sequences. We refer to [ 32 ,  33 ] for a detailed 
description of the algorithms and to [ 34 ] for a comparison between 
de novo assemblers. 

 Different software for de novo  genome assembly   are available 
in  Orione  . These include Velvet and ABySS [ 35 ] which assemble 
 k -mers using a de Bruijn graph, EDENA [ 36 ] which is based on 
the overlap- layout- consensus algorithm, and the greedy assembler 
SSAKE [ 37 ]. Long reads as those produced by Ion Torrent, Roche 
454, and PacBio technologies are well suited for the MIRA assem-
bler [ 38 ], which relies on a modifi ed Smith-Waterman algorithm 
and generates hybrid assemblies using a mixture of reads from dif-
ferent technologies, when available. 

 The depth of coverage and read length drive the appropriate 
 k -mer selection of de Bruijn graph assemblers. The  VelvetOptimiser  
[ 39 ] program can assist in selecting the optimal  k -mer size to 
achieve a trade- off between the specifi city of long  k -mers and the 
sensitivity of shorter ones by running a number of  Velvet  [ 40 ] steps 
at different  k -mer sizes.  

   Both de novo and re-sequencing approaches return contigs, but 
small- sized contigs limit the applicability of whole genome sequences 
for genetic analysis. 

 To enhance the quality of de novo sequence assemblies, con-
tigs have to be elongated or joined and correctly orientated to 
build scaffolds, i.e., an ordered sequence consisting of contigs and 
gaps of known sizes. If read pairs with a known insert size are 

2.3  De Novo 
Assembly

2.4  Scaffolding
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available, i.e., mate-pair or paired-end reads, this information can 
be used to scaffold contigs. This strategy is useful to span gaps due 
to misassembled regions containing long repetitive elements which 
are hard to resolve solely by overlapping reads of limited length. 
Using paired-read sequencing data, it is also possible to assess the 
order, distance, and orientation of contigs and combine them. 
Although the latter process is a crucial step in fi nishing genomes, 
scaffolding algorithms are often built-in functions in de novo 
assembly tools and cannot be independently controlled. This led us 
to include in  Orione   several scaffolders, such as SSPACE [ 41 ], 
SSAKE, SEQuel [ 42 ], and SOPRA [ 43 ]. Similarly to de novo 
assemblers, scaffolders’ performance is affected by sequencing 
platform and read quality.  

   Obtaining a genome as complete as possible is crucial for succes-
sive genomic analysis and strain comparison. We present here a 
selection of tools to perform assembly evaluation, integration of 
multiple assemblies produced with different approaches, and con-
tigs ordering against a reference genome, once de novo or refer-
ence-based assemblies have been obtained. 

 For a preliminary evaluation of the assembly, we implemented 
the  Check bacterial contigs  and  Check bacterial draft  tools which 
compute metrics such as the number of assembled nucleotides, the 
average coverage, N50, NG50 and contigs length statistics. Genomic 
regions corresponding to high-quality segments and contigs longer 
than a given threshold can be extracted from genome drafts by run-
ning  Extract contigs  tool. 

 Contigs coming from different assemblies can be merged by 
 CISA contigs integrator  [ 44 ] which improves the accuracy of the 
fi nal assembly by extending contigs and by removing the misas-
sembled ones. 

 Contigs may be ordered against a reference genome, usually the 
most closely related bacterium with a “fi nished” genome, under the 
hypothesis that the two organisms share synteny. Ordering of contigs 
can be achieved using tools such as MUMmer [ 45 ], Mugsy [ 46 ], or 
 BLAST   and then processing the results. However the easiest way is to 
run the contig ordering tool in the program Mauve [ 47 ]. 

 At the end of the post-processing procedure, draft genomes and 
scaffolds can still include errors, gaps, and misassembled regions due 
to technical artifacts, evolutionary differences, the presence of clus-
tered regularly interspaced short palindromic repeats (CRISPRs), 
and prophages. In fact, as demonstrated during the Genome 
Assembly Gold- standard Evaluations (GAGE) [ 34 ], all the assem-
blies contained errors. An accurate estimate of the error rate can be 
only calculated if a closely related reference genome is available, 
e.g., by aligning the contigs against the reference with Mauve or 
MUMmer and then counting the number of miscalled based, miss-
ing calls, and missing and extra segments.  

2.5  Post-assembly
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   Nucleotide polymorphisms can be directly identifi ed from the align-
ment of assembly-based contigs and scaffolds against the reference 
genome using MUMmer and Mauve. However, for closely related 
species, we suggest to align the preprocessed reads with a short read 
aligner, and once the alignment has been obtained, genetic variants 
can be identifi ed with the SAMtools-BCFtools pipeline [ 48 ] 
(wrapped as  BAM to consensus  in  Orione  ), FreeBayes [ 49 ], GATK 
Unifi ed Genotyper (UG), and GATK Haplotype Caller (HC) [ 50 ]. 
When comparing output from multiple variant callers, differences 
emerge [ 23 ] which refl ect the differences between algorithms: 
SAMtools-BCFtools and GATK variant callers report variants based 
on the alignments of the sequence reads against the reference 
genome, while GATK HC and FreeBayes perform an additional 
local realignment of reads (haplotype- based callers). 

 All these tools have been developed for diploid organisms, but 
their use with haploid genomes has been described in literature 
[ 51 – 53 ]. GATK HC/UG and FreeBayes have an option for explic-
itly setting the ploidy when executed on bacterial genomes (default 
value is 2). The full list of variants can be further fi ltered based on 
variant and genotype quality values using the  Filter a VCF fi le  tool 
or alternatively can be converted with  VCF to tabular converter  
and opened with any spreadsheet program.  

   Once obtained a FASTA sequence for the assembled genome, 
most researchers will be interested in identifying all the  genes   and 
other relevant features of the sequence such as ribosomal and 
transfer RNAs, other noncoding RNAs, and the presence of signal 
peptides.  Orione   includes Glimmer (Gene Locator and Interpolated 
Markov ModelER) [ 54 ], which uses interpolated Markov models 
for fi nding genes, and it is best suited for the genomes of bacteria, 
archaea, and viruses; tRNAscan-SE [ 55 ], which combines multiple 
tRNA search methods for the identifi cation of transfer  RNA  ; and 
Prokka [ 56 ], a software that combines multiple  BLAST   searches 
and a suite of feature  prediction   tools (Prodigal [ 57 ] for coding 
sequence ( CDS  ), RNAmmer [ 58 ] for ribosomal RNA genes 
(rRNA), Aragorn [ 59 ] for transfer RNA and tmRNA genes, 
SignalP [ 60 ] for signal peptides (at N-term of CDS), and Infernal 
[ 61 ] for noncoding RNA) to provide the most complete set of 
annotations, from the translated coding genes to the annotated 
fi les with the predicted features in multiple formats, ready for sub-
mission to public repositories such as NCBI. The prediction of the 
effect of genetic variants (e.g., amino acid change) can be assessed 
by SnpEff [ 62 ].  

   A collection of additional tools and utilities complete the  Orione   
framework with the aim of providing an accessible toolkit to facili-
tate the datafl ow and ultimately support the creation of analysis 
workfl ows. Orione makes available to the users various tools and 

2.6  Variant Calling
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scripts that can be used to get data from external repositories, 
manipulate FASTQ, SAM, or FASTA fi les, as well as to convert 
fi les from one format to another, fi lter, join, or parse complex data.   

3    Advanced Workfl ow Examples 

  Galaxy   workfl ows allow the user to combine different tools into 
reproducible processing pipelines that can run automatically over dif-
ferent set of data, without the need of recall single tools or resetting 
parameters. In the following, we illustrate a set of workfl ows that 
summarize the current best practice in NGS-based bacterial genome 
analysis: pre- processing, bacterial re-sequencing, and de novo assem-
bly. All these pipelines are available as public workfl ows in the shared 
data section of  Orione   and can be used as starting points, which can 
then be further tailored. For the sake of simplicity, all the workfl ows 
described in this section refer to paired-end datasets. 

   The workflow “W1—Pre-processing|Paired-end” (Fig.  2  and Table  1 ) 
proposes nine steps to improve the overall paired-end dataset quality. 
To emphasize the outcome of the process, a quality report from 
FastQC has been placed before and after the editing steps.

    Input    • Raw FASTQ paired-end reads   

  Output    • Processed FASTQ paired-end reads     

   We designed the workfl ow “W2—Bacterial re-sequencing|Paired-
end” (Fig.  3  and Table  2 ) with the aim of assembling genomes of 
well-known or already characterized isolates. The primary task is 
to identify variants rather than the  genome assembly   itself. The 

3.1  Workfl ow #1: 
Pre-processing

3.2  Workfl ow #2: 
Bacterial 
Re-sequencing

  Fig. 2    Workfl ow “W1—Pre-processing|Paired-end” canvas       
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workfl ow uses the BWA-MEM aligner since it permits gapped align-
ment. We highlight that recent versions of BWA include three differ-
ent algorithms optimized for different read lengths (backtrack, 
MEM, SW) allowing users to customize the workfl ow according to 
the sequencing platform used for generating data. Users can easily 
customize the workfl ow. As an example, to align long reads with 
LASTZ instead of BWA-MEM, the fi rst step can be replaced by 

   Table 1  
  Tools used in workfl ow “W1—Pre-processing|Paired-end”   

 Steps  Tools  References 

 Convert forward reads to fastqsanger encoding  FASTQ groomer  [ 66 ] 

 Convert reverse reads to fastqsanger encoding  FASTQ groomer  [ 66 ] 

 Quality control of unaltered forward reads  FastQC  [ 20 ] 

 Quality control of unaltered reverse reads  FastQC  [ 20 ] 

 Trimming/fi ltering based on sequence quality and 
length 

 FASTQ positional and quality 
trimming 

 [ 7 ] 

 Filter reads based on frequency of monomers, 
dimers, and trimers 

 Paired-end compositional fi ltering  [ 7 ] 

 Quality control of fi ltered forward reads  FastQC  [ 20 ] 

 Quality control of fi ltered reverse reads  FastQC  [ 20 ] 

 Concatenate fi ltered reads  Concatenate datasets  [ 4 ] 

  Fig. 3    Workfl ow “W2—Bacterial re-sequencing|Paired-end” canvas       

 

Massimiliano Orsini et al.



417

 FASTQ to FASTA conversion  and  LASTZ mapping . The alignment 
fi le is used to derive a consensus draft sequence and a list of variants. 
Contigs are extracted from the draft genome and submitted to 
SSPACE scaffolder. Scaffolds are subsequently width formatted, 
realigned to the reference genome using MUMmer for SNP detec-
tion, and fi nally annotated by Prokka. Basic statistics are calculated 
in each key step (draft, contigs, scaffolds) by the appropriate  Check 
bacterial draft / contigs  tool. A simpler workfl ow, where Prokka 
directly annotates the draft sequence, can be extracted by skipping 
the last steps.

    In addition, Mauve can replace Mugsy for the alignment of the 
scaffolds against the reference genome, and the scaffolds can be 
eventually integrated with the scaffolds generated by de novo 
assembly using CISA.

  Input    • Processed FASTQ reads  
 ●   Reference genome   

  Output    • Contigs sequences (FASTA)  
 ●   Scaffolds sequences (FASTA)  
 ●   Scaffolds annotations (multiple formats available)  
 ●   Report with draft/contigs/scaffolds quality  
 ●   Variants with respect to the reference genome     

   Table 2  
  Tools used in workfl ow “W2—Bacterial re-sequencing|Paired-end”   

 Steps  Tools  References 

 Align against a reference genome with  BWA-MEM  [ 16 ] 

 Convert alignment from SAM to BAM format  SAM-to-BAM  [ 48 ] 

 Extract a draft consensus sequence  BAM to consensus  [ 48 ] 

 Convert the draft from FASTQ to FASTA  FASTQ to FASTA  [ 66 ] 

 Evaluate draft quality  Check bacterial draft  [ 7 ] 

 Extract contigs (longer than a given threshold) 
from draft 

 Extract contigs  [ 7 ] 

 Evaluate contigs quality  Check bacterial contigs  [ 7 ] 

 Contigs scaffolding  SSPACE  [ 41 ] 

 Scaffolds evaluation  Check bacterial contigs  [ 7 ] 

 Align scaffolds against reference  Mugsy  [ 46 ] 

 Convert MUMmer output to FASTA  MAF to FASTA  [ 67 ] 

 Annotate draft/contigs  Prokka  [ 56 ] 
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   The workfl ow “W3—Bacterial de novo assembly|Paired-end 15.06” 
(Fig.  4  and Table  3 ) executes multiple de novo assemblers: 
VelvetOptimiser at different  k -mer values, SPADES, which also runs 
a scaffolding step, and ABySS. Contigs obtained with the different 
tools are then integrated using CISA. Basic statistics are calculated 
on the combined contigs using the  Check bacterial contigs  tool. 
Finally, sequences are annotated using Prokka.

    Input    • Processed FASTQ reads   

  Output    • Contigs/scaffolds from each assembler (FASTA)  
 ●   Integrated contig sequences (FASTA)  

3.3  Workfl ow #3: 
Bacterial De Novo 
Assembly

  Fig. 4    Workfl ow “W3—Bacterial de novo assembly|Paired-end 15.06” canvas       

   Table 3  
  Tools used in workfl ow “W3—Bacterial de novo assembly|Paired-end 15.06”   

 Steps  Tools  References 

 Prepare reads for assemblers  FASTQ interlacer  [ 68 ] 

 De novo assembly  VelvetOptimiser  [ 69 ] 

 De novo assembly  ABySS  [ 35 ] 

 De novo assembly  SPAdes  [ 70 ] 

 Integrates contigs by  CISA  [ 44 ] 

 Evaluate contigs/scaffolds quality  Check bacterial contigs  [ 7 ] 

 Annotate sequences  Prokka  [ 56 ] 
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 ●   Sequence annotations (multiple formats available)  
 ●   Report with de novo assembly statistics      

4    Conclusions 

 Next-generation sequencing  microbiology   data analysis requires a 
diversity of tools from bacterial re-sequencing, de novo assembly 
to scaffolding, bacterial  RNA  -Seq, gene  annotation  , and metage-
nomics. Sophisticated frameworks are needed to integrate state-of-
the-art software to build computational pipelines and complex 
workfl ows and, more importantly, to cope with the lack of interop-
erability,  reproducibility  , and transparency. 

 Leveraging on the  Galaxy   framework,  Orione   provides an inte-
grated web-based environment that enables  microbiology   research-
ers to conduct their own custom NGS analysis and data manipulation 
without software installation or programming. Providing microbi-
ologist with many different tools, workfl ows, and options for bac-
terial genomics analysis—for applications ranging from bacterial 
genome assembling to emerging fi elds (e.g., differential transcrip-
tional or microbiome analysis)—Orione supports the whole life 
cycle of microbiology research data, from creation,  annotation   to 
publication and reuse. Orione is available at   http://orione.crs4.it    .     
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