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Foreword: A conclusion to the ISSI series
on astrophysical magnetic fields

Magnetic fields are a fundamental component of the physical world on all scales—as constituents
of the electromagnetic environment of all matter. The interaction between the magnetic fields
and matter is at the heart of many dynamic processes that shape astrophysical objects and their
environments. Regions of space threaded by magnetic fields control or at least influence the
interactions that take place between them. Observing and understanding magnetic fields and the
role they play in physical processes in the solar system and beyond have been the subject of a
series of Workshops and publications by the International Space Science Institute since 2008.

The first three volumes covered the origin and dynamics of solar magnetism, the magnetic
fields of the planets, and the magnetic field of the Earth. These were meant to constitute a trilogy
of magnetic fields within the confines of the solar system. Then came the fourth volume which
extended the coverage to the whole Universe, but concentrating on large-scale magnetic fields,
comparable to, or smaller in magnitude than those directly measured within the solar system. The
four volumes are:

The Origin and Dynamics of Solar Magnetism, M.J. Thompson, A. Balogh, J.L. Culhane,
Å. Nordlund, S.K. Solanki, J.-P. Zahn (Eds.), Space Science Series of ISSI, Volume 32, ISBN
978-1-4419-0238-2, published in May 2009
Reprinted from Space Science Reviews Volume 144, No. 1–4, 2009

Planetary Magnetism, U.R. Christensen, A. Balogh, D. Breuer, K.-H. Glaßmeier (Eds.), Space
Science Series of ISSI, Volume 33, ISBN 978-1-4419-5900-3, published in September 2010
Reprinted from Space Science Reviews Volume 152, No. 1–4, 2010

Terrestrial Magnetism, G. Hulot, A. Balogh, U.R. Christensen, C. Constable, M. Mandea,
N. Olsen (Eds.), Space Science Series of ISSI, Volume 36, ISBN 978-1-4419-7954-4, pub-
lished in January 2011
Reprinted from Space Science Reviews Volume 155, 1–4, 2010

Large-Scale Magnetic Fields in the Universe, R. Beck, A. Balogh, A. Bykov, R.A. Treumann,
L.M. Widrow (Eds.), Space Science Series of ISSI, Volume 39, ISBN 978-1-4614-5727-5,
published in October 2012
Reprinted from Space Science Reviews Volume 166, 1–4 and Volume 169, 2012

The topic of the current volume contains reviews of completely new aspects of magnetic fields in
the astrophysical Universe—and in many cases of aspects of physical processes and phenomena
fundamentally different from those addressed in the first four volumes. The strength of the mag-
netic fields of the compact objects reviewed in this volume is up to 8 to 10 orders of magnitude
higher than that of typical sunspots which are the strongest fields in the solar system. Large-scale
astrophysical magnetic fields, such as interstellar and galactic fields are weaker still than the fields
experienced in the solar system. The gap between field strengths covered in the previous volumes
and those in astrophysical object and environments addressed in the present volume is illustrated
in Fig. 1.

The first four volumes in the ISSI series on magnetism have left open the questions related
to the generation and effects of the very strong magnetic fields found near the most compact ob-



Fig. 1 The range of astrophysical magnetic field strengths, covering 21 orders of magnitude, effectively
representative of the whole spectrum of astrophysical phenomena in the Universe. The lower part of the
graph shows the topics covered by four previous volumes in the Space Science Series of ISSI; the objects
with extremely high magnetic fields, neutron stars, magnetars, are the subject of the current volume

jects in the Universe. The motivation for the current volume has been to complete the review of
such magnetic fields, associated with Magnetic Stars, White Dwarfs, Neutron Stars and Active
Galactic Nuclei (AGNs) and their environments. The reviews presented here describe the cur-
rent understanding of how the extremely strong magnetic fields of these objects are generated,
how they interact with matter and how they generate the broad range of observed phenomena,
among them shock waves and many different types of radiation over a very broad spectrum. Of
particular interest are the phenomena leading to the generation of astrophysical jets and their
complex physics, the occurrence of Gamma Ray Bursts, the formation and extreme properties
of relativistic shocks and the production of high-energy particles by the cosmic engines. Radio
pulsars (highly magnetised neutron stars) have been studied for the last half century; these have
magnetic fields in the range 1011 to 1013 G. In such strong fields the basic physics changes for
the reason that the electron Larmor (gyro) radius drops below the Bohr (atomic) radius. Mag-
netars are also neutron stars, but with magnetic fields in the range 1013 to 1016 G. The two or
more orders of magnitude difference in the magnetic fields of these objects leads to differences
in their energetic output. In particular, the explosive energy in the observed “giant flares” from
magnetars, powered by the dissipation of magnetic energy, is of order 1044 ergs, about 12 orders
of magnitude more energetic than the largest of solar flares. We are indeed in the presence of
extreme physical phenomena, ascribed to the ability of these exceptional astrophysical objects to
generate the exceptionally strong magnetic fields.

There are fifteen review papers in this volume, providing a comprehensive and up-to-date
coverage of a field that remains in a state of rapid evolution. With this volume, the ISSI series
on astrophysical magnetic fields concludes an ambitious review of topics that are central to the
progress of astrophysics and our understanding of the Universe.

The ISSI Workshop on the Strongest Magnetic Fields in the Universe was held in ISSI, Bern,
Switzerland on 3–7 February 2014. The Convenors of the Workshop (André Balogh, Vasily Be-
skin, Maurizio Falanga, Maxim Lyutikov, Sandro Mereghetti, Tsvi Piran and Rudolf Treumann)
and the Editors of this volume are greatly indebted to all the participants of the Workshop who
brought their broad range of expertise and interest in astrophysics to deepen our understanding
of the issues related to the extreme magnetic fields in the Universe and their parent objects. The
resulting collection of review papers was the outcome of the exchanges and fruitful collaboration
among the participants; we thank them for their successful efforts to integrate the lessons learned
in the different topics, as the reviews in the volume testify. Thanks are also due to the review-
ers of the papers; in all cases the reviews were thorough and constructive and the volume bears
witness to their contribution. We thank the staff of ISSI for their dedicated support: Prof. Rafael



Rodrigo, Executive Director, and his colleagues Jennifer Fankhauser, Andrea Fischer, Saliba Sal-
iba and Silvia Wenger. Finally the Editors thank the staff of Space Science Reviews, as well as
the production staff for their patience on occasion and for an excellently produced volume.

London, UK André Balogh
Bern, Switzerland Maurizio Falanga
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Abstract A brief review is given about the role strong magnetic fields play in the universe.
We list the main observational and theoretical achievements treated in the following chapters
including a number of open questions which future research is going to attack. Strong fields
in the universe exceed any large scale fields by several orders of magnitude, at first glance
suggesting that their generation mechanisms would be different. However, it is believed that
gravitational collapse and magnetic flux conservation is responsible for the amplification
of fields generated in the progenitors to the observed strengths. In this sense the extremely
strong fields are mainly fossil, and their variety confirms the different masses and stages
where the collapse comes to rest, at the lightest in white dwarfs and at the strongest in mag-
netars, which are a particular class of neutron stars with strongly inhomogeneous particularly
structured crust. Various effects related to the detection of such fields, radiation generation
and consequences for the environment are pointed out and referred to the relevant chapters
in this volume.

Keywords Magnetic stars: white dwarfs, magnetars, pulsar · Neutron stars · Accretion,
outflow and jets
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V.S. Beskin et al.

1 Introduction

That magnetic fields in the universe are abundant was unknown until the first half of the
past century, when sporadic radio emission was discovered from the sun and later also from
more distant objects. Such emissions were attributed to synchrotron radiation requiring the
presence of moderately strong magnetic fields. Magnetic fields on the sun were estimated
in the range of several in the corona to several thousand gauss (G) in sunspots and be-
low. More remote large scale fields turned out to be substantially weaker, of the order of
μG<B <mG. It is now established that magnetic fields in the universe can be as weak as
μG on the large galactic and intergalactic scales (Beck et al. 2012) and possibly as strong as
1017 G in magnetars. Obviously, there is a profound difference in scales between these lim-
its. Interstellar fields range in the somewhat stronger (up to mG) field strengths, earth-like
planets have fields from fractions of one to several G, the remainder from ten G up to, say,
105 G are reserved for stars, non-degenerate stars in the first place. The strongest fields are
found in degenerate stars: white dwarfs, neutron stars, including pulsars (see Trümper et al.
1977 for the first detection of fields the order ∼1013 G in the HerX1 pulsar) and, ultimately,
magnetars. Moderately strong magnetic fields exist in parts of accretion disks, while strong
fields are believed to be involved in the compact objects relatively close to their horizons
as well as in the inner parts of their outflow jets. Though it is not known what the ultimate
upper limit is for any magnetic fields in the universe, it has been argued (Duncan 2000;
Treumann et al. 2014) that such fields are limited by quantum electrodynamics to strengths
quite far above the strongest observed magnetar fields. Field strengths could, theoretically,
go up to ∼1032 G or so (see Fig. 1). However, in the absence of magnetic monopoles,
no mechanism is known which could produce fields of such strengths. Today it is be-
lieved that magnetic fields are generated in magnetic dynamo and also battery processes
which feed mechanical energy of a turbulent flow of electrically conducting matter into
current filaments the integrated effect of which gives rise to observed magnetic fields. Mag-
netic dynamos of this kind act in the magnetohydrodynamic fluid within magnetic stars.
In earthlike planets and neutron stars they act in the metallic-fluid conducting and turbu-
lent matter flow in their interiors. In magnetars, the strongest magnetised objects known
so far, some version of neutron stars, it has been shown (Duncan and Thompson 1992;
Thompson and Duncan 1995) that neutron star fields have been amplified a bit by further dy-
namo action during collapse. Concentration of the field in crustal inhomogeneities cares for
locally very strong fields responsible for strong magnetic loops reaching out into the magne-
tar environment. In the environment of highly compact objects, jets and the close part of ac-
cretion disks, it seems that dynamo action and magneto-rotational instability (MRI) as well
sign responsible for fields substantially stronger than on large scales. Additionally, strong
fields can be produced by general relativistic effects known as the Znajek–Blandford (Bland-
ford and Znajek 1977) mechanism acting near rotating black holes and generating magnetic
funnels. In all those cases we are in the range of fields much stronger than on large scales
though substantially weaker than the above mentioned theoretical limits. Magnetic fields of
these comparably high strengths affect the behaviour of matter exposed to them. Once the
electron cyclotron energy �ωce ∼ e2/4πε0a0 exceeds the Coulomb energy of an electron on
an atomic Bohr radius, which happens for fields B >B0 ≈ 2× 105 T= 2× 109 G, the mag-
netic field affects the atomic properties and fundamentally changes the behaviour of matter.
This will necessarily happen in the interiors of neutron stars, magnetars, pulsars. It also af-
fects the matter in the magnetospheres of those objects. On the other hand, when for weaker
fields the magnetic energy becomes comparable to the gravitational binding energy it would
affect the orbits of bound objects. Such fundamental properties of strong magnetic fields

Reprinted from the journal 4



Magnetic Fields at Largest Universal Strengths: Overview

Fig. 1 Log-Log plot scaling of the maximum possible magnetic field strength, Bc , normalized to the (ficti-
tious) Planck-magnetic field, BPl , as function of fundamental length scales based on Eq. (1). Length scales
� on the abscissa are normalized to the Planck length �Pl . The dotted red cross indicates the crossing point
of the Compton length with the Aharonov–Bohm critical magnetic field line at the so-called quantum limit
field Bq ≈ 109 T, the critical field of magnetized neutron stars (pulsars) in agreement with observation of
the strongest cyclotron lines. Horizontal lines indicate the relation between other length scales and criti-
cal magnetic fields under the assumption of validity of the Aharonov–Bohm scaling. Space magnetic fields
correspond to scales of ∼1 mm. Strongest detected magnetar fields correspond to the first order relativistic
correction on the lowest Landau level energy ELLL (shown as graph on the right with ᾱ = α/2π the reduced
fine structure constant). Inclusion of higher order corrections would allow for fields of up to Bqed ∼ 1028 T
deep in the (shaded) relativistic domain which have not been observed. It is interesting that this limit coin-
cides approximately with the measured (Gabrielse et al. 2006) absolute upper limit on the electron radius
(vertical blue dashed line). The black dashed curve indicates a possible deviation of the Aharonov–Bohm
scaling near the quantum electrodynamic limit. At GUT scales, fields could theoretically reach values up to
∼1045 T, according to simple Aharonov–Bohm scaling (adapted from Treumann et al. 2014)

are reviewed in the introductory paper Lai (2015) of this volume. The following chapters
provide a summary of magnetic fields in various astrophysical candidates of strong fields:
magnetic stars, white dwarfs, pulsars, magnetars, their observational evidence, effects and
theories.

2 Physics in Very Strong Fields

Quantum mechanics provides an easy way to obtain a first limit on the magnetic field from
solution of Schrödinger’s equation, first found by Landau (1930), of an electron orbiting in
a straight magnetic field. The physical interpretation of this solution was given much later
in the Aharonov–Bohm theory (Aharonov and Bohm 1959) of quantization of magnetic
flux Φ . From the requirement that the magnetic flux confined in an electron gyration orbit
must be single valued, Aharonov and Bohm found that the magnetic flux Φ = νΦ0 in a
magnetic field B is quantized with flux element Φ0 = 2π�e, e the elementary charge, and

5 Reprinted from the journal



V.S. Beskin et al.

ν = 1,2, . . . . Since ν = Φ/Φ0 is the number of elementary fluxes carried by a magnetic
field, and B =Φ/π�2, putting ν = 1 defines a smallest magnetic length

�B =
(
Φ0

πB

) 1
2 =

(
2�

eB

) 1
2

(1)

This magnetic length, which is the gyroradius of an electron in the lowest lying Landau
energy level, can be interpreted as the radius of a magnetic field line in the magnetic field B .
Field lines become narrower the stronger the magnetic field. On the other hand, rewriting
Eq. (1) yields an expression for the magnetic field

Bc = 2�

e�2
c

(2)

from which, for a given shortest “critical” length �B ≡ �c the maximum magnetic field Bc
corresponding to �c can, in principle, be estimated. Since the Planck length is the short-
est scale where quantum electrodynamics ceases to be valid, the last expression yields the
theoretical limit for magnetic field strengths for a very wide range. Putting, for instance,
�c = 2π�/mc equal to the electron Compton length λ0 = h/mc, one obtains the critical pul-
sar (neutron star) magnetic field strength Bns ≈ 3× 109 T= 3× 1013 G. Approximately this
field strength was indeed inferred from observation of the fundamental (ν = 1) electron cy-
clotron harmonic X-ray line detected from the HerX1 pulsar (Trümper et al. 1977), roughly
two decades after Aharonov and Bohm’s, and half a century after Landau’s theory. How-
ever, magnetic fields require a mechanism of generation, i.e. current flow. Since currents
are based on lepton (electron, positron) dynamics (including their spin dynamics) current
flow is limited once the lepton radius is reached. Its currently best estimate is re ∼ 10−22 m
(Gabrielse et al. 2006) which yields the above mentioned theoretical estimate of B ∼ 1032 G
far above any observed field strength.

In addition to current flow, magnetic fields may affect the behaviour of matter. It is known
that under classical conditions fields fluid containing oppositely directed magnetic field can
annihilate their fields when contacting, a process well known as magnetic reconnection.
It causes redistribution of fields and currents, magnetic energy dissipation, plasma jetting
and heating as well as violent acceleration of small groups of resonant particles. Such pro-
cesses, observed and confirmed in near-Earths space also work under astrophysical con-
ditions where in strong field relativistic effects come into play. It has even suggested that
this mechanism of magnetic energy annihilation forms the main mechanism of dissipation
in strong turbulence of magnetised media. There the injection of mechanical energy at the
largest scales causes eddies which themselves cause current flow. Nearly dissipationless cas-
cading of the turbulence down to ever shorter eddy scales leads to the formation of narrow
current filaments. Once their width drops below the lepton gyro-radius inertial effects take
over, and the current filaments enter into the reconnection regime. The mechanical turbulent
energy is then violently dissipated, a mechanism which seems to be important already on
the classical scale of moderately strong magnetic fields in stellar environments and coronas
and is also expected in stellar interiors.

Much stronger magnetic fields may affect processes on the molecular and atomic scales.
This happens when the magnetic energy density becomes comparable to the binding energy
density. There is a wealth of phenomena which magnetic fields cause under those conditions,
several of them are reviewed in Lai (2015) in the first chapter of this volume. Further aspects
of the effects of very strong fields on matter (Ruderman 1974) are discussed in connection
with the structure of neutron stars in Pothekhin et al. (2015a, 2015b).

Reprinted from the journal 6



Magnetic Fields at Largest Universal Strengths: Overview

In the following we present a brief overview of the various classes of objects in the
universe which support strong magnetic fields. We do not necessarily follow the content of
this volume. Instead we just point on the main important and generally interesting facts of
interest for the reader who may consult the different chapters for details.

3 Stellar Magnetism

Except for extended and extremely massive objects that will be considered below, strong
magnetic fields are a property of a few different classes of stars. From the point of view
of generation of such strong fields one may decide between ordinary stars, that is non-
degenerate stars and degenerate stars. It is by now known that magnetic fields in either of
them result originally from dynamo actions in the stellar interiors even when not acting
anymore in which case the fields are ‘fossil’ remainders of original dynamos.

In non-degenerate stars which are moderately massive objects, the dynamos are believed
of acting continuously. Since all information on the fields in those stars (members of the
HR-diagram) obtained relies on spectral observations of polarised/unpolarised radiation,
the reliability of such measurements is a key problem. Due to limitations in the spatial and
temporal resolutions observations provide mostly averages of the real fields which can be
polluted by cancellation of oppositely directed magnetic fluxes and distribution of magnetic
fields over the stellar surfaces and environments. Average fields can be order s of magni-
tude smaller than the real spatially resolved magnetic field strengths. Since magnetic fields
control also the stellar environment, the various layers of stellar atmospheres, heating rates,
chemistry, radiation transport, and even some mass and angular momentum loss, informa-
tion about magnetic fields is also obtained from observation of such processes.

A critical compilation of the effects of magnetic fields in the different HR-diagram stars,
all the various methods inferring about magnetic fields, their strengths and complexity, and
the various uncertainties of estimates and interpretation in given here Linsky and Schöller
(2015). The paradigm of a ‘normal’ main sequence star is the Sun. Its average longitudinal
surface field is moderate, ∼± 2 G only, still belonging to strong fields when compared with
interstellar values though much weaker than any spatially better resolved fields of ∼1.5 kG
the surface filling factor of which is f < 5 %. Pre-main sequence stars generally have sub-
stantially stronger average longitudinal fields< 4 kG which channels the disk-accreting mat-
ter into small areas on the stellar surface causing hot gas observed in bright He I emission
lines. Outside this shocked the field is a multipole field of higher order. Evolution towards
the main sequence and higher mass causes weaker fields still of complex structure. Main
sequence FM stars cooler than the Sun remain having complex field structures. Zeeman
splitting suggests field strength ∼3 kG and relatively high filling factors of f ∼ 0.5. Fields
in A- and B-stars on the other hand are lower multipole-like and oblique with respect to their
rotation axes, in agreement with dynamo models though chemically peculiar stars seem to
be slow rotators only. CP stars among them have rather strong fields < 50 kG which exert
strong control of their stellar winds. Weaker fields < 1 kG are found in B stars. Hot main
sequence O stars do not have convective zones and therefore, probably, no dynamos. Their
fields are believed to be of fossil or just tidal dynamo origin, having strengths < 400 G.
Finally post-main sequence stars which ultimately are slow rotators have dynamo gener-
ated weaker ∼ kG fields which sometimes show rapid (monthly) changes in their magnetic
morphology.

7 Reprinted from the journal



V.S. Beskin et al.

4 Generation of Stellar Fields

What concerns the generation mechanisms of stellar magnetism, there is still no complete
agreement. Above we stressed that the main mechanism would be the dynamo either ongo-
ing in pre- and main sequence stars or conserved ‘fossil’ in post-main sequence stars and,
as commonly believed, in degenerate stars (white dwarfs, neutron stars, . . . ). The stellar
dynamo remains to be the general paradigm since its first proposal, having been very suc-
cessful in application to the Sun but substantially less successful in application, for instance,
to planetary magnetism. Excluding planets which are not treated in this volume mainly for
the reason that observation of their magnetic fields from distance is so far technically im-
possible, and reference to the magnetic fields of the solar system planets is therefore not
necessarily representative, the magnetic dynamo maintains its status of the dominant field
generation, mostly assumed to be convection driven though one could also refer to other
mechanical sources like tides or general turbulence, accretion driven dynamos and dynamos
driven by merging protostellar objects. Indeed, stellar collisions are not as rare as believed.
In this case incidence of magnetic fields should increase with stellar mass, which indeed
seems to be the case.

The central problem is the question why only a fraction, not even the larger one, of main
sequence stars is magnetic. A number of mechanisms, in particular the dynamo and fos-
sil mechanism scenarios are critically reviewed in Ferrario et al. (2015a), mainly in view of
their relevance in the generation of the magnetic fields in magnetic white dwarfs and neutron
stars, both degenerate stars for which the field must have been either generated in their non-
compact progenitors or, as believed, further attributed to accretion from a non-degenerate
companion. The latter, however, seems not being feasible for the apparently complete ab-
sence of such companions in magnetic white dwarfs. Fossil fields have not just to form dur-
ing contraction of a star to become a white dwarf (or neutron star), they have also to survive
the complex phases of evolution during and after contraction. These processes are indeed
nontrivial as they include the decoupling of the convection zone of a contracting star from
the core, retardation of the core by magnetic forces and other effects. Thus fields becoming
fossil is easy to predict from rough estimates of flux conservation but not easy to demon-
strate by taking into account all the physical processes taking place during contraction and
collapse, including destruction and dissipation of the progenitor field by magnetic instabili-
ties on all scales including reconnection, and/or reconstruction by magneto-rotational insta-
bility effects or turbulence. Extension of dynamo action during contraction of the progenitor
and for some time after contraction has therefore been proposed and cannot be discarded as
well.

It thus seems that a single universal deterministic process like a convective dynamo is
insufficient to stand for all the different magnetic fields attributed to stars from pre-main
sequence to neutron stars/magnetars.

5 Degenerate Stars

The two cases of stable degenerate stars which have formed by contraction and collapse
are white dwarfs and neutron stars. Among both of them just a fraction is strongly mag-
netised. Magnetic white dwarfs are reviewed in Ferrario et al. (2015b) which also contains
extended tables of essentially all known white dwarfs, their parameters and magnetic fields.
The fields cover the range of 103 < 〈B〉 < 109 G. The morphology of the stronger field
is fairly complex with presence of higher multipoles. In agreement with estimated ohmic
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Magnetic Fields at Largest Universal Strengths: Overview

dissipation times of ∼1011 years no relevant decay of their magnetic fields has been found.
Indeed, high magnetic fields in white dwarfs correlate with higher masses of the white dwarf
thus suggesting that accretion of matter and field is a cause of stronger fields. Weaker fields
〈B〉< 3×108 G are found in binaries (magnetic Cataclysmic Variables) with less detectable
multipoles. What concerns the generation of fields in magnetic white dwarfs the fossil hy-
potheses is paralleled with the assumption of accretion by wind from a hot companion star
in the above binaries also explaining their variabilities. At least, the accretion hypothesis of
strengthening the field gains increasing theoretical and observational support.

Production of neutron stars, as is well known, proceeds along similar lines as production
of white dwarfs with neutron stars being heavier. The gross difference is that they are kept
stable not by the degeneration pressure of electrons but of the nuclear matter, neutrons. For
reasons of equilibrium and stability of neutrons they consist of a mixture of neutrons, protons
and electrons. Neutron stars are heavier than white dwarfs, therefore contraction and col-
lapse provide them with smaller radii, higher densities, and substantially stronger magnetic
fields as noted in the introduction. Average fields can become as strong as 〈B〉 ∼ 1014 G. Ob-
servation of magnetic fields is a clue for gathering information about their internal structure,
consistence of their cores and crusts, and their dynamics. Their interiors are superdense, es-
sentially resembling huge atomic nuclei, possibly being superfluid/superconducting, crustal
matter being of substantially more complicated structure, their “atmospheres”, i.e. their
close spatial environments, in highly magnetised relativistic plasma state. Information about
any of those regions is gathered solely by observation of radiation in different parts of the
electromagnetic spectrum.

Which radiation? At finite surface and atmospheric temperatures T ∼ 102 eV, neutron
stars emit thermal radiation in X rays, independent of their magnetisation (Pothekhin et al.
2015a). This is indeed the case for isolated neutron stars as well as for neutron stars in binary
systems though the number of such neutron stars with an unambiguously identified thermal
component is not large. Once they are magnetised with fields of the order of B ∼ 1012 G,
neutron stars become radio emitters (Beskin et al. 2015), emitting at much lower frequencies
in different modes, synchrotron radiation or pulsed radio signals from the obliquely rotating
neutron star with beamed radiation. Such radio pulsars are almost precise clocks in the
universe; they moreover provide an important and observationally well accessible laboratory
for the investigation of high energy classical and quantum problems in electrodynamics.
Almost 90 % of the known pulsars are isolated; the remaining 10 % are found in binaries
with mostly negligible mass transfer from the companion. Though pulsar physics is by now
half a century old, and many aspect of their radiation emission have been understood there
remain many unsolved problems, among them the very mechanism of generation of coherent
radiation.

Those neutron stars who reside in binaries and accrete matter from their companion star
emit in X-rays. Such neutron stars possess magnetic fields up to B ∼ 1013 G at strengths
where the cyclotron resonance line was first detected. Observing this lines provides a simple
and precise way of estimating the magnetic field strength though only at the highest fields.
At weaker magnetic fields one relies on different and less precise techniques (Revnivtsev
and Mereghetti 2015). Being strongly magnetised and in a binary system their magneto-
spheres are highly distorted by the accretion processes which power their X ray emissions.
Geometrical deformation of the magnetosphere sign responsible for their spectral X ray and
timing properties. In particular accretion affects the spin of such neutron stars.

9 Reprinted from the journal
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6 Magnetars

Strongest magnetic fields, in fact the strongest magnetic fields ever inferred in any natural
system, were found in a particular class of neutron stars called magnetars. Such neutron
stars have been found to possess surface fields B ≤ 1015 G and internal magnetic fields
up to roughly B ≤ 1017 G which, originally, occurred to be surprising. Meanwhile it is
known that such field strengths are not excluded by fundamental physics (Treumann et al.
2014), and a number of models and mechanisms for generation of such strong fields have
been proposed in the recent past (Duncan and Thompson 1992; Duncan 2000; Thompson
and Duncan 1995). A critical collection of such models and the properties of magnetars is
provided in Mereghetti et al. (2015) for the persistent emission in various regions of the
electromagnetic spectrum (spanning the range from radio to X rays) from magnetars and
what can be learned from its observation. About thirty magnetars and magnetar candidates
are today known in the galactic vicinity, most of them appearing as highly variable X ray
emitters suggesting that a substantial amount of matter accretes while the high temporal
variability indicates that accretion is either not a permanently stable process or that the
magnetic field strength at these high values undergoes some temporal restructuring. Most
of this magnetic activity is attributed to processes in the neutron star crust while the core of
the star is generally believed to be a type II superconductor which occasionally may expel
magnetic flux tubes thus contributing to the temporal variability.

There are many very interesting questions and problems concerning the structure of the
crust and core in the presence of the very strong magnetic fields as inferred for magne-
tars. Such problems have become the subject of most recent investigations beyond those
discussed in the present book. Crustal matter seems not to be as simply structured as fluid
models including relativistic magnetohydrodynamics assume. There are indications that the
strong magnetic fields in such neutron stars cause the matter in the crust to be not only
layered but in the layers just beneath the very thin outer crust becoming “pasta-like” verti-
cally (to the surface) smeared out structures of matter that may become mixed with super-
fluid cells, broken by magnetic flux tubes. Such structures are subject to plastic deformation
which may generate magnetic activity in magnetars (Lyutikov 2015). It is not known what
effect such a structure might have on the magnetic field distribution in the crust and the neu-
tron star environment. Recent three-dimensional numerical fluid investigations (Wood and
Hollerbach 2015)—including Hall effects but ignoring this particular structuring—suggest
that small scale crustal magnetic fields may survive for long time and, similar to the but-
terfly structure of sunspots, occur in bands that, however, move towards the equator where
the crustal currents may organise themselves into a strong equatorial electrojet (see Fig. 2).

Fig. 2 Magnetic field lines
obtained from a fluid-like
three-dimensional simulation of a
neutron star crust including Hall
effect (adapted from Wood and
Hollerbach 2015). From its crust
sources the field evolves into
localised structures which
concentrate around the equator
indicating an equatorial jet flow
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The magnetic stresses of such fields and currents may excite magnetar quakes and related
glitches and temporal variations in the magnetic field within estimated up to a million years
after formation of the neutron star.

7 The Environments of Strongly Magnetised Objects

Naturally magnetic fields leak out from their body source extending far into the surround-
ing space and thereby substantially affecting any charged matter present in the stellar en-
vironment. Regions where the magnetic field dominates the dynamics of the matter are
the magnetospheres. In magnetised white dwarfs, neutron stars, pulsars and magnetars
these magnetospheres are strongly controlled by the magnetic field (Beskin et al. 2015;
Mereghetti et al. 2015). In rotating neutron stars their spatial extension is limited by the
light cylinder, the distance up to that dilute charged matter is believed to corotate with
the star as long as it is frozen to the magnetic field, items well known for long time in-
cluding their problems. The light cyclinder in this case acts as an almost cylindrical sur-
face of injection of matter from the rotating neutron star into the environment. In the op-
posite case when the fields are not as strong, the star emits a wind which extends radi-
ally out to large distances. The best known example is the solar wind which because of
the relative weakness of the solar field dominates the latter almost completely. Similar ef-
fects happen at magnetised stars causing not only winds but channelled outflows mostly
from the polar-dipolar field regions of open field flux tubes. In binary systems the in-
verse of such outflows is the already mentioned accretion of matter from one star to the
other. Most of the relevant questions concerning these latter cases are reviewed in depth in
three comprehensive chapters in this volume (Hawley et al. 2015; Kargaltsev et al. 2015;
Romanova and Owocki 2015) presenting a wealth of new material based on observation and
simulation.

Pulsars, rotating neutron stars, emit most of their energy and, in particular, momentum
in ejection of highly relativistic magnetised pair (electron/positron) plasmas in the form of
pulsar winds (Kargaltsev et al. 2015) reaching into the region far outside the light cylinder
where they become accelerated near the pulsar wind termination shock (Schlickeiser 2002;
Bykov and Treumann 2011). The momentum loss causes a spin-down of the pulsar which
is a measurable parameter. Spectacular observations of the Crab and Vela pulsars have con-
firmed this long standing hypothesis including sudden glitches in the rotation period related
to flares and eruptive ejections of matter. Otherwise, speed-ups of rotations have been at-
tributed to accretion of matter (Romanova and Owocki 2015) which, however, is not ob-
served in isolated pulsars but restricted to binary systems. The high energy accelerated par-
ticles generated radiation outside the termination shock where it is found to produce pulsar
wind nebulae which are seen in X rays and Gamma rays. The nebulae populate essentially
two morphologies: torus-like formations combined with a jet as in the Crab pulsar, and bow
shocks.

In general, magnetised stars affect their environment more or less, depending on whether
or not the compact magnetic star possesses an accretion disk, the normal case if it is accom-
panied by a weakly magnetic of non-magnetic large hot companion which, in the vicinity
of a compact object usually fills its Roche-lobe. The strong compact object magnetic field
truncates the accretion disk and funnels the disk plasma from along the field to the stars
polar region or, in case of magnetically multipolar stars to the multipolar regions. Otherwise
plasma may be ejected from the magnetospheres along the open field lines, a process that

11 Reprinted from the journal



V.S. Beskin et al.

is the more efficient the faster the compact magnetic star rotates. Fast rotators with accre-
tion may then eject the funnelled accreting mater out along the open fields even before it
hits the star’s surface. Many such processes can only be treated by numerical simulations
of which a representative collection is presented in Romanova and Owocki (2015), while
Hawley et al. (2015) covers the knowledge of the properties and instability (mainly to the
magneto-rotational instability MRI) of accretion disks that are formed in many those cases
under the action of the strong gravity of the central object in combination with its fast ro-
tation that leads to the centrifugal forces. In particular, formation and internal properties
of jets and ejection of matter along the open strong magnetic field lines are an important
field of research. Break-out, collimation and interaction of jets with the accretion disk and
external environment are treated here as well. Some of these processes which have not yet
been understood properly for the reason that jets are spatially confined and thus of highly
complicated internal structure and that the jet plasma is highly relativistic and thus under
some circumstances subject to strong radiation effects in addition to non-negligible interac-
tion between high-energy particles. Processes of this kind are treated to some extent in the
last part in this volume on basic processes.

8 Basic Plasma Processes

Three basic plasma processes which lie at the fundament of any understanding of highly
magnetised plasma in the vicinity of compact objects in the universe are treated in Granot
et al. (2015), Sironi et al. (2015), Kagan et al. (2015). The first deals with the famous gamma
ray burst that have been observed since the seventies being about isotropically distributed in
the sky. Most of them have been attributed to objects containing strong magnetic fields, thus
being compact objects. It is also believed that highly relativistic collisionless shocks play an
important role in these gamma ray bursts, in particular in their afterglow. The properties and
physics of gamma ray bursts and the different scenarios and models of generation of prompt
radiation and afterglow, which have been put forward, are reviewed pointing out their pros
and contras. Emphasis is on the role of strong magnetic fields in generation of gamma ray
bursts of shortest duration and highest luminosity. It seems that highest luminosities require
the presence of very strong magnetic fields like in neutron stars and magnetars.

Collisionless shocks (Balogh and Treumann 2013; Treumann 2009) are one of the im-
portant natural tools for heating plasmas and accelerating particles to very high energies
(Schlickeiser 2002) as present in cosmic rays. In the astrophysical context they are mostly
related to winds and jets emanating from strongly magnetised objects where they become
relativistic (Bykov and Treumann 2011). Recently they have also been noted in the context
of gamma ray bursts when including general relativistic effects. Understanding their detailed
physics is necessary for the correct interpretation of many of the observations of magnetised
compact objects, including gamma ray bursts and accretion of the kind discussed in this
volume. The current state of the art is summarised in Sironi et al. (2015).

Finally, since magnetic fields imply that they reorganise when contacting each other,
the other most important process concerning magnetic fields is collisionless reconnection
(Treumann et al. 2014). Under astrophysical conditions, reconnection becomes again rel-
ativistic which substantially complicates the process of magnetic rearrangement. Kagan
et al. (2015) discusses the relevant processes in collisionless relativistic reconnection in very
strong magnetic fields, its effect seen in observations and application to highly magnetic ob-
jects. Both, collisionless shocks and reconnection turn out not only to be strong accelerators
of particles contributing to cosmic rays but also strong radiation sources in a broad spectrum.
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9 Conclusions

The present volume aims on giving a comprehensive review of the state of our knowl-
edge about the strongest magnetic field that have been detected in the universe. These
field are many orders of magnitude higher than the average universal magnetic fields (Beck
et al. 2012; Widrow et al. 2012; Durrer and Neronov 2013). Their origin, in the progen-
itors of the most extreme fields, is believed to be mostly dynamical, generated by kind
of magnetic dynamos. These fields become substantially increased by magnetic flux con-
servation when the massive objects contracts to its final compact state. Dynamo action
may even prevail during and a short time after collapse (Duncan and Thompson 1992;
Thompson and Duncan 1995), a very important point since this prevail not only explains
in a few cases the generation of over-strong magnetic field, it also gives an interpretation for
the occurrence of strong fields in compact objects in general in particular when they occur
in object that are isolated and have not experienced accretion to overcome the gravitational
limit for contraction/collapse. The related question is: why do such objects wait until they
contract in order to allow the internal dynamo to generate magnetic fields that in contrac-
tion become so strong? Such heavy objects should almost immediately collapse according
to gravitational theory. Dynamo times are usually long. Hence, dynamos should work as
long as the star has not been pushed beyond the limit. The extension of this working time
to periods during and after collapse releases this problem. On the other hand, as demon-
strated in Ferrario et al. (2015b) the fossil field assumption itself brings its problems with it.
Hence the case is not completely settled yet, and more work is expected, mainly numerical
and observational, to make progress. Neutron stars, magnetars, pulsars and their environ-
ments including magnetospheres, winds, outflow, inflow, accretion, jets and radiation are
well treated as far as they concern very strongly magnetised objects. No magnetic strange
stars (Chau 1997) have yet been observed. Hence, the processes leading to generation of
magnetic fields have probably not to be extended to the inclusion of other new ones which
would lead to vastly stronger fields than those observed so far.
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Abstract This paper provides an introduction to a number of astrophysics problems related
to strong magnetic fields. The first part deals with issues related to atoms, condensed matter
and high-energy processes in very strong magnetic fields, and how these issues influence
various aspects of neutron star astrophysics. The second part deals with classical astrophysi-
cal effects of magnetic fields: Even relatively “weak” fields can play a strong role in various
astrophysical problems, ranging from stars, accretion disks and outflows, to the formation
and merger of compact objects.

Keywords Magnetic fields · Stars · Accretion

1 Introduction

The subject “Physics in Very Strong Magnetic Fields” is a very broad one, and the title is
also somewhat ambiguous. The first question one may ask is: How strong a magnetic field
is “Strong”? The answer to this question will depend on the objects one is dealing with, on
the issues one is interested in, and on whom one is talking to.

In the following, we will first review issues of strong magnetic fields from a general
physics point of view and discuss how these issues may relate to some aspects of neutron
star astrophysics. This focus on neutron stars reflects that fact that neutron stars are endowed
with the strongest magnetic fields in the universe where fundamental strong-field physics
can play an important role. It also reflects the author’s own research interest on the subject.
For most other astrophysics problems, covering a wide range of sub-fields of astrophysics,
magnetic fields are essentially classical, i.e., we are essentially dealing with Maxwell equa-
tions. We will discuss why such “weak” magnetic fields can be considered strong, and how
such fields play an important role in various astrophysics contexts, ranging from stars and
star formation, to disks and outflows, and to stellar mergers.
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2 Atomic and Molecular Physics

When studying matter in magnetic fields, the natural (atomic) unit for the field strength,
B0, is set by equating the electron cyclotron energy �ωce to the characteristic atomic en-
ergy e2/a0 = 2× 13.6 eV (where a0 is the Bohr radius), or equivalently by R̂ = a0, where
R̂ = (�c/eB)1/2 is the cyclotron radius of the electron. Thus it is convenient to define a
dimensionless magnetic field strength b via

b≡ B

B0
; B0 = m

2
ee

3c

�3
= 2.3505× 109 G. (1)

For b� 1, the cyclotron energy �ωce is much larger than the typical Coulomb energy, so that
the properties of atoms, molecules and condensed matter are qualitatively changed by the
magnetic field. In such a strong field regime, the usual perturbative treatment of the magnetic
effects (e.g., Zeeman splitting of atomic energy levels) does not apply. Instead, the Coulomb
forces act as a perturbation to the magnetic forces, and the electrons in an atom settle into
the ground Landau level. Because of the extreme confinement (R̂ 	 a0) of the electrons
in the transverse direction (perpendicular to the field), the Coulomb force becomes much
more effective in binding the electrons along the magnetic field direction. The atom attains
a cylindrical structure. Moreover, it is possible for these elongated atoms to form molecular
chains by covalent bonding along the field direction. Interactions between the linear chains
can then lead to the formation of three-dimensional condensates (see Lai 2001; Harding and
Lai 2006 for review).

(i) Atoms: For b� 1, the H atom is elongated and squeezed, with the transverse size
(perpendicular to B) ∼ R̂ = a0/b

1/2 	 a0 and the longitudinal size ∼ a0/(lnb). Thus the
ground-state binding energy |E| 
 0.16 (lnb)2 (au) (where 1 au = 27.2 eV; the factor
0.16 is an approximate number based on numerical calculations). Thus |E| = 160540 eV
at B = 1012, 1014 G respectively. In the ground state, the guiding center of the electron’s
gyro-motion coincides with the proton. The excited states of the atom can be obtained by dis-
placing the guiding center away from the proton; this corresponds to R̂→Rs = (2s+1)1/2R̂
(where s = 0,1,2, . . .). Thus Es 
−0.16{ln[b/(2s + 1)]}2 (au).

We can imagine constructing a multi-electron atom (with Z electrons) by placing elec-
trons at the lowest available energy levels of a hydrogenic ion. The lowest levels to be filled
are the tightly bound states with ν = 0 (zero node in the wavefunction along the field di-
rection). When a0/Z�

√
2Z − 1R̂, i.e., b� 2Z3, all electrons settle into the tightly bound

levels with s = 0,1,2, . . . ,Z−1. Reliable values for the energy of a multi-electron atom for
b� 1 can be calculated using the Hartree-Fock method or density functional theory, which
takes into account the electron-electron direct and exchange interactions in a self-consistent
manner.

(ii) Molecules and Chains: In a strong magnetic field, the mechanism of forming
molecules is quite different from the zero-field case. The spins of the electrons in the atoms
are aligned anti-parallel to the magnetic field, and thus two atoms in their ground states do
not bind together according to the exclusion principle. Instead, one H atom has to be ex-
cited to the s = 1 state before combining (by covalent bond) with another atom in the s = 0
state. Since the “activation energy” for exciting an electron in the H atom from s to (s + 1)
is small, the resulting H2 molecule is stable. Moreover, in strong magnetic fields, stable
H3, H4 etc. can be formed in the similar manner. The dissociation energy of the molecule
is much greater than the B = 0 value: e.g., for H2, it is 40350 eV at 1012,1014 G respec-
tively. A highly magnetized molecule exhibits excitation levels much different from a B = 0
molecule.

Reprinted from the journal 16



Physics in Very Strong Magnetic Fields

(iii) Neutron Star Atmospheres and Radiation: An important area of research where
the atomic physics in strong magnetic fields plays an important role is the study of neutron
star (NS) atmospheres and their radiation (see Potekhin et al. 2014 for more details). Ther-
mal, surface emission from isolated NSs can potentially provide invaluable information on
the physical properties and evolution of NS (equation of state at super-nuclear densities, su-
perfluidity, cooling history, magnetic field, surface composition, different NS populations).
In recent years, considerable observational resources (e.g. Chandra and XMM-Newton) have
been devoted to such study. For example, the spectra of a number of radio pulsars (e.g.,
PSR B1055-52, B0656+14, Geminga and Vela) have been observed to possess thermal com-
ponents that can be attributed to emission from NS surfaces and/or heated polar caps. Phase-
resolved spectroscopic observations are becoming possible, revealing the surface magnetic
field geometry and emission radius of the pulsar. A number of compact sources in supernova
remnants have been observed, with spectra consistent with thermal emission from NSs, and
useful constraints on NS cooling physics have been obtained. Surface X-ray emission has
also been detected from a number of SGRs and AXPs. Fits to the quiescent magnetar spec-
tra with blackbody or with crude atmosphere models indicate that the thermal X-rays can be
attributed to magnetar surface emission at temperatures of (3–7)× 106 K . One of the in-
triguing puzzles is the absence of spectral features (such as ion cyclotron line around 1 keV
for typical magnetar field strengths) in the observed thermal spectra. Clearly, detailed ob-
servational and theoretical studies of surface emission can potentially reveal much about the
physical conditions and the nature of magnetars.

Of particular interest are the seven isolated, radio-quiet NSs (so-called “dim isolated
NSs”; see van Kerkwijk and Kaplan 2007; Haberl 2007). These NSs share the com-
mon property that their spectra appear to be entirely thermal, indicating that the emission
arises directly from the NS atmospheres, uncontaminated by magnetospheric processes.
Thus they offer the best hope for inferring the precise values of the temperature, sur-
face gravity, gravitational redshift and magnetic field strength. The true nature of these
sources, however, is unclear at present: they could be young cooling NSs, or NSs kept
hot by accretion from the ISM, or magnetars and their descendants. Given their inter-
est, these isolated NSs have been intensively studied by deep Chandra and XMM-Newton
observations. While the brightest of these, RX J1856.5-3754, has a featureless spectrum
remarkably well described by a blackbody, absorption lines/features at E 
 0.2–2 keV
have been detected in six other sources, The identifications of these features, however, re-
main uncertain, with suggestions ranging from cyclotron lines to atomic transitions of H,
He or mid-Z atoms in a strong magnetic field (see Ho and Lai 2004; Ho et al. 2008;
Potekhin et al. 2014). Another puzzle concerns the optical emission: For four sources, op-
tical counterparts have been identified, but the optical flux is larger (by a factor of 4–10)
than the extrapolation from the black-body fit to the X-ray spectrum. Clearly, a proper un-
derstanding/interpretation of these objects requires detailed NS atmosphere modeling which
includes careful treatments of atomic physics in strong magnetic fields.

3 Condensed Matter Physics

Several aspects of condensed matter physics in strong magnetic fields play an important role
in neutron star astrophysics.

(i) Cohesive Property of Condensed Matter: Continuing our discussion of atoms/
molecules in strong magnetic fields, as we add more atoms to a H molecular chain, the
energy per atom in a Hn molecule saturates, becoming independent of n. We then have a 1D
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metal. Chain-chain interactions then lead to 3D condensed matter. The binding energy of
magnetized condensed matter at zero pressure can be estimated using the uniform electron
gas model. Balancing the electron kinetic (zero-point) energy and the Coulomb energy in a
Wigner-Seitz cell (containing one nucleus and Z electrons), we find that the energy per unit
cell is of order E ∼ −Z9/5b2/5. The radius of the cell is R ∼ Z1/5b−2/5, corresponding to
the zero-pressure density 
 103AZ3/5B

6/5
12 g cm−3 (where A is the mass number of the ion).

Although the simple uniform electron gas model and its Thomas-Fermi type extensions
give a reasonable estimate for the binding energy for the condensed state, they are not ade-
quate for determining the cohesive property of the condensed matter. In principle, a three-
dimensional electronic band structure calculation is needed to solve this problem. The bind-
ing energies of 1D chain for some elements have been obtained using Hartree-Fock method
(Neuhauser et al. 1987; Lai et al. 1992). Density functional theory has also been used to
calculate the structure of linear chains in strong magnetic fields (Jones 1986; Medin and
Lai 2006a, 2006b). Numerical calculations carried out so far indicate that for B12 = 1− 10,
linear chains are unbound for large atomic numbers Z � 6. In particular, the Fe chain is un-
bound relative to the Fe atom; therefore, the chain-chain interaction must play a crucial role
in determining whether the 3D zero-pressure Fe condensed matter is bound or not. However,
for a sufficiently large B , when a0/Z�

√
2Z + 1R̂, or B12 � 100(Z/26)3, we expect the

Fe chain to be bound in a manner similar to the H chain or He chain (Medin and Lai 2006a,
2006b). The cohesive property of magnetized condensed matter is important for understand-
ing the physical condition of the “polar gap” and particle acceleration in pulsars (Medin and
Lai 2007).

(ii) Phase Diagram and Equation of State: Given the energies of different bound states
of a certain element, one can determine the phase diagram as a function of the field strength
B and temperature. This is relevant to the outmost layer of neutron stars (NSs). For a
given B , there is a critical temperature below which the phase separation will occur, and
the NS surface may be in a condensed state, with negligible gas above it. Some isolated NSs
with low surface temperatures may be in such a state (see van Adelsberg et al. 2005; Medin
and Lai 2007).

Beyond zero-pressure density, the Coulomb interaction can be neglected, and the effects
of magnetic field on the equation of state of matter depend on B , ρ and T . We can define
a critical “magnetic density”, below which only the ground Landau level is populated (at
T = 0), given by

ρB = 0.802Y−1
e b

3/2 g cm−3 = 7.04× 103Y−1
e B

3/2
12 g cm−3, (2)

where Ye = Z/A is the number of electrons per baryon. We can also define critical “magnetic
temperature”,

TB 
 �ωce

kB

(
me

m∗e

)
= 1.34× 108B12(1+ x2

F )
−1/2 K, (3)

where m∗e =
√
m2
e + (pF /c)2 =me

√
1+ x2

F . There are three regimes characterizing the ef-
fects of Landau quantization on the thermodynamic properties of the electron gas:

(a) ρ � ρB and T � TB : In this regime, the electrons populate mostly the ground Landau
level, and the magnetic field modifies essentially all the properties of the gas. The field
is sometimes termed “strongly quantizing”. For example, for degenerate, nonrelativistic
electrons (ρ < ρB and T 	 TF 	 mec

2/kB , where TF is the Fermi temperature), the
pressure is Pe = (2/3)neEF ∝ B−2ρ3. This should be compared with the B = 0 expres-
sion Pe ∝ ρ5/3. Note that for nondegenerate electrons (T � TF ), the classical ideal gas
equation of state, Pe = nekBT , still holds in this “strongly quantizing” regime.
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(b) ρ � ρB and T � TB : In this regime, the electrons are degenerate, and populate many
Landau levels but the level spacing exceeds kBT . The magnetic field is termed “weakly
quantizing”. The bulk properties of the gas (e.g., pressure and chemical potential) are
only slightly affected by such magnetic fields. However, the quantities determined by
thermal electrons near the Fermi surface show large oscillatory features as a function of
density or magnetic field strength. These de Haas–van Alphen type oscillations arise as
successive Landau levels are occupied with increasing density (or decreasing magnetic
field). With increasing T , the oscillations become weaker because of the thermal broad-
ening of the Landau levels; when T � TB , the oscillations are entirely smeared out, and
the field-free results are recovered.

(c) T � TB or ρ� ρB : In this regime, many Landau levels are populated and the thermal
widths of the Landau levels (∼ kBT ) are higher than the level spacing. The magnetic
field is termed “non-quantizing” and does not affect the thermodynamic properties of
the gas.

(iii) Transport Properties: A strong magnetic field can significantly affect the transport
properties and thermal structure of a neutron star crust. Even in the regime where the mag-
netic quantization effects are small (ρ� ρB ), the magnetic field can still greatly modify the
transport coefficients (e.g., electric conductivity and heat conductivity). This occurs when
the effective gyro-frequency of the electron, ω∗ce = eB/(m∗ec), wherem∗e =

√
m2
e + (pF /c)2,

is much larger than the electron collision frequency 1/τ0. When ω∗ceτ0 � 1, the electron heat
conductivity perpendicular to the magnetic field, κ⊥, is suppressed by a factor (ω∗ceτ0)

−2. In
this classical regime, the heat conductivity along the field, κ‖, is the same as the B = 0
value. In a quantizing magnetic field, the conductivity exhibits oscillatory behavior of the
de Haas–van Alphen type. On average, the longitudinal conductivity is enhanced relative to
the B = 0 value due to quantization. The most detailed calculations of the electron transport
coefficients of magnetized neutron star envelopes are due to Potekhin (1999), where earlier
references can be found (see Potekhin et al. 2014 for more details).

The thermal structure of a magnetized neutron star envelope has been studied by many
authors (see Potekhin et al. 2014 for review). In general, a normal magnetic field reduces the
thermal insulation as a result of the (on average) increased κ‖ due to Landau quantization of
electron motion, while a tangential magnetic field (parallel to the stellar surface) increases
the thermal insulation of the envelope because the Lamor rotation of the electron signif-
icantly reduces the transverse thermal conductivity κ⊥. A consequence of the anisotropic
heat transport is that for a given internal temperature of the neutron star, the surface temper-
ature is nonuniform, with the magnetic poles hotter and the magnetic equator cooler (see,
e.g., Shabaltas and Lai 2012 for a recent application).

4 High Energy Physics: QED in Strong Magnetic Fields

In superstrong magnetic fields, a number of quantum-electrodynamic (QED) processes are
important. A well-known one is single-photon pair production, γ → e++e−. This process is
forbidden at zero-field, but is allowed for B �= 0, and is one of the dominant channels for pair
cascade in pulsar magnetospheres (Sturrock 1971; Medin and Lai 2010). Another process is
photon splitting, γ → γ +γ , which can attain appreciable probability for sufficiently strong
fields. The critical QED field strength is set by �ωce =mec2, i.e.,

BQ = m
2
ec

3

e�
= 4.414× 1013 G. (4)

Above BQ, many of these QED effects become important.
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A somewhat surprising strong-field QED effect is vacuum polarization, which makes
even an “empty” space birefringent for photons propagating through it. This can signifi-
cantly affect radiative transfer in neutron star atmospheres and the observed spectral and
x-ray polarization signals even for modest field strengths. We discuss this issue below.

The magnetized plasma of a NS atmosphere is birefringent. An X-ray photon, with en-
ergy E 	 Ece = �ωce = 1.16B14 MeV (where B14 = B/(1014 G)), propagating in such a
plasma can be in one of the two polarization modes: The ordinary mode (O-mode) has
its electric field E oriented along the B-k plane (k is along direction of propagation),
while the extraordinary mode (X-mode) has its E perpendicular to the B-k plane. Since
charge particles cannot move freely across the magnetic field, the X-mode photon opac-
ity (e.g., due to free-free absorption or electron scattering) is suppressed compared to the
zero-field value, κX ∼ (E/EBe)2κ(B=0), while the O-mode opacity is largely unchanged,
κO ∼ κ(B=0) (e.g., Meszaros 1992). Vacuum polarization can change this picture in an es-
sential way. In the presence of a strong magnetic field, vacuum itself becomes birefringent
due to virtual e+e− pairs. Thus in a magnetized NS atmosphere, both the plasma and vac-
uum polarization contribute to the dielectric tensor of the medium. The vacuum polariza-
tion contribution is of order 10−4(B/BQ)

2f (B) (where BQ =m2
ec

3/e� = 4.414× 1013 G,
and f ∼ 1 is a slowly varying function of B), and is quite small unless B � BQ. How-
ever, even for “modest” field strengths, vacuum polarization can have a dramatic effect
through a “vacuum resonance” phenomenon. This resonance arises when the effects of
vacuum polarization and plasma on the polarization of the photon modes “compensate”
each other. For a photon of energy E (in keV), the vacuum resonance occurs at the den-
sity ρV 
 0.964Y−1

e B
2
14E

2f −2 g cm−3, where Ye is the electron fraction (Lai and Ho 2002).
Note that ρV lies in the range of the typical densities of a NS atmosphere. For ρ � ρV
(where the plasma effect dominates the dielectric tensor) and ρ � ρV (where vacuum po-
larization dominates), the photon modes are almost linearly polarized—they are the usual
O-mode and X-mode described above; at ρ = ρV , however, both modes become circu-
larly polarized as a result of the “cancellation” of the plasma and vacuum polarization ef-
fects When a photon propagates outward in the NS atmosphere, its polarization state will
evolve adiabatically if the plasma density variation is sufficiently gentle. Thus the pho-
ton can convert from one mode into another as it traverses the vacuum resonance. The
conversion probability Pconv depends mainly on E and atmosphere density gradient; for
a typical atmosphere density scale height (∼ 1 cm), adiabatic mode conversion requires
E � 1–2 keV (Lai and Ho 2003a). Because the O-mode and X-mode have vastly different
opacities, the vacuum polarization-induced mode conversion can significantly affect radia-
tive transfer in magnetar atmospheres. In particular, the effect tends to deplete the high-
energy tail of the thermal spectrum (making it closer to blackbody) and reduce the width
of the ion cyclotron line or other spectral lines (Ho and Lai 2003, 2004; Lai and Ho 2003a;
van Adelsberg and Lai 2006). It is tempting to suggest that the absence of lines in the ob-
served thermal spectra of several AXPs is a consequence of the vacuum polarization effect
at work in these systems.

We also note that even for “ordinary” NSs (with B ∼ 1012–1013 G), vacuum resonance
has a profound effect on the polarization signals of the surface emission; this may provide
a direct probe of strong-field QED in the regime inaccessible at terrestrial laboratories (Lai
and Ho 2003b; Wang and Lai 2009; see Lai 2010 for a review). Such polarization signals
will be of interest for future X-ray polarimetry detectors/missions.

Finally, magnetic fields can modify neutrino processes that take place in neutron stars.
For example, in proto-neutron stars with sufficiently strong B-fields, the neutrino cross sec-
tions and emission rates, as well as their angular dependences, can be affected, and these can
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contribute to the natal velocity kick imparted to the neutron star (e.g., Arras and Lai 1999a,
1999b; Maruyama et al. 2014).

5 “Classical” Astrophysics

For most areas of astrophysics, magnetic fields are “classical”. That is, we are dealing with
Maxwell’s equations, MHD and classical plasma physics. The quantization, microscopic
effects discussed previous sections are not relevant. Nevertheless, these classical magnetic
field effects are important, interesting and rich. We will highlight some of these in the fol-
lowing.

5.1 Clouds, Stars and Compact Objects

The first effect of “classical” magnetic fields is that they can influence the equilibrium of
bound objects via the so-called magnetic Virial theorem. For a spherical cloud or star of
massM and mean radius R, static equilibrium requires that the ratio of the magnetic energy
and gravitational energy be less than unity, i.e.,

Emag

Egrav
∼ B

2
inR

3/6

GM2/R
∼ 1

6π2G

(
Φ

M

)2

� 1, (5)

where the second equality assumes that the dominant internal magnetic field takes form of
a large-scale poloidal field, and Φ = πR2Bin is the magnetic flux threading the cloud.

In the context of star formation, clouds (cores) with Emag/Egrav � 1 cannot collapse on
a dynamical timescale, but require ambipolar diffusion to eliminate the magnetic flux. This
process is perhaps relevant for the formation of low-mass stars (e.g., Shu et al. 1999), al-
though in recent years the roles of turbulence in the molecular clouds have been recognized
(McKee and Ostriker 2007).

For neutron stars (with M 
 1.4M� and R 
 10 km), equation (5) implies Bin �
1018 Gauss. This is the maximum field strength achievable in all astrophysical objects.

What do we know observationally about magnetic fields of isolated neutron stars? For
radio pulsars, the dipole magnetic fields are inferred indirectly from the measured P and Ṗ
(rotation period and period derivative), and the assumption that the spindown is due to mag-
netic dipole radiation. For most “regular” pulsars, the magnetic fields thus derived lie in the
range of 1012–13 G. A smaller population, so-called “millisecond pulsars”, have fields in the
range of 108–9 G. How such a “weak” field evolves from the regular field of 1012–13 G re-
mains unclear (see Payne and Melatos 2004). In recent years, a number of “High-B Radio
Pulsars” have also been found: these have B ∼ 1014 G, comparable to magnetars.

Magnetars are neutron stars powered by energy dissipation of magnetic fields. They usu-
ally have dipole fields (as inferred from P and Ṗ based on x-ray timing) of B � 1014 G.
Interestingly, a number of low-field (∼ 1013 G) magnetars have also been found recently
(Rea et al. 2010), although the internal fields could be higher. Indeed, there is grow-
ing evidence that there exist hidden magnetic fields inside neutron stars. This is the case
for the neutron star in Kes 79 SNR: It has a dipole field of 3 × 1010 G, but the in-
ternal field buried inside its crust could be larger than 1014 G, based on its observed
large x-ray pulse fraction of 60 % (Halpern and Gotthelf 2010; Shabaltas and Lai 2012;
Viganò et al. 2013). In the case of SGR 0418+5729, the dipole field is less than a few times
1012 G, but internal field could be much stronger (Turolla et al. 2011).
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Another way to assess whether a magnetic field is “strong” is to look at the energetics. For
magnetars, even in quiescence, the x-ray luminosity is L∼ 1034–36 erg s−1, much larger than
the spindown luminosity (IΩΩ̇). The giant flares of the three SGRs indicate that a much
larger internal field is possible. For example, the December 2004 flare of SGR 1806-20 has
a total energy of 1046 erg, suggesting an internal field of at least a few times 1014 G.

What is the origin of such strong magnetic fields? It is intriguing to note that (Reiseneg-
ger 2013) for upper main-sequence stars (radius 106.5 km), white dwarfs (104 km) and
neutron stars (10 km), the maximum observed magnetic fields (104.5 G, 109 G and
1015 G respectively) all correspond to similar maximum magnetic flux Φmax = πR2Bmax ∼
1017.5–18 G km2. This seems to suggest a fossil origin of the strongest magnetic fields. How-
ever, recent observations of magnetic white dwarfs (and their populations in binaries) indi-
cate the strong magnetic fields (� a few MG) of white dwarfs originate from binary mergers
(Wickramasinghe et al. 2014). So perhaps the strongest magnetic fields found in magnetars
is the result of dynamo action in the proto-neutron star phase (Thompson and Duncan 1993).
In any case, sinceEmag/Egrav � 10−6 (assuming no significant hidden magnetic fields), these
magnetic fields have a negligible effect on the global static equilibrium of the star.

5.2 Stellar Envelopes and “Outside”

Although astrophysically observed magnetic fields have a negligible effect on the global
equilibrium of a star, they can strongly influence the local “static” equilibrium of stellar
envelopes. A notable example is neutron star (NS) crust. Because of the evolution of crustal
magnetic fields due to a combination of Hall drift and Ohmic diffusion, the NS crust can
break (e.g. Pons and Perna 2011). This occurs when B2/(8π)� μθmax (where μ is the shear
modulus and θmax is the maximum strain of the crust), or B � 2 × 1014(θmax/10−3)1/2 G.
The consequences of the crustal breaking (and its manifestations such as magnetar flares)
are not clear. They depend on whether the breaking is fast or slow. The energy release and
whether the energy can get out of the NS are also uncertain (see Link 2014; Beloborodov
and Levin 2014).

Of course, outside the star, even a “weak” magnetic field can be quite “strong” and dom-
inates the dynamics of the flow. Such magnetically dominated region is relevant to the mag-
netic braking of stars. In the case of radio pulsars, the electrodynamics and physical pro-
cesses in the magnetosphere are ultimately responsible for most of the observed phenomena
of pulsars. In recent years, there has been significant progress in ab initio calculations of pul-
sar magnetospheres (e.g. Tchekhovskoy et al. 2013), although it remains unclear whether the
current theoretical approach can adequately explain some of the enigmatic pulsar phenom-
ena (such as mode-switching in radiation; e.g. Hermsen et al. 2013). The magnetospheres of
magnetars have also been studied: Unlike radio pulsars, the closed field line regions play an
important role (e.g. Thompson et al. 2002; Beloborodov 2013).

Finally, further away from pulsars, we have pulsar wind nebulae, where pulsar wind
impinges upon a supernova remnant, creating a broad spectrum of non-thermal radiation
(from radio to gamma rays). The ultimate source of this radiation is the pulsar’s rotational
energy, and magnetic field plays an important role in making such a “transfer of energy”
possible (e.g. Amato 2014).

5.3 Accretion Disks

Magnetic fields play a number of important roles in accretion disks. First, we have mag-
netically dominated disks. These occur when B2/(8π)� ρv2

k/2, where vk is the Keplerian
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velocity of the disk and ρ is the density. In the last few years, a number of studies have shown
that the innermost region of a disk around a black hole may accumulate large magnetic flux,
and relativistic jets can be generated through the Blandford-Znajek process (e.g. McKinney
et al. 2012). However, a physical understanding of the state transition and jets (both steady
and episodic) from black-hole x-ray binaries remains elusive (Fender and Belloni 2012;
Yuan and Narayan 2014).

Outflows can be launched from disks with large-scale super-thermal magnetic fields (at
the disk surface), B2/(8π)� ρc2

s /2 (where cs is the sound speed). Such magnetocentrifugal
winds/outflows (a la Blandford-Payne) may occur in x-ray binaries (in the thermal state)
and in protostars (see Konigl and Pudritz 2000 for a review). Large-scale magnetic fields
can affect the oscillations and waves associated with disks (e.g., Tagger and Pellet 1999;
Tagger and Varniere 2006; Yu and Lai 2013, 2015).

Such large-scale strong magnetic fields are unlikely to be produced in the disk by dynamo
processes, and must be advected inward from large radii. This is an important issue that has
received a lot of theoretical attention. The radial inward advection speed is |ur | ∼ ν/r , and
the outward Ohmic diffusion speed is udiff ∼ (η/H)(Br/Bz), where ν is the disk viscosity,
η is the magnetic diffusivity and H is the disk thickness. Clearly, the net outcome depends
on the magnetic Prandtl number Pr = ν/η, which is typically of order unity (based on local
MRI turbulence simulations; Lesur and Longaretti 2009). Recent work has emphasized the
importance of proper treatment of vertical structure of the disk (e.g., the electric conductivity
is higher at the disk surface, so the field advection is faster than mass advection; Lovelace
et al. 2009; Guilet and Ogilvie 2013). Outflows/winds can extract angular momentum from
the disk, enhancing the radial advection of magnetic fields (e.g. Cao and Spruit 2013).

Finally, even “weak” sub-thermal magnetic fields can play an important role in accretion
disks. It is now well-established that for most astrophysical disks, MRI (magneto-rotational
instability) driven turbulence is responsible for generating the anomalous viscosity needed
for accretion to proceed (Balbus and Hawley 1998). It is also recognized that the strength
of the turbulence depends on the net vertical field threading the disk (Hawley et al. 1995;
Simon et al. 2013). Recent works have emphasized the roles of non-ideal MHD effects in
suppressing turbulence in proto-planetary disks (Bai and Stone 2013; Bai 2014).

5.4 Disk Accretion onto Magnetic Stars

Disk accretion onto magnetic central objects occurs in a variety of astrophysical contexts,
ranging from classical T Tauri stars, and cataclysmic variables (intermediate polars), to
accretion-powered X-ray pulsars. The basic picture of disk-magnetosphere interaction is
well known: The stellar magnetic field disrupts the accretion flow at the magnetospheric
boundary and funnels the plasma onto the polar caps of the star or ejects it to infinity. The
magnetosphere boundary is located where the magnetic and plasma stresses balance,

rm = ξ
(

μ4

GMṀ2

)1/7

, (6)

where M and μ are the mass and magnetic moment of the central object, Ṁ is the mass
accretion rate and ξ is a dimensionless constant of order 0.5–1. Roughly speaking, the funnel
flow occurs when rm is less than the corotation radius rc (where the disk rotates at the same
rate as the star). For rm � rc , centrifugal forces may lead to ejection of the accreting matter
(“propeller” effect).

Over the years, numerous theoretical studies have been devoted to understanding the
interaction between accretion disks and magnetized stars. Many different models have been
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developed (see Lai 2014 for a review). In parallel to these theoretical studies, there have been
many numerical simulations, with increasing sophistication. These simulations are playing
an important role in elucidating the physics of magnetosphere-disk interaction in various
astrophysical situations (see Romanova et al. 2014 and Zanni 2014 for review).

The problem of magnetosphere-disk interaction has many applications: (i) Rotation rate
of protostars: Many protostars are found to have rotation rates about 10 % of breakup.
Magnetosphere spin equilibrium (rm equals the corotation radius) has long been suggested,
although magnetosphere/stellar winds may also play a role (Gallet and Bouvier 2013).
(ii) Spinup/spindown of accreting x-ray pulsars: Many x-ray pulsars have been observed
to exhibit changing spinup and spindown behavior over timescales of years. For example,
4U1626-67 is an accreting pulsar with spin period 7.66 s. The clean spinup before 1990.6
was followed by a clean spindown, and another spinup phase starting 2008.2. The spin-
down/spinup transition lasted 150 days. Understanding this spindown/spinup behavior and
its correlation with the accretion rate remains an outstanding unsolved problem.

When the stellar field lines penetrate some region of the disk, they provide a linkage
between the star and the disk. These field lines are twisted by differential rotation between
the stellar rotationΩs and the disk rotationΩ(r), generating a toroidal field. However, when
the toroidal field becomes comparable to the poloidal field, the flux tube connecting the star
and the disk will start expanding. This field inflation is driven by the pressure associated with
the toroidal field. As the fields open up, the star-disk linkage is broken. Such field-opening
behavior has been well-established through theoretical studies and numerical simulations in
the contexts of solar flares and accretion disks (Lovelace et al. 1995). Given this constraint
on the toroidal twist, steady-state disk-star linkage is possible only very near corotation. In
general, we should expect a quasi-cyclic behavior, involving several stages: (1) The stellar
field penetrates the inner region of the disk; (2) The linked field lines are twisted; (3) The
resulting toroidal fields drive field inflation; (4) Reconnection of the inflated field restores
the linkage. The whole cycle then repeats (see Aly and Kuijpers 1990; Uzdensky et al. 2002).
This quasi-cyclic behavior may be relevant to QPOs observed in low-mass X-ray binaries
(see van der Klis 2006 for a review; Shirakawa and Lai 2002a, 2002b) and other systems, as
well as give rise to episodic outflows and winds (Zanni and Ferreira 2013).

Finally, we note that in the standard picture of magnetic star-disk interaction, it is usually
assumed that the stellar spin axis is aligned with the disk axis (the disk normal vector).
This seems reasonable since the star may have gained substantial angular momentum from
the accreting gas in the disk. However, magnetic interaction between the star and the inner
region of the disk may (if not always) change this simple picture (Lai 1999, 2003), giving
rise to stellar spin-disk misalignment. This has application to spin-orbit misalignment in
exoplanetary systems (Lai et al. 2011; Foucart and Lai 2011).

5.5 Magnetic Fields in the Formation of Compact Objects

In the “standard” picture of core-collapse supernovae leading to the formation of neu-
tron stars, neutrino heating behind the stalled accretion shock, plus various hydrodynam-
ical instabilities, are responsible for the explosion. Magnetic fields play a negligible role
in this picture. However, there is a long list of theoretical works exploring the role of
magnetic fields in supernovae (LeBlanc and Wilson 1970; Bisnovatyi-Kogan et al. 1976;
Moiseenko et al. 2006; Burrows et al. 2007). The key requirement for the magnetic
field to play a role is that the pre-SN core must have sufficiently rapid rotation—this
is rather uncertain observationally. A technical challenge is that if one starts out with a
modest magnetic field, and use MRI dynamo to amplify the field, it is important that
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the MRI scale is resolved in the numerical code—this is currently not achieved un-
less the initial field is greater than 1015 G (see however, Bisnovatyi-Kogan et al. 2014;
Popov and Samokhin 1976).

In general, newly formed magnetars can play two roles in supernovae. (i) They can power
the explosion if the initial spin period of the proto-neutron star is less than ∼ 3 ms and the
magnetic field is 1015 G or higher (Bodenheimer and Ostriker 1974; Thompson et al. 2004).
(ii) For modest rotation period (∼ 10 ms), the released rotational energy does not affect the
explosion itself, but can still impact the SN lightcurves (since the spindown timescale, about
days to weeks, is comparable to the photon diffusion time through the remnant). Such energy
injection may help explain some of the super-luminous SNe with L� 1044 erg s−1 (Kasen
and Bildsten 2010; Woosley 2010). In this regard, it is of interest to note that many central
compact objects in SNRs have been found to possess rather weak dipole fields (B � 1012 G)
and slow rotation (period ∼ 0.1 s), although the internal fields may be much stronger.

Magnetic fields play an important role in the central engine of long Gamma-Ray Bursts
(GRBs). Two scenarios are often discussed: (1) With rapid rotation, core collapse leads
to the formation of a hyper-accreting black hole. Neutrino heating and magnetic fields (via
Blandford-Znajek process) then lead to the production of relativistic jets (Zhang et al. 2003).
(2) Core collapse leads to the formation of millisecond magnetars, which power the GRB
outflows/jets. Recent observations of long-lasting (∼ 104 s) x-ray emission/flares suggest
that long-lasting central engine may be needed for some GRBs (Kumar and Zhang 2014).
Also, the observed high polarization in reverse-shock emission indicates that large-scale
magnetic fields are present in the GRB jets (Mundell et al. 2013).

5.6 Magnetic Fields in Merging Compact Binaries

There are two types of merging compact binaries that are of great interest: (1) NS/NS and
NS/BH binaries: These produce gravitational waves that are detectable by LIGO/VIRGO
and generate electromagnetic counterparts in the form of short GRBs and kilo-novae.
(2) Compact WD/WD binaries: These produce various exotic outcomes (R CrB stars,
AM CVn binaries, and possibly accretion-induced collapse and SN Ia), and generate low-
frequency gravitational waves detectable by LISA/NGO.

In recent years, there have been significant progress in simulating (in full General Rela-
tivity) the merger of NS/NS binaries (e.g. Shibata and Taniguchi 2006) and NS/BH binaries
(Foucart et al. 2013). Simulations with magnetic fields are also becoming possible (Giaco-
mazzo et al. 2011; Palenzuela et al. 2013), although much remains to be understood.

One issue of great interest is the merger of the NS magnetospheres prior to the merger of
the stars. The combined binary system can behave as a single unipolar inductor producing
radio waves that may be detectable (Hansen and Lyutikov 2001), although this is highly
uncertain and detailed calculations are difficult. Nevertheless, a robust upper limit of the
energy dissipation power in the magnetosphere that can be generated prior to NS merger
can be obtained (Lai 2012). This upper limit indicates that the magnetospheric dissipation
will not affect the orbital decay rate (and the gravitational waveform), although the prospect
for radio detection remains uncertain.

Another issue of interest is the production of magnetic fields during NS/NS binary
merger. Since the binary NSs cannot be spin-synchronized (because of the rapid orbital
decay in the last few minutes of the binary lifetime), strong velocity shear is present when
the two stars touch each other: Kelvin-Helmholtz instability develops at the interface, which
may then lead to the generation of strong magnetic fields (Price and Rosswog 2006). Re-
cent studies, however, suggest the dynamical impact of such magnetic fields may be limited
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to the shear layer (Obergaulinger et al. 2010), although the situation is not entirely clear
(see Giacomazzo et al. 2014). Finally, the magnetic field in the merger remnant is of great
importance. This situation is similar to the remnant in core-collapse supernova: Can the ini-
tial (weak/modest) magnetic field be amplified by differential rotation and MRI dynamo (Is
MRI resolved in the simulation)? How are winds/outflows/jets produced? Is a black-hole or
millisecond magnetar formed in the merger remnant?
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Abstract We review magnetic-field measurements of nondegenerate stars across the
Hertzprung–Russell diagram for main sequence, premain sequence, and postmain sequence
stars. For stars with complex magnetic-field morphologies, which includes all G–M main
sequence stars, the analysis of spectra obtained in polarized vs unpolarized light provides
very different magnetic measurements because of the presence or absence of cancellation by
oppositely directed magnetic fields within the instrument’s spatial resolution. This cancella-
tion can be severe, as indicated by the spatially averaged magnetic field of the Sun viewed
as a star. These averaged fields are smaller by a factor of 1000 or more compared to spa-
tially resolved magnetic-field strengths. We explain magnetic-field terms that characterize
the fields obtained with different measurement techniques. Magnetic fields typically control
the structure of stellar atmospheres in and above the photosphere, the heating rates of stel-
lar chromospheres and coronae, mass and angular momentum loss through stellar winds,
chemical peculiarity, and the emission of high energy photons, which is critically important
for the evolution of protoplanetary disks and the habitability of exoplanets. Since these ef-
fects are governed by the star’s magnetic energy, which is proportional to the magnetic-field
strength squared and its fractional surface coverage, it is important to measure or reliably
infer the true magnetic-field strength and filling factor across a stellar disk. We summarize
magnetic-field measurements obtained with the different observing techniques for different
types of stars and estimate the highest magnetic-field strengths. We also comment on the
different field morphologies observed for stars across the H–R diagram, typically inferred
from Zeeman-Doppler imaging and rotational modulation observations.
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List of Acronyms and Abbreviations
BBLP Broad-band linear polarization
BOB B fields in OB stars consortium
CFHT Canada-France-Hawaii Telescope
CP Chemically preculiar A- and B-type stars
CRIRES CRyogenic high-resolution InfraRed Echelle Spectrograph
DI Doppler imaging
ESO European Southern Observatory
ESPaDOnS a high-resolution spectrograph on the CFHT telescope
FEROS Fiber-fed Extended Range Optical Spectrograph
FORS1 FOcal Reducer and low dispersion Spectrograph
FORS2 New version of FORS1
FUV Far ultraviolet (912–1700 Å)
GTO Guaranteed time observer
HARPS High Accuracy Radial Velocity Planet Searcher
HARPSpol HARPS with polarizing optics
HINODE Solar-B satellite
IVQU Components of the Stokes polarimetry vector
LTE Local thermodynamic equilibrium
LSD Least-squares deconvolution
MDI Michelson Doppler imager
MHD Magnetohydrodynamics
MiMeS Magnetism in Massive Stars collaboration
MOST Microvariability and Oscillations of STars satellite
NIM Near Infrared Magnetograph
NSO National Solar Observatory
RGB Red giant branch stars
SB Spectroscopic binary stars
SOFIN An optical high-resolution spectrograph on the Nordic Optical Telescope
SOHO Solar and Heliospheric Observatory
SOT Solar Optical Telescope
SOT/SP SOT Spectropolarimeter
SPB Slowly pulsating B-type stars
SVD Singular value decomposition method for Stokes profile reconstruction
UV Ultraviolet (912–3000 Å)
VLT Very Large Telescope
ZAMS Zero-age main sequence
ZDI Zeeman Doppler imaging

1 Introduction and Terminology

A prominent solar physicist once remarked,

“If the Sun did not have a magnetic field, it would be as uninteresting as most as-
tronomers consider it to be.”
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Table 1 Magnetic field terminology

Measurement type Spatially unresolved observations

Filling factor included Filling factor separate

Stokes I unsigned
line-of-sight spectra
(no cancellation)

Mean unsigned magnetic-field strength
(or flux density) (unpolarized Zeeman
broadening) 〈B〉 = BMODf

Unsigned magnetic-field modulus and
filling factor (unpolarized Zeeman
splitting) BMOD and f

Stokes V or IVQU
signed line-of-sight
spectropolarimetry
(with cancellation)

Net longitudinal magnetic-field
strength (or flux density) (Zeeman
broadening) 〈Bz〉 = BNETf

Net magnetic-field modulus and filling
factor (Zeeman splitting) BNET and f

Such statements about the Sun and stars in general ignore the important ways in which
magnetic fields typically control the structure of stellar atmospheres in and above the photo-
sphere, the heating rates of stellar chromospheres and coronae, mass and angular momentum
loss through stellar winds, chemical peculiarity, and the emission of high energy photons,
which is critically important for the evolution of protoplanetary disks and the habitability of
exoplanets. Thus, stellar structure models and phenomenological descriptions are woefully
incomplete without a clear picture of the star’s magnetic-field morphology and variability.
Here we will summarize the magnetic-field measurement techniques, observations, and phe-
nomena of nondegenerate stars. For other summaries of this topic, see the review papers by
Reiners (2012) and Donati and Landstreet (2009). For a review of theoretical ideas that have
been proposed to explain the origins and morphologies of magnetic fields in nondegenerate
stars, see the following chapter where Ferrario et al. (2015) provide an overview of turbulent
dynamo theories including a description of the inverse cascade of magnetic energy to large
scales and the back reaction of strong fields leading to saturation. Also see the review by
Donati and Landstreet (2009) and references therein and the recent papers by Nelson et al.
(2013, 2014) on solar-like dynamos.

Before proceeding, it is essential to understand magnetic-field terminology (see Table 1).
Unfortunately, these terms are often misapplied, which makes it difficult to compare theory
with observations and to identify the strongest magnetic fields on the stellar surface.

Vector Magnetic-Field Strength B(x, t) is the true strength of the local magnetic-field
vector at a given location and time in the stellar photosphere (see Fig. 1). Although this is an
essential quantity that must be compared with theory, it is very difficult to measure. There are
very few measurements of B(x, t) on the Sun (e.g., Rabin 1992) and, except for stars with the
simplest magnetic-field morphologies, none for stars because magnetographs have apertures
that are not able to resolve magnetic fields that are inhomogeneous on small spatial scales.
Many magnetic-field measurements are polarimetric, in which case there is cancellation by
oppositely directed fields. When such cancellations cannot be corrected for, we use the term
net magnetic-flux density, H(x, t) to describe the vector field with cancellation.

Mean Unsigned Magnetic-Field Strength Unpolarized spectra can be used to measure
the unsigned magnetic field by studying the excess broadening of high Landé g spec-
tral lines compared to otherwize similar low Landé g lines or by analyzing resolved line
splitting when the magnetic field is strong. Since the magnetic-field strength varies across
the stellar surface, it is useful to define a “mean-unsigned–magnetic-field strength”, 〈B〉,
which is an average value of the magnetic field across the stellar surface, and an “unsigned-
magnetic-field modulus” also called the “mean magnetic-field modulus” (e.g., Hubrig et al.
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Fig. 1 Left: The splitting �λ= 46.67gλ2B in mÅ of a 2p level in the presence of a magnetic field, where
B is in kGauss and g is the Landé splitting factor. Since the splitting is proportional to the magnetic-field
strength squared, the best opportunity for actually measuring B is with infrared instrumentation. Right: Cir-
cular polarization (Stokes vector V) is observed when the magnetic field is along the line of sight, and linear
polarization (Stokes vectors Q and U) is observed when the magnetic field is observed perpendicular to the
line of sight. Figure from Reiners (2012)

2005), BMOD, which is the peak magnetic-field strength. These two quantities are related by
〈B〉 = BMODf , where the filling factor f is the fraction of the stellar surface covered by
BMOD. In the simplest case, one can approximate the distribution of magnetic field strengths
within an instrument’s field of view by a single magnetic-field strength BMOD filling a frac-
tional area f and zero magnetic field filling the remaining fractional area, 1− f . When the
signal-to-noise ratio and spectral resolution are excellent, especially in the infrared where
the λ2 dependence of the σ and π component splitting resolves the Zeeman pattern, BMOD

can be measured from the wavelength difference of the split components and f can be deter-
mined by fitting the depth of the Zeeman absorption components. In a few cases, for example
the measurements of the classical T Tauri star BP Tau by Johns-Krull et al. (1999), observers
have been able to identify a distribution of magnetic-field strengths with corresponding fill-
ing factors, such that BMODf =∑i BMOD,ifi . When the magnetic field is too weak to resolve
the splitting of the Zeeman components, one can measure only 〈B〉 = BMODf .

Net Longitudinal Magnetic-Field Strength Spectropolarimeters measure net magnetic
fields produced by the cancellation of oppositely oriented magnetic fields subtended within
the instrument’s field of view—either the observed stellar hemisphere, the resolution ele-
ment obtained with Zeeman Doppler-imaging observations (see below), or the spatial reso-
lution element on the Sun. We use the term “net longitudinal magnetic-field strength”, 〈Bz〉,
to refer to the magnetic field averaged over the spatial resolution element of the detector
on the Sun or the entire star, including field cancellation. We refer to the peak signed mag-
netic field in the resolution element as the “net magnetic-field modulus”, BNET, which is
the largest signed magnetic field strength seen anywhere on the solar surface away from
sunspots or at any rotational phase of a star. The relation between these two quantities is
〈Bz〉 = BNETf , where f is the filling factor.

Since stellar magnetic fields are often complex on small spatial scales, unpolarized in-
struments measure 〈B〉, which for stars with complex magnetic-field morphologies like the
Sun is much larger than the net longitudinal field 〈Bz〉. For stars with simple dipolar fields
like many of the Ap stars, these two quantities can be similar. Both instruments with and
without polarizing optics have great difficulty identifying the contribution of the strongest
magnetic fields, which typically occur in dark starspots, when measuring unresolved stellar
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emission. The presence of strong magnetic fields in dark starspots has only been measured
on the Sun with high-resolution infrared instruments as we will show. For all other obser-
vations of the Sun and stars, instruments measure a magnetic quantity that is smaller, and
often much smaller, than the highest value of B(x, t).

2 Techniques for Measuring Magnetic Fields

In this section, we discuss magnetic field observations obtained by four direct and three
indirect techniques. For additional discussion of this topic see Reiners (2012) and Donati
and Landstreet (2009).

Net Circular Polarization This is the classical technique used for more than 100 years
to measure net longitudinal magnetic-field strengths, 〈Bz〉. The magnetic signal is provided
by the difference between opposite circular- polarization spectra (blue–red in Fig. 1) for a
spectral line with a large Landé g factor. The required instrumentation is relatively simple,
but oppositely directed fields cancel within a spatial resolution element. Also, since these
measurements are only sensitive to the longitudinal component of the magnetic-field vector,
they refer to the net magnetic-field strength rather than the vector magnetic-field strength,
B(x, t). Since circular polarization is not sensitive to nonmagnetic line broadening, this tech-
nique can measure weak magnetic fields. However, signal saturation when measuring strong
magnetic fields can limit the range of measurable fields. When observing stars with largely
organized magnetic fields, such as the chemically peculiar stars, measurements of 〈Bz〉 are
invaluable tools to learn about the net magnetic-field modulus,BNET, and the magnetic topol-
ogy, since the magnetic field changes in a characteristic way while the star rotates.

Zeeman Broadening Spectral lines with large Landé g factors are broadened more than
lines with small g factors. The excess broadening of a high g line compared to a low g

line provides a measure of the unsigned magnetic-field strength averaged over the stellar
hemisphere, 〈B〉. However, the high and low g lines must have nearly the same broadening,
except for the magnetic component, as likely occurs for two spectral lines of similar strength
formed in the same region of the atmosphere and preferably from the same element or
ion. This technique first developed by Robinson et al. (1980) requires only high-resolution
spectra obtained without polarizing optics. Since many effects can broaden a spectral line,
this technique works best for measuring strong magnetic fields.

Zeeman Splitting When high-resolution spectroscopy in the infrared makes it feasible,
the resolved σ components of an absorption line provide a measurement of the average
value of 〈B〉 over the stellar surface or observed region on the Sun. For the strong magnetic
fields of the Ap stars, Zeeman splitting is also observed in the visible.

Zeeman Doppler Imaging The Doppler-imaging (DI) technique provides relative bright-
ness images of the surface of a rotating star in a spectral line. At each rotational phase, the
bright and dark regions along each stellar longitude modify the spectral line profile at their
corresponding Doppler shifts. Analysis of high-resolution spectra obtained at many rota-
tional phases lead to a synthetic stellar image with the bright and dark regions displayed at
their proper locations across the stellar surface. The Zeeman Doppler-imaging (ZDI) tech-
nique provides magnetic-field maps of the stellar surface with comparable spatial resolution.
Instruments that measure circular polarization (i.e., Stokes vector V, which is proportional to
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〈Bz〉) provide stellar surface maps of BNETf . Instruments that measure both circular and lin-
ear polarization (i.e., Stokes vectors QU, which are proportional to the transverse magnetic
field) provide surface maps of the radial, toroidal, and meridional components of BNETf .
This technique is described in detail by Donati and Landstreet (2009). Since the spectral
resolution set by the rotation rate and the spectral resolution cannot resolve the small scale
structure of B(x, t), such instruments measure the vector or longitudinal components of the
net magnetic-flux density, H(x, t).

Nonthermal Radio Emission Active late-type stars are often detected by their gy-
rosynchrotron radio emission produced by relativistic electrons spiraling in coronal mag-
netic fields. Observations over a wide spectral range can provide estimates of the coronal
magnetic-field strength. Inactive stars like the Sun emit gyroresonance emission produced
by thermal electrons spiraling in coronal magnetic fields. The wavelength of third-harmonic
gyroresonant emission from solar active regions provides an accurate measure of coronal
magnetic-field strengths.

Sunspots and Starspots Optical solar images show dark sunspots and bright faculae in the
photosphere. Magnetic-field measurements in sunspots show the strongest magnetic fields
on the solar surface and similar measurements in bright faculae show moderate-strength
fields. Dark sunspots are generally thought to be produced by magnetic suppression of con-
vective energy transport, and the bright faculae are typically explained by magnetic heating
in the low chromosphere. Doppler images and rotational modulation studies provide evi-
dence for very large starspots in active stars, providing an indirect indicator of magnetic
fields.

Indicators of Magnetic Heating Stellar chromospheres (T = 104–105 K) and coronae
(T ≥ 106 K) are generally thought to be heated by either the dissipation of magnetohydro-
dynamic (MHD) waves or the direct conversion of magnetic to kinetic energy (microflaring).
Both mechanisms involve magnetic fields, and the hotter outer layers produce emission lines
of Ca II, hydrogen (H-α and Lyman-α), and many highly ionized species in the UV and X-
ray spectra. These emission features provide strong evidence for the presence of magnetic
fields but do not measure magnetic-field strengths.

3 What can be Learned from a Spatially Resolved Star, the Sun?

By virtue of its proximity and brightness, the Sun provides the best laboratory for study-
ing magnetic fields on a star, but even for this special case there are important limitations.
Figure 2 shows a high-resolution magnetogram of the whole Sun and an expanded portion
near disk center obtained with the Michelson Doppler Imager (MDI) on the Solar and He-
liospheric Observatory (SOHO) spacecraft. The figure shows the net longitudinal magnetic-
field strength, 〈Bz〉, obtained with the circular polarization- differencing technique by ob-
serving the Ni I 6768 Å line with a Landé g = 1.43. With 2′′ × 2′′ pixels, MDI could not
measure unsigned magnetic-field strengths as the magnetic-field morphology is inhomo-
geneous on smaller spatial scales. Since the largest 〈Bz〉 values shown in this figure are
±250 G, the maximum resolved magnetic-field strengths, BMOD, must be much larger. How
much larger? To answer this question, we consider another observing technique.

For Zeeman-sensitive lines with large Landé g factors observed in the infrared, the
wavelength-splitting pattern obtained when opposite circular-polarization spectra are sub-
tracted is larger than the linewidth. In this case, the observed splitting is proportional to the
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Fig. 2 Magnetic-flux densities of the whole Sun (right) and the center of the solar disk (left) obtained by
the MDI instrument on the Solar and Heliospheric Observatory (SOHO) spacecraft with a resolution of 2′′.
White and black refer to opposite orientations of the net longitudinal magnetic-field strength

net magnetic-field strength modulus, BNET, and the amplitude of the circular polarization
signal indicates the approximate filling factor of the magnetic field in the solar photosphere
at this spatial resolution. Rabin (1992) used this Zeeman-splitting technique to measure
the distribution of magnetic fields in a solar active region by observing the Fe I 1.565 µm
line. The distribution shown in Fig. 3 has a peak near BNET = 1300 Gauss with a width of
270 Gauss. Rabin estimated that the filling factor for the 1300 Gauss field is f = 0.1–0.2,
implying that 〈Bz〉 = BNETf should be approximently 130–260 Gauss. By comparison, the
distribution of net longitudinal magnetic-field strengths measured in the optical spectrum
with the National Solar Observatory (NSO) magnetograph in the same active region at
the same time ranges between 0 and 500 Gauss with most resolution elements showing
〈Bz〉 ≤ 250 Gauss. Since both instruments had similar spatial resolution of 2“, the two data
sets are consistent. This comparison suggests that magnetic flux measurements without in-
dependent estimates of f would underestimate the magnetic-field modulus by a factor of
5–10, even for the high spatial-resolution observations of the Sun. The lack of spatial reso-
lution for stellar observations suggests that there is an even larger discrepancy between BNET

and 〈Bz〉 for stars.
The Solar Optical Telescope/Spectropolarimeter (SOT/SP) on the HINODE satellite pro-

vides 0.′′32 angular resolution and 10−3 polarization sensitivity. Viticchié et al. (2011) have
inverted a representive sample of these Stokes V data with a code that allows for unresolved
magnetic elements smaller than even this extremely high resolution. They found a distribu-
tion of net magnetic-field modulus values with the largest fraction of the observed field at
BNET = 1600 Gauss. They also found that 95.5 % of their observed region in the photosphere
had no, or very weak, magnetic fields such that the 〈Bz〉 = 66 G. This analysis provides a
picture of the nearest star in which photospheric magnetic fields are concentrated in very
thin flux tubes with a distribution of field strengths up to 1600 Gauss. Such stars occupy a
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Fig. 3 Plotted on the right is the histogram (y axis) of the net magnetic-field modulus, BNET, measured in a
solar active region by the Near Infrared Magnetograph (NIM). The λ2 splitting of the Zeeman σ components
permits measurements of true magnetic field strengths in the infrared. Plotted on the left is the histogram
(also y axis) of the net-longitudinal magnetic-field strength (also called flux density), 〈Bz〉, in the same active
region observed at the same time by the National Solar Observatory (NSO) magnetograph. The x-axis plots
the corresponding magnetic-field strengths measured in the two different ways. The NIM was able to measure
BNET values from the complete splitting in Stokes V spectra of the Fe I 1.565 µm line with Landé g = 3.00,
whereas the NSO magnetograph observing in the optical could not detect the splitting of spectral lines in
Stokes V, resulting in field cancellation and averaging of the inhomogeneous field. Figure from Rabin (1992)

very small fraction of the photosphere at its base, and then rapidly decrease with height as
the flux tubes expand. If this picture of the solar magnetic-field morphology is representative
of other convective stars, then from measurements of stellar mean magnetic-field strengths
(signed or unsigned) it will be very difficult to infer magnetic modulus values, filling factors,
and magnetic energies.

The strongest solar magnetic fields are found in sunspot umbrae. Moon et al. (2007)
analyzed Stokes IVQU spectra of the Fe I 6301.5 Å line observed in a sunspot umbra with
the SOT/SP instrument on HINODE. In these 0.′′6 resolution spectra, they found maximum
net field strengths of about 4500 Gauss. These field strengths are about 1000 Gauss stronger
than typical ground-based measurements (e.g., Pevtsov et al. 2014) likely because of the
absence of spartial smearing due to seeing and minimal scattered light in the SOT/SP data.

Measuring the net longitudinal magnetic field of the Sun viewed as an unresolved point
source by a distant observer can be done by studying the solar spectrum reflected by an
asteroid or by integrating whole disk magnetograms. An example of the first approach is
the study of the solar spectrum reflected by Vesta that Daou et al. (2006) found to have
〈Bz〉 = −4± 3 Gauss. This is a very small net field compared to the active stars described
below. An example of the second approach is the measurement by Plachinda et al. (2011)
who found 〈Bz〉 = ±2 Gauss at the maximum of the solar activity cycle and ±0.2 Gauss at
the minimum. Schrijver and Liu (2008) found total magnetic fluxes of 25× 1022 Maxwells
at times of solar minima and 100 × 1022 Maxwells at the maxima of the sunspot cycle
by integrating global magnetograms obtained with the SOHO/MDI instrument. For com-
parison, individual active regions on the Sun have magnetic fluxes in the range 1020 to
3× 1022 Maxwells. For a more detailed description of the solar magnetic field see, for ex-
ample, Schrijver and Zwaan (2000).

4 Pre-Main Sequence Stars

Magnetic fields play key roles in essentially all aspects of the star formation process (e.g.,
McKee and Ostriker 2007). Models of magnetically driven accretion and outflows success-
fully reproduce many observational properties of low-mass pre-main sequence stars, also
called young stellar objects (YSOs). While indirect observational evidence for the presence
of magnetic fields in these stars is manifested in strong X-ray, FUV (912–1700 Å), and UV
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(912–3000 Å) emission, flaring, and gyrosynchrotron radio emission (e.g., Feigelson and
Montmerle 1999), there are now many direct observations of YSO magnetic fields.

4.1 T Tauri Stars

The evolution of YSOs from dense clumps of interstellar gas and dust to main sequence
stars proceeds through several stages (Feigelson and Montmerle 1999). The earliest phase
of a protostar (referred to as a Class 0 object) consists of a collapsing massive disk detectable
only at millimeter and far-infrared wavelengths. After about 105 years, the collapsing cloud
has formed a Class I object consisting of a heavily obscured star heated by the release of
gravitational energy and a large circumstellar disk. After about 106 years, the star becomes
optically visible above and below the plane of the disk, although the visible spectrum is
veiled by emission from the disk. These stars are called Classical T Tauri stars (CTTSs)
or Class II objects. Strong UV emission seen in CTTSs results mostly from accretion of
gas along magnetic field lines from the disk to the star, producing postshock regions with
strongly enhanced emission in the He I λ5876 and other lines. Strong X-ray emission can be
produced in the postshock region, closed-field lines in the stellar corona, and where stellar
and disk magnetic fields interact. In the last stage of evolution to the main sequence, which
occurs between a few million years and 107 years, most of the gas and dust from the disk has
condensed into planets or has been accreted onto the star, which is now called a Weak-lined
T Tauri star (WTTS) or Class III object. WTTSs are often called naked TTSs because their
ultraviolet emission line spectrum is no longer obscured by a disk.

Zeeman broadening of infrared absorption lines provides a powerful tool for measuring
the unsigned magnetic-field strengths, 〈B〉, of CTTSs. Johns-Krull (2007) summarized pre-
vious studies and included new measurements for 15 CTTSs (mostly spectral types K7–M2)
in the ∼2 Myr old Taurus region. Analysis of spectropolarimetry of four Ti I lines at wave-
lengths near 2.2 µm allowed him to solve for the distribution of field strengths and their sum
to obtain 〈B〉. These field strengths do not correlate with the predictions of several magne-
tospheric models and are typically twice as large as predicted by pressure equilibrium with
the photospheric gas, unlike the case for main sequence stars. He argued that the need for
horizontal pressure balance requires that strong fields must cover the entire stellar surface of
CTTSs. Since spectropolarimetric measurements (see below) indicate much weaker fields
for these stars, the fields needed for horizontal pressure balance must have complex mor-
phologies rather than be simple inclined dipoles. These strong complex fields are dynamo-
driven in the stellar convective zone starting from “seed” primordial fields. The role of strong
magnetic fields in controlling the accretion flow from disks to small areas at high latitudes
on the stellar surface is now generally accepted, see the review by Bouvier et al. (2007). The
Reiners (2012) review paper includes an updated list of Zeeman-broadening measurements
for pre-main sequence stars.

The Zeeman-broadening technique has permitted Johns-Krull and collaborators to sam-
ple the unsigned magnetic fields of pre-main sequence stars with a range of ages younger
and older than the CTTSs in Taurus. Johns-Krull et al. (2009) obtained the first mea-
surement of the magnetic-field strength of a Class 1 protostar WL 17. They obtained
〈B〉 = 2.9 ± 0.43 kG, which corresponds to three times the photospheric gas pressure in-
dicating that the entire photosphere of this embedded ∼ 105 yr protostar is likely dominated
by strong fields. Yang and Johns-Krull (2011) studied 14 Class II CTTSs (spectral types K3–
M1.5) in the 1 My old Orion Nebular Cluster. These stars have measured 〈B〉 between 1.3
and 3.45 kG with magnetic pressures about twice that of the photospheric gas pressure. The
∼10 Myr old TW Hya association contains stars at the very end of the pre-main sequence
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phase. Using the same observational technique, Yang et al. (2008) found that magnetic fields
of five Class III naked TTSs with spectral types K7–M3 have 〈B〉 = 3.1–4.9 kG. For these
stars the photospheric magnetic pressure also dominates the gas pressure. Comparing the
magnetic fields of the youngest to the oldest pre-main sequence stars, Yang and Johns-Krull
(2011) found no dependence on age for the unsigned magnetic-field strength but a system-
atic decrease in the magnetic flux (4πR2

� 〈B〉) with age as a result of the systematic decrease
of stellar radius with age.

Spectropolarimetry provides the basis for mapping the topological structure of large-
scale magnetic fields of pre-main sequence stars. While the magnetic fields of many CTTSs
have now been mapped, the 1.5 Myr star BP Tau observed by Johns-Krull et al. (1999),
Donati et al. (2008b), and Chen and Johns-Krull (2013) provides an illustrative example. All
three studies found that the circular polarization seen in the He I λ5876 and several other
emission lines, which are produced in postshock accretion regions, occur in very small areas
(2–3 % of the stellar surface) generally located at high latitudes. The longitudinal magnetic
field strength in BP Tau’s accretion region was measured by Johns-Krull et al. (1999) to be
〈B〉 = 2460± 120 G by the Zeeman-broadening technique but as large as 12 kG by Donati
et al. (2008b) using the ZDI technique. The reason for this large discrepancy is uncertain.
The correspondence of Stokes I and Stokes V images led Donati et al. (2008b) to conclude
that the accretion region overlies a large dark starspot in the photosphere near the star’s
rotational pole. All three studies agree that the dark starspot covers about 25 % of the visible
surface and that the remainder of the star is threaded with strong, but tangled, magnetic
fields with an unsigned magnetic field strength 〈B〉 = 2.6± 0.3 kG, but only an upper limit
to the mean longitudinal magnetic field measured by differencing absorption line profiles in
opposite circular polarizations. Donati et al. (2008b) found that a simple approximation to
the magnetic-field topology is the sum of tilted dipole and octopole components, but only
90 % of the large scale magnetic energy is poloidal, with the remainder torroidal. Since the
measured magnetic-field strength exceeds pressure equilibrium with the photospheric gas,
the entire surface must be covered by strong radial or complex magnetic fields. According
to Donati et al. (2008b), the strong fields are likely produced by dynamo processes in the
star’s convective zone rather than being primordial.

Donati and an international team of collaborators have nearly completed the Magnetic
Protostars and Planets (MaPP) project to map the surface brightness and magnetic-field
topology of 15 CTTSs using the ESPaDOnS spectropolarimeter on the 3.6 m Canada-
France-Hawaii Telescope and the NARVAL spectropolarimeter on the 2 m Télescope
Bernard Lyot. The observed CTTSs include the very low mass 0.35 M� star V2247 Oph
(Donati et al. 2010a) and the 0.7M� CTTSs DN Tau (Donati et al. 2013) and AA Tau (Do-
nati et al. 2010b), which like BP Tau have fully convective interiors. Their observing pro-
gram also includes the higher mass stars TW Hya (Donati et al. 2011) and the 1.7–1.8 M�
stars CV Cha and CR Cha (Hussain et al. 2009), which have radiative cores. The CTTSs
range in age from about 1.5 Myr [AA Tau, BP Tau, and V2247 Oph (Donati et al. 2010a)] to
about 8 Myr (TW Hya). Figure 4 plots the luminosities and effective temperatures for these
and other CTTSs and identifies their locations along pre-main sequence evolution tracks for
their masses. The basic properties of large-scale magnetic fields of CTTSs shown in Fig. 4
suggest that these properties may change as stars develop a radiative core. However, this
suggestion is based on only two stars (V4046 Sgr A and B) and there are many competing
effects including spin-down with mass loss and spin-up with accretion and decreasing radius
with age. More data are needed to address this question.

An important criterion for classification as a CTTS is evidence of accretion of gas from
the circumstellar disk to the star. For CTTSs with dipolar magnetic fields, the footpoints of
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Fig. 4 The basic properties of large-scale magnetic topologies of CTTSs obtained by the ZDI technique.
Symbol size indicates the relative magnetic intensities. Symbol color illustrates the magnetic-field configura-
tions (red to blue for purely poloidal to purely toroidal fields). Symbol shape depicts the relative axisymmetry
of the poloidal field component (decagon and stars for purely axisymmetric and purely non-axisymmetric
poloidal fields, respectively). Dashed lines are pre-main sequence evolution tracks and dotted lines are the
corresponding isochrones. CTTSs begin to develop radiative cores below the green line and convective en-
velopes become thinner than 0.5R� below the red line. Figure and caption from Donati et al. (2013)

accretion columns, as indicated by postshock heated emission in the He I 5876 Å, Ca II, and
hydrogen lines, occur in small areas (about 2 % of the observed disk) located in high-latitude
regions where strong magnetic fields overlie spots that are optically dark in the photosphere
like sunspots. On the other hand, stars with very complex fields, such as the lowest mass
CTTS V2247 Oph, the accretion impact area is at a range of latitudes (Johnstone et al. 2014),
and the underlying photosphere may not appear to be dark. The longitudinal magnetic fields
where the accretion occurs are typically in the range 〈B〉 = 2–3 kG and appear to be mainly
radial. These spot fields do not contribute to the average stellar magnetic field obtained from
Stokes V measurements of photospheric absorption lines, because the photospheric emission
from these starspots is faint.

Outside of the accretion shock regions, the stellar magnetic field can be approximated by
a sum of multipoles typically misaligned with respect to the rotational pole. For many of the
mapped CTTSs, the octopole component is stronger and often very much stronger than the
dipole. AA Tau is an exception. In general, the more complex the geometry of the large-scale
field, the weaker the dipole component and the more distributed the magnetic flux across the
stellar surface (Johnstone et al. 2014). The percent of magnetic energy in the toroidal field
ranges from < 5 % for the oldest star TW Hya to 50 % or more for V2247 Oph and the
high mass stars V2129 Oph, CR Cha, and CV Cha. The coupling of stellar magnetic fields
with magnetic fields in the inner disk slows stellar rotation, because the Keplerian rotation
speed of the inner disk is generally slower than that of the star, while accretion of disk
gas adds angular momentum to the star, thereby increasing its rotation rate. Hussain et al.
(2009) and Donati et al. (2011) have called attention to the role that stellar radiative cores
can play in this angular momentum interchange. As CTTSs age and evolve toward the main
sequence, they develop radiative cores and weaker dipole fields. The effect is to weaken the
star-disk magnetic coupling, allowing accretion to speed up the stellar rotation unhindered.
Johnstone et al. (2014) describe the correlation of simpler magnetic-field geometry with
slower rotation and larger size of X-ray-emitting stellar coronae. Vidotto et al. (2014) show
that the increase in stellar rotation rates with age is consistent with the weakening of the
star-disk deceleration torque with age.
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Fig. 5 Analysis of the presence of a magnetic field in both components of the Herbig Ae SB2 system
HD 104237 by applying the SVD method to polarimetric spectra with the High Accuracy Radial Velocity
(HARPS) instrument. The upper spectrum presents the diagnostic null (or Z) spectrum, which is associated
with the Stokes V spectrum by using subexposures with identical waveplate orientation. Below the null spec-
trum, one finds the Stokes V and Stokes I spectra. The measured-net longitudinal magnetic field for the
primary is about 13 G, while for the secondary it is 128 G

4.2 Herbig Ae/Be Stars

Magnetic fields have also been detected in half a dozen Herbig Ae/Be stars (e.g., Hubrig
et al. 2009c). Similar to T Tauri stars, Herbig Ae/Be stars show clear signatures of surround-
ing disks as evidenced by a strong infrared excess and are actively accreting material.

Current theories are neither able to present a consistent scenario of how the magnetic
fields in Herbig Ae/Be stars are generated nor how these fields interact with the circumstellar
environment consisting of a combination of disk, wind, accretion, and jets. On the other
hand, understanding the interaction between the central stars, their magnetic fields, and their
protoplanetary disks is crucial for reconstructing the Solar System’s history and accounting
for the diversity of exo-planetary systems.

Before 2004, the only magnetic field detection of about 50 G had been reported for
the optically brightest (V = 6.5) Herbig Ae star HD 104237 (Donati et al. 1997), but no
further publications confirming this detection existed until recently. Using high-resolution,
high signal-to-noise spectropolarimetric observations with the High Accuracy Radial veloc-
ity (HARPSpol) instrument, Hubrig et al. (2013b) detected a weak net-mean-longitudinal
magnetic field. And only now have Hubrig et al. (in preparation) been able to demonstrate
that the secondary component possesses a magnetic field (see Fig. 5). Spectropolarimetric
studies from 2004 to 2008 reported the discovery of magnetic fields in seven other Herbig
Ae/Be stars (Wade et al. 2005, 2007; Catala et al. 2007; Hubrig et al. 2004, 2006a, 2007).
Later on, a study of 21 Herbig Ae/Be stars with the FOcal Reducer and low dispersion Spec-
trograph (FORS 1) revealed the presence of magnetic fields in six additional stars (Hubrig
et al. 2009b). More recent studies involved the outbursting magnetic binary Z CMa (Szeifert
et al. 2010), the Herbig Ae star HD 101412 with resolved magnetically split lines, and
HD 31648=MWC 480 (Hubrig et al. 2010, 2011d).

Spectropolarimetric observations of a sample of 21 Herbig Ae/Be stars observed with
FORS 1 have been used to search for a link between the presence of a magnetic field and
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Fig. 6 Left panel: Phase diagram of HD 101412 with the best sinusoidal fit for the net longitudinal magnet-
ic-field measurements using all lines (filled squares) and hydrogen lines (open circles). Right panel: Phase
diagram of HD 150193 with the best sinusoidal fit for 〈Bz〉 using all lines. The residuals (observed–calcu-
lated) are shown in the lower panel

other stellar properties (Hubrig et al. 2009c). This study did not indicate any correlation of
the strength of the net longitudinal magnetic field with disk orientation, disk geometry, or the
presence of a companion. No simple dependence on the mass-accretion rate was found, but
the range of observed-field values qualitatively supported the expectations from magneto-
spheric accretion models with dipole-like field geometries. Both the magnetic field strength
and the X-ray emission showed hints of a decline with age in the range of ∼ 2–14 Myr
probed by the sample, supporting a dynamo mechanism that decays with age. Furthermore,
the stars seemed to obey the universal power-law relation between magnetic flux and X-ray
luminosity established for the Sun and main-sequence active dwarf stars.

A series of net longitudinal magnetic-field measurements was recently obtained at low
resolution with the multimode instrument FORS 2 at the Very Large Telescope (VLT) for
the Herbig Ae/Be stars HD 97048, HD 101412, HD 150193, and HD 176386 (Hubrig et al.
2011a). Magnetic fields of the order of 〈Bz〉 = 120–250 G were for the first time detected
in these stars a few years ago during a visitor run with FORS 1 in May 2008 (Hubrig
et al. 2009b). In these observations, Herbig Ae/Be stars exhibit a single-wave variation in
〈Bz〉 during the stellar rotation cycle. This behavior is usually considered as evidence of
a dominant dipolar contribution to the magnetic-field topology. Presently, the Herbig Ae
star HD 101412 possesses the strongest net-longitudinal magnetic field ever measured in
any Herbig Ae star, with a surface magnetic field 〈Bz〉 up to 3.5 kG (Wade et al. 2005,
2007). HD 101412 is also the only Herbig Ae/Be star for which the rotational Doppler ef-
fect was found to be small in comparison to the magnetic splitting, and several spectral
lines observed in unpolarized light at high dispersion are resolved into magnetically split
components (Hubrig et al. 2010, 2011a).

To date, magnetic-field geometries have been studied for the two SB2 systems HD 200775
(B3 primary) and V380 Ori (B9 primary) (Alecian et al. 2008, 2009), and presumably single
stars HD 101412, HD 97048, HD 150193, and HD 176386 (Hubrig et al. 2010, 2011a). As
an example, phase diagrams of the magnetic data for the Herbig Ae/Be stars HD 101412 and
HD 150193 folded with the determined magnetic/rotation periods are presented in Fig. 6.

The magnetic-field model for the Herbig Ae star HD 101412 is described by a centered
dipole with a polar magnetic-field strength Bd between 1.5 and 2 kG and an inclination of
the magnetic axis to the rotation axis β of 84 ± 13◦ (Hubrig et al. 2011d). The fact that
the dipole axis is located close to the stellar equatorial plane is very intriguing in view of
the generally assumed magnetospheric accretion scenario that magnetic fields channel the

43 Reprinted from the journal



J.L. Linsky, M. Schöller

accretion flows towards the stellar surface along magnetic field lines. As was shown in the
past (Romanova et al. 2003), the topology of the channeled accretion critically depends on
the tilt angle between the rotation and the magnetic axis. For large inclination angles β , many
polar field lines would thread the inner region of the disk, while the closed lines cross the
path of the disk matter, causing strong magnetic braking, which could explain the observed
unusually long rotation period of HD 101412 of about 42 days.

Since about 70 % of Herbig Ae/Be stars appear in binary/multiple systems (Baines et al.
2006), special care must be taken in assigning the measured magnetic field to the particular
component in the Herbig Ae/Be system. Alecian et al. (2008) reported on the discovery of
a dipolar magnetic field in the Herbig Be star HD 200775, which is a double-lined spec-
troscopic binary system. However, the magnetic field was discovered not in the component
possessing a circumstellar disk and dominating the Hα emission; thus the evolutionary sta-
tus of the primary B3 component is unclear yet (Benisty et al. 2013). Similar to the case
of HD 200775, the frequently mentioned discovery of a magnetic field in the Herbig SB2
system HD 72106 (Alecian et al. 2009) refers to the detection only in the primary compo-
nent, which is a young main-sequence star, but not in the Herbig Ae secondary (Folsom
et al. 2008). The same uncertainty in the evolutionary status applies to the magnetic field
detection in the system V380 Ori reported by Alecian et al. (2009). The authors report on
the presence of a dipole magnetic field of polar strength 2.12±0.15 kG on the surface of the
chemically peculiar primary V380 Ori system. V380 Ori has spectral type around B9 and has
been observed in great detail over many wavelength ranges (e.g., Hamann and Persson 1992;
Rossi et al. 1999; Stelzer et al. 2006). It has a close infrared companion, with a separation
of 0.15′′ at PA 204◦ (Leinert et al. 1997). Alecian et al. (2009) found that the primary in
the V380 Ori system is itself a spectroscopic binary with a period of 104 days, with the
secondary being a massive T Tauri star. More recently, Reipurth et al. (2013) report that
V380 Ori is a hierarchical quadruple system with a fourth component at a distance of 8.8′′
and position angle 120.4◦. Since no periodicity was found in the behavior of the emissions
in hydrogen, helium, calcium, and oxygen lines (the lines determining the Herbig Ae/Be
nature), it is possible that the primary chemically peculiar component with the detected-
dipolar magnetic field is already in advanced age, and the Herbig Be status of the primary is
merely based on the appearance of emission in the above-mentioned lines belonging to the
secondary T Tauri component.

The presence of a magnetic field on the surface of the Herbig Ae star HD 190073 has
been known for several years. The first measurement of a net longitudinal magnetic field in
HD 190073 was published by Hubrig et al. (2009c), indicating that 〈Bz〉 = 84± 30 G mea-
sured on FORS 1 low-resolution spectra at the 2.8σ level. Catala et al. (2007) then observed
this star using the ESPaDOnS spectrograph mounted on the Canada-France-Hawaii Tele-
scope (CFHT) and confirmed the presence of a weak magnetic field, 〈Bz〉 = 74± 10 G, at a
higher significance level. A few years later Hubrig et al. (2009c) reported 〈Bz〉 = 104±19 G
using FORS 1 measurements. The measurement of the net longitudinal magnetic field using
the available archival HARPS observations from May 2011, 〈Bz〉 = 91± 18 G, presented
in this work fully confirms the presence of a rather stable weak field. Surprisingly, new ob-
servations of this star during July 2011 and October 2012 by Alecian et al. (2013) detected
variations of the Zeeman signature in the LSD spectra on time scales of days to weeks.

The authors suggest that the detected variations of Zeeman signatures are the result of
the interaction between the fossil field and the ignition of a dynamo field generated in the
newly born convective core. Careful spectropolarimetric monitoring over the next years will
be important to confirm the reported variability of the magnetic field. Furthermore, since
HD 190073 is very likely a binary system (Baines et al. 2006), special care must be taken in
the interpretation of magnetic-field measurements.
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As mentioned above, all previously studied Herbig Ae/Be stars exhibit a single-wave
variation in the net longitudinal magnetic field during the stellar rotation cycle. These ob-
servations are usually considered as evidence for a dominant dipolar contribution to the
magnetic field topology. Magnetospheric accretion theories traditionally consider that sim-
ple ∼kG dipolar magnetic fields truncate the disk and force in-falling gas to flow along the
field lines. The assumption of dominant dipolar fields is usually made for simplicity or be-
cause of the lack of available information about the true large-scale magnetic field topology
of these stars. Indeed, the recent work of Adams and Gregory (2012) shows that high-order
field components may even play a dominant role in the physics of the gas inflow, as the
accretion columns approach the star.

The rather new diagnostic He I λ 1.083 µm emission line is considered as probing in-
flow (accretion) and outflow (winds) in the star-disk interaction region of accreting T Tauri
and Herbig Ae/Be stars. The uniqueness of this probe derives from the metastability of
this transition and makes it a good indicator of wind and funnel flow geometry (Edwards
et al. 2006). Furthermore, according to Edwards et al., the He I line appears in emission for
stronger mass-accretion rates and in net absorption for low mass-accretion rates. Modeling
of this line allowed Gregory et al. (in preparation) for the first time to study the influence
of field topologies on the star-disk interaction. Their models use magnetic fields with an
observed degree of complexity, as determined via field extrapolation from stellar magnetic
maps.

In Fig. 7, one can find recent high-resolution CRyogenic high-resolution Infrared Echelle
Spectrograph (CRIRES) observations of the spectral regions containing the He I λ 1.083 µm
line and the hydrogen recombination line Paγ at 1.094 µm over the rotation period of
HD 101412 (Hubrig et al. 2012a). The rather strong variation of the line profile of the He I
line indicates that the magnetic field of this star is likely more complex than a dipole field.
Variable behavior of the He I λ 1.083 µm line was also discovered in a recent X-shooter
spectra of the magnetic Herbig Ae stars HD 190073 and PDS 2 (see Fig. 8).

Knowledge of the magnetic-field strength and topology is indispensable for understand-
ing the magnetospheres of Herbig Ae/Be stars and their interaction with the circumstellar
environment consisting of a combination of disk, wind, accretion, and jets. Progress in un-
derstanding the disk-magnetosphere interaction can, however, only come from studying a
sufficient number of targets in detail to look for various patterns encompassing this type of
pre-main sequence stars.

Before concluding this topic, we call attention to the work of Bagnulo et al. (2012) and
Landstreet et al. (2014), who have questioned the credibility of previous detections of weak
magnetic fields at the 3–4σ level with the FORS1 instrument on the ESO VLT. They find
that consistency checks among different observations of the same star reveal external errors
that are at least 30–40 % larger than can be explained by the cited photon statistics and that
alternative reduction procedures provide significantly different (and often smaller) values
for the mean longitudinal fields. They suggest that small instrument flexures and velocity
shifts and “occasional outliers” likely limit the ability of FORS1 to obtain reliable fields
weaker than 100–200 G. Bagnulo et al. (2012) argued that many of the published detec-
tions of weaker fields are spurious and not confirmed by measurements with high-resolution
spectropolarimeters such as ESPaDOnS (Silvester et al. 2009), but that stronger field mea-
surements by FORS1, for example many Ap/Bp stars, are generally confirmed (Landstreet
et al. 2014).

Bagnulo et al. (2012) found that of the five Herbig Be stars that Hubrig et al. (2009c)
cites as new detections with errors of 3.4–4.5σ , four (PDS2, HD 100546, HD 135344B,
and HD 176386) appear to be spurious and two (HD 97048 and HD 150193) are possible
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Fig. 7 Recent observations of HD 101412 with the CRyogenic high-resolution Infrared Echelle Spectro-
graph (CRIRES). Left panel: The variability of the He I λ 1.083 µm line profile over the rotation period.
Obviously, the field of HD 101412 appears more complex than just a dipole. Right panel: Variations of the
hydrogen recombination line Paγ at 1.094 µm at the same rotation phases. The Paγ line at 1.094 µm is
frequently employed for calculating the mass accretion rate in the way presented by Gatti et al. (2008)

Fig. 8 Recent X-shooter observations of the He I λ 1.083 µm line profile in the magnetic Herbig Ae stars
HD 190073 (left panel) and PDS 2 (right panel) at different epochs. The spectra are shifted vertically for
clarity

detections. In subsequent observations with FORS2, Hubrig et al. (2011d) found weak si-
nusoidally varying fields in HD 97048, HD 150193, and HD 176386, but the cited errors
are in the 3–4σ range. At present, the identification of magnetic fields in a few Herbig Be
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stars (e.g., HD 76106B, HD 101412 and HD 190073) are confirmed, weak fields appear to
be present but are not definitely established in several stars, but most Herbig Be stars do not
have detected magnetic fields.

5 Main Sequence Stars

5.1 Low Mass Stars

The very small values of the surface-averaged net longitudinal component of the solar mag-
netic field are a consequence of the almost complete cancellation of the spectropolarimetric
signal by oppositely oriented magnetic fields. Similar measurements for nearby bright G
and K stars like ξ Boo A and 61 Cyg A also show weak magnetic fields of 10–30 Gauss
and 13 Gauss, respectively (Plachinda and Tarasova 2000; Plachinda et al. 2001). One must
conclude that the typical morphology of late-type dwarf stars is highly complex, and, there-
fore, different observing techniques are required to understand the magnetic-field strengths
and morphologies of these stars.

5.1.1 Zeeman Broadening Observations

Robinson et al. (1980) first showed that measurements of Zeeman broadening of spectral
lines in unpolarized light can be used to measure the mean magnetic-field strength 〈B〉 =
BMODf averaged over the surface of a late-type star. This technique described in Sect. 2
has been applied to a number of mostly active stars (see tables in Reiners 2012), but the
technique has its limitations as described in detail by Anderson et al. (2010) and Saar (1988).

Anderson et al. (2010) analyzed high-resolution optical spectra of four stars with spec-
tral types similar to the Sun, two slowly rotating quiet stars, 61 Vir (G6 V) and the Sun
(G2 V) viewed as a star by reflected light from Ganymede, and two rapidly rotating active
stars, 59 Vir (G0 V) and HD 68456 (F6 V). They computed spectral line profiles by ra-
diative transfer calculations in local thermodynamic equilibrium (LTE) model atmospheres
with a range of broadening parameters to best fit the observed line profiles. These calcu-
lations were for both single-component and two-component model atmospheres for which
one component could be hotter (plage region), the same, or cooler (starspot) than the mean
temperature structure. They found that 〈B〉 is consistent with zero for the two quiet stars,
600–1200 Gauss for HD 68456, and about 500 Gauss for 59 Vir. However, they identified
a number of systematic effects (e.g., line blends, overly simplified treatment of turbulence,
and LTE atmospheres) and concluded that a more fruitful approach would be to analyze Zee-
man broadening of infrared spectral lines with large Landé g values, because then Zeeman
broadening is much larger than the other broadening mechanisms.

An early example of applying the near-infrared Zeeman-broadening technique to mea-
sure magnetic fields was the study of the active star ε Eri (K2 V) and two other K stars
(40 Eri and σ Dra) by Valenti et al. (1995). They observed the Fe I 1.56485 µm line
with Landé g = 3.0 and 15 other nearby Fe I lines with smaller g factors. By modelling
the Fe I line profiles with marginally resolved σ components, they were able to measure
separately the unsigned magnetic-field modulus BMOD = 1.44 ± 0.2 kG and filling factor
f = 0.088 ± 0.025. The corresponding value of BMODf = 0.13 kG. With the same tech-
nique, Johns-Krull and Valenti (1996) modelled the Fe I 8468.4 Å line with Landé g = 2.5
in four M dwarfs. Figure 9 shows the significant Zeeman broadening of the Fe I lines of the
two active stars, EV Lac (M4.5e) and GJ 729 (M4.5e), relative to less active comparison
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Fig. 9 Comparison of Stokes I
spectra of the Fe I 8468.40 Å line
of two active M dwarfs (EV Lac
and GJ 729) compared to less
active stars. This comparison
demonstrates that the excess line
broadening for the two active
stars is magnetic rather than
blending by TiO lines, which
should be the same for all of
these stars. Figure from
Johns-Krull and Valenti (1996)

stars that the authors identify as the splitting of the σ components of the stellar magnetic
fields. Since this splitting is larger than other broadening mechanisms, their spectral synthe-
sis analysis determined the mean magnetic fields and filling factors separately rather than as
the product of BMODf . They found BMOD = 3.8± 0.5 kG and f = 0.50± 0.13 for EV Lac
and BMOD = 2.6±0.3 kG and f = 0.5±0.13 for Gl 729. These magnetic field strengths are
larger than the maximum field strengths seen in solar active regions and likely result from
the higher pressure in M dwarf photospheres and the balance between magnetic pressure
(B2/8π ) in magnetic flux tubes and gas pressure in the nonmagnetic photosphere.

Figure 10 shows that for G–M dwarfs, the observed magnetic-field strengths are approxi-
mately equal to the equipartition field set by pressure balance between the magnetic pressure
in flux tubes and the nonmagnetic-photospheric gas pressure outside of the flux tubes. This
pressure balance is also seen in solar active regions (plages) but not in sunspots, where the
emergent spectrum is depressed to higher pressure layers below the normal photosphere.
T Tauri stars show the same effect, although the reason is not yet clear. This figure also
shows that f increases with rotation period according to the relation f = 79–64 log(P ).
Cuntz et al. (1999) have used a similar relation in computing a two-component (nonmag-
netic and magnetic flux tube) model chromosphere for ε Eri. This relation probably does not
contain significant bias resulting from the different rotation rates or activity of the magnetic
star and the comparison low activity star, because the widths of low Landé g spectral lines
in the active and inactive stars have the same shape whereas the shapes of the high Landé g
lines differ greatly and show marginally or completely resolved sigma components for the
active star.

Reiners and Basri (2007, 2010) and Shulyak et al. (2011) have extended this study of M
dwarf magnetic fields to include more than 80 stars in the spectral range M2.0 to M9.5 by
fitting the Zeeman-broadened lines of molecular FeH near 1.0 µm. The average magnetic-
field strengths of these stars range up to 〈B〉 = 4 kG (see Fig. 11) with a large range at
each spectral type. Except for the coolest stars in their sample (spectral types M7 to M9.5),
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Fig. 10 (left) Ratio of the measured-unsigned magnetic-field modulus to the equipartition magnetic field
strength when the magnetic pressure (B2

MOD/8π ) equals the photospheric gas pressure. The dashed-horizon-
tal line corresponds to measured-magnetic fields equal to the equipartition field. Triangles indicate T Tauri
stars and� symbols refer to solar features (plage and sunspot). (right) Filling factors (100×f ) vs. rotational
periods for G–M dwarf stars. Figure from Valenti and Johns-Krull (2001)

Fig. 11 A summary of
mean-unsigned magnetic-field
strengths 〈B〉 = BMODf of M
dwarf stars obtained mostly with
the Zeeman-broadening
technique (Reiners 2012). For
stars at each spectral type, there
is a wide range in Bf , but a
maximum value near 4000 G

the magnetic field strength increases with rotational velocity, as is seen in G and K stars.
Although these measurements could not separate BMOD from f , many of these stars have
BMODf ≈ 4 kG, similar to EV Lac, for which f = 0.50 ± 0.13 (Johns-Krull and Valenti
1996). This summary suggests that for the active cool M dwarfs, about half of the stellar
photosphere has magnetic fields as strong as BMOD ≈ 8 kG.

The Ti I spectral lines near 2.2 µm, which provide even larger Zeeman splittings, are
useful for measuring magnetic-field strengths and filling factors of M dwarfs like AD Leo
(Saar and Linsky 1985). The combination of large Zeeman splitting and high signal/noise
Ti I spectra of the T Tauri star TW Hya (see Sect. 4.1) permitted Valenti and Johns-Krull
(2001) to determine the distribution of magnetic-field strengths and corresponding filling
factors across the stellar surface.

The measured values of BMODf are correlated with the commonly used indicators of
magnetic activity and heating. Figure 12 shows the correlation of BMODf with the Rossby
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Fig. 12 Correlation of the
mean-unsigned magnetic-field
strength, BMODf , with Rossby
number R0. Crosses are
solar-type stars, and circles are
M0–M6 stars. Red squares are
M7–M9 stars. These data show a
rotation-activity relation for
slowly rotating stars (large R0)
and saturation for rapidly rotating
stars (small R0). Figure from
Reiners (2012)

number, R0 = Prot/τconv, where Prot is the stellar rotational period, and τconv is the convec-
tive turnover time, which is not a well-defined theoretical quantity. It is usually computed
empirically as the mass-dependent convective turnover time that minimizes scatter in the
rotation-activity relation as described by Reiners (2012). “R0 is an important parameter for
the dynamo generation of magnetic fields. Figure 12 shows the log-log rotation-activity re-
lation for slower-rotating stars and saturation for the faster-rotating stars. The ratio of Hα
luminosity to bolometric luminosity, log [LHα/Lbol] vs. log R0 shows the same type of cor-
relation (Reiners 2012).

5.1.2 Zeeman Doppler Imaging

Doppler imaging produces a brightness map of a stellar surface by inverting a time sequence
of high-resolution spectra that contain the brightness and Doppler shift of absorption lines
produced in each spatial resolution element on the stellar surface (Vogt and Penrod 1983).
Although such inversions have many solutions, several regularization techniques lead to
robust solutions of the two-dimensional brightness maps. Zeeman-Doppler imaging is the
extension of the DI procedure with polarizing optics, as first proposed by Semel (1989)
and developed by Donati and Brown (1997). The first applications of ZDI to stars used
only circular polarization data (Stokes V), but recent developments in instrumentation and
polarized radiative-transfer calculations (Piskunov and Kochukhov 2002) allow the analysis
of both circular- and linear-polarized spectra (Stokes IVQU). Donati and Landstreet (2009)
provide a comprehensive review of this topic.

ZDI works because the longitudinal and transverse components of the vector magnetic
field produce different Zeeman patterns as a function of velocity when the magnetic vector
is viewed from the advancing limb to the star’s central meridian and then to the receding
limb. The circular polarization Zeeman patterns (net after cancellation) are different for the
radial, azimuthal (toroidal), and meridional components of the magnetic field, as shown
in Fig. 13. Linear-polarization Zeeman patterns show different center-to-limb effects for
the radial, azimuthal, and meridional magnetic fields. Since high signal-to-noise data are
required to detect weak circular and especially linear polarization, Donati and Brown (1997)
pioneered the use of a very large number of spectral lines to create ZDI images.

Before describing some of the major accomplishments of ZDI, we should mention the
limitations of the technique. First, and most important, ZDI measures the large-scale net
magnetic-field strength and not the unsigned magnetic-field strength because the circular
and linear polarization data are net values after cancellation by oppositely oriented fields in
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Fig. 13 A schematic representation of the circular-polarization Zeeman spectrum (V/I) of an absorption line
formed in a magnetic field. If the magnetic field is radial relative to the star (and therefore longitudinal at
disk center as viewed by an observer), the Zeeman pattern is strongest on the stellar meridian and retains the
same symmetry, but weakens, as the radial field is observed towards the stellar limbs. If the magnetic field is
azimuthal (E–W direction) relative to the star (and therefore transverse at disk center and longitudinal at the
limbs), the Zeeman pattern is strongest at the limbs (but opposite symmetry) and zero at disk center. If the
magnetic field is in the meridional direction (N–S direction, not shown in the figure), the Zeeman pattern is
observed only toward the poles. Figure from Hussain (2004)

each spatial resolution element. Also important are the effects of irregular or large gaps in
the time spacing, uncertainty in the inclination of the star’s rotation axis relative to the line of
sight, possible crosstalk between the Stokes parameters, line blends, different temperatures
(and thus continuum brightness) of magnetic compared to nonmagnetic regions, evolution
of the stellar magnetic topology during the multiday observing sequence, and poorly under-
stood instrumental and systematic errors. Despite these limitations, ZDI studies have found
that the topologies of active G–M stars, which are younger and likely precursers of older
stars like the Sun, differ considerably from what we know about the Sun in the following
ways:

Importance of Azimuthal Fields ZDI images of active solar-mass stars typically show
strong azimuthal fields that are not seen in inactive stars like the Sun. A good example is
the study by Morgenthaler et al. (2012) of the magnetic field on ξ Boo A, a G8 V star
rotating almost four times faster than the Sun (Prot = 6.43 days). As shown in Fig. 14, the
reconstructed net magnetic field includes a strong azimuthal component that contains most
of the net magnetic field in the 2007 and 2011 data sets when Ca II emission indicated
that the star was most active. For solar-mass stars, the magnetic energy in large-scale fields
increases with the rotation rate (Vidotto et al. 2014): most of this magnetic energy is in
the poloidal field for slow rotators like the Sun, but the fraction stored in azimuthal fields
increases with rotation rate and dominates the poloidal fields when Prot ≤ 12 days (Petit
et al. 2008; see Fig. 15). ZDI images of the very rapidly rotating (Prot = 0.51479 days)
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Fig. 14 Reconstructed net magnetic-field maps of ξ Boo A for the radial, azimuthal,and meridional com-
ponents obtained at five times between 2007 and 2011 by Morgenthaler et al. (2012). The strong azimuthal
component contains the most of the magnetic energy when the star is most active (2007 and 2011)
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Fig. 15 A summary of the large-scale magnetic topologies and fluxes obtained from ZDI images as a function
of stellar mass, rotation period, and Rossby number (R0). Symbol size indicates the relative magnetic energy
density, and symbol color indicates field topology with blue for purely toroidal and red for purely poloidal
fields. The symbol shape indicates the degree of asymmetry (decagon for purely axisymmetric poloidal fields
and stars for purely nonaxisymmetric poloidal fields). The encircled area contains the Sun and more rapidly
rotating solar-mass stars. Figure adapted from Donati and Landstreet (2009)

young K0 V star AB Dor show strong azimuthal fields both at high latitude (70◦–80◦), which
appears to encircle a polar spot, and at intermediate latitudes with opposite sign (Donati et al.
1999; Hussain et al. 2002). The net magnetic field in these azimuthal fields exceeds 1 kG in
some places with the high latitude azimuthal flux the largest measured flux on this star.

Relation of Net Magnetic Fields to Unsigned Field Strengths The net magnetic fields
for ξ Boo A shown in Fig. 14 would suggest that BNET = 30 − 100 G if one assumes
that f = 1.0 and no field cancellation. This result should be compared to the measure-
ments of the spatially resolved solar magnetic-field modulus, BMOD ≈ 1600 G. The value
of BMOD for ξ Boo A should be similar to, or somewhat larger than, solar as the star is
slightly cooler than the Sun with higher photospheric gas pressure and, therefore, higher
equipartition magnetic-field strength. Zeeman-broadening measurements of ξ Boo A lie in
the range 〈B〉 = BMODf = 0.34− 0.48 kG (Reiners 2012). Marcy and Basri (1989) mea-
sured 〈B〉 = 0.35 kG with BMOD = 1600 G, similar to the Sun, and f = 0.22. If one assumes
this value for the filling factor, the observed net magnetic field is 30–100 G corresponds to
BNET = 140–450 G, which can be compared to the resolved field strength BMOD = 1600 G.
Since the magnetic energy density is proportional to B2

MOD, field cancellation means that the
ZDI image only represents 1–10 % of the photospheric magnetic energy of this star. Other
ZDI images likely also represent only a small fraction of the magnetic energy in a stellar
photosphere. Lang et al. (2014) estimate the amount of small-scale flux not found in ZDIs
of M stars and extrapolate the small-scale and large-scale photospheric fields into the stellar
coronae.

Dependence on Age and Rotation Vidotto et al. (2014) find that for non-accreting main-
sequence stars in the unsaturated regime, that is stars older than 107 years, magnetic fields
decay with increasing age and rotation period Prot. They find this decay to be the case for
both 〈B〉, measured from Stokes I spectra, and for an unsigned version of 〈Bz〉, measured
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from ZDI images. The power-law dependencies are similar, 〈B〉 ∝ P−1.7
rot and unsigned

〈Bz〉 ∝ P−1.32±0.14
rot , respectively, indicating that the large-scale fields, measured from ZDI

images, and the small-scale fields, measured from Zeeman broadening and splitting spec-
tra, are coupled (Vidotto et al. 2014). These authors suggest that the same dynamo field-
generation processes are responsible for both the small-scale and large-scale fields.

Large-Scale Magnetic Morphology of Early and Late M Dwarfs In a series of papers,
Donati et al. (2008a) and Morin et al. (2008, 2010) obtained ZDI images of 23 M dwarf stars
to study whether the magnetic topologies of M dwarfs are different for stars with radiative
cores and presumably solar-like αΩ-type dynamos (M > 0.35 M�) compared to stars that
are fully convective with different types of dynamo processes (M < 0.35M�). One finding
is that for stars with similar parameters (i.e., similar Rossby numbers), there are two very
different magnetic topologies (strong dipolar and weaker multipolar) that may indicate a
bistability with two possible dynamo states or an age effect (cf. Gastine et al. 2013; Vidotto
et al. 2014). Despite this topological diversity, many of the more massive M dwarfs (M >

0.5 M�) have strong azimuthal fields and weak poloidal fields, but with decreasing mass,
axisymmetric poloidal fields dominate over the toroidal fields and produce stronger large-
scale magnetic fluxes, as shown in Fig. 15. The strong azimuthal fields seen in the more
massive M dwarfs, which have radiative cores, are also seen in the young classical T Tauri
stars (see Sect. 4.1), which are fully convective. Why these two star types with very different
interior structures have similar magnetic topologies has not been explained and may provide
an important clue concerning magnetic dynamos.

There is evidence for evolution of the reconstructed magnetic topologies for the less
massive stars on time scales of less than one year. The fully convective stars likely have
a higher degree of large-scale field organization as the ratio of net magnetic-field strength
measured in the circular polarization data to the unsigned magnetic-field strength inferred
from the magnetic-broadening data is only about 15 % for these stars compared to only a
few percent for the more massive stars with radiative cores. The more massive M stars, like
the G and K stars, have complex fields on small spatial scales.

Variable Magnetic Topology ZDI images of the solar-type star HD 190771, which rotates
nearly three times faster than the Sun (Prot = 8.8 days), show large changes in the magnetic
morphology in the course of one year (2007 to 2008; Petit et al. 2009). These changes
include polarity reversal in the axisymmetric and azimuthal fields and a sharp decrease in
the magnetic energy stored in the azimuthal component.

Nonpotential Magnetic Fields and Large Magnetic Loops Hussain et al. (2002) showed
that the magnetic field of the very rapidly rotating star AB Dor contains about 20 % non-
potential energy in the photosphere and about 14 % nonpotential energy in the corona. This
nonpotential energy indicates strong electric currents in both locations, which is very dif-
ferent from the slowly rotating Sun. Also, sequences of high-resolution spectra provide ev-
idence for large slingshot-type prominences anchored at high latitudes that are probably
magnetic loops extending outward to several stellar radii that co-rotate with the photosphere.

5.2 The Chemically Peculiar Stars

Spectra of chemically peculiar (CP) main-sequence A- and B-type stars contain abnormally
strong or weak absorption lines of certain elements (e.g., Si, Sr, Cr, Eu, or He). These stars
generally have magnetic fields that can be detected through circular-polarization observa-
tions of spectral lines. Observables, such as the magnitudes in various photometric bands,
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Table 2 Different groups of chemically peculiar stars

Peculiarity type Spectral type Teff range Magnetic Spots

He-strong B1-B4 17 000–21 000 yes yes

He-weak B4-B8 13 000–17 000 yes yes

Si B7-A0 9000–14 000 yes yes

HgMn B8-A0 10 000–14 000 yes? yes!

SrCrEu A0-F0 7000–10 000 yes yes

Am A0-F0 7000–10 000 yes? no

spectral line equivalent widths, and magnetic-field properties, vary with the same period,
which can range from half a day to several decades. Abnormal line strengths correspond to
element overabundances (by up to 5–6 dex with respect to the Sun) in the stellar outer layers.
The CP star class is roughly represented by three subclasses: the magnetic Ap and Bp stars,
the metallic-line Am stars, and the HgMn stars. An overview of the different groups of CP
stars can be found in Table 2. Indirect evidence for kG magnetic fields in these stars consists
of strong gyrosynchrotron emission detected at cm wavelengths (Linsky et al. 1992) and an
X-ray flare seen in the A0p star IQ Aur (Robrade and Schmitt 2011). About a few percent of
intermediate-mass main-sequence stars are identified as Ap/Bp stars (Landstreet et al. 2007;
Donati and Landstreet 2009).

The first detection of the net-longitudinal magnetic field in a star other than the Sun was
achieved in CS Vir by Babcock in 1946 (Babcock 1947). Today, net-longitudinal magnetic-
field measurements throughout the variation period have been obtained for no more than
100 stars. The resolution of magnetically split lines requires a sufficiently strong magnetic
field and slow rotation. Resolved magnetically split lines were first discovered in Babcock’s
star, HD 215441 (Babcock 1960), for which he measured a net magnetic-field modulus of
BMOD ∼ 34 kG, which is the strongest magnetic-field modulus measured in an Ap star to
date. However, Elkin et al. (2010) found that the Ap star HD 75049 with BMOD ∼ 28 kG
(see Fig. 16) is a close rival to Babcock’s star, Hubrig et al. (2005) found that the cool Ap
star HD 154708 has BMOD ∼ 24.5 kG, and Kochukhov et al. (2011) showed that the He-
strong star HD 37776 may have an even stronger surface magnetic field. In 1987, 12 stars
with magnetically resolved lines were known, but only four of those were studied through-
out their variation period. By 2001, 44 stars with magnetically resolved lines were known,
with 24 of those were studied throughout their variation period (Mathys et al. 1997; in prepa-
ration). The first systematic determinations of the crossover effect and the mean quadratic
magnetic field were published in 1995 by Mathys (1995a, 1995b). A full phase coverage
was achieved for about two dozen stars. The bulk of the published material on broad-band
linear polarization (BBLP) was gathered by Leroy between 1990 and 1995 (Leroy 1995, and
references therein). Variations in BBLP are well studied for about 15 stars.

As shown in Fig. 17, the strongest magnetic fields tend to be found in more massive
stars, but also in fast-rotating stars (Hubrig et al. 2000). All CP stars with rotation peri-
ods exceeding 1000 days have magnetic fields below 6.5 kG. However, a great many Ap
stars have short periods typically 2–4 days (Hubrig et al. 2000). From the finding that the
net-longitudinal magnetic field averaged over the stellar disk is not zero, one can directly
conclude that the magnetic field must be organized on a larger scale, either as a dipole or
a superposition of a dipole and a quadrupole. The circular polarization from tangled, solar-
like magnetic fields mostly cancels out in a disk integration. The magnetic field of Ap stars
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thus has a significant dipole-like component. For a dipole, the ratio between the longitudi-
nal magnetic field and the magnetic-field modulus 〈Bz〉/BNET is 0.3, for a quadrupole it is
0.05. If toroidal or higher-order multipolar components were sufficient to account for the
observed net-longitudinal magnetic field, these components would induce strong distortions
of the spectral line profiles in Stokes I , i.e., in integral light, which is not seen.

The magnetic field covers the whole CP stellar surface homogeneously, i.e., the distribu-
tion of the field strength over the star is fairly narrow. Evidence for this distribution comes
from the fact that the magnetic field is observed at all phases, the continuum is reached
between the split components of resolved lines, and that the resolved magnetically split
components are rather narrow (Mathys et al. 1997).

Fig. 16 Variation of the
magnetic field modulus of
HD 75049 with rotational phase.
Different symbols refer to
measurements using different
ions. The solid line is the fit to
the data obtained using the
hydrogen lines, and the dashed
line is the fit using the FeII lines.
Figure from Elkin et al. (2010)

Fig. 17 Left: Plot of the mean magnetic field modulus as a function of stellar mass for Ap stars. Triangles
are for stars with Prot ≤ 10 days, squares for periods 10–1000 days, and asterisks for periods longer than
1000 days. Right: Plot of magnetic flux as a function of rotational period for Ap stars. Filled symbols are for
stars with magnetically-resolved spectral lines. Open symbols are for stars for which mean quadratic fields
are available. Figures are from Hubrig et al. (2000)
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Magnetic fields have severe effects on the structure of stellar outer layers. They are re-
sponsible for magnetically controlled winds and elemental-abundance stratification. Evi-
dence for abnormal atmospheric structure comes from the profiles of hydrogen Balmer lines
in cool Ap stars that cannot be fitted by conventional models. This structure has also a poten-
tial impact on the net-longitudinal magnetic-field determination by Balmer-line polarimetry.
The core-wing anomaly (Cowley et al. 2001) of the hydrogen Balmer lines leads to the im-
possibility of fitting the Balmer lines with one temperature. For example, to fit the Hβ line
in HD 965, one needs to assume Teff = 5500 K for the core of the line and Teff = 7000 K for
the wings.

The magnetic field is not symmetric with respect to the stellar rotation axis. Other surface
features, e.g., the abundance distribution, are determined by the magnetic field. Since the
observed variations result from changing aspects of the visible hemisphere as the star rotates,
the variation period must be the rotation period of the star. No intrinsic variations of the
magnetic field have been observed in Ap stars over time scales of decades.

In early models of the magnetic field, a quasi-sinusoidal variation of the longitudinal
magnetic field was assumed. In the simplest model, a dipole centered at the star’s center and
with an axis inclined with respect to the stellar rotation axis, was employed. Stars with mag-
netically resolved lines show that the magnetic-field modulus generally has one maximum
and one minimum per rotation period, even for stars with a reversing-longitudinal magnetic
field (Mathys et al. 1997) (see Fig. 16). From these observations, a centered dipole can be
ruled out. Alternative models include a dipole that is offset along its axis (parameters: i, β ,
Bd, a), or a collinear dipole plus a quadrupole (parameters: i, β , Bd, Bq), with i the inclina-
tion angle of the star with respect to the line of sight, β the inclination angle of the magnetic
field with respect to i, Bd the strength of the dipole, Bq the strength of the quadrupole, and
a the offset of the dipole with respect to the star’s center. The models must make a good
match with four observables: the maximum and the minimum of both the longitudinal mag-
netic field and the magnetic-field modulus. Both classes of models are equivalent to first
order.

Additional constraints on the magnetic field geometry can come from the crossover and
the mean-quadratic magnetic field. A collinear dipole plus a quadrupole and an octupole give
good first approximations in many cases (Landstreet and Mathys 2000). The dipole primar-
ily accounts for the longitudinal magnetic field, the quadrupole gives the field strength con-
trast between the poles, and the octupole is responsible for the equator-to-pole field strength
contrast. Asymmetric variation curves can be determined from some magnetic-field mo-
ments. They exist when the magnetic field is not symmetric about an axis passing through
the center of the star (Mathys 1993) and can be described with a generalized-multipolar
model (Bagnulo et al. 2000, and references therein). The input observables for these models
are all available observables of the magnetic field: 〈Bz〉, 〈xBz〉,

√〈B2〉 + 〈B2
z 〉, 〈BNET〉, and

the BBLP, where x is the stellar equatorial velocity times the sine of the inclination angle.
Landolfi et al. (1998) has shown that the inversion of these measured quantities provide in-
formation on the strength and orientations of the dipole and quadrupole components of the
stellar magnetic field subject to the limitations imposed by measurement errors. In partic-
ular, the quantity

√〈B2〉 + 〈B2
z 〉 is needed to determine the presence and properties of the

quadrupole component of the magnetic field. A χ2 minimization between the predicted and
observed values of the observables at phases distributed throughout the rotation period will
determine the final model for the geometric structure of the magnetic field.

Ultimately, a direct inversion of the line profiles recorded in all four Stokes parameters
will allow one to derive magnetic-field maps without a-priori assumptions. Since inversion
is an ill-posed problem, a regularization condition is needed. This condition is achieved with
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the Zeeman Doppler-imaging technique (ZDI) (Piskunov and Kochukhov 2002). It is very
demanding in terms of the signal-to-noise ratio in the data, spectral resolution, and phase
coverage. So far, these inversions are restricted to a few individual stars (e.g., Kochukhov
et al. 2004; Lüftinger et al. 2010; Kochukhov and Wade 2010; Silvester et al. 2012;
Rusomarov et al. 2013). Inversion of the phase-resolved full Stokes IVQU spectrophoto-
metric data set for the A0pSiEuHg star α2CVn revealed a global dipolar-like topology with
localized spots of higher field intensity (Kochukhov and Wade 2010). Recent magnetic-field
maps of α2 CVn obtained by Silvester et al. (2014b, 2014a) confirm the complex substruc-
ture of the magnetic field and show that low-order multipole models fail to match the ob-
served maps. They also find that the magnetic-field topology of this star has been stable for
the last 10 years and that maps based on strong absorption lines tend to smooth the finer scale
structure seen in maps constructed from weak absorption lines. The chemical abundance en-
hancements are correlated with the radial magnetic field in patterns that are not predicted
by theoretical models. In particular, some elements (e.g., O, Cl, and Eu) are enhanced in
areas with negative radial magnetic fields, whereas other elements (e.g., Fe, Cr, Si, Ti, and
Nd) are deleted where the magnetic fields are weak but overabundant where BMOD ∼2 kG,
irrespective of sign.

The magnetic-field modulus much better characterizes the intrinsic-stellar magnetic field
than the net-longitudinal magnetic field, which is much more dependent on the geometry
of the observation. Most Ap stars with magnetically resolved lines have a magnetic-field
modulus (averaged over the stellar rotation period) between 3 and 9 kG, but there is a lower
cutoff of the distribution at 2.8 kG, (Landstreet et al. 2007; Aurière et al. 2007), which corre-
sponds to the thermal equipartition fields in the photospheres of Ap and Bp stars (Donati and
Landstreet 2009). For Ap stars with masses greater than 3M�, the magnetic-field strenghs
decline rapidly with age, but the lower mass Ap stars do not show this behavior (Landstreet
et al. 2007). One should be able to resolve lines down to 1.7 kG or lower at some rotation
phases of some stars, but only for one target is the resolution sufficient to observe down to
2.2 kG. The lower limit of the magnetic-field distribution is roughly temperature indepen-
dent; hotter stars may have stronger magnetic fields than cooler stars (Mathys et al. 1997).

Ap star variation periods span five orders of magnitude. Until recently, there appeared to
be no systematic differences between short- and long-period stars. A confirmation that very
long periods are indeed rotation periods has been brought by BBLP (Leroy et al. 1994).
The systematic study of 40 Ap stars with resolved magnetically split lines has doubled the
number of known Ap stars with P > 30 days (Mathys et al. 1997). The distribution of
periods longer than 1 year is compatible with a uniform distribution on a logarithmic scale.
No star with P > 150 d has a magnetic-field modulus exceeding 7.5 kG. More than 50 %
of the Ap stars with resolved lines and shorter periods have a magnetic-field modulus above
this value (Mathys et al. 1997). In the collinear dipole plus quadrupole and octupole model,
the angle between the magnetic and rotation axes β is generally smaller than 20◦ for stars
with P > 30 d, unlike short period magnetic Ap stars for which this angle is usually large
(Landstreet and Mathys 2000).

HgMn stars are chemically peculiar stars with spectral type B8 to A0 and Teff =
10 000–14 000 K. They show extreme overabundance of Hg (up to 6 dex) and/or Mn (up to
3 dex). They display the most obvious departures from abundances expected within the con-
text of nucleosynthesis (Cowley and Aikman 1975). More than 150 HgMn stars are known,
many of which are found in young associations (Sco-Cen, Orion OB1). They are among the
most slowly rotating stars on the upper main sequence and have exceptionally stable atmo-
spheres with an average rotational velocity of 〈v sin i〉 = 29 km/s, which leads to extremely
sharp-lined spectra. They are the best-suited targets to study isotopic and hyperfine struc-
ture. More than 2/3 of the HgMn stars belong to spectroscopic binary (SB) systems with a
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prevalence of Porb ≈ 3–20 d, and many HgMn stars are in multiple systems. The spectrum
variability seen in HgMn stars is due to the presence of chemical spots. These stars do not
have strong large-scale organized magnetic fields, but tangled magnetic fields are possible.
They do not have enhanced strengths of rare earth elements but rather of the heavy elements
W, Re, Os, Ir, Pt, Au, Hg, Tl, Pb, and Bi, which makes these stars natural laboratories for the
study of heavy elements. They also show anomalous isotopic abundances for the elements
He, Hg, Pt, Tl, Pb, and Ca.

One of the most exciting objects containing a HgMn star is the triple system AR Aur.
The inner two stars constitute the only known eclipsing binary including a HgMn star. This
binary has an orbital period of 4.13 d and an age of 4 Myr. The two stars are of spectral
types B9V and B9.5V, and while the primary HgMn star is exactly on the zero-age main
sequence (ZAMS), the secondary is still contracting (e.g., Nordstrom and Johansen 1994).
Hubrig et al. (2012b) used observations with SOFIN high-resolution optical spectrograph
at the Nordic Optical Telescope to study the distribution of different elements over the sur-
face of the primary HgMn star using the Doppler-mapping technique. From the same data
set, they also measured a weak longitudinal magnetic field in the primary star with 3–4σ
errors. AR Aur shows a similar behavior to other HgMn systems discussed by Hubrig et al.
(2012b). The results suggest a correlation between the proposed magnetic field, the abun-
dance anomalies, and the binary properties. For the synchronously rotating components of
the SB2 system AR Aur, the stellar surfaces facing the companion star usually display low-
abundance element spots and negative magnetic-field polarity. The surface of the opposite
hemisphere, as a rule, is covered by high-abundance element spots and the putative magnetic
field is positive at the rotation phases of the best-spot visibility (Hubrig et al. 2012b). Since
the reanalysis of the FORS1 data that Hubrig et al. (2006b) used to identify weak longitudi-
nal fields in four HgMn stars did not confirm the presence of fields in these stars (Bagnulo
et al. 2012) and Kochukhov et al. (2013) found no evidence for tangled magnetic fields in
any HgMn stars, the present conclusion is that these stars do not have measured magnetic
fields.

The He-strong early B stars are the most massive and hottest of the chemically peculiar
stars. They are very rapid rotators; the most rapidly rotating star in this class, HR 7355,
has a rotational period of 0.52 days, about 90 % of critical. Rivinius et al. (2013) showed
that this star’s magnetic-field topology is more complex than an oblique dipole and that the
magnetic poles are the regions with the strongest He overabundances and the lowest metal
overabundances. The B2Vp star σ Ori E shares many of the same properties as HR 7355
with a similar magnetic-field topology and chemical abundances at the magnetic poles, but
with a slower rotational period (1.19 days) and higher Teff (Oksala et al. 2012). For a third
member of the He-strong subgroup, HD 37776, ZDI shows a very complex magnetic field
with a magnetic-field modulus, BMOD = 43–49 kG, depending on the assumed topology,
that could be stronger than for Babcock’s star (Kochukhov et al. 2011). The magnetic field
appears to contain a toroidal component.

5.3 Pulsating B Stars

β Cep stars are short-period (3–8 h) pulsating variables of spectral type O9 to B3 (corre-
sponding to a mass range of 8–20 M�) along the main sequence that pulsate in low-order
pressure (p) and/or gravity (g) modes. Slowly pulsating B (SPB) stars show variability with
periods of the order of 1 d, are less massive (3–9M�) main sequence B-type stars, and have
multiperiodic high-order low-degree g mode oscillations.

A long-term monitoring project aimed at asteroseismology of a large sample of SPB and
β Cep stars was started by researchers of the Institute of Astronomy of the University of
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Fig. 18 Phase diagrams with the best sinusoidal fit for the net longitudinal magnetic-field strength mea-
surements. The residuals (observed–calculated) are shown in the lower panels. The deviations are mostly of
the same order as the error bars; no systematic trends are obvious, which justifies a single sinusoid as a fit
function

Leuven more than 10 years ago. In the first publication on a magnetic survey of pulsating B-
type stars with FORS 1, Hubrig et al. (2006a) announced detections of weak net-longitudinal
magnetic fields of a few hundred Gauss in a number of SPB stars and in the β Cep star
ξ 1 CMa, whose field of the order of 300–400 G is one of the largest among all currently
known magnetic β Cep stars. Bagnulo et al. (2012) has confirmed the detection of two of
the SPB stars (HD 53921= V450 Car and HD 208057= 16 Peg) and listed two others as
possible detections (HD 74195= o Vel and HD 152511=V847 Ara). Reanalysis of the data
for one or a few observations of the other SPD stars did not confirm the earlier detections of
weak longitudinal magnetic fields. In the continuation of their FORS1 observing program,
Hubrig et al. (2009a) listed six β Cephei stars and 18 SPB stars as having magnetic fields
at the ≥ 3σ level, but Bagnulo et al. (2012) was able to confirm only one of the β Cephei
stars (HD136504= ε Lup) and none of the individual observations of the other SPB stars.
The β Cephei star ξ 1 CMa (HD 46328), however, is a confirmed detection with a strong
magnetic field 〈Bz〉 = 338± 11 G (Silvester et al. 2009, 2012). HD 180642 = V1449 Aql
is another β Cephei stars with a strong longitudinal magnetic field and a dipolar field of
about 3 kG. The differences between FORS1 detections (Hubrig et al. 2006b, 2009a) and
the nondetections based on a alternative reductions of the same data by Bagnulo et al. (2012)
are discussed at the end of Sect. 4.2.

In Fig. 18, one can see the results of magnetic-field monitoring of four β Cep and SPB
stars. Although many of the individual measurements of the stars shown in the figure are
not significant at the 3σ level, the plots of longitudinal magnetic fields phased with the rota-
tional period reveal patterns that can be simply explained by oblique rotator models. From
FORS 1/2 and the higher resolution SOFIN observations, Hubrig et al. (2011c) determined
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Table 3 Measurements of the
mean longitudinal magnetic field
using high-resolution HARPS
spectra

Object MJD S/N 〈Bz〉

HD 74195 55605.217 220 −70± 21

HD 74195 55606.130 300 −14± 18

HD 74560 55605.221 240 56± 19

HD 74560 55606.134 280 8± 18

HD 74560 55607.177 350 −35± 15

HD 85953 55600.305 230 79± 20

a rotation period of P = 2.1795 d for ξ 1 CMa, which is nearly a factor of two smaller than
found by Fourtune-Ravard et al. (2011), who determined P ∼ 4.2680 d from ESPaDOnS
observations. Note that in the latter work, the impact of pulsations on the magnetic-field
measurements from high-resolution spectra was not taken into account. The effects of not in-
cluding pulsations in the analysis of low-resolution FORS1 spectra can be large but not read-
ily quantifiable (Hubrig et al. 2011e), whereas pulsation effects on high-resolution Stokes V
data may not be large (Silvester et al. 2012).

Among the sample of SPB stars with detected magnetic fields using FORS 1, three stars,
HD 74195, HD 74560, and HD 85953, have been observed in February 2011 with the high-
resolution (R = 115,000) polarimeter HARPSpol, installed at the European Southern Ob-
servatory (ESO) 3.6 m telescope on La Silla, in the framework of the guaranteed-time ob-
server (GTO) program 086.D-0240(A). The star HD 85953 was observed once, whereas
HD 74195 was observed on two different nights, and HD 74560 was observed on three
different nights. Additional spectra were downloaded from the ESO archive and reduced us-
ing the HARPS data reduction software available at the ESO headquarters in Germany. For
the measurements of the magnetic fields, the moment technique developed by Mathys (e.g.,
Mathys 1991) was used. Formally significant detections above the 3σ level were achieved in
HD 85953 and in one observation of HD 74195 (see Table 3; Hubrig et al., in preparation).
In line with the discoveries of weak magnetic fields in pulsating stars, Briquet et al. (2013)
found a magnetic field in the hybrid SPB/β Cep star HD 43317.

The pulsation amplitudes for the three-studied pulsating stars range from 4.5 to 25 mmag.
The study of correlations between the strength of magnetic fields and pulsational character-
istics (Hubrig et al. 2009b) indicates that it is possible that stronger magnetic fields appear
in stars with lower-pulsating frequencies and smaller-pulsating amplitudes. Spectra for all
three sources can be found in Fig. 19. Spectral variability is evident for the two objects with
more than one observation.

From the FEROS (Fiber-fed Extended Range Optical Spectrograph) time series, one can
find line profile variability for V1449 Aql with a pulsating frequency of fpuls = 5.487 d−1.
The variability in the spectra of V1449 Aql and the impact of pulsations on the polarimetric
spectra can be seen in Fig. 20. Neglecting the rapid changes in the line profiles shapes due to
pulsations in the analysis of spectropolarimetric data can lead to nondetections of magnetic
fields in these stars (Hubrig et al. 2011e) or even spurious magnetic detections (Schneer
et al. 2006). The need for a careful observing procedure is especially important for large
amplitude pulsators like V1449 Aql (Hubrig et al. 2011e).

5.4 Be Stars

Rapidly rotating Be stars lose mass and initially accumulate it in a rotating circumstellar
disk. Much of the mass loss is in the form of outbursts, and thus additional mechanisms,
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Fig. 19 Spectral variability as seen in HARPS Stokes I spectra. Left: HD 74195, middle: HD 74560, right:
HD 85953

Fig. 20 Left: Time series of FEROS (Fiber-fed Extended Range Optical Spectrograph) spectra for V1449 Aql
showing pulsational line-profile variability in the spectral region 4590–4615 Å. The pulsation phase zero is at
the bottom. Right: Variability of the output spectra in two SOFIN subexposures taken with the quarter-wave
plate angles separated by 90◦ taken around HJD 2455398.530. The lower two spectra, (I+V )0 and (I−V )0,
correspond to the first subexposure, while the upper spectra, (I − V )90 and (I + V )90, correspond to the
second subexposure. The strong effect of pulsations on the line-profile shapes and the line positions is clearly
visible between the spectra of the first subexposure with a duration of 20 min and the spectra of the second
subexposure with the same duration

such as the beating of nonradial pulsation modes or magnetic flares, must be at work. Indirect
evidence for the presence of a magnetic field are variations of X-ray emission and transient
features in absorption line profiles. Angular momentum transfer to a circumstellar disk,
channeling stellar wind matter, and accumulation of material in an equatorial disk are more
easily explained if magnetic fields can be invoked. Fifteen Be stars have been observed with
the hydrogen polarimeter by Barker et al. (1985) using Hβ , but no magnetic fields were
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detected. One Be star with a reported magnetic field, ω Ori (Neiner et al. 2003), was not
confirmed as magnetic by recent observations.

A sample of Be stars in the field and in the cluster NGC 3766 (14.5–25 Myr old) was ob-
served by Hubrig et al. (2009b) in 2006–2008 with FORS 1. A few Be stars show weak mag-
netic fields with the strongest field detected in HD 62367 (〈Bz〉 = 117± 38 G, mV = 7.1).
Usually, the detected magnetic fields are below 100 G (see Figs. 21 and 22). Since the
magnetic fields are weak, it is difficult to determine their large-scale structure. The cluster
NGC 3766 appears to be extremely interesting, where evidence can be found for the pres-
ence of a magnetic field in seven early-B type stars (among them three Be stars) out of the
observed 14 cluster members (Hubrig et al. 2009a).

For nine early-type Be stars, the authors obtained time-resolved magnetic-field mea-
surements over ∼one hour (up to 30 measurements) with FORS 1 at the VLT. For λ Eri,
they were able to detect a period of P = 21.1 min in the magnetic-field measurements
(see Fig. 23). The spectral line profiles of λ Eri exhibit short-time periodic variability (see
Fig. 24) because of non-radial pulsations with a period of 0.7 d (Kambe et al. 1993b). Fur-

Fig. 21 Stokes I and Stokes V
spectra of the Be star o Aqr
(〈Bz〉 = 98± 31 G) in the region
including the Hδ and Hγ lines

Fig. 22 Left: Stokes I and Stokes V spectra in the blue spectral region around high-number Balmer
lines of the He peculiar member NGC 3766-170 of the young open cluster NGC 3766 with the magnetic
field 〈Bz〉 = 1559 ± 38 G measured on hydrogen lines. Right: Stokes I and Stokes V spectra around
high-number Balmer lines for the candidate Be star NGC 3766-45, with a net-longitudinal magnetic field
〈Bz〉 = −194± 62 G measured on hydrogen lines
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Fig. 23 Phase diagram and amplitude spectrum for the net-longitudinal magnetic-field strengths of λ Eri in
2006 August using hydrogen lines (left) and all lines (right)

Fig. 24 Spectrum variability of
λ Eri on three different nights: on
2006 August 8 (bottom), 2007
November 27 (middle), and 2007
November 28 (top)

thermore, Smith (1994) detected dimples with a duration of 2–4 h. Are these strong local
magnetic fields?

Apart from λ Eri, four other stars showed indications of magnetic-cyclic variability on
the scales of tens of minutes (Hubrig et al. 2009a). A similar magnetic-field periodicity
(P = 8.8 min) was detected for the B0 star θ Car (Hubrig et al. 2008b). These stars are
good candidates for future time-resolved magnetic-field observations with high-resolution
spectropolarimeters.

5.5 OB Stars

The presence of a convective envelope has been assumed to be a necessary condition for
significant magnetic activity. Magnetic activity is found all the way from the late A-type
stars (e.g., in Altair: Robrade and Schmitt 2009) with very shallow convective envelopes
down to the coolest fully convective M-type stars as late as spectral type M9.5 (Reiners and
Basri 2007, 2010).

On the other hand, advances in instrumentation over the past decades have led to
magnetic-field detections in a small, but gradually growing, subset of massive stars that
frequently present cyclic wind variability, Hα emission variations, nonthermal radio/X-ray
emission, and transient features in absorption-line profiles.
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Magnetic fields have fundamental effects on the evolution of massive stars, their rotation,
and on the structure, dynamics, and heating of radiative winds. The origin of the magnetic
fields is still under debate: it has been argued that magnetic fields could be “fossil”, or
magnetic fields may be generated by strong binary interaction, i.e., in stellar mergers, or
during a mass transfer or common-envelope evolution.

To identify and model the physical processes responsible for the generation of magnetic
fields in massive stars, it is important to understand whether:

– most magnetic stars are slowly rotating,
– magnetic fields appear in stars at a certain age,
– magnetic fields are generated in stars in special environments: Do some clusters contain a

larger number of magnetic massive stars, similar to the Ap/Bp content in different clusters
(NGC 2516 has the largest number of magnetic Ap stars and X-ray sources)?

– magnetic fields are produced through binary interaction,
– X-ray emission can be used as an indirect indicator for the presence of magnetic fields.

5.5.1 Magnetic Fields in O-type Stars

Early indications of the presence of magnetic fields in O-type stars came from (a) non-
thermal radio emission (Beiging et al. 1989; Abbott et al. 1986), indicating gyrosynchrotron
emission from energetic electrons in magnetic fields, and (b) X-ray emission in the Fe XXIV
and Fe XXV lines (Schulz et al. 2000), indicating plasma as hot as 6.1× 107 K in the wind
of the O7 V star θ1 Ori C, which is far hotter than predicted by radiation-driven shocks in the
stellar wind, The first direct detections of a magnetic field in an O-type star were reported
by Donati et al. (2002) for θ1 Ori C and Donati et al. (2006) for HD 191612. Today, about
two dozen magnetic O-type stars are known.

Hubrig et al. (2008a) were the first to determine net-longitudinal magnetic-field strengths
for a large sample of O-type stars with an accuracy of a few tens of Gauss, using FORS 1.
Very few magnetic fields stronger than 300 G were detected in the studied sample, suggest-
ing that large-scale dipole-like magnetic fields with polar magnetic-field strengths higher
than 1 kG are not common among O-type stars. Their studies of massive stars revealed that
the presence of a magnetic field can be expected in stars of different classification categories
and at different evolutionary stages. No physical properties are known that define particular
classes of stars as nonmagnetic. The inability to detect magnetic fields in massive stars in
earlier studies could be related to the weakness of these fields, which can, in some stars, be
as small as only a few tens of Gauss.

In recent years, two major surveys have been aimed at better understanding the nature and
origin of magnetic fields in OB stars and the physics of their atmospheres, winds, and mag-
netospheres. MiMeS (Wade et al. 2012) focused on high-resolution (R ≈ 65 000–110 000)
spectropolarimetry with Narval, ESPaDOnS, and HARPS. The BOB consortium (Morel
et al. 2014) uses 35.5 nights on FORS 2 and HARPS over a period of 2.5 years. It concen-
trates on main-sequence OB stars and do not consider, e.g., Be or Wolf-Rayet stars. One half
of their targets are early B stars, one third are late O stars, and the rest is made up of several
late B stars with only very few early O stars. So far, the BOB consortium has observed of
∼100 OB stars, with only very few targets in common with MiMeS. It aims to show consis-
tent detections using different reduction and analysis techniques, independently carried out
by two teams.

Overall, the data obtained by various authors seem to confirm that the occurrence of
fields above the detectability threshold (∼ 100–200 G) is low in massive stars. An exact
estimation of the incidence rate is still pending and may be revised upwards in the future.
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While an exact estimate of the incidence rate is still pending, Wade and the MiMeS Collab-
oration (2014) suggests that about 7 % of Galactic O stars have magnetic fields above this
measurement threshold. They strongly suggest that there is a bimodal distribution of O-type
stars consisting of a small population of stars with strong (1–3 kG) magnetic fields, gener-
ally thought to have an oblique rotator structure, and a much larger population of stars with
undetected fields smaller than about 100 G. If confirmed by subsequent measurements, this
dicotomy would be an extension to higher mass stars of the “magnetic desert” that Aurière
et al. (2007) has proposed for intermediate-mass stars. Citing biases for measuring weak
magnetic fields, especially for more rapidly-rotating stars, Fossati et al. (2015) argues that
there is no clear evidence for a “magnetic desert” for high mass stars. Recent measurements
of magnetic fields on ε CMa and β CMa with the high-resolution HARPSpol spectrome-
ter on the VLT now demonstrate the feasibility of obtaining credible longitudinal magnetic
fields strengths smaller than 10 G (Fossati et al. 2015) at least for bright stars. New mea-
surements with even better sensitivity are needed to quantify the distribution of magnetic
field strengths for OB stars, which is essential for understanding the origin of their mag-
netic fields and the effects of magnetic fields on the evolution of OB stars. Fortunately, the
measurement of weak magnetic fields is helped by magnetic OB stars having, on average,
rotation speeds significantly lower than the rest of the OB star population.

A kinematic analysis of known magnetic O-type stars using the best available astromet-
ric, spectroscopic, and photometric data indicates that a magnetic field is more frequently de-
tected in candidate runaway stars than in stars belonging to clusters or associations (Hubrig
et al. 2011). The results obtained so far allowed the authors to constrain preliminarily the
conditions conducive for the presence of magnetic fields and to derive the first trends for
their occurrence rate and field-strength distribution.

To investigate statistically whether magnetic fields in O-type stars are ubiquitous or ap-
pear only in stars with a specific spectral classification, certain age, or in a special environ-
ment, Hubrig et al. (2011b, 2011) acquired spectro-polarimetric observations with FORS 2.
They detected a magnetic field at a significance level of 3σ in eleven stars. The strongest
net-longitudinal magnetic fields were measured in two Of?p stars: 〈Bz〉 = 381± 122 G for
CPD–28 2561 and 〈Bz〉 = 297± 62 G for HD 148937. Both magnetic fields were detected
by them for the first time, the latter in an earlier study (Hubrig et al. 2008a).

Walborn (1973) introduced the class of Of?p stars as the subset of massive O stars that
display recurrent spectral variations in certain spectral lines, sharp emission or P Cygni pro-
files in the He I and Balmer lines, and strong C III emission lines around 4650 Å. Only five
Galactic Of?p stars are currently known (HD 108, NGC 1624-2, CPD-28 2561, HD 148937,
and HD 191612), and they have all been found to harbor magnetic fields (Martins et al. 2010;
Wade et al. 2012a; Hubrig et al. 2011b, 2008a; Donati et al. 2006). Interestingly, a kinemat-
ical assessment of space velocities of the three brightest in this class (HD 108, HD 148937,
and HD 191612) indicates that all three can be considered as candidate runaway stars
(Hubrig et al. 2011b).

The excellent potential of FORS 2 for the detection and investigation of magnetic fields
in massive stars is demonstrated in Fig. 25, which shows FORS 2 observations collected
between 2008 and May 2011 of the Of?p star HD 148937 together with ESPaDOnS ob-
servations obtained at the CFHT (Wade et al. 2012b). The measurement errors for both
ESPaDOnS and FORS 1/2 observations are of similar order.

In most magnetic O stars, strong magnetic fields seem to give rise to spectral peculiari-
ties and/or drive periodic line-profile variations (e.g., the Of?p stars or θ1 Ori C). In contrast,
Grunhut et al. (2012) observed a narrow-lined O9.7 V star (HD 54879) hosting an oblique
rotator field with a dipole strength of 880±50 G that does not display any evidence for abun-
dance anomalies. Only the broad emission-like Hα profile is variable. This variability may
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Fig. 25 Net-longitudinal
magnetic-field variation of
HD 148937 over the 7.032 d
period determined by Nazé et al.
(2010). Red (large) symbols
correspond to ESPaDOnS
observations (Wade et al. 2012b),
while green (small) symbols are
FORS 1 and FORS 2
measurements (Hubrig et al.
2008b, 2011b, in preparation)

be related to the presence of a centrifugal magnetosphere where wind material is trapped in
closed-magnetic loops and prevented from falling back to the star by centrifugal forces. Pe-
tit et al. (2013) classified slowly rotating O-type stars as having dynamical magnetospheres
and the more rapidly rotating B-type stars as having centrifugal magnetospheres.

Another interesting discovery is the detection of a magnetic field in a multiple system in
the Trifid Nebula (Hubrig et al. 2014), which is a very young and active site of star formation.
From observations of the three brightest components (A, C, and D) identified in the central
part of this nebula, Kohoutek et al. (1999) clearly detected a circularly polarized signal with
FORS2 in component C (HD 164492C). In contrast, no such features were visible for the
two other components (an early O star and a Herbig Be star).

The O9.5 V star ζ Ophiuchi is a well-known rapidly rotating runaway star with extremely
interesting characteristics. It undergoes episodic mass loss seen as emission in Hα, and
it is possible that it rotates at almost break-up speed with v sin i = 400 km s−1 (Kambe
et al. 1993a). It is probably associated with the pulsar PSR B1929+10. Tetzlaff et al. (2010)
suggested that both objects were ejected from Upper Scorpius during the same supernova
event. Spectropolarimetric observations of ζ Oph by Hubrig et al. (2011) with FORS 1
in 2008 revealed the presence of a net-longitudinal magnetic field 〈Bz〉NET = 141± 45 G.
Hubrig et al. (2013a) obtained nine additional spectropolarimetric observations with FORS 2
over the rotation period in 2011. The net-longitudinal magnetic field shows a change of
polarity, and its variation over the rotation cycle can be represented by a sinusoidal fit with
a semiamplitude of ∼ 160 G. FORS 2 measurements using all spectral lines can be phased
with a period of 1.3 d (Fig. 26). This period is roughly twice the 0.643 d period found from
the variation of the He I λ6678 line. MOST (Microvariability and Oscillations of STars)
satellite observations discovered a dozen significant oscillation frequencies between 1 and
10 cycles day−1 (Walker et al. 2005). The suggested rotation periods using UV and X-ray
data range from 0.77 to 0.98 d.

6 Post-Main Sequence Stars

The magnetic-field strengths and topology of post-main sequence stars are very different be-
tween rapidly rotating and slowly rotating stars. Subgiant and giant stars can rotate rapidly
when members of tidally locked spectroscopic binary systems have orbital periods less
than about 20 days, such as the RS CVn systems, or rapid rotators by some other process,
such as the FK Com systems. Zeeman-broadening measurements of the primary stars in the
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Fig. 26 Phase diagram for the
best sinusoidal fit corresponding
to the period of 1.3 days for the
longitudinal magnetic-field
measurements using the whole
spectrum for ζ Oph

RS CVn-type systems VY Ari (K3 III–IV) and II Peg (K2–3 IV–V) indicate strong fields
with large filling factors. For VY Ari, Bopp et al. (1989) found BMOD = 2000± 300 G with
f = 0.66± 0.14, and for II Peg, Saar (1996) found BMOD ≈ 3000 G with f ≈ 0.60

ZDI has provided information on the topology of the magnetic fields of several rapidly
rotating giant stars. For example, Petit et al. (2004a) found for HD 199178, an FK Com-
type star with Prot = 3.3 days, that the radial magnetic flux contains roughly 85 % of the
large-scale magnetic energy, but there is also significant azimuthal flux. Comparison with
the Zeeman-broadening data for rapidly rotating dwarfs suggests that most of the magnetic
energy is in small-scale unresolved magnetic fields. Changes in the magnetic topology are
seen on time scales as short as two weeks, and the differential rotation is solar-like, but about
1.5 times faster. Donati et al. (2003) and Petit et al. (2004b) find that ZDI images of the very
active primary star (G5 IV) in the HR 1099 system (Prot = 2.84 days) show that unlike
HD 199178, the magnetic energy in the G5 IV star is mostly toroidal with changes seen in
the smaller-scale structure on time scales of 4–6 weeks and has a much smaller differential
rotation than the Sun. Since 〈Bz〉 is only 40–120 Gauss, most of the photospheric energy
is at smaller scales than ZDI can resolve. The rapid rotation and deep convective zones of
these stars produce the strong dynamos that power the magnetic fields in these stars.

Single giants and supergiants show a diversity of magnetic properties. We list here five
examples in order of increasing rotational period that exemplify this diversity as inferred
from ZDI measurements. V390 Aur is a G5 III active star (strong Ca II and X-ray emission)
with Prot = 9.825 days located at the base of the red giant branch (RGB). Konstantinova-
Antova et al. (2012) find that this star has a moderately strong magnetic field 〈Bz〉 that varies
between +2 and −16 G with a strong toroidal component likely produced by an efficient
αΩ dynamo. β Cet is a somewhat more evolved K0 III star also located at the base of the
RGB with Prot = 215 days. This star has an axisymmetric poloidal field dominated by a
dipole. Tsvetkova et al. (2013) argue that this is a fossil field left over from when β Cet was
an Ap star on the main sequence. Continuing to the more slowly rotating stars, we mention
Pollux (β Gem), an inactive K0 III giant located in the RGB with Prot ≈ 590 days. Aurière
et al. (2009) find that this star has a weak, but measurable, 〈Bz〉 = −0.46± 0.04 G that they
suggest is produced by a weak αΩ dynamo. EK Boo is an M5 III star with Prot ≈ 846 days
located at the tip of the RGB or on the asymptotic giant branch (AGB). Konstantinova-
Antova et al. (2010) measure a variable 〈Bz〉 between −0.1 and 8 G that could be produced
by a weak αΩ dynamo. Finally, Aurière et al. (2010) measured a magnetic field of about
1 G on the M2 Iab supergiant Betelgeuse (α Ori). With its very slow rotation period of about
17 years, this star’s very weak field may be created by a local small-scale dynamo.
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7 Conclusions

It is essential both to measure stellar magnetic fields and to understand what physical quan-
tity is actually measured, because magnetic fields play many critical roles concerning the
structure and energy balance in stellar atmospheres. These roles include creating the heat in-
put in stellar chromospheres and coronae, controlling the mass and angular momentum loss
from the star, facilitating chemical peculiarity, and energizing the emission of high-energy
photons, which are critically important for the evolution of proto-planetary disks and the
habitability of exoplanets. Since these effects are governed by the star’s magnetic energy,
which is proportional to the magnetic-field strength squared and its fractional surface cov-
erage, it is essential to measure or credibly infer the true magnetic-field strength and filling
factor across a stellar disk. Magnetic-field strengths and filling factors have been measured
only for the Sun and then only with extreme care. We have indicated how and when it is
feasible to estimate magnetic-field strengths for stars. There are now many examples for
which the large-scale magnetic morphologies of stars have been inferred with ZDI tech-
niques, but the small scale morphologies are matters of inference rather than measurement.
The following points summarize our main conclusions:

Magnetic-Field Complexity and Cancellation Two critical questions that should be
answered to understand any stellar magnetic-field measurement are (a) whether or not
oppositely oriented magnetic fields cancel as detected by the observing instrument, and
(b) whether or not the magnetic field has a complex structure across the surface of the star
or in a spatial-resolution element for ZDI measurements. High-resolution spectra, especially
in the infrared, but also in the optical for stars with very strong magnetic fields, measure the
component of the magnetic field along the line of sight without cancellation from Zeeman
broadening of absorption lines when the magnetic splitting is smaller than the intrinsic line
width or Zeeman splitting when the field strength is large enough to separate the Zeeman
pattern in wavelength compared to the intrinsic line width. On the other hand, all spectropo-
larimetric measurements include potential field cancellation. Except for the chemically pe-
culiar A and B stars, most stars have complex magnetic-field structures that are unresolved
by existing instruments. Therefore, most spectropolarimetric magnetic-field measurements
will not measure true magnetic-field strengths. Field cancellation will be especially impor-
tant for solar-like main sequence stars for which the Sun provides the test case of extreme
complexity, but many other types of stars likely also have complex magnetic fields.

Magnetic Field Terminology We reserve the vector quantity “magnetic-field strength”
for measurements in which the field is spatially resolved (or corrected for lack of resolu-
tion) without cancellation. We use the term “modulus” to refer to the peak magnetic-field
strength. For spectral measurements with no cancellation, BMOD refers to the “unsigned
magnetic-field modulus”, and for spectropolarimetric measurements in which there is field
cancellation, BNET refers to the “net magnetic-field modulus”. When observing spectral lines
that are Zeeman split, it is possible to separate out the corresponding “modulus” from the
filling factor.

What Can Be Learned from the Sun? As the only star that can be spatially resolved, the
Sun provides a unique test case for understanding the morphology and strength of a stellar
magnetic field and how different observing techniques provide very different measurements
of magnetic-field quantities. When observed as a star-like point source either in the light re-
flected by an asteroid or by co-adding all pixels in solar magnetograms, the net-longitudinal
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magnetic-field strength 〈Bz〉 is at most ±2 G at maximum activity and usually far less. By
contract, high-spatial resolution spectropolarimetry of magnetically sensitive infrared lines
with Zeeman splitting exceeding the line width reveals that the solar magnetic field is highly
filamentary with magnetic-field modulus values in the range 1300–1600 G, in equiparti-
tion with the photospheric gas pressure, and very small filling factors of about 4.5 %. The
magnetic energy of a 1600 G field covering 4.5 % of the solar surface is 1400 times larger
than the energy content of a 2 Gauss field covering 100 % of the surface. Spatial averaging,
even with subarcsecond-sized apertures, such as with the Solar Optical Telescope (SOT)
instrument on the HINODE satellite, require correction for unresolved-magnetic structures
to provide sensible estimates of the photospheric magnetic-field modulus and filling factor.
Since stars with convective zones like the Sun, likely also have highly complex magnetic-
field morphologies, one should expect that spectrophotometric observations will provide
net magnetic-field strengths far smaller than the magnetic-field modulus because of cancel-
lation in spatially unresolved observations. Only unpolarized spectra of magnetically split
lines offer the possibility of measuring the stellar magnetic-field modulus and filling factor
but without information on the magnetic-field morphology.

Pre-Main Sequence Stars Pre-main sequence stars have strong magnetic fields and small
areas where accretion from the circumstellar disk along magnetic field lines impact their
surface creating postshock hot gas observed as bright emission in the He I λ5876 and other
lines. For most CTTSs, the accretion shock is co-spatial with strong radial magnetic fields at
or near the magnetic poles and overlies dark starspots in the photosphere. The stellar mag-
netic field away from the accretion impact area can be approximated as a multipole with the
octopole component often stronger than the dipole. For some CTTSs, the toroidal compo-
nent of the field is comparable to, or even larger than, the poloidal component. As the higher
mass CTTSs evolve toward the main sequence, they develop radiative cores and complex
magnetic-field topologies leading to weaker magnetic dipoles and weaker interactions with
their circumstellar disk. This evolution leads to a weakening of the star-disk deceleration
torque and an increase in the stellar rotation rate as a result of the positive accretion torque
and the decrease in stellar radius with age. Herbig Ae/Be stars are the higher mass analogs
of the T Tauri stars with accretion from circumstellar disks and magnetic fields that are
mostly dipolar and often inclined by large angles from the rotation axis. HD 101412 has the
strongest net-longitudinal magnetic field (〈Bz〉 = 3.5 kG) yet measured for a Herbig Ae star.

Main-Sequence F–M Stars Main-sequence stars cooler than the Sun have complex mag-
netic fields with magnetic-field strengths and morphologies that depend systematically on
spectral type and rotation period. Zeeman-broadening measurements show a pattern of in-
creasing magnetic-field modulus, BMOD, with decreasing stellar mass, effective temperature,
and rotation period. Magnetic-field modulus values correlate with commonly used indicators
of magnetic heating and activity. For those stars in which Zeeman splitting is observed, the
magnetic-field modulus and filling factor can be far larger than for the Sun. For example, the
magnetic-field modulus and filling factor in the photosphere of the M3.5e star EV Lac were
measured to be BMOD = 3.8 ± 0.5 kG and f = 0.50 ± 0.13. The corresponding magnetic
energy per unit surface area is 50 times larger than for the Sun. Many M dwarf stars show
similarly large BMOD and f values. Most G–M dwarf stars have magnetic pressures close to
equipartition with their nonmagnetic photospheric gas pressures and have filling factors that
increase systematically with decreasing rotational period. ZDI provides information on the
large-scale magnetic-field morphology, but ZDI images likely represent only a small frac-
tion of the magnetic energy for these stars as a result of cancellation within each resolution
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element. Unlike the Sun, cooler and more rapidly rotating dwarf stars have strong azimuthal
fields that become stronger than poloidal fields for solar mass stars rotating faster than a
12-day period. Fully convective M dwarfs show a higher degree of magnetic field organi-
zation than higher mass stars as indicated by a lower degree of field cancellation. ZDI has
provided evidence for changes in the large-scale magnetic morphology and even reversals
in the poloidal magnetic field on yearly time scales. The very rapidly rotating K dwarf star
AB Dor shows a magnetic field with a high percent of nonpotential magnetic energy in the
photosphere and corona available for flaring.

Chemically Peculiar and Normal B-Type Stars Unlike cooler main sequence stars with
convective zones, the chemically peculiar A- and B-type stars show magnetic-field struc-
tures that are organized on large scales–usually dipole or coaligned dipole, quadrupole, and
octopole fields that are oriented at an angle with respect to the rotation axis. However, recent
ZDI maps of the He-strong star HD 37776 show a magnetic topology that is too complex to
be fit by a low-order multipole model. The three types of chemically peculiar stars, the mag-
netic Ap and Bp stars, metallic-line Am stars, and the HgMn stars, are often slow rotators
compared to chemically normal stars with the same effective temperature. The CP stars are
typically pre-main sequence stars or have just reached the main sequence with very strong
magnetic fields that vary in rotational phase with the chemical peculiarities. The strongest
magnetic-field modulus ever measured for a nondegenerate star is either for Babcock’s star,
BMOD = 34 kG, or for HD 37776, BMOD = 43–49 kG. Such strong magnetic fields control
the winds and elemental abundance stratification of these stars. The magnetic fields of these
stars are generally assumed to be primordial rather than dynamo generated and are strongest
for the more massive and fastest rotating stars in this class. Unlike the chemically peculiar
B-type stars, other B-type stars have either weak or undetected magnetic fields. Pulsating B
stars of the β Cep and SPB classes have 〈Bz〉 ≈ 400 G or less. Be stars also have weak or
undetected magnetic fields with 〈Bz〉 ≈ 100 G. The β Cephei star with the strongest longi-
tudinal magnetic field (V1449 Aql) appears to have an oblique rotator magnetic structure.

O Stars The hottest main sequence stars, spectral types O and early-B, are not expected
to have dynamo-generated magnetic fields because the stars do not have convective zones,
but they could have “fossil” fields left over from the primordial nebulae out of which these
stars recently formed or magnetic fields generated by strong tidal forces between binary
stars. Spectrophotometric observations have detected magnetic fields for about two dozen
O-type stars with net-longitudinal magnetic-field strengths generally less than 400 G. The
O9.7 V star HD 54879 may be unusual with a dipole strength of 2 kG, and ζ Oph is a
very rapidly rotating runaway star with a detected magnetic field. Some O-type stars show
indirect evidence for magnetic fields including very high ionization states in X-ray spectra
and very strong radio emission that can be explained by magnetic shocks in their massive
winds.

Post-Main Sequence Stars As stars evolve off the main sequence, they expand, rotate
more slowly, and, as a consequence, are expected to have weaker magnetic fields generated
by their αΩ dynamos. As stars progress up the red giant branch from subgiants to class-
III red giants to M supergiants, their magnetic-flux measurements show a sequence of de-
creasing magnetic flux consistent with this picture. Their magnetic fields are assumed to be
complex like their main-sequence predecessor stars, and poloidal or toroidal large-scale ge-
ometries have been detected in a few cases. Prominent exceptions to this decline in magnetic
fields with evolution up the red giant branch are those close binaries whose rapid rotation
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is enforced by tides leading to synchronized orbital and rotational periods. For the G or K-
type subgiant or giant RS CVn systems and the FK Com stars, rapid rotation rejuvenates
strong αΩ dynamos leading to kG magnetic-field moduli detected by Zeeman-broadening
techniques and toroidal magnetic-field morphologies detected by ZDI for the more rapidly
rotating stars. In one case, HD 199178, ZDI measurements have detected remarkably rapid
changes in the field morphology on a time scale of 4–6 weeks.
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Abstract Enormous progress has been made on observing stellar magnetism in stars from
the main sequence (particularly thanks to the MiMeS, MAGORI and BOB surveys) through
to compact objects. Recent data have thrown into sharper relief the vexed question of the
origin of stellar magnetic fields, which remains one of the main unanswered questions in
astrophysics. In this chapter we review recent work in this area of research. In particular,
we look at the fossil field hypothesis which links magnetism in compact stars to magnetism
in main sequence and pre-main sequence stars and we consider why its feasibility has now
been questioned particularly in the context of highly magnetic white dwarfs. We also review
the fossil versus dynamo debate in the context of neutron stars and the roles played by key
physical processes such as buoyancy, helicity, and superfluid turbulence, in the generation
and stability of neutron star fields.

Independent information on the internal magnetic field of neutron stars will come from
future gravitational wave detections. Coherent searches for the Crab pulsar with the Laser
Interferometer Gravitational Wave Observatory (LIGO) have already constrained its grav-
itational wave luminosity to be � 2 % of the observed spin-down luminosity, thus placing
a limit of � 1016 G on the internal field. Indirect spin-down limits inferred from recycled
pulsars also yield interesting gravitational-wave-related constraints. Thus we may be at the
dawn of a new era of exciting discoveries in compact star magnetism driven by the opening
of a new, non-electromagnetic observational window.

We also review recent advances in the theory and computation of magnetohydrodynamic
turbulence as it applies to stellar magnetism and dynamo theory. These advances offer in-
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sight into the action of stellar dynamos as well as processes which control the diffusive
magnetic flux transport in stars.

Keywords Magnetic fields · Main sequence stars · White dwarfs · Neutron stars

1 Introduction

It was Hale (1908), one of the greatest astrophysicist of the twentieth century, who built
the first spectroheliograph and used it to establish that sunspots are magnetic and grouped
in pairs of opposite polarities. Further pioneering work on solar magnetism conducted by
Hale and collaborators in (1919) revealed an East-West direction of polarity in the sunspots’
magnetic fields exhibiting a mirror symmetry with respect to the solar equator. Such polarity
was observed to undergo inversion according to the 11 years solar cycle. This is commonly
known as the “Hale-Nicholson law”.

The first detection of a magnetic field in a star other than our own Sun, 78 Vir, was
obtained in (1947) by Babcock. In (1958), Babcock published the first catalogue of magnetic
stars and in 1960 he discovered what is still today the most magnetic main sequence star
known, HD 215441 (∼ 3.4 × 104 G). This became known as “Babcock’s star”. Surface
fields discovered in more recent years that rival in strength that of Babcock’s star are those
of HD 154708 (∼ 2.45× 104 G; Hubrig et al. 2005), HD 137509 (∼ 2.9× 104 G; Mathys
1995; Kochukhov 2006) and HD 75049 (∼ 3× 104 G; Freyhammer et al. 2008; Elkin et al.
2010).

Following the detections of strong fields in main sequence stars, Blackett (1947) sug-
gested that if magnetic flux is conserved, some white dwarfs should exhibit magnetic fields
of up to 107 − 108 G. However, spectroscopic surveys aimed at detecting magnetic fields in
white dwarfs yielded negative results (Preston 1970). Kemp (1970) argued that electrons spi-
ralling in a magnetic field would emit linearly and circularly polarised radiation that should
be detectable in the continuum of strongly magnetic white dwarfs. A spectropolarimetric
survey of white dwarfs led to the discovery of strong circular polarisation in the continuum
of the white dwarf Grw+ 70◦8247 (Kemp et al. 1970).

Baade and Zwicky (1934) first suggested that some stars could be made up of neutrons
and that a supernova could be the result of a rapid transition of a normal star into a neutron
star. Baade (1942) and Minkowski (1942) found unusual emission arising from the central
parts of the Crab Nebula. Later on radio pulsations in this nebula were discovered by Staelin
and Reifenstein (1968). Such radio emission had been predicted by Shklovsky (1953) as
caused by relativistic electrons spiralling around magnetic field lines.

Woltjer (1964) first proposed that under magnetic flux conservation, if a star contracts to
the density expected in a neutron star, then the surface field strength could be amplified to
values of up to 1014–1016 G. The first pulsar, a highly magnetised rapidly spinning neutron
star (Pacini 1968), was discovered in 1967 by Jocelyn Bell (Hewish et al. 1968).

In this chapter we review progress made on the origin of magnetic fields in stars. The
origin of magnetic fields is still a major unresolved problem in astrophysics. The “fossil
field” hypothesis is often invoked to link magnetism in compact stars to magnetism on the
main sequence (see Sects. 3.1 and 4.1). In the fossil scenario, some fraction of the mag-
netic flux of the progenitor star is conserved during the collapse process, because the stellar
plasma is highly conducting and hence, by Faraday’s law, the magnetic field is ‘frozen in’ to
the fluid (Woltjer 1964; Ruderman 1972; Braithwaite and Spruit 2004a; Ferrario and Wick-
ramasinghe 2006a, 2007, 2008a). Under these circumstances, the field strength B scales
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with radius R of the star as B ∝ R−2. A main sequence B star with radius 5 R� and field
∼ 1,000 G compresses to give a neutron star with a field of ∼ 1014 G; a main sequence A
star with radius 1.6 R� and field ∼ 1,000 G compresses to give a magnetic white dwarf
with a field of ∼ 107 G. The fossil field scenario is indeed quite attractive and can explain
the existence of magnetic fields even in the strongest magnets in the universe, the so-called
“magnetars”. However, the feasibility of the fossil field hypothesis does have its problems
and has been recently questioned, in the context of highly magnetic white dwarfs, on the
basis of recent observational results related to their binarity (see Sect. 3.2). The fossil ver-
sus dynamo-generated fields debate for neutron stars is analysed in Sect. 4.1.1. Alternative
explanations for the origin of fields in stars are presented in Sects. 2, 3.2 and 4.2.

In this chapter we also review recent progress in magnetohydrodynamics (MHD) tur-
bulence theory and computation as it applies to stellar magnetism (see Sect. 5), which un-
derpins the operation of stellar dynamos, and controls diffusive magnetic flux transport in
stars.

2 Magnetism in Non-degenerate Stars

Magnetic fields in main sequence stars have been measured mainly via spectropolarime-
try. Different techniques measure different field properties, e.g., line-of-sight component,
volume-averaged field strength, or dipole moment. A thorough review on magnetic field
measurements of non-degenerate stars across the Hertzsprung–Russell diagram can be found
in this book in the chapter by Linsky and Schöller.

Direct measurements of magnetic fields in the chemically peculiar main sequence Ap
and Bp stars, which form about 10 % of stars in the 1.6–5 M� range, have revealed the
existence of strong (∼ 3× 102–3× 104 G) large scale fields (e.g. Aurière et al. 2007; Donati
and Landstreet 2009). Landstreet et al. (2007a) found that the majority of magnetic objects
have an average longitudinal field (line of sight component of the surface field) B > 0.25 kG
in every 1 M� mass bin between 2 M� and 9 M� (Bagnulo et al. 2006a; Landstreet et al.
2007a). The lack of fields below 300 G, value that corresponds to the strength at which
the magnetic field is in equipartition with the gas pressure in the stellar photosphere, is not a
detection threshold effect since Aurière et al. (2010) have set a 3σ upper limit of longitudinal
fields down to 1–10 G depending on stellar brightness. The absence of magnetic stars below
this cutoff has been referred to as “the Ap/Bp magnetic desert”. This indicates that Ap and
Bp stars are not simply the high field tail of a continuous field distribution. Landstreet et al.
(2008) also find that the field strengths seem to show some decline with stellar age but the
field incidence does not. Such large scale fields are observed throughout the main sequence
phase and, in more recent years, have also been observed in a small number of stars on the
red giant branch (Aurière et al. 2008).

The recent detections of sub-gauss fields in Vega (Lignières et al. 2009), and possibly
in the Am stars Sirius A (Petit et al. 2011) and β UMa and θ Leo (Blazère et al. 2014)
have unveiled a new class of magnetic stars which is at the 1 gauss end of the magnetic
desert, thus potentially suggesting a dichotomy between strong and ultra-weak magnetic
fields among intermediate-mass stars (Lignières et al. 2014). This intriguing observational
result has prompted Braithwaite and Cantiello (2013) to investigate the origin of these low
fields. They argued that such fields could be the remnants of fields already present or formed
during or immediately after the star formation stage. Hence, these fields would still be evolv-
ing on a timescale that is comparable to the age of the star. According to these studies, all in-
termediate and high mass stars lacking strong fields should display sub-gauss field strengths
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that would slowly decline over their main sequence lifetime. There has been some recent
effort to test this prediction by Wade et al. (2014a), Neiner et al. (2014b) and Neiner et al.
(2014a) but without any clear conclusion.

Alecian et al. (2008) conducted a spectropolarimetric study of Herbig Ae/Be (HAeBe)
objects (Herbig 1960). HAeBe stars are pre-main sequence stars of 2–15 M� which are still
embedded in their protostellar gas-dust envelope and exhibit emission lines in spectra of type
A/B. The observations of Alecian et al. (2008), Alecian et al. (2009), Hubrig et al. (2009)
and more recently Alecian et al. (2013a) and Hubrig et al. (2013) have revealed that about
7 % of HAeBe objects are magnetic. These studies have also found that they display large
scale dipolar fields of strength comparable to that of Ap and Bp stars, under the assumption
of conservation of magnetic flux. Interestingly, although some magnetic HAeBe stars are
in the totally radiative evolutionary phase while others have already developed convective
cores, they seem to share the same magnetic field strength and structure thus indicating that
the convective core is not responsible for generation or destruction of fields (Alecian et al.
2013b).

The Magnetism in Massive Stars (MiMeS, Wade et al. 2011) project, the MAGORI
(Hubrig et al. 2011; Schöller et al. 2011) project and the B fields in OB star (BOB) Col-
laboration (Hubrig et al. 2014) have conducted large surveys of bright and massive Galactic
stars of spectral types B and O. It is now clear that about 10 % of all stars with radiative
envelopes in the mass range 1.5–50 M� possess large scale mostly dipolar magnetic fields
(Grunhut and Wade 2013). Even more interestingly, the MiMes project has revealed that all
of the basic field characteristics do not vary significantly from the coolest spectral types F0
(∼ 1.5 M�) to the hottest spectral types O4 (∼ 50 M�) stars thus supporting a common for-
mative scenario over a very large range of stellar masses (Wade et al. 2014b). Furthermore,
the upper dipolar field limits placed on the undetected magnetic O stars sample studied by
the MiMeS collaboration are 40 G at 50 % confidence, and 130 G at 80 % confidence (Wade
and the MiMeS Collaboration 2014). This result seems to indicate that the field distribution
of massive stars may also have a magnetic desert, similar to that observed in intermediate-
mass stars. However, the recent work of Fossati et al. (2014), who detected weak longitu-
dinal fields of � 30 G in the early B-type main sequence stars β CMa and ε CMa, appears
to support a more continuous distribution of fields in massive stars. They also claim that
weak fields in massive stars could be more widespread than currently observed because of
the numerous observational biases associated with the detection of weak fields in massive
stars using current instrumentation and techniques.

The vexed question on the origin of fields in main sequence stars is still unanswered. The
two main hypothesis are the fossil field, according to which magnetism in stars is a relic
of the interstellar field from which the star was born (e.g. Borra et al. 1982; Moss 2001),
and dynamo action taking place in the rotating cores of main sequence stars. Both theories
are unable to explain why only a small subset of main sequence stars is magnetic, although
the fossil field theory does assume that differences such as initial density and magnetic
field strength in interstellar clouds could be responsible for this. However, it is peculiar
that observations have never revealed the presence of magnetism in both components of
a binary system. The BinaMIcS (Binarity and Magnetic Interactions in various classes of
Stars) project (Alecian et al. 2014; Neiner and Alecian 2013) is a collaborative endeavour
that has been recently setup to investigate the phenomenon of magnetism in close (orbital
periods shorter than 20 d) binary systems. The study of the magnetic properties of these
systems, at a detection limit of 150 G, will give us crucial information on the origin of fields
in magnetic main sequence stars which are well known to be rare in binaries (Carrier et al.
2002). Since the components of binaries share the same history, the study of the two stars
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will help us unravel the importance of their physical parameters and their studies should
enable us to distinguish effects caused by initial conditions at formation from those caused
later on by evolutionary processes. Preliminary studies of 314 massive stars in close binaries
have revealed the presence of fields in 6 systems yielding an incidence of magnetism of
� 2 % which is up to 5 times lower than what is observed in single stars. This confirms the
results of Carrier et al. (2002) which were based on a smaller sample of A-type stars.

In order to explain the rarity of short period binaries containing magnetic main sequence
stars and also the fact that magnetism is only present in a small percentage of single main
sequence stars, Ferrario et al. (2009) proposed that magnetic fields in main sequence stars
could form when two protostellar objects merge late on their approach to the main sequence
and when at least one of them has already acquired a radiative envelope. The N-body sim-
ulations of pre-main sequence evolution of Railton et al. (2014) have indicated that in high
initial cluster densities the number of collisions between stars is twice as high as that of
stars already on the main sequence. Furthermore, they find that massive stars generally form
through the merging of lower mass stars. Thus, the expectation is that the incidence of mag-
netism should increase with mass, which seems to be demonstrated by the observations of
Power et al. (2007) for a volume limited sample of A and B type stars withM ≤ 4 M�. Ob-
servations also seem to be in general agreement with the predictions of Ferrario et al. (2009)
that the Ap and Bp stars should have pre-main sequence progenitors with similar magnetic
field flux and structure.

Another merger scenario has been proposed by Tutukov and Fedorova (2010). They pro-
pose that the coalescence of the two components of a close binary system with masses in the
range 0.7–1.5 M�, which are expected to have convective envelopes and strong magnetic
fields, would be responsible for the formation of Ap and Bp stars with M � 3 M�. In this
picture, the magnetic Ap and Bp stars with radiative envelopes owe their strong magnetic
fields to progenitors with convective envelopes. Tutukov and Fedorova (2010) speculate that
systems such as the W UMa-type contact binaries could represent the precursory phase of
these merging events.

However all of these predictions are so far only of a very qualitative nature and need to
be supported by detailed quantitative calculations in the future.

3 Magnetic White Dwarfs

Magnetism in white dwarfs is revealed either through Zeeman splitting and circular po-
larisation of spectral lines or, at very high field strengths, as continuum polarisation. The
magnetic white dwarfs, which represent about 8–13 % of the total white dwarf population
(Liebert et al. 2003; Kawka et al. 2007) and exhibit polar field strengths of ∼ 103–109 G,
have been discovered mainly in optical sky surveys. At spectral resolutions of about 10 Å,
the Zeeman triplet in the lower members of the Balmer and Lyman series can be easily
recognised at fields of ∼ 106–107 G when the splitting in intensity spectra is smaller than
other broadening factors, such as pressure broadening. At higher spectral resolutions, it is
possible to detect fields down to ∼ 105 G. However, circular spectropolarimetry is a much
more sensitive observational technique that is used to measure even lower (< 105 G) fields,
since it can independently measure the σ+ and σ− oppositely polarised components of the
Zeeman split absorption features. On the other hand, due to the faintness of white dwarfs,
fields below∼ 3×104 G have only been recently detected. Spectropolarimetric observations
on the ESO VLT by Aznar Cuadrado et al. (2004), Jordan et al. (2007) revealed fields down
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to ∼ 103 G in about 10 % of the surveyed white dwarfs. Landstreet et al. (2012) have con-
firmed this finding by conducting a survey of objects randomly drawn from a list of nearby
cool (Teff � 14,000 K) WDs.

Observations seem to indicate that there is a paucity of white dwarfs with fields in the
intermediate field range 105–106 G (Kawka and Vennes 2012), reminiscent of the magnetic
desert of Ap and Bp stars. However, this finding has not been fully corroborated by observa-
tions and future surveys may find objects also in this field range. In this context we need to
stress that while magnetic fields in bright main sequence and pre main sequence stars have
been mainly found via circular polarisation observations, only a small percentage of mag-
netic white dwarfs has been discovered using this method. This non-systematic approach has
created, over the past 30 years, a sample of stars whose properties are difficult to investigate
since the observational biases are not fully understood and thus are difficult to remove.

Another interesting characteristic of strongly magnetic white dwarfs is that their mean
mass (0.85±0.04 M�) is higher than that of non-magnetic or weakly magnetic white dwarfs
(0.593± 0.002 M�, see the chapter on magnetic white dwarfs in this book). This indicate
that their progenitors are more massive than those of ordinary white dwarfs. Interestingly, the
observations of Vennes (1999) of the EUVE/Soft X-ray selected ultra-massive white dwarfs
(M > 1.2 M�) have found that ∼ 20 % of them are strongly magnetic. Thus it appears
that the incidence of magnetism in the high field group increases with white dwarf mass
and hence with progenitor mass, unless they result from a merger (e.g. EUVE J0317-853
Barstow et al. 1995; Ferrario et al. 1997).

3.1 Origin of Fields in Highly Magnetic White Dwarfs: The Fossil Hypothesis

According to the “strong” fossil field hypothesis, magnetic stars originate in gas clouds
whose fields are at the upper end of the field distribution observed in the interstellar medium
(10−6 and 10−4 G, Heiles 1997). One of the very first articles on star formation and flux
freezing is that of Mestel (1966). Briefly, in the simple model proposed by Tout et al. (2004),
a star of mass M that collapses from the interstellar medium entraps a magnetic flux Φ ∝
BISMM

2/3 Mx where BISM is the interstellar (primordial) field. The variations expected in the
interstellar magnetic field will determine the distribution of magnetic fluxes in the protostars.
The magnetic flux lines would freeze in the radiative upper layers of the emerging star that
will then evolve towards the main sequence. Assuming perfect magnetic flux conservation,
a contraction by a 107 factor could in principle create fields of the order of 108 G in a main
sequence star. However during the cloud’s collapse most of the initial magnetic flux would
be lost via ohmic dissipation or ambipolar diffusion, so that much lower fields than this
upper limit can be realised. The survival of significant large-scale magnetic flux through the
pre-main sequence evolution has been addressed by Moss (2003).

According to the “weak” fossil field hypothesis, stellar fields could just be the remnants
of those generated by the dynamos of active pre-main sequence stars or by late mergers
of protostars with at least one of the two having a radiative envelope (see Sect. 2 and Fer-
rario et al. 2009). The magnetic field flux would then be conserved during the subsequent
evolution from main sequence to the white dwarf stage.

Under the fossil field hypothesis, the magnetic Ap and Bp stars in the mass range
1.5–8 M� would be the progenitors of the highly magnetic white dwarfs (B ≥ 106 G). The
paucity of white dwarfs with fields in the range 105–106 G could be interpreted as being
related to the lower field cut off of Ap and Bp stars.

The main issue is whether magnetic fields can survive complex phases of evolution when
a star develops convective and radiative zones that contract and expand in size with time.
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Tout et al. (2004) point out that a dynamo-generated field in the convective regions of a
star is transient and has no large-scale component. A star can conserve its primordial fossil
field as long as this star possesses a radiative zone throughout its life, because the field
would be pumped out of any developing convective region into an adjacent radiative region.
The conclusions of Tout et al. (2004) is that a poloidal fossil field that is present in a main
sequence star can appear in the compact star phase with a similar field structure and with its
magnetic flux nearly conserved.

There have been many semi-analytical and numerical calculations that have addressed
the issues concerning the evolution of a magnetic field during the main sequence phase.
Braithwaite and Spruit (2004b) and Braithwaite and Nordlund (2006a) have shown that sta-
ble magnetic fields with roughly equal poloidal and toroidal field strengths can exist in the
radiative interior of a star and their exterior appearance would be that of a dipole with minor
contributions from higher multipoles (see also Mestel and Moss 2010). Interestingly, they
find that Ohmic dissipation diffuses the field outward over time so that the field strength at
the surface of the star increases while the field structure in the stellar interior would switch
from being mainly toroidal to poloidal. Hence they predict an increase in the surface field
strength with the age of the star. In order to test these theoretical findings, it is necessary to
study a sample of Ap and Bp stars with known age and fraction of the main sequence evolu-
tion completed. However, it is quite difficult to estimate age-related quantities for magnetic
stars (see Bagnulo et al. 2006b). The evolution of magnetic fields from the zero-age main
sequence (ZAMS) to the terminal-age main sequence (TAMS) has been investigated ob-
servationally by Bagnulo et al. (2006b) and Landstreet et al. (2007b) through the study of
Ap stars in clusters, since the age of a cluster can generally be established to better than
about ±0.2 dex. They find that magnetic fields exist at the ZAMS phase for stellar masses
2–5 M� when stars have fractional ages (that is, fraction of the main sequence evolution
completed) below about 0.05 and for fractional ages of less than about � 0.10 for masses up
to 9 M�. This is consistent with the existence of fields in the late pre-main sequence stars
Herbig AeBe (see Sect. 2). However, the study of Landstreet et al. (2007b) also reveals that
the evolutionary time of magnetic fields is less straightforward to interpret. For stars with
M � 3 M� they find that the field strength decreases on a timescale of about 2–3×107 yr, in
agreement with Kochukhov (2006). However it is not clear whether the magnetic flux really
decreases or whether it is the conservation of magnetic flux that causes the surface field to
decrease as the star expands. Interestingly, for stars withM � 3 M� they find no conclusive
evidence of field strength or magnetic flux reduction on a time scale of a few 108 yr.

Support for the fossil field hypothesis also comes from spectropolarimetric studies of fifty
red giants by Auriere et al. (2013). This work has revealed the existence of four magnetic
giants that have been identified as probable descendants of Ap/Bp stars.

Population synthesis calculations carried out by Wickramasinghe and Ferrario (2005)
have shown that starting with a distribution of magnetic fields on the main sequence, as
observed for the Ap and Bp stars and under the assumption of magnetic flux conservation,
the predicted magnetic field and mass distribution in white dwarfs are in general agreement
with observations, provided that a modified initial to final mass relation is employed for
magnetic white dwarfs (their “scenario A”). That is, in order to fit the mass distribution,
one needs to assume that mass loss mechanisms are partly inhibited by the presence of
strong fields. However, such models can at most yield an incidence of magnetism of ∼ 5 %
as compared to the observed ∼ 8–12 % (see also Kawka et al. 2007). Wickramasinghe and
Ferrario (2005) have shown that it is possible to achieve a better agreement with observations
if one assumes that in addition to the actually observed fields in Ap and Bp stars, about 40 %
of stars more massive than 4.5 M� (early B-type stars) have fields of 10–100 G and evolve
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Fig. 1 Population synthesis
calculations of Wickramasinghe
and Ferrario (2005) (their
scenario B) for the field
distributions of magnetic white
dwarfs based on the fossil field
hypothesis compared with
observations

into high fields magnetic white dwarfs (see Fig. 1). This is their “scenario B” which would
only be viable if magnetic B-type stars do not have a “magnetic desert”, which seems to be,
albeit not conclusively, supported by the work of Fossati et al. (2014).

Larger and more sensitive spectropolarimetric surveys of white dwarfs may confirm the
classification of white dwarfs within either the very low (� 104 G) or the very high field
group (� 106 G), hence forming a bimodal field distribution. This would point to two dif-
ferent channels for field formation. It is interesting to note that the weak magnetic fields
which have recently been detected in Vega and Sirius (Lignières et al. 2009; Petit et al.
2011), would scale up to a surface field of a few ∼ 104 G at the white dwarf stage under
magnetic flux conservation. Such weakly magnetised white dwarfs would belong to the low
field component of the bimodal white dwarf field distribution.

3.2 Origin of Fields in Highly Magnetic White Dwarfs: The Stellar Merger
Hypothesis

We have plotted in Fig. 2 the ratio of poloidal magnetic flux to mass of the highest field
magnetic white dwarfs and of the most magnetic main sequence stars. This diagram shows
that the two groups of stars share similar characteristics indicating that their magnetic fields
may have a common origin. However, the possible evolutionary link between the two pop-
ulations, and thus the viability of the fossil field hypothesis, has been questioned by Tout
et al. (2008) and Wickramasinghe et al. (2014). The main argument hinges on the fact, first
highlighted by Liebert et al. (2005), that there is not a single example of a high field mag-
netic white dwarf (B � a few 106 G) with a non-degenerate companion star (generally an
M dwarf, but see Ferrario 2012) in a non-interacting binary. Further searches on a much
larger sample of objects conducted by Liebert et al. (2015) have confirmed the hypothesis
that magnetic field in white dwarfs and binarity (with M or K dwarfs) are independent at a
9 σ level. However, we cannot invoke some as yet unknown physical mechanism that could
inhibit the formation of a strong magnetic field in a white dwarf when a companion star
is present, because such a mechanism would also prevent the formation of Magnetic Cat-
aclysmic Variables (MCVs) which are interacting binaries consisting of a magnetic white
dwarfs with a low-mass red dwarf companion. This curious lack of detached white dwarf—
non-degenerate star systems indicates that there are no known progenitors of MCVs (for
more details see also the chapter on magnetic white dwarfs in this book).

An merger scenario for the generation of fields has also been proposed by Nordhaus et al.
(2011). Here a low-mass star would be tidally disrupted by its proto-white dwarf compan-
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Fig. 2 The ratio of magnetic
flux to mass φp/M for the most
magnetic main sequence stars
(squares) and white dwarfs
(circles) (Wickramasinghe et al.
2014)

ion during common envelope evolution to form an accretion disc. In this disc seed fields
would be amplified through turbulence and shear and then advected on to the object that
will become an isolated highly magnetic white dwarf. García-Berro et al. (2012) conducted
three-dimensional hydrodynamic simulations of merging double degenerates and argued
that a hot and differentially rotating convective corona would form around the more mas-
sive star. Their population synthesis calculations of double degenerate mergers are in gen-
eral agreement with observations. Similar population synthesis calculations conducted for a
wide range of merging astrophysical objects have also been carried out by Bogomazov and
Tutukov (2009).

Following the work of Tout et al. (2008), Wickramasinghe et al. (2014) proposed that
the fields are generated by an Ω dynamo within the common envelope of a binary system
where a weak seed poloidal field would wind up by differential rotation. The closer the cores
of the two stars are drawn before the envelope is ejected, the stronger the final field of the
star emerging from common envelope will be. Therefore the strongest fields occur when the
two stars merge, forming an isolated highly magnetic white dwarf. If the two stars do not
coalesce but emerge from the common envelope when they are about to transfer mass, they
become the MCVs (Tout et al. 2008).

Observations indicate that highly magnetic stars are typified by (see Fig. 2)

10−8.5 <
Φp/M

G cm2 g−1
< 10−6.5, (1)

where Φp = R2Bp is poloidal magnetic flux and M and R are the total mass and radius of
the star respectively.

If the dynamo mechanism generates a magnetic field from differential rotation ΔΩ , then
we have

0≤ΔΩ ≤Ωcrit = 1

τdyn
=
√
GM

R3
. (2)

Toroidal and poloidal fields are unstable on their own (Braithwaite 2009). The process
that gives rise to the decay of toroidal field leads to the generation of poloidal field with one
component stabilising the other and thus limiting field growth until a stable configuration
is reached. The results of Fig. 2 have been interpreted by Wickramasinghe et al. (2014) as
follows. If Ep , Eφ and E = Ep + Eφ are the poloidal, toroidal and total magnetic ener-
gies respectively and η=E/U , ηp =Ep/U and ηφ =Eφ/U are, respectively, the ratios of
poloidal and toroidal magnetic to thermal energy U , then by scaling to the observed maxi-
mum poloidal flux, Wickramasinghe et al. (2014) find that
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Fig. 3 The evolution of the
magnetic field components Bp
and Bφ (ζ =√η≈ B) following
a stellar merger which produces a
differential rotation equal to the
break up spin of the merged
object. The decay of differential
rotation ΔΩ follows the right
hand axis while the fields follow
the left hand axis. Toroidal field
decays unless ηp > aη2 and this
determines the final ratio of
toroidal to poloidal field
(Wickramasinghe et al. 2014)

ηp = 10−8

λ

(
Φ̂p

10−6.5 G cm2 g−1

)2

, (3)

where Φ̂p is the ratio of magnetic flux to stellar mass. The observational data in Fig. 2 show
that the maximum ηp is independent of the mass and type of star. In non-rotating stars, a
stable poloidal-toroidal configuration must satisfy (Braithwaite 2009)

aη2 < ηp < 0.8η, (4)

where a ≈ 1 is a buoyancy factor for main sequence stars. The left hand side inequality is
caused by the stabilising effect of a poloidal field on the Taylor instability in purely toroidal
fields. A lower limit to the poloidal field is determined by the relative importance of mag-
netic to gravitational–thermal energy through buoyancy effects. The upper limit is due to the
stability of poloidal fields which requires they be not significantly larger than the toroidal
field. Braithwaite (2009) argued that the same inequalities are also likely to hold for stable
fields in rotating stars.

Figure 3, where ζ = √η ∝ B , shows how Bp and Bφ evolve as ΔΩ decreases from
its maximum at ΔΩ =Ωcrit. Their single model parameter is chosen to give the observed
maximum ηp ≈ 10−8, so that ζp ≈ 10−4. Toroidal field is initially generated by the winding
up of the seed poloidal field through differential rotation. As soon as the toroidal field is large
enough, the poloidal field starts to grow. As long as the differential rotation is sufficiently
large, the toroidal field continues to grow up to a maximum value. Then it decreases until it
reaches equilibrium with the poloidal field and aη2 = ηp . The magnetic torque extinguishes
ΔΩ to yield a final object that rotates as a solid body. Wickramasinghe et al. (2014) find
that the dynamical timescale for a 2 M� star is of the order of 40 min so this evolution is
completed in about 3.7 yr which is a lot smaller than the corresponding Kelvin-Helmholtz
timescale (2.3× 106 yr for a 2 M� star). The conclusion of Wickramasinghe et al. (2014)
is that the final poloidal field is stable and proportional to the initial quantity of differential
rotation, but is independent of the size of small initial seed field and.

More sophisticated α–Ω dynamo models are described in Nordhaus et al. (2007), al-
though these calculations are aimed at understanding the different problem related to the
shaping mechanisms in planetary nebulae.
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Fig. 4 Theoretical mass
distribution of magnetic white
dwarfs for α = 0.1. The
contributions are separated
according to their pre-CE
progenitors. AGB = Asymptotic
Giant Branch; MS = Main
Sequence; RGB = Red Giant
Branch; CS = Convective Star
and WD = White Dwarf. Other
paths also contribute but are less
important than those shown. The
Galactic disc age is chosen to be
9.5 Gyr

In any case, the work of Nordhaus et al. (2011) highlights that for the dynamo mech-
anism of Wickramasinghe et al. (2014) to be viable, the transport of a strong field gener-
ated in the envelope to the proto-white dwarf’s surface would require a diffusion coefficient
≥ 1021–1022 g cm−3 which is unphysical. Hence Nordhaus et al. (2011) propose an alter-
native scenario whereby a companion star, of sufficiently low mass to avoid a premature
ejection of the envelope, would be tidally destroyed by the gravitational field of the primary
star and would form a disc extending all the way to the surface of the proto-white dwarf.
Accretion would then transport the strong fields that are formed in the disc towards the
proto-white dwarf where they would become anchored to its surface.

The population synthesis calculations carried out by Briggs et al. (2015) have given fur-
ther support to the stellar merging hypothesis for the origin of fields in the highly magnetic
white dwarfs. Briggs et al. (2015) find that the mass distribution and the fraction of stars
that merge during a common envelope phase are in good agreement with the observations of
magnetic white dwarfs for a wide range of common envelope efficiency parameter α. Fig-
ure 4 shows the contributions from the various merging pre-common envelope progenitor
pairs for α = 0.1. They find a theoretical incidence of magnetism among white dwarfs, for
α = 0.1–0.3, of about 13–19 %, which is consistent with observational results (e.g. Kawka
et al. 2007).

For the sake of completeness, we remark that similar population synthesis calculations,
but related to the viability of the core-degenerate scenario for Type Ia supernovae, have been
conducted by Ilkov and Soker (2013) (and references therein).

Finally, we would like to bring the attention of the reader to the calculations of Duez et al.
(2010a, 2010b), Duez and Mathis (2010) (and references therein) on the stability of non-
force-free magnetic equilibria in radiative stellar regions (cores of Sun-like stars, envelopes
of intermediate and high mass stars, and compact stars). Through the use of semi-analytic
techniques they constructed and tested an axisymmetric non-force-free magnetostatic equi-
librium. Their numerical calculations recovered the instabilities which are characteristic to
purely poloidal and toroidal magnetic fields and proved computationally, and for the first
time, that only a mixed configuration is stable under all types of perturbations. Their impor-
tant results can be applied to describe the magnetic equilibrium topology in stellar radiative
regions (instead of choosing the initial field configuration arbitrarily) and to provide initial
conditions for magneto-rotational transport in state-of-the-art stellar evolution codes (e.g.,
see the models of Maeder and Meynet 2014, for giants and supergiant stars). More general
applications of these results to multi-dimensional magnetohydrodynamic computations are
also envisaged.
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4 Neutron stars

Magnetic fields of neutron stars at birth are estimated to be in the range ∼ 1011–1015 G.
However, measurements of the birth magnetic fields of neutron stars are always indirect.
Sometimes the field or its dipole moment is measured today, e.g., from neutron star spin-
down or Zeeman spectropolarimetry of suitable progenitors, and then extrapolated back-
wards or forwards in time respectively in the context of an evolutionary model. Otherwise,
the birth field is inferred indirectly from some relic of the birth event, e.g., calorimetry of the
supernova remnant. If the internal magnetic field evolves slowly, so that its strength today
approximately equals its strength at birth, then gravitational wave upper limits also provide
constraints. We discuss each of these approaches briefly below. More information can be
found in other chapters in this volume.

Population synthesis models have a long history of being used to infer the birth fields
of neutron stars (Gunn and Ostriker 1970; Hartman et al. 1997; Faucher-Giguère and Kaspi
2006; Kiel et al. 2008). Radio timing measurements of the spins, fields, and radio luminosi-
ties of the current neutron star population are combined with prescriptions for binary evo-
lution, source kinematics in the Galactic gravitational potential, radio emission properties
(e.g., beaming), supernova kicks, and observational selection effects to constrain the spin
and field distributions at birth. Population synthesis models have benefited recently from the
discovery of many new radio pulsars, both isolated and recycled, in large-sale radio multi-
beam surveys (Manchester et al. 2001; Morris et al. 2002; Kramer et al. 2003; Faulkner
et al. 2004; Hobbs et al. 2004), an updated Galactic electron density map (Cordes and Lazio
2002), and proper motions from very-long-baseline interferometry. The results are that the
birth spins are inferred to be normally distributed, with average birth period 〈P0〉 = 0.30 s
and standard deviation σP0 = 0.15 s, while the birth fields B0 are log-normally distributed,
with 〈logB0〉 = 12.65 and σlogB0 = 0.55 (B0 in gauss) (Faucher-Giguère and Kaspi 2006;
Kiel et al. 2008). The latter studies find no evidence for magnetic field decay over � 0.1 Gyr,
assuming that the radio luminosity scales roughly as the square root of the spin-down lumi-
nosity. The no-decay conclusion sits in partial tension with the inference of field decay over
∼ 104 yr in a different sub-population of neutron stars, e.g., the magnetars and the thermal
X-ray sources (Pons et al. 2012). Faucher-Giguère and Kaspi (2006) also find no evidence
for bimodality in the distributions of P0 and space velocity.

The energetics of the birth event, which are related to B0 and P0, leave their imprint on
the supernova remnant. From X-ray measurements of the remnant’s radius, temperature, and
emission measure, one can infer the total blast energy assuming Sedov expansion (Reynolds
and Chevalier 1981; Reynolds 2008). The blast wave is powered by the core-collapse event,
which depends weakly on B0 and P0, and the relativistic wind emitted by the newly born
pulsar, whose luminosity scales ∝ B2

0P
−4
0 . Drawing on X-ray Multi-Mirror Mission New-

ton (XMM-Newton) data, Vink and Kuiper (2006) showed that the pulsar wind played an
insignificant role powering the blast wave in two anomalous X-ray pulsars (AXPs) and one
soft-gamma-ray repeater (SGR), implying P0 � 5 ms and hence no significant protoneu-
tron star dynamo in these three objects at least. Steep density gradients in the interstellar
medium can modify this conclusion, especially if the gradient correlates with the interstellar
magnetic field (Vigelius et al. 2007).

Gravitational wave upper limits and future detections furnish independent information on
the internal magnetic field of a neutron star. At the time of writing, coherent searches for the
Crab pulsar with the Laser Interferometer Gravitational Wave Observatory (LIGO) constrain
its gravitational wave luminosity to be � 2 % of the observed spin-down luminosity, thereby
limiting the internal field to B0 � 1016 G (Abbott et al. 2010; Aasi et al. 2014). An analogous
result has been obtained for the Vela pulsar (Abadie et al. 2011; Aasi et al. 2014).
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The gravitational wave strain scales as the square of the spin frequency, so the best con-
straints come from rapid rotators. Two classes of object are especially interesting in this
regard. First, the large deformation of a newly born, fast-spinning (P0 ∼ 1 ms) magnetar
caused by a super-strong internal magnetic field (> 1016 G) radiates powerful gravitational
waves, which should be detectable with Advanced-LIGO-class detectors up to the distance
of the Virgo cluster (Stella et al. 2005; Dall’Osso and Stella 2007; Dall’Osso et al. 2009;
Mastrano et al. 2011; Melatos and Priymak 2014). A future gravitational-wave detection of
a millisecond magnetar would provide a direct measurement of B0, if the distance is known
(e.g., from a counterpart whose redshift is measured electromagnetically). Second, recycled
millisecond pulsars have low external magnetic dipole moments, but their internal fields
may be much stronger, if the external dipole is reduced by accretion-driven diamagnetic
screening (Payne and Melatos 2004), which leaves the birth field in the interior untouched.
Combining this scenario with rapid rotation and tight electromagnetic spin-down limits (el-
lipticity ε � 10−8 in some cases), recycled millisecond pulsars already yield some of the
best constraints on the internal B0 by any method, ruling out B0 � 1013 G in some objects
(Mastrano and Melatos 2012), depending on the poloidal-toroidal flux ratio and whether the
core is superconducting or not.

The above conclusions change, if the internal field evolves significantly in ordinary pul-
sars (as opposed to magnetars), cf. Faucher-Giguère and Kaspi (2006). Radio pulse evolu-
tion over long time-scales may be a signature of magnetic polar wandering or plate tectonics,
where the field wanders inside the star (Macy 1974; Ruderman 1991; Melatos 2012). The
recent discovery of changes in the flux ratio (0.1 per century) and component separation
(0.6 degrees per century) of the Crab’s radio pulses (Lyne et al. 2013) is noteworthy in
this regard, although other explanations like radiative precession are also possible (Melatos
2000; Barsukov et al. 2013, 2014). Stairs et al. (2000) discovered switching between two
discrete magnetospheric states (and hence two pulse shapes and spin-down rates) in PSR
B1828-11.

The central, enduring debate regarding the origin of neutron star magnetic fields revolves,
as it does in magnetic white dwarfs (see Sect. 3), around whether the field is a fossilised relic
of the progenitor’s field or is generated afresh by dynamo action in the protoneutron star in
the first ∼ 10 s after core collapse. Below, we summarise briefly the pros and cons of each
scenario, drawing heavily on an excellent review by Spruit (2009). The reader is directed to
the latter reference for more discussion.

4.1 Origin of Fields in Neutron Stars: The Fossil Hypothesis

Although the surface magnetic fields in pre-main sequence stars, Ap/Bp, OB stars, magnetic
white dwarfs and neutron stars cover a wide range of magnetic field strength values (from
a few 102 to 1015 Gauss), the magnetic fluxes near the upper limit of the observed field
ranges are all a few 1027 G cm2. We show in Fig. 5 the magnetic fluxes of the most magnetic
compact stars and non-degenerate stars with radiative envelopes. This finding has been used
in support of the fossil field hypothesis for the origin of fields.

The fossil field hypothesis for the origin of fields in neutron stars was first proposed
by Woltjer (1964). Ruderman (1972) also remarked that the similarity of magnetic fluxes
in magnetic white dwarfs and neutron stars could be explained through flux conservation
during the evolution from main sequence to compact star stage.

Ferrario and Wickramasinghe (2006b) have investigated the effects of the fossil field hy-
pothesis for the origin of magnetic fields in neutron stars by carrying out population synthe-
sis calculations for different assumptions on the distribution of the magnetic flux of massive
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Fig. 5 The magnetic flux φp for
the most magnetic main sequence
stars (squares), white dwarfs
(circles), high field radio pulsars
(triangles) and magnetars (stars)

Fig. 6 Predicted magnetic field
distribution of massive stars
(8–45 M�), according to the
population synthesis modelling
of Ferrario and Wickramasinghe
(2006b) under the assumption of
fossil fields and magnetic flux
conservation

(≥ 8 M�) main sequence stars and on the dependence of the initial birth period of neutron
stars. They used the observed properties of the population of isolated radio pulsars in the
1374 MHz Parkes Multi-Beam Survey (Manchester et al. 2001) to constrain model param-
eters. These were then used to deduce the required magnetic properties of their progenitor
stars. Their conclusion is that the fossil field hypothesis, which does not allow for magnetic
flux loss in the post-main sequence evolution, requires a very specific distribution of mag-
netic fields for massive main sequence stars as shown in Fig. 6 for an assumed dipolar field
structure. In this picture the field distribution in massive stars would be continuous and all
massive stars would be magnetic. This distribution is predicted to have a peak near 46 G
with low- and high-field wings covering a field range from 1 to 104 G. About 8 per cent of
main sequence stars would require to have fields in excess of 103 G and these would the
progenitors of the highest-field neutron stars. This main sequence distribution of B0–O type
stars is an observable quantity and thus a prediction of the fossil field model.

Further population synthesis calculations of the observed properties of magnetars were
carried out by Ferrario and Wickramasinghe (2008b) under the assumption that magnetars
originate from main sequence stars that are much more massive than those giving rise to nor-
mal radio pulsars. These studies were prompted by (i) the observation that most magnetars
have been linked to progenitors in the mass range ∼ 20–45 M� (Gaensler et al. 2005; Muno
et al. 2006) and (ii) the discovery of strong fields in massive O-type stars (see Sect. 2). Thus
fossil magnetic fluxes similar to those observed in the magnetars may already be present in
stellar cores prior to their collapse to neutron star and would explain the presence of fields
of up to ∼ 1015 G in magnetars. According to Ferrario and Wickramasinghe (2008b), the
anomalous X-ray emission of magnetars would be caused by the decay of the toroidal field
that does not contribute to the spin down of the neutron star. Ferrario and Wickramasinghe
(2008b) predict a number of active magnetars (see Fig. 7) that is consistent with the num-
ber of sources detected by ROSAT and a Galactic birth rate compatible to that inferred by
Kouveliotou et al. (1998).
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Fig. 7 Filled squares: observed
magnetars; filled circles:
magnetars as derived from the
modelling of Ferrario and
Wickramasinghe (2008b). The
solid line is an empirically
determined boundary
(a “magnetar death line”) given
by log(Ṗ )= 8.4 log(P )− 20
(Zhang 2003)

Since stars of spectral types B0 to O are the progenitors of neutron stars, it remains to be
seen whether there is a sufficiently large range of magnetic fluxes in these stars to explain
the entire range of magnetic fluxes in neutron stars. So far, observations of magnetism in
massive stars by the MiMeS, MAGORI and BOB collaborations have led to the discovery
of a large number of new objects. The paper by Petit et al. (2013) lists the physical, rotational
and magnetic properties of about 60 highly magnetic massive OB stars. Most of the detected
fields are in the > 103 G regime with masses > 8 M� and radii > 5 R�. Under magnetic
flux conservation, they would be the progenitors of the highest magnetic field neutron stars
(> 1013 G).

4.1.1 Problems with the Fossil Hypothesis

Taken at face value, the fossil field arguments seem to be reasonable. Certainly, there is no
trouble accounting for the magnetar end of the distribution, since typical surface fields mea-
sured in Ap and Bp stars compress to give fields � 1013 G in neutron stars. If anything, there
is a problem at the lower end, where it is hard to produce neutron stars with B ∼ 1010–1011 G
without some other accretion-related physics. In fact, a main sequence star with a surface
field B ∼ 300 G and a radius R ∼ 2 R� compresses to give B ∼ 6× 1012 G. There are three
problems with the fossil picture. First, the innermost ∼ 1.4 M� of the progenitor, which
collapses to form a neutron star, occupies ∼ 2 % of the progenitor’s cross-subsectional area,
reducing the maximum compressed field to B ∼ 1014 G. One can raise the limit somewhat, if
the progenitor’s field is centrally concentrated, but the three-dimensional MHD simulations
of Braithwaite and Nordlund (2006b) (which assume polytropic, spherically symmetric den-
sity and temperature profiles and neglect core convection) do not predict much central con-
centration. Second, the magnetar birth rate is comparable to the ordinary neutron star birth
rate (Keane and Kramer 2008; Woods 2008), yet, as already mentioned in Sect. 4.1, there
may be too few known progenitors with B0 � 10 kG to create magnetars in the numbers ob-
served. Furthermore, the relatively low incidence of intermediate-strength fields (10–100 G)
(Wade and the MiMeS Collaboration 2014) may also represent a problem for the fossil field
hypothesis, unless future, more sensitive spectropolarimetric surveys of massive stars dis-
cover that intermediate fields (e.g., see Fossati et al. 2014) are indeed much more common
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than current observations show. Third, the core of the progenitor couples magnetically to
the giant envelope. The coupling is ‘frictional’—the field lines are disrupted into a tangle by
instabilities as they shear, behaving like a turbulent magnetic viscosity rather than ‘bungee
cords’—but it is strong nonetheless at high fields, scaling as B2

0 . Consequently, the core de-
celerates too much to explain the distribution of neutron star spin periods observed today.
However, note that this is a problem for any neutron star with a magnetised progenitor, even
if the neutron star’s field is generated ultimately in a dynamo; it is not an argument against
fossil fields specifically. Indeed, a protoneutron star dynamo may never take root, if the pro-
genitor core rotates too slowly. Core-envelope coupling has stimulated the suggestion that
neutron star spins are imparted by the birth kick during supernova core collapse (Spruit and
Phinney 1998). Alignment is therefore expected between the spin axis and proper motion,
for which some evidence exists in X-ray images of supernova remnants and pulsar radio
polarimetry (Wang et al. 2006).

4.2 Origin of Fields in Neutron Stars: Dynamo Generated Fields

In this model, the seed field is amplified by a dynamo in the proto-neutron star (Ruder-
man and Sutherland 1973; Duncan and Thompson 1992; Thompson and Duncan 1993; Bo-
nanno et al. 2005). There are two main kinds of protoneutron star dynamos: those driven
by convection and those driven by differential rotation. Convection-driven dynamos were
first analysed in the neutron star context by Thompson and Duncan (1993). A thermal lu-
minosity L is transported outwards through the star by turbulent convection with charac-
teristic eddy velocity V ≈ (L/4πR2ρ)1/3, where ρ is the mean stellar density, and this
generates a magnetic field of strength BPNS ≈ (4πρV 2)1/2, if the mechanical and mag-
netic stresses are in equipartition. For a typical photon luminosity, we obtain BPNS ≈ 109 G
(L/1038 erg s−1)1/3(R/108 cm)7/6. For a typical neutrino luminosity, BPNS is ∼ 102 times
higher (L ∼ 1044 erg s−1). When the protoneutron star collapses from R = 108 cm to 106

cm, the field is compresses further by flux conservation to give B ≈ 104BPNS.
A convective dynamo faces several obstacles to explain all neutron star magnetic fields,

although it may certainly explain a subset. The most serious obstacle is the assumption of
equipartition. Numerical simulations reveal time and again that self-sustaining dynamos do
not reach equipartition (e.g., Cook et al. 2003) because then the magnetic stresses would
paradoxically self-quench the driving shear. In a variety of contexts, and for various numer-
ical set-ups, the magnetic stresses saturate at � 5 % of the mechanical stresses (Cook et al.
2003; Braithwaite 2006). These theoretical results are consistent with observations of the
Sun, whose dipole amounts to ≈ 0.3 % of equipartition (Charbonneau 2014). A second ob-
stacle arises when stratification quenches convection ∼ 10 s after the dynamo begins. Does
the field retreat or leave behind a permanent dipole moment? The danger here is that pockets
(‘domains’) of tilted polarity are left behind, if the convective eddies turn over faster than
they are quenched, producing a dipole moment lower than one inferred in magnetars (e.g.,
from spin down Kouveliotou et al. 1998), even if the higher-order multipoles are substantial.
The consequences for magnetic structure of forming convective pockets (which ‘insulate’)
and radiative pockets (which ‘conduct’) has been explored by Tout et al. (2004).

A second type of dynamo is driven by differential rotation. It is sometimes presumed
that a sheared, magnetised fluid develops a toroidal field component Bφ , which reacts back
to shut off the shear completely. In practice, the back reaction can only ever be partial in a
continuously driven system; if the fluid velocity gradient were to vanish momentarily, Bφ
generation would cease, and the gradient would eventually reassert itself in response to the
driver (Spruit 2009). Microphysically, quenching is avoided because toroidal wind-up is lim-
ited to Bφ � 10Bp by instabilities, where Bp is the poloidal field component (Spruit 2009).
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Hence it is necessary to grow Bφ and Bp together in a differentially driven dynamo. The
dynamo loop can be closed by Tayler (Braithwaite 2006) or magneto-rotational (Moiseenko
et al. 2006) instabilities, for example. The growth window is open for ∼ 10 s, before the star
stratifies stably, and lasts for a time ≈ R/vA or (ΔΩ)−1 in the latter scenarios respectively,
where vA is the Alfvén speed and ΔΩ is the angular velocity shear. Differential rotation can
also be driven by stellar mergers; the reader is referred to Sect. 3.2 and Wickramasinghe et
al. (2014) for details.

Braithwaite (2006) showed that a shear-driven dynamo can even persist in a stably strati-
fied star. Fluid is displaced parallel to equipotential surfaces in the Tayler instability. Hence,
the condition for dynamo operation reduces to requiring that the maximum hydromagnetic
mode wavelength allowed by buoyancy exceeds the minimum wavelength set by ohmic
dissipation—a condition which is easily satisfied in a highly conducting neutron star. Braith-
waite (2006) showed explicitly through simulations that a Tayler dynamo is indeed self-
sustaining in the presence of strong stratification and that it saturates with Bφ ∼ 5Bp and
B2
φ/8π ≈ 10−2ρV 2, i.e., at 1 % of equipartition. However, Zahn et al. (2007) have strongly

contested this result, finding that the Tayler instability cannot sustain a dynamo even at high
magnetic Reynolds number.

A mean-field variant of the shear-driven dynamo was analysed in the neutron star context
by Mastrano and Melatos (2011). In a mean-field dynamo, the turbulent electromotive force
〈v × B〉 in Faraday’s law is the sum of two terms: the ‘α’ term proportional to B, which
arises from turbulent vorticity, and the so-called ‘Ω × J’ term, which is proportional to
ηij (∇ × B)j and arises from off-diagonal entries in the resistivity tensor ηij (Moffatt 1978;
Biskamp 1997). A natural seat for a mean-field dynamo is a tachocline, where the angular
velocity jumps sharply (Ott et al. 2006; Burrows et al. 2007); in a protoneutron star, this
may occur at the boundary between the convection and neutron finger zones (Bonanno et al.
2003, 2005). Mastrano and Melatos (2012) proved that a tachocline mean-field dynamo
operates self-sustainingly in a protoneutron star, if ηij is anisotropic and the jumps in ‘α’
(vorticity) and angular velocity are coincident, and also (less realistically) if ηij is isotropic
but the jumps are displaced.

4.2.1 Generation Physics

The ultimate fate of a dynamo-generated magnetic field depends on buoyancy—does the
field float out of the star or remain anchored in the core?—and helicity—does the field
maintain its large-scale integrity against the action of hydromagnetic instabilities, or is it
shredded?

Buoyancy exists in a neutron star because, in β equilibrium, the ratio of charged to neutral
species densities increases with depth (Reisenegger and Goldreich 1992). Magnetic flux
tubes (‘light fluid’) rise to the surface if the Alfvén speed satisfies vA �HN , whereH is the
hydrostatic scale height, and N is the Brunt-Väisälä frequency (Reisenegger and Goldreich
1992; Spruit 2009). The field rises most easily when the protoneutron star is young and
neutrinos help to lower N to � 10 rad s−1. By contrast, in a normal neutron star, theory
predicts N � 102 rad s−1 (Reisenegger and Goldreich 1992). In this way, magnetic loops
inside the star penetrate the surface and add up to form a permanent dipole moment, as
long as their footpoints remain anchored in the cooling crust or core and do not float away
entirely.

Assuming that the field does remain anchored, is it stable? Many analyses have shown
that a purely poloidal magnetic field in a highly conducting plasma is always unstable
(Markey and Tayler 1973; Wright 1973; Flowers and Ruderman 1977). If we regard the
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star’s eastern and western hemispheres as two bar magnets, it is energetically favourable for
the magnets to flip and counteralign, destroying the dipole moment (Flowers and Ruderman
1977; Marchant et al. 2011); in practice, the instability proceeds by forming Rayleigh-Taylor
‘mushrooms’ in the toroidal direction. Similarly, a purely toroidal magnetic field is always
unstable (Tayler 1973; Akgün et al. 2013). However, linked poloidal-toroidal fields appear
to be stable under a range of conditions, both in analytic calculations (Prendergast 1956;
Tayler 1973; Akgün et al. 2013) and numerical simulations (Braithwaite and Spruit 2004a;
Braithwaite and Nordlund 2006b; Braithwaite 2009).

Linked poloidal-toroidal fields are stabilised, because their helicity is conserved approx-
imately in a highly conducting plasma. Helicity is defined as H = ∫ d3x A · B, where A is
the magnetic vector potential; it is a gauge-dependent quantity which describes the num-
ber of times one flux tubes winds around another (Biskamp 1997). In a weakly resistive
plasma,H is conserved globally, even whenH is scrambled locally on individual flux tubes.
Hence, if a dynamo-generated field has H �= 0 initially, the twist can never be undone com-
pletely, leading to B �= 0 in the final state. If magnetic energy is minimised during the field’s
evolution, it tends to a force-free configuration, cf. laboratory spheromaks (Broderick and
Narayan 2008; Mastrano and Melatos 2008).

Numerous papers have been written recently reporting stability calculations on poloidal-
toroidal fields, e.g. (Braithwaite and Spruit 2004a; Braithwaite and Nordlund 2006b; Akgün
et al. 2013; Armaza et al. 2013; Ciolfi and Rezzolla 2013; Gourgouliatos et al. 2013; Lan-
der and Jones 2012; Mitchell et al. 2013; Passamonti and Lander 2013). A comprehensive
review lies outside the scope of this chapter; we simply mention a few highlights. In a
barotropic star, it has become apparent that stability depends in subtle ways on the boundary
conditions and the entropy distribution within the star (Ciolfi et al. 2011; Lander and Jones
2012). In a non-barotropic star, magnetic field configurations with an equatorial ‘torus’ are
generically stable, when the poloidal-toroidal flux ratio is ‘modest’. Akgün et al. (2013) ob-
tained the stability condition 0.25<B2

φ/B
2
p < 0.5(γad/γ − 1)|Eg|/(B2

p/8π), where γad and
γ are the adiabatic and non-barotropic specific heat ratios respectively, and |Eg| is the to-
tal gravitational potential energy. Non-barotropic solutions also match self-consistently to an
external dipole (or any arbitrary multipole), extending the power of future observational tests
involving gravitational waves (Mastrano et al. 2011, 2013; Mastrano and Melatos 2012). Fi-
nally, in a superconducting star, the stability problem changes character fundamentally for
two reasons: the Lorentz force is much stronger (|FB | ∝ Hc1B ∼ 103B2, where Hc1 is the
critical field in a type II superconductor), and its vectorial structure is more complicated
[FB ∝ B× (∇ ×Hc1)+ρ∇(|B|∂|Hc1|/∂ρ)]. The equilibrium magnetic structure and its sta-
bility are then controlled by Hc1/〈B〉 at the crust-core boundary (Glampedakis et al. 2012;
Lander et al. 2012; Lander 2013, 2014). In fact, the internal field configuration now depends
very strongly on field strength, suggesting significant differences between the interior fields
of pulsars and those of magnetars (Lander 2014).

4.2.2 Superfluid Turbulence

Does magnetic field evolution in a neutron star conclude ∼ 10 s after the protoneutron star
is born and stably stratifies? The traditional consensus has been in the affirmative, except for
the slow ohmic and Hall evolution described elsewhere in this volume and in Geppert et al.
(2012), Pons et al. (2012), Viganò et al. (2012). However, this picture may need modification
in light of recent work suggesting that the neutron superfluid and charged components to
which it is coupled are turbulent. In this scenario, internal magnetic activity may be ongoing,
even though the magnetic flux thereby produced struggles to rise buoyantly to the surface.
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Hints of abrupt magnetospheric changes observed on∼ 1 yr time-scales (see Sect. 4)—much
longer than the dynamical time of the magnetosphere, but much shorter than the ohmic and
Hall time-scales—are relevant in this context.

In the standard picture, the vorticity field inside a neutron star is uniform and quasi-static.
Macroscopically, this means that there is zero meridional circulation. Microscopically, it
means that the superfluid is threaded by a rectilinear array of vortices, each carrying a quan-
tum of circulation κ = h/(2mn), where h is Planck’s constant and mn is the mass of the
neutron. As the star brakes electromagnetically, an angular velocity lag ΔΩ builds up be-
tween the crust and superfluid, whose value is set by the balance between the Magnus and
pinning forces. One finds ρκRΔΩ ≈ Epin(ξcohξpin)

−1 and hence ΔΩ ≈ 1 rad s−1 indepen-
dent of Ω and Ω̇ , where Epin is the pinning energy, ξcoh is the superfluid coherence length,
and ξpin is the pinning site separation (Warszawski and Melatos 2013). Glitches reset ΔΩ
but only partially, because there is no observed correlation between glitch sizes and waiting
times in most pulsars (Melatos et al. 2008).

The lag ΔΩ changes the flow structure completely. It is a well-known result of fluid
mechanics that a shear flow in a sphere cannot be purely toroidal. The boundary conditions
induce Ekman circulation, wherein interior fluid is drawn into a viscous boundary layer, spun
down through contact with the crust, then recycled back into the interior (Abney and Epstein
1996; van Eysden and Melatos 2010). This occurs with or without a rigid core. Furthermore,
Ekman circulation is known to be unstable at high Reynolds numbers (see Sect. 5.2) Re �
103, forming unsteady, nonaxisymmetric flow patterns like herringbone waves (Re ≈ 6 ×
103) and Taylor–Gortler vortices (Re ≈ 104) (Nakabayashi 1983). In a neutron star, where
the effective Reynolds number is much greater (Re � 107 for e−–e− shear viscosity modified
by Landau damping by transverse plasmons; see Shternin and Yakovlev 2008), wave modes
resembling fully developed turbulence are expected (Melatos and Peralta 2007).

At the microscopic level, the vorticity field is disrupted by vortex-line instabilities. One
example is the Donnelly–Glaberson instability, familiar from laboratory experiments with
liquid helium and Bose-Einstein condensates (Glaberson et al. 1974). If there is a superfluid
counterflow directed along the vortices, Kelvin waves are excited and amplified by mutual
friction to produce a reconnecting, self-sustaining vortex tangle (Tsubota et al. 2003, 2013).
This process has a low threshold (counterflow ≈ mm s−1, easily exceeded during Ekman
pumping) and a fast growth time (� one spin period) (Peralta et al. 2006). Recently, a related
Kelvin-wave instability has been discovered by Link (2012a; 2012b), which does not rely on
a counterflow and arises from imperfect pinning, which creates a lag to amplify the Kelvin
waves (cf. Glampedakis et al. 2009). This instability grows over ∼ days, which is still fast.

Turbulent, tangled vorticity is an important ingredient in the story of magnetic field gen-
eration. The turbulent neutron condensate couples to charged components in the star through
mutual friction and entrainment (Mendell 1998; Prix et al. 2002; Haskell et al. 2009, 2012;
Chamel 2013), as well as through fluxoid-vortex interactions (Srinivasan et al. 1990; Jahan-
Miri 2010). Consequently, the charged components circulate too (Peralta et al. 2005). Simu-
lations that incorporate the magnetic field dynamics explicitly are required to understand the
behaviour of the coupled fluids in detail. There is reason to be hopeful that such simulations
will be conducted in the next few years, motivated by the prospect of gravitational wave
experiments.

Can superfluid turbulence be quenched by stratification, i.e., by the buoyancy force pro-
duced by the charge-neutral ratio increasing with depth (see Sect. 4.2.1)? Counterintuitively,
perhaps, the situation is borderline. Stratified turbulence is characterised by two dimen-
sionless quantities: the Froude number, Fr, which is related to the buoyancy force, and
the Reynolds number, Re (Brethouwer et al. 2007). Even for Fr−1 � 102, the turbulence
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is not quenched, if Re is sufficiently large. Turbulence persists for Re � Fr−2 or equivalently
R2(ΔΩ)3 � νN2, where ν is the kinematic viscosity (Iida et al. 2009; Lasky et al. 2013).
Neutron stars lie near the boundary defined by the above condition in the Fr−1–Re plane. In
the regime Re � Fr−2 and Fr−1 � 102, the flow is modified strongly away from Kolmogorov
isotropy, even though it remains circulatory; the Earth’s atmosphere and oceans also occupy
this regime (Brethouwer et al. 2007; Chung and Matheou 2012).

Another possibility is that superfluid turbulence is quenched by magnetic stresses. Again,
though, the case is unclear. At the microscopic level, the imperfect pinning instability which
drives a vortex tangle (Link 2013) persists even when a magnetic field is present; in fact,
Link’s (2013) analysis assumes magnetic locking of the viscous proton-electron plasma to
the crust. Does the Bφ wound up by flux freezing erase the shear? More simulations are
needed, but for now it seems unlikely: the magnetic back reaction saturates at � 1 % of
the mechanical (shear) stress in simulations attempted to date (Cook et al. 2003; Braith-
waite 2006), and the Tayler instability self-organizes such that B · ∇Ω = 0, i.e., such that
wind-up stops, before Bφ quenches the process (Duez et al. 2006; Rüdiger et al. 2009). Mag-
netised Ekman pumping acts on the rapid time-scale ≈ (ΩR/vA)2/3Ω−1 (where vA is the
Alfvén speed) in simple magnetic geometries, e.g., uniform magnetisation (Easson 1979b).
However, it is known to operate much more slowly in complicated geometries and strati-
fied conditions (Goedbloed and Poedts 2004; Melatos 2012). Finally, Easson showed that
many—perhaps most—realistic magnetic topologies (e.g., those with closed loops) cannot
enforce corotation (Easson 1979a); see also Melatos (2012). Physically, this occurs because
the toroidal component of the magnetic field perturbation created by spin down satisfies a
nonconservative equation of motion in a superconductor with Fermi liquid forces (Easson
1979a). Again, large-scale numerical simulations are needed to determine if the class of
magnetic topologies that permit corotation is restricted or generic.

5 Status of MHD Turbulence Theory and Computation

The basic physics underlying stellar magnetic fields lies in the theory of magnetised fluids,
or magnetohydrodynamics (MHD). Of particular importance is the manifestation of magne-
tohydrodynamic turbulence because its presence underpins the operation of stellar dynamos,
and controls diffusive magnetic flux transport in stars. This section is intended to give a high-
level overview of recent progress in MHD turbulence theory and computation as it applies
to stellar magnetism.

5.1 Equations of Motion

The equations of compressible MHD can be written as

∂ρ

∂t
=∇ · (ρu) (5)

∂u
∂t
=−∇ · (ρuu)−∇p+ ρν∇2u (6)

∂B
∂t
=∇ × (u×B)+ η∇2B (7)

where in Eq. (6) u is the fluid velocity, ρ is the mass density, and ν is the kinematic viscosity.
Equation (7) is Faraday’s law together with the phenomenological Ohm’s law E = −u ×
B+ ηJ. In general an equation for the transport of energy must also be supplied along with
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an equation of state relating the gas pressure to its temperature and density. However, if
incompressibility is assumed, as it is in most analytical treatments of turbulent dynamo, the
energy equation is superfluous.

5.2 Dimensionless Numbers

If L and u represent characteristic length and velocity magnitudes of the system in question,
then the ratio Re = uL/ν is referred to as the Reynolds number. It represents the relative
importance of inertial and viscous forces. It can also be seen as the ratio of the viscous
time tvisc = L2/ν to the advective time tadv = L/u. Flows having large Re are in general
susceptible to turbulence as their dynamics are dominated by the non-linear coupling in
Eq. (6). Due to the enormous length scales involved in astrophysical flows, it is commonly
appropriate to drop the viscous term altogether and just work with the Euler equation.

Analogously, one can define the magnetic Reynolds number Rm = uL/η which mea-
sures, correspondingly the relative importance of magnetic induction and diffusion. It is
also the ratio tres/tadv where tres = L2/η is the damping time scale for magnetic fluctuations
of scale L. The limiting case of infinite Rm corresponds to the case of a perfectly conduct-
ing fluid. This limit has the special property that the magnetic field is “frozen” into the fluid.
Flux-freezing is a conservation law for the which the quantity

∫
S

B · dA is a constant of the
motion, when S represents a surface which is deformed along with the flow. The limit of
vanishing viscosity and resistivity is referred to as ideal MHD.

One can also define the magnetic Prandtl number Pm= Rm/Re which characterises the
relative importance of viscous and resistive dissipation. In turbulent flows, it also corre-
sponds to the ratio of length scales where the velocity and magnetic fields become smooth
under the action of their respective dissipation mechanisms. Thus, for flows having large
Pm, the velocity field is smoothed out by viscosity over scales where the magnetic field is
still frozen into the fluid.

As an example, let us estimate the magnetic Prandtl number for various parts of the sun.
The resistively of a fully ionised plasma is given by Priest (2014)

η= me

μ0nee2τe
(8)

where me is the electron mass, ne is electron number density, and τe is the electron mean
free path. In the solar photosphere this gives η ∼ 104 m2 s−1. Thus vortices on the solar
surface of size ∼ 500 km rotating with typical speed of 1 km s−1 (Simon and Weiss 1997)
have magnetic Reynolds number Rm∼ 5× 104. By comparison, the Reynolds number is of
order 102 making the magnetic Prandtl number of order 102. A similar estimate for the solar
convection zone gives Pm ∼ 10−2. The magnetic Prandtl number of diffuse astrophysical
plasmas is vastly larger, for example it is ∼ 1015 (Maron and Cowley 2001) in the Galaxy
and as large as 1022 (Schekochihin et al. 2002b) in the intergalactic medium. These values
reflect their extraordinarily low collisionality.

Other dimensionless numbers of interest include the Lundquist number S = LvA/η
where vA = B/√4πρ is the speed of Alfvén wave propagation. The sonic and Alfvén Mach
numbers are flow speed measured in units of their corresponding wave propagation speeds.
The sonic Mach number M is also roughly the square-root of the ratio of kinetic to thermal
energy densities, and similarly with the Alfvén Mach number MA except with the magnetic
energy instead of the thermal energy.
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5.3 Conserved Quantities

Conserved quantities in MHD belong to one of three types (Bekenstein 1987). The first
kind, referred to as type A, is where the closed line integral of a vector field is a constant
of the motion, where the path of circulation is carried along with the local flow. The canon-
ical example is that of Kelvin’s circulation theorem, which states that in a perfect fluid the
circulation Γ = ∮

C
u · ds is a constant of the motion, where the closed path C is advected

and deformed along with the flow. Kelvin’s circulation theorem has been generalised to rel-
ativistic hydrodynamics by Taub (1959), and to non-relativistic and relativistic MHD by
Bekenstein and Oron (2000). Another example is the Alfvén law of magnetic flux conser-
vation, which states that Φ = ∮

C
A · ds is a constant of the motion. This law can also be

stated as the constancy of magnetic flux through the surface whose boundary is the closed
contour C. It formally applies in ideal MHD, where the viscosity and resistivity are van-
ishing. This law, commonly referred to as “flux freezing”, is generally considered a good
approximation in astrophysical plasmas, where the microphysical diffusion time of mag-
netic fields is far longer than other dynamical times. However, for turbulent flows in which
the velocity field stays chaotic down to scales below those of interest (referred to as “rough”
velocity fields) turbulent diffusivity effectively violates the perfect fluid assumptions. The
violation of Kelvin’s circulation theorem in high Reynolds number hydrodynamic flows has
been analysed by Chen et al. (2006), and similarly for the Alfvén theorem by Eyink (2011).

The second type of conservation law (type B) is where a local fluid quantity is a constant
of the motion along streamlines. Bernoulli’s theorem is the canonical example of type B
conservation laws.

Type C conservation laws apply to the global conservation of scalar or vector quantities
whose transport is strictly local. These are like Gauss’s law in that they relate the con-
served quantity’s time rate of change in a finite volume to its flux through the volume’s
bounding surface. They can thus be stated in either differential or integral form, the lat-
ter of which forms the basis for modern numerical methods for solving the hydrodynamic
and MHD equations. The prototypical type C conservation law is the continuity equation
ρ̇ + ∇ · ρu = 0. In the absence of viscous and resistive effects, momentum and magnetic
flux are also conserved in this way, where ρu is replaced with a generic flux function for
that conserved quantity. Similarly, in the absence of heat transport by conduction, the evo-
lution of total energy can also be written as a continuity equation.

5.4 Consequences of Helicity Conservation

A particularly important conserved quantity is the magnetic helicity HM =
∫
d3xA ·B. HM

is a global topological characterisation of the magnetic field, which indicates the degree
to which magnetic field loops are mutually linked. It is analogous to the kinetic helicity
HK =

∫
d3xu · ω (where ω = ∇ × u is the vorticity) which represents the degree to which

the vortex lines are mutually linked. In a perfect fluid, both helicity measures are a constant
of the motion.

Magnetic helicity is important because it tends to establish magnetic fields well above
the turbulence integral scale. This consequence of magnetic helicity conservation was first
investigated by Frisch et al. (1975), where it was predicted that the magnetic energy would
peak around the scale HM/EB (where EB is the total magnetic energy), even if the injection
of magnetic energy took place at much smaller scales. This process is referred to as inverse
cascading because the magnetic energy cascades from small scales toward large scales, un-
like the direct cascade of energy observed in hydrodynamic turbulence. It is the underlying
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mechanism for the formation of large-scale dynamos which may be responsible for estab-
lishing stellar magnetic fields.

5.5 Inverse Cascade of Magnetic Energy

Magnetohydrodynamic turbulence exhibits an unusual phenomenon where, at least in its
freely decaying state, magnetic field correlations arise over distances much longer than the
original eddy size. This inverse cascading effect is reminiscent of what is seen in two-
dimensional (but not three-dimensional) hydrodynamic turbulence. Although this effect may
be related to the conservation of magnetic helicity (Frisch et al. 1975), until recently it was
not appreciated that it happens even when the field is initially helicity-free. That is, when it
is topologically equivalent to the uniform (or zero) magnetic field.

Inverse cascading of magnetic energy was first seen in numerical simulations by
Meneguzzi et al. (1981). It has since been confirmed by many others using direct numer-
ical simulations (Christensson et al. 2001; Banerjee and Jedamzik 2004; Kahniashvili et al.
2010; Tevzadze et al. 2012), quasi-analytical techniques such as the “Eddy damped quasi
normal mode” approximation (Son 1999) and also turbulence “shell models” (Kalelkar and
Pandit 2004). Such inverse cascading is a process of magnetic field self-assembly, whereby
magnetic energy provided by random motions at very small scales, may over time establish
dynamically important magnetic fields over scales that are much larger. For example, the
sun’s convective cells, which set the turbulence integral scale, are far smaller than the solar
diameter. The ordered magnetic fields that extend over the whole surface of the sun (and
many other stars) may come from such a self-assembly process. Dynamos capable of estab-
lishing magnetic fields on scales far larger than the turbulence integral scale are generically
referred to as large scale dynamos.

The literature to date is still conflicted on whether non-zero magnetic helicity is a neces-
sary condition for inverse cascading to occur. It was shown by Olesen (1997) and Shiromizu
(1998) that inverse cascading could be expected even for non-helical magnetic field configu-
rations, as a consequence of rescaling symmetries native to the Navier-Stokes equations. But
no inverse cascading was seen in numerical studies based on EDQNM theory (Son 1999) or
direct numerical simulations with relatively low resolution (Christensson et al. 2001; Baner-
jee and Jedamzik 2004).

Very recently, three numerical studies have appeared which confirm the existence of
inverse cascading in non-helical three-dimensional MHD turbulence. Brandenburg et al.
(2014) carried out high resolution direct numerical simulations of compressible MHD tur-
bulence with magnetic energy injected at very small scales. The results confirm the growth of
magnetic energy spectrum PM(k, t) at low wavenumbers. Zrake (2014) found similar results
in high resolution simulations of freely decaying relativistic MHD turbulence. In the latter
study, the evolution of PM(k, t) was parametrised around a self-similar ansatz which may be
used to evaluate the time required for magnetic fields to be established over scales arbitrar-
ily larger than the energy injection scale. Berera and Linkmann (2014) also found inverse
cascades in decaying MHD turbulence. That study utilised a novel technique, whereby the
system was evolved hydrodynamically with a passive magnetic field. The resulting energy
spectrum also exhibits growth of magnetic field fluctuations at large scales, suggesting that
inverse cascading of passively advected vector fields is a generic property of hydrodynamic
turbulence.

5.6 Small-Scale Turbulent Dynamo

In general, the term “dynamo” refers to the conversion of kinetic energy into magnetic en-
ergy. In magnetohydrodynamic theory, a number of distinct processes can facilitate this
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conversion. The only thing they all have in common is the presence of turbulence. Many
excellent reviews have been written on this the connection between MHD turbulence and
dynamo processes: Brandenburg and Subramanian (2005), Lazarian and Cho (2005), Kul-
srud and Zweibel (2008), Tobias et al. (2011). Here we will present a very brief overview of
a process known as small-scale turbulent dynamo.

Small-scale turbulent dynamo operates in highly conducting turbulent fluids, even when
the turbulence is isotropic and non-helical. Conceptually it is quite simple. Magnetic field
lines carried along by the turbulent flow become increasingly chaotic and distorted over
time, leading to enhancement of their energy. When the field is very weak, i.e. vA 	 u,
its back-reaction on the fluid can be ignored, and the field evolves as a passively advected
vector field in otherwise hydrodynamic turbulent flow. This approximation is referred to as
kinematic small-scale dynamo, and was first studied by Kazantsev (1968), but more modern
analytic treatments exist such as that of Vincenzi (2001). The original formulation, known
as the Kraichnan–Kazantsev dynamo starts with the assumption of an arbitrary spectrum
of velocity fluctuations that are delta-correlated in time. Despite its simplicity, this model
makes accurate predictions regarding the time rate of change and spectral energy distribution
PM(k, t) of the magnetic field, where k is the inverse length scale. In particular, solutions
for PM(k, t) that are exponentially growing in time exist when the microphysical diffusion
coefficient η is small relative to the turbulent diffusivity, a condition which is met when the
Reynolds number of the flow is sufficiently large.

The Kraichnan–Kazantsev dynamo predicts for the unstable growing solutions, (1) that
PM(k, t) ∝ k3/2 and peaks at the resistive cutoff, and (2) that the magnetic energy expo-
nentiates at the fastest eddy turnover time of the turbulent hydrodynamic cascade. The first
numerical experiments to confirm the basic features of the Kraichnan–Kazantsev dynamo
were by Meneguzzi et al. (1981). At the time, direct numerical simulations were exceedingly
expensive, and those simulations were limited to grid sizes of 323 and 643. Since then, many
groups have continued this investigation utilising high performance parallel computing ar-
chitectures, and modern numerical schemes for obtaining solutions to the MHD equation.

Although the original work by Kazantsev predicted that the magnetic Reynolds number
Rm had to be “sufficiently large” for small scale dynamo action to occur, the exact value of
the critical Rm needed to be found through numerical experiments. For the case of Pm= 1,
Haugen et al. (2004b) found that the critical magnetic Reynolds number Rmcrit for dynamo
action was about 35. For smaller Pm, it was found that Rmcrit increases as Pm decreases. This
may be partially understood as having to do with the flow properties in the resistive interval.
When the Pm is very large, the resistive scale lies deep below the viscous cutoff, so that
magnetic energy peaks where the flow is very smooth. However, when Pm is smaller than
one, the resistive scale moves into the turbulent inertial range of the flow, and the velocity
field is rough at the resistive scale. Haugen et al. (2004c) found that Rmcrit increased to
70 when the flow is supersonic, even when Pm = 1. Federrath et al. (2011) found that for
compressible flows the dynamo growth rate depends upon how the turbulence is forced;
vortically driven flows produced more efficient dynamo than did dilatational forcing. It was
argued analytically by Boldyrev and Cattaneo (2004) that in the small Pm regime, the critical
magnetic Reynolds number should be a strong function of the roughness exponent α of the
velocity field, v� ∝ �α , such that smaller α (a rougher field) requires a larger Rm to produce
small-scale kinematic dynamo.

A central question around small-scale dynamo is the nature of its saturation. The expo-
nentially growing solution of the Kazantsev model holds only as long as the dynamo is in
the kinematic regime, so that magnetic back-reaction on the flow is negligible. Once the
field attains a strength high enough to compete with the fluid inertia, the kinematic assump-
tion breaks down, and some sort of saturation behaviour is expected. This saturation is a
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highly nonlinear problem, and thus very difficult to study analytically. Schekochihin et al.
(2002a) argued that in the non-linear stage, at least for very large Pm, magnetic energy
would remain concentrated in the sub-viscous range, moving toward the inertial range on a
resistive rather than dynamical time. Were this to be the case, equipartition of the turbulent
kinetic and magnetic energy densities at the largest scales would require an asymptotically
long time to be established. However, this scenario has not been observed in the numeri-
cal literature. Instead, the emerging consensus (other differences aside) (Cho and Vishniac
2000; Brandenburg et al. 2003; Haugen et al. 2004a; Schleicher et al. 2013; Schekochihin
et al. 2004; Maron and Cowley 2001; Zrake and MacFadyen 2011, 2013) is that magnetic
energy shifts into the inertial range regardless of the magnetic Prandtl number. Once there,
the field attains coherence at increasing scales until finally reaching the energy-containing
scale of turbulence, thus establishing scale-by-scale equipartition. Both the kinetic and mag-
netic energy follow a Kolmogorov spectrum, with the magnetic energy per unit wavelength
exceeding that of the kinetic energy by a factor of around 2.

The time-scale for the flow to fully establish scale-by-scale equipartition is still not com-
pletely clear. It was argued by Beresnyak (2012) that non-linear small-scale dynamo exhibits
universality in the sense that a constant fraction CE of the work done by turbulent pump-
ing accumulates in magnetic energy. In this scenario, scale-by-scale equipartition should be
attained after a time 1/CE . Careful modelling of the approach to saturation by Zrake and
MacFadyen (2013) finds that indeed scale-by-scale equipartition is reached after a number
of dynamical times that is independent of the Reynolds number.

6 Conclusions

In this chapter we have reviewed progress made on the origin of magnetic fields in interme-
diate and massive main sequence stars and in compact stars.

Observations of magnetic fields in white dwarfs may indicate that the distribution is bi-
modal, exhibiting a paucity of objects between 105–106 G, although further sensitive spec-
tropolarimetric surveys conducted on 8 m class telescopes are needed in order to confirm
this finding. Should this bimodality be confirmed, then two different channels for field for-
mation and evolution could be at play. In particular, one could identify weakly magnetic
main sequence stars such as Vega and Sirius as the progenitors of weakly magnetic white
dwarfs belonging to the low field component. This would lend some support to the fossil
field hypothesis for the origin of fields in compact stars.

However, the viability of the fossil field hypothesis has been recently questioned because
of the absence of magnetic white dwarfs paired with non-degenerate stars. These observa-
tions mirror the dearth of magnetic non-degenerate A, B and O stars in short-period binary
systems. It is not clear whether there is any connection or analogy to be made between fields
on the main sequence and compact star phases, but a merger scenario for field formation has
been suggested to overcome some of the problems raised by recent observations.

Here we stress that the pairing properties of magnetic white dwarfs do not necessarily
invalidate the viability of the fossil scenario since more than one formation channel could
be at work. However, the complete lack, rather than just a dearth, of magnetic white dwarfs
paired with non-degenerate companions in non-interacting systems, raises strong doubts
on whether the fossil route can be the main channel for the formation of magnetic white
dwarfs. If magnetic white dwarfs were the descendants of magnetic main sequence stars,
then magnetic white dwarfs should be commonly found in binary systems to reflect the
incidence of binarity observed in (magnetic) stars of F to late B spectral types. However,
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there is not one single example of a magnetic white dwarf paired with a non-degenerate
companion in a non-interacting binary.

In order to explain this curious finding, it has been proposed that fields in isolated highly
magnetic white dwarfs could be generated during common envelope evolution when the two
components of a binary system merge.

The observational situation surrounding birth magnetic fields of neutron stars remains
frustratingly uncertain, because what measurements exist are indirect. Population synthesis
models point, on balance, to moderate birth fields∼ 1012.65±0.55 G. Zeeman spectropolarime-
try has revealed strongly magnetised (i.e., a few thousand gauss) progenitors across a range
of spectral classes, but even so it seems that the numbers may be insufficient to account
for the magnetar birth rate under the fossil field scenario. At least for magnetars, therefore,
a proto-neutron star dynamo is favoured, driven by differential rotation and the Tayler or
magneto-rotational instabilities rather than thermal convection (Spruit 2009). Emergence
(through buoyancy), stability (through helicity), and ongoing activity (through superfluid
turbulence) play roles in determining the strength of the (observable) surface field. Future
gravitational wave observations offer the best prospects for direct internal field measure-
ments. Until these observations become available we can only say that, as for magnetic
white dwarfs, it is possible that both fossil and dynamo processes are at work in different
neutron stars.

We have also reviewed the theory of magnetohydrodynamic turbulence because its pres-
ence underpins the operation of stellar dynamos and controls diffusive magnetic flux trans-
port in stars. But MHD turbulence poses a great theoretical challenge due to its inherent
complexities, and many features of its operation are yet to be satisfactorily explained. Ad-
vances in numerical algorithms and computing resources have yielded considerable gains in
the empirical grounding of various phenomenological pictures.
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Abstract In this paper we review the current status of research on the observational and
theoretical characteristics of isolated and binary magnetic white dwarfs (MWDs).

Magnetic fields of isolated MWDs are observed to lie in the range 103–109 G. While
the upper limit cutoff near 109 G appears to be real, the lower limit is more difficult to
investigate. The incidence of magnetism below a few 103 G still needs to be established by
sensitive spectropolarimetric surveys-conducted on 8 m class telescopes.

Highly magnetic WDs tend to exhibit a complex and non-dipolar field structure with
some objects showing the presence of higher order multipoles. There is no evidence that
fields of highly magnetic WDs decay over time, which is consistent with the estimated
Ohmic decay times scales of ∼ 1011 yrs. The slow rotation periods (∼ 100 yrs) inferred
for a large number of isolated MWDs in comparison to those of non-magnetic WDs (a few
days) suggest that strong magnetic fields augment the braking of the stellar core.

MWDs, as a class, also appear to be more massive (0.784±0.047 M�) than their weakly
or non-magnetic counterparts (0.663± 0.136 M�).

MWDs are also found in binary systems where they accrete matter from a low-mass
donor star. These binaries, called magnetic Cataclysmic Variables (MCVs), comprise about
20–25 % of all known CVs. Zeeman and cyclotron spectroscopy of MCVs have revealed the
presence of fields in the range ∼ 7–230 MG. Complex field geometries have been inferred
in the high field MCVs (the polars) whilst magnetic field strength and structure in the lower
field group (intermediate polars, IPs) are much harder to establish.
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The MCVs exhibit an orbital period distribution which is similar to that of non mag-
netic CVs. Polars dominate the distribution at orbital periods � 4 h and IPs at longer peri-
ods. It has been argued that IPs above the 2–3 hr CV period gap with magnetic moments
�5× 1033 G cm3 may eventually evolve into polars. It is vital to enlarge the still incomplete
sample of MCVs to understand not only their accretion processes but also their evolution.

The origin of fields in MWDs is still being debated. While the fossil field hypothesis
remains an attractive possibility, field generation within the common envelope of a binary
system has been gaining momentum, since it would explain the absence of MWDs paired
with non-degenerate companions and also the lack of relatively wide pre-MCVs.

Keywords Magnetic fields · Magnetic white dwarfs · Magnetic cataclysmic variables ·
Binary systems

1 Introduction

The Sloan Digital Sky Survey (SDSS, York et al. 2000) has increased the number of known
MWDs with fields B in the range 2–1000 MG from fewer than 70, as listed in Wickramas-
inghe and Ferrario (2000) to over 600 in 2015 (see Gänsicke et al. 2002; Schmidt et al. 2003;
Vanlandingham et al. 2005; Külebi et al. 2009; Kepler et al. 2013, 2015, and this work).
However, their space density estimates are still debated. Volume-limited samples suggest
that ∼ 10–20 % of WDs are magnetic (Kawka et al. 2007; Giammichele et al. 2012; Sion
et al. 2014), whereas magnitude-limited samples indicate that only ∼ 2–5 % are magnetic
(Liebert et al. 2003a; Kepler et al. 2013, 2015). This discrepancy may be partly resolved by
correcting for the difference in search volume for the MWDs, since, on average, they are
more massive than their non-magnetic counterparts (see Sect. 4 and Liebert et al. 2003a).

A spectropolarimetric survey of a small sample of cool (� 14000 K) WDs conducted
by Landstreet et al. (2012) found that the probability of detecting a kG field in DA1 WDs is
∼ 10 % per decade of field strength but also stress the inability of current precision measures
to reveal whether there is a lower cutoff to the field strengths in WDs or there is a field below
which all WDs are magnetic.

Furthermore, there seems to be a paucity of young MWDs in the intermediate field range
(0.1–1 MG, see Kawka and Vennes 2012). The reason for this dearth of objects is not clear
since they should be easily detected in most spectropolarimetric surveys such as that con-
ducted by Aznar Cuadrado et al. (2004).

The ESO SNIa Progenitor Survey (SPY) also pointed to a peculiarly low percentage of
MWDs in the field range 0.1–1 MG (Koester et al. 2001). Therefore, the magnetic field
distribution of WDs could be bimodal exhibiting a high field (1–1000 MG) population and
a low field (< 0.1 MG) one. Intensive searches for magnetic fields in the direct progenitors
of MWDs have so far drawn a blank, both among planetary nebulae (Asensio Ramos et al.
2014; Leone et al. 2014), and hot subdwarfs (Mathys et al. 2012; Savanov et al. 2013).

MWDs can also be found in CVs, which are close binary systems where a WD accretes
matter from a late-type main sequence companion through Roche-lobe overflow. Orbital
periods are less than a day and orbital separations of the order of the solar radius making
these binaries relatively compact. Because of their abundance2 and proximity, CVs are key
objects to understand close binary evolution. In particular, those hosting a strongly magnetic

1DA type WDs have a hydrogen rich atmosphere.
21166 CVs are reported in the 7.20 (Dec. 2013) version of the Ritter and Kolb (2003) catalogue.
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WD (B � 1 MG) allow us to study accretion and emission processes in a strong magnetic
field environment as well as improving our understanding of the influence of magnetic fields
in close binary evolution.

The number of known MCVs has also increased dramatically over the years from about
60 as listed in Wickramasinghe and Ferrario (2000) to about 170. Magnetic field measures
are however available only for about half of them most of which in the range ∼ 7–230 MG.

Here we review the current status of research on MCVs and MWDs and outline key
aspects and open problems to be investigated in the future. Previous reviews on the topic
can be found in Angel (1978), Angel et al. (1981), Cropper (1990), Chanmugam (1992),
Patterson (1994), Wickramasinghe and Ferrario (2000).

2 Historical Background

2.1 Isolated Magnetic White Dwarfs

Grw+70◦8247, discovered by Kuiper (1934), was the first WD to be classified as magnetic
when Kemp et al. (1970) demonstrated that its light was strongly circularly polarised. Al-
though the spectrum of Grw+70◦8247 appeared to be nearly featureless, close inspection
by Minkowski (1938) and Greenstein and Matthews (1957) revealed the presence of un-
usual shallow broad absorption bands near 3650 Å, 4135 Å and 4466 Å, which became
known as “Minkowski bands”. The spectral features of Grw+70◦8247 remained uniden-
tified till the mid-80s, when the first computations of the hydrogen transitions in strong
magnetic fields became available (see Sect. 3.1). These calculations allowed the spectral
features of Grw+70◦8247 to be identified as Zeeman shifted hydrogen lines in a magnetic
field of 100–320 MG (Angel et al. 1985; Greenstein et al. 1985; Wickramasinghe and Fer-
rario 1988a). In particular, the famous Minkowski band near 4135 Å was shown to be a
Zeeman component of Hβ shifted some 700 Å from its zero field position.

Following the discovery of polarisation in Grw+70◦8247, Angel and Landstreet (1971a)
detected circular polarisation in another object, G195-19. Follow-up observations conducted
by Angel and Landstreet (1971b) revealed that the circular polarisation in G195-19 varies at
the spin period of the star under the assumption that the magnetic axis is inclined with re-
spect to the spin axis of the WD (the ‘oblique rotator’ of Stibbs 1950). In both Grw+70◦8247
and G195-19, some linear polarisation was also detected, although at a much lower level
than circular polarisation. Since the observations showed that the polarisation data in G195-
19 did not follow a sinusoidal behaviour, Landi Degl’Innocenti (1976) raised the possibility
that magnetic spots were responsible for the observed asymmetries.

Landstreet and Angel (1971) soon discovered circular polarisation in a third WD, G99-37
and a few years later, polarisation was also detected in GD229 (Swedlund et al. 1974a). The
spectral features of GD229 remained a mystery for more than 20 years until the calculations
for He I transitions in a strong magnetic field became available (see Sect. 3.1). The absorp-
tion structures were thus interpreted as stationary line transitions of helium in a magnetic
field of 300–700 MG (Jordan et al. 1998; Wickramasinghe et al. 2002).

The sample of known MWDs has rapidly increased since Kemp’s first discovery in 1970.
Over the past 40 years, thanks to surveys such as the Hamburg/ESO Quasar Survey (HQS,
Wisotzki et al. 1991), the Edinburgh-Cape survey (Kilkenny et al. 1991), and, as already
noted, the SDSS, their number has grown to more than 600 (if we also count objects with
uncertain or no field determination) thus providing a large enough sample to allow mean-
ingful statistical studies of their characteristics (see Table 1).
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2.2 Magnetic Cataclysmic Variables

Known as a Novalike since 1924, AM Her was the first CV discovered to emit soft X-rays by
the UHURU and SAS-3 satellites in 1976 (Hearn et al. 1976). Follow-up optical observations
revealed variable linear (up to 7 %) and circular (up to 9 %) polarisation at the 3.09 h binary
orbital period (Tapia 1977). Systems with similar characteristics were named AM Her-type
variables. The name “polar” was introduced later for AM Her and other objects identified as
X-ray sources that also showed polarised optical light (see Warner 1995).

The binary system DQ Her was discovered in the mid-50s to display a 71 s periodic
variability (Walker 1956) and only about two decades later was also found to be weakly po-
larised (Swedlund et al. 1974b). In 1978, 33 s optical pulsations were detected in AE Aqr, but
not in polarised light (Patterson 1979). In the following years, fast optical periodic variations
at periods much shorter than the orbital one (Prot 	 Porb) were found in other CVs. These
systems were first called DQ Her-type variables and then renamed “intermediate polars”
(IPs) (Patterson and Steiner 1983; Patterson 1994; Warner 1995). This led to the division of
MCVs into two groups, polars and IPs.

The properties of polarised radiation were first studied by Chanmugam and Dulk (1981)
and Meggitt and Wickramasinghe (1982). The magnetic moment of the accreting WD in
polars (μ� 5× 1033 G cm3) is sufficient to lock the stars into synchronous rotation with the
orbital period (Porb ∼ 70–480 mins). On the other hand, the magnetic moment of the WD
in IPs is not high enough to phase-lock the stars into synchronous rotation with the orbit,
resulting in WD spin periods Ps that are shorter than their orbital periods.

Because of their strong soft X-ray emission, the number of polars increased significantly
thanks to soft X-ray surveys, and in particular that conducted in the nineties by the ROSAT
satellite (Beuermann 1999). To date ∼110 systems of this class are known hosting WDs
with surface field strengths B ∼ 7–230 MG (see Sect. 3 and Table 2 for a complete list of
known systems as of December 2014). The IPs constituted a minor group of harder X-ray
sources and remained elusive objects until the recent hard X-ray surveys conducted by the
INTEGRAL/IBIS and Swift/BAT satellites (Bird et al. 2010; Baumgartner et al. 2013). The
flux limits (∼ 10−11 erg cm−2 s−1) of these surveys can detect sources up to 1 kpc away for
X-ray luminosities Lx ∼ 1033 erg s−1. IPs, being the brightest and hardest X-ray sources
among CVs, account for ∼ 20 % of the Galactic hard X-ray sources discovered (Barlow
et al. 2006). Thus, the number of identified IPs has now increased to ∼ 55 systems (see
Table 3 and reference therein and also Bernardini et al. 2012, 2013), with ∼60 candidates
still awaiting confirmation through X-ray follow-ups with sensitive facilities such as XMM-
Newton and NuSTAR.3

3 Magnetic Field Measures

In this section we shall review the techniques that are routinely adopted to determine the
magnetic field strength of isolated MWDs and of accreting MWDs in binary systems.

3.1 Field Determination in Isolated Magnetic White Dwarfs

Similarly to their non-magnetic counterparts, most MWDs are hydrogen-rich (DA). They
are classified as DAp or DAH, indicating the method used in their discovery. Thus, “p”

3Further details on IP type CVs can be found at http://asd.gsfc.nasa.gov/Koji.Mukai/iphome/iphome.html.
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Fig. 1 The Zeeman effect on Hα
in the linear and quadratic
regimes for fields of 1.5–42 MG.
The quadratic effect becomes
gradually more important in the
higher members of the Balmer
series and as the field strength
increases (Schmidt et al. 2003)

stands for polarisation measurements and “H” for Zeeman splitting (see Sion et al. 1983,
for more information on the WD spectral classification system). An understanding of their
properties relies heavily on the theory of the hydrogen atom at strong magnetic fields.

Depending on field strength, different Zeeman regimes become relevant to the under-
standing of MWD spectra. If (n, l,ml) are the quantum numbers corresponding to zero field,
then the removal of theml degeneracy will give rise to the linear Zeeman regime (∼ 1–5 MG
for Balmer lines). Here the energy levels are shifted by 1

2mlhωC , where ωC = eB
mec

is the
cyclotron frequency of a free electron, me and e are the mass and charge of the electron
respectively and c is the speed of light. A line is split into three components: an unshifted
central π component (�ml = 0), a redshifted σ+ (�ml =+1) component and a blueshifted
σ− (�ml =−1) component. Some Zeeman triplets observed in MWDs are shown in Fig. 1
(Schmidt et al. 2003). Circular spectropolarimetry across lines can be effectively used to de-
tect low fields (B � 1 MG) when Zeeman splits are unresolvable in the flux spectra. When
viewed along the magnetic field, the σ− and the σ+ components are circularly polarised with
opposite signs.

As the field strength increases and/or n increases, the quadratic effect becomes gradually
more important and the l degeneracy is also removed (inter-l mixing regime). The energy
shifts depend on the excitation of the electron and the π and σ components are shifted
by different amounts from their zero field positions. The quadratic shift is comparable to
the linear shift for, e.g. Hδ , at B ∼ 4 MG (see Fig. 1). The first Zeeman calculations in
this intermediate field strength regime were conducted in 1974 by Kemic for fields up to
∼ 20 MG.
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Fig. 2 Stationary Zeeman
components of Hα and Hβ (from
Vanlandingham et al. 2005) in
the spectra of strongly magnetic
MWDs

As the field progressively increases, the Coulomb and magnetic field forces become com-
parable in strength and neighbouring n manifolds overlap (inter-n mixing regime). In the
“strong field mixing regime” the magnetic field dominates (see Wickramasinghe and Fer-
rario 2000). The first published data of wavelengths and oscillator strengths of hydrogen
transitions in the infrared to ultraviolet bands in the presence of very strong magnetic fields
(up to 106 MG) were published in the mid 80s by Roesner et al. (1984), Forster et al. (1984),
Henry and O’Connell (1984, 1985), Wunner et al. (1985), and more recently by Schimeczek
and Wunner (2014).

An important characteristic which is clearly visible in the field against wavelength curves
diagrams is that the σ+ components become nearly ‘stationary’. That is, appreciable changes
in B only yield small changes in wavelength. This is very useful in establishing the field
of MWDs, since the features corresponding to these turning points will have the smallest
amount of magnetic broadening and will have the largest influence on the observed field
averaged spectrum. We display in Fig. 2 some spectra of strongly magnetic WDs showing
the presence of stationary components (Vanlandingham et al. 2005).

Another interesting effect in the presence of strong magnetic fields (� 100 MG) and
local electric fields in highly ionised plasmas, is an increase of the oscillator strength of the
“forbidden” 1s0 → 2s0 component at the expense of the π (1s0 → 2p0) component. This
was first detected in HST observations of RE J0317–853 (Burleigh et al. 1999), and later
seen in the MCV AR UMa (Gänsicke et al. 2001; Schmidt et al. 1996).

3.1.1 Magnetic Field Evolution in Isolated Magnetic White Dwarfs

There is no evidence for field evolution along the cooling curve, that is, the mean field
strength and the distribution about this mean appear to be independent of effective tempera-
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Fig. 3 Magnetic field strength
against effective temperature in
MWDs showing no indication for
field evolution with cooling age
(this work)

Fig. 4 Magnetic field strength
against effective temperature in
MWDs with B � 1 MG showing
some correlation between field
and temperature (this work)

ture (see Fig. 3, this work). The Pearson Product Moment Correlation test gives a correlation
coefficient r = 0.03, which indicates that these variables are not related.

The free Ohmic decay time can be estimated from

tohm ∼ 4πσL2

c2

where L is the length scale over which the magnetic field varies and σ is the electrical con-
ductivity. If we set L∼ R (where R is the stellar radius) and σ equal to the value expected
in the degenerate cores of WDs then we have tohm ∼ 2–6× 1011 yr almost independently of
mass (Cumming 2002). The lack of evidence for correlation between magnetic field strength
and effective temperature is consistent with these long decay time scales.

We note that Kawka and Vennes (2012) find that the distribution of field strengths below
1 MG versus cooling ages may show some selections effects (see their Fig. 10). That is,
objects with fields � 50 kG appear to be younger (that is hotter) than those with field �
50 kG. We have calculated a correlation coefficient r =−0.192 for objects with B � 1 MG,
indicating that this effect does exist also in our sample of weakly magnetic WDs listed in
Table 1 (see Fig. 4). This trend could be caused by the fact that cool WDs (� 7000 K) do
not have narrow and deep lines in their spectra that are good magnetic field tracers unless
heavy element lines are present (Kawka and Vennes 2012). Another possibility is that the
estimation of parameters such as effective temperature and gravity using models for non-
magnetic WDs may introduce biases even in the presence of very low fields. However, the
latter possibility is more difficult to ascertain at the present time. A possible explanation for
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Fig. 5 Cumulative distribution
function of MWD effective
temperatures. The observed
distribution is smooth implying
that the birthrate of MWDs has
not changed over time (this work)

why this effect is not apparent if we take all MWDs could be because their temperatures are
estimated using a wide range of methods so that biases cancel each other out.

Finally, we can state that the claim originally made by Liebert and Sion (1979) and sup-
ported by Fabrika and Valyavin (1999) that there is a higher incidence of magnetism among
cool WDs than among hot WDs does not appear to be corroborated by the present enlarged
sample of MWDs. We show in Fig. 5 the cumulative distribution function of the effective
temperatures of the observed sample MWDs (see Table 1). We note that this function is
smooth over the entire range of effective temperatures Teff = 4000–45000 K thus indicating
that the birthrate of MWDs has not significantly changed over the age of the Galactic disk.

3.2 Field Determination of White Dwarfs in Binary Systems

Direct measurements of the WD magnetic field strength in the high field magnetic CVs, the
polars, can be obtained either (i) through Zeeman splitting of the photospheric hydrogen
absorptions lines when these systems enter low accretion states (as described in Sect. 3.1)
or (ii) through the modelling of cyclotron emission features that characterise the optical to
IR spectra during intermediate and high accretion states (see Wickramasinghe and Ferrario
2000) or (iii) via the study of Zeeman features arising from the halo of matter surrounding
the accretion shock.

When accreting at low rates, polars reveal the WD photosphere and thus can allow the
detection of the Zeeman σ+, σ− and π components of Balmer line absorptions. Thus some
polars have their field determined through Zeeman spectroscopy of photospheric lines in the
optical wavelength range (Wickramasinghe and Martin 1985; Ferrario et al. 1992; Schwope
et al. 1995a). The highest magnetised polars, AR UMa (230 MG, Schmidt et al. 1996) and
AP CrB (144 MG, Gänsicke et al. 2004), were instead detected through Zeeman split ab-
sorption features in the UV range. We show in Fig. 6 an ultraviolet spectrum of AR UMa
covering the range 917–1182 Å when the system was in its typical low-accretion state. The
spectral absorption features are caused by Lyα–Lyγ Zeeman transitions. The modelling in-
dicates a dipolar field strength of about 235 MG offset along its axis by a 0.15 of the stellar
radius (Hoard et al. 2004).

The optical to IR spectra of polars may also reveal the typical undulation of cyclotron
humps. At low temperatures, the position of the nth harmonic for a magnetic field B and
viewing angle near 90◦ can be estimated using

λn = 10710

n

(
108 G

B

)
Å.
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Fig. 6 FUSE spectrum of the
high field MCV AR UMa (middle
panel) compared with hydrogen
Lyman transitions for
1 MG≤ B ≤ 500 MG (bottom
panel) and with photospheric
model spectra (top panel). The
model correspond (from top to
bottom) to dipole field strengths
and fractional offsets of 200 MG,
0.0; 215 MG, 0.10; 235 MG,
0.15; 260 MG, 0.20; and
280 MG, 0.25. Negative offsets
imply that we view the weaker
field hemisphere, where the field
distribution is more uniform.
Dashed lines represent normally
forbidden components that are
enabled by the strong electric
fields present in highly magnetic
WDs (Hoard et al. 2004)

Fig. 7 Theoretical cyclotron
spectra for a field B = 30 MG as
a function of electron
temperature Te for a viewing
angle θ = 90◦ . The solid and
dashed curves are for optical
depth parameters Λ= 2× 105

and Λ= 106 respectively (from
Wickramasinghe and Ferrario
2000)

Cyclotron lines in polars are only seen when the shocks are viewed at large angles θ to the
field direction. The intensity is at its maximum at the fundamental and rapidly decreases as
n increases, with the rate of decline depending on temperature.

We show in Fig. 7 a number of theoretical cyclotron emission spectra. These have been
obtained using the Wickramasinghe and Meggitt (1985) constantΛ (or “point source”) mod-
els which assume uniform conditions in the shock but allow for optical depth effects. The
parameters of these models have been chosen to yield the characteristic cyclotron undulation
in the optical band.

At long wavelengths these spectra display an optically thick Rayleigh-Jeans tail while at
shorter wavelengths they are characterised by a power law spectrum modulated by cyclotron
lines. The flat-topped profiles of the harmonic peaks at low harmonic numbers implies op-
tically thick emission. As the harmonic number increases the opacity drops and the shock
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becomes optically thin so that the harmonic structure becomes clearly visible. The switch
from optically thin to thick emission is a strong function of the optical depth parameter Λ

Λ= 2.01× 106

(
s

106 cm

)(
Ne

1016 cm−3

)(
3× 107 G

B

)

where s is a characteristic path length through the post-shock region and Ne is the electron
density number. The parameterΛ is approximately equal to the optical depth at the cyclotron
fundamental at a viewing angle θ = 90◦ to the field direction. Cyclotron emission in MCVs
has been observed at infrared wavelengths (e.g. Bailey et al. 1991; Ferrario et al. 1993a,
1996; Campbell et al. 2008b,a), optical (e.g. Visvanathan and Wickramasinghe 1979; Wick-
ramasinghe et al. 1989; Ferrario et al. 1994; Schwope and Beuermann 1990a; Schwope et al.
1995b), and in a few systems with the highest field strengths also at ultraviolet wavelengths
(e.g. Rosen et al. 2001; Gänsicke et al. 2001; Ferrario et al. 2003).

The values of Λ inferred from the modelling of cyclotron emission (∼ 105–106) are
much lower than those expected for a bremsstrahlung-dominated shock (∼ 108–109, e.g.,
Lamb and Masters 1979; Chanmugam and Dulk 1981), thus indicating that the cyclotron
radiation mainly comes from strongly cyclotron cooled shock regions characterised by low
specific accretion rates.

The lack of harmonic features seen in the intensity spectra of most polars also supports
the hypothesis that the emission regions of these systems are extended and structured. This
flat energy distribution has been attributed to magnetic field spread and to the optical depth
parameter varying across a wide region characterised by different specific mass flow rates.
More realistic models that take into consideration the effects of extension and temperature
and density distribution across the emission region were constructed by, e.g., Wickramas-
inghe and Ferrario (1988b), Ferrario and Wickramasinghe (1990), Rousseau et al. (1996).

Through the careful fitting of cyclotron harmonic features it is possible to determine the
magnetic field strength and physical parameters of the post-shock region (see Wickramas-
inghe and Ferrario 2000, and references therein). Many polars have measured field strengths
through time-resolved cyclotron spectroscopy. Information on the accretion geometry can
also be gained through the study of harmonics that shift with orbital phase due to different
parts of the accretion region becoming visible as the WD rotates (e.g. Schwope and Beuer-
mann 1990b; Burwitz et al. 1996b). The cyclotron study of the phase resolved spectra of
eclipsing systems such as the bright polar HU Aquarii by Schwope et al. (2003) has proven
to be particularly important to establish the accretion geometry of these objects.

In many cases two independent sets of cyclotron lines arising from regions with dif-
ferent magnetic field strengths have been found, with the main accreting pole possessing
a weaker field (Ferrario et al. 1993a, 1996; Schwope et al. 1995a; Schwope 1996; Camp-
bell et al. 2008b). These studies indicate that the magnetic field distribution is not that of
a centred dipole and offsets as high as 10–20 % are often inferred (Wickramasinghe and
Ferrario 2000). Evidence of non-centred dipole field distribution also comes from Zeeman
components which are seen against strong cyclotron emission and are formed in the free fall
material surrounding the WD pole, often named “halo” (Achilleos et al. 1992a; Schwope
et al. 1995a). The study of all these different components have shown that the field strength
obtained from the modelling of photospheric Zeeman lines, BZeem,phot, is different from the
field strength obtained from the study of halo Zeeman features, BZeem,halo, with the latter
comparable to the field strength Bcyc obtained through the modelling of cyclotron humps.
This is because the field strength measured from photospheric Zeeman split lines is aver-
aged over the entire visible hemisphere of the WD while the fields derived from cyclotron
modelling or from the study of halo Zeeman features arise from regions close to the visible
accreting pole.
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Fig. 8 Distributions of magnetic
field strength in polars (blue line)
and IPs (red line) compared to
that of single magnetic WDs
(black line). This figure has been
prepared using the data in
Tables 1, 2, and 3 (this work)

From time-resolved polarimetry (e.g. Potter et al. 2004) and spectropolarimetry (e.g.
Beuermann et al. 2007) detailed information on the complexity (quadrupole or even mul-
tipoles) of magnetic field topology in these systems can be obtained (see also Sect. 3.3).
However, in systems with ages � 1 Gyr a substantial decay of multipole components could
be expected and thus short period MCVs may not have complex fields (Beuermann et al.
2007). Magnetic field strengths have been measured or estimated for ∼86 WDs in binaries
(see Tables 2 and 3 for a complete list of known systems as of December 2014). Using
the main pole magnetic field strength, Fig. 8 depicts the magnetic field distribution of po-
lars compared to that of single MWDs listed in Table 1 with the latter having fields in the
range 0.1–1000 MG. The polars clearly populate a more restricted range of field strengths,
7–230 MG, with a mean value of 38 MG.

Fields strengths above 230 MG, which are detected in single magnetic WDs, are not
found in polars and there is no clear explanation for this yet. High magnetic field polars could
be difficult to identify due to selection effects because these systems would be highly inter-
mittent soft X-ray sources such as AR UMa. Hameury et al. (1989) explained the paucity
of very high field polars in terms of their very short lifetimes due to efficient loss of angu-
lar momentum via magnetic braking mechanism. However, it appears more likely that the
strong fields in polars may decrease the efficiency of magnetic braking, which would result
in a slower evolution of their orbital periods and in lower accretion luminosities (Li and
Wickramasinghe 1998; Webbink and Wickramasinghe 2002; Araujo-Betancor et al. 2005a).
On the other hand, if the magnetic field is generated during the CE phase, then the highest
fields could only be produced when the two stars merge to give rise to an isolated MWD
(see Sect. 6 and the chapter on the origin of magnetic fields in this book).

The lowest surface averaged magnetic field strength measured in a polar is 7 MG in
V2301 Oph which was modelled by Ferrario et al. (1995) with a dipolar field of 12 MG
offset by 20 % from the centre of the WD. The lack of lower field synchronous systems
could be explained if the asynchronous IPs represent the low field tail of the magnetic field
strength distribution in MCVs. However this is difficult to prove, because the absence of
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Fig. 9 The magnetic field
strength and orbital period
diagram for polars (empty
circles) and IPs (filled circles).
The line at which synchronism is
expected for a mean mass
accretion rate as a function of
Porb is reported as a solid line
(adapted from Beuermann 1999).
The dotted vertical lines mark the
orbital period gap

low accretion states in IPs prevents the WD photosphere to become visible, thus preclud-
ing the detection of photospheric Zeeman split lines. Most of these systems do not show
polarised optical/IR emission or cyclotron features, which also prevents the determination
of the WD magnetic field. Whether the lack of polarisation in the optical/IR is caused by
weaker magnetic fields or is due to efficient depolarisation mechanisms is difficult to ascer-
tain. So far only ten IPs are known to be circularly polarised at a level � 1–3 % (Penning
et al. 1986; Piirola et al. 1993, 2008; Buckley et al. 1995; Potter et al. 1997, 2012; Kata-
jainen et al. 2007; Butters et al. 2009). In these IPs, the field strengths are estimated to be in
the range∼ 5–20 MG, with V405 Aur (Piirola et al. 2008) possessing the highest (∼30 MG)
field (see Table 3). Seven are also found to show a soft X-ray blackbody component. The
fields of these IPs, shown in Fig. 8, are at the low-field end of the distribution and partially
overlap with the low field polars. Their orbital periods are all above the CV period gap (see
Fig. 9) and, given the large uncertainties in the estimates, they are below or close to the line
at which synchronism is expected to occur (see Fig. 9, Beuermann 1999). These systems
could in fact be the progenitors of the low-field polars, as suggested by Norton et al. (2004).
As the number of polarised IPs has increased by a factor of three in the last few years, further
polarimetric and spectropolarimetric studies of all known IPs are crucial to establish their
field strengths and accretion properties.

3.3 Field Topology

When discussing the magnetic field strength in isolated MWDs, some attention has to be
given to the definition of B , as the field strength measured from observations is usually an
average value over the visible hemisphere of the WD. In the absence of any other informa-
tion, it is common practice to assume a dipolar field configuration, in which case the field
varies by a factor two between the magnetic pole and the equator. When averaging over the
visible hemisphere, the relative weighting of regions with different fields strengths depends
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Fig. 10 Field topology of the MWD PG 1015+014, derived from a tomographic analysis of time-resolved
spectropolarimetry (Euchner et al. 2005b). Fields in the range 50–80 MG are detected (left panel) with a
highly non-dipolar configuration (middle panels: surface field and angle between the line-of-sight and the
magnetic field direction). The maximum radial distance reached by field lines in units of the WD radius is
shown in the right-most panel

on the angle between the observer’s line of sight and the magnetic field axis (see Figure 2 of
Achilleos et al. 1992b).

However, detailed spectroscopy and spectropolarimetry have demonstrated in a number
of cases that the field topologies can be very complex (e.g. Putney and Jordan 1995). Several
sophisticated tomographic reconstruction methods have been developed to map the field
topology (Donati et al. 1994; Euchner et al. 2002). The application of these methods to both
single MWDs (Euchner et al. 2005b, 2006) and MWDs in polars (Beuermann et al. 2007)
reveals a startling complexity of the field topologies (Fig. 10).

3.4 Beyond Hydrogen

The bulk of all WDs have hydrogen-dominated atmospheres, both in magnitude-limited
(Kleinman et al. 2013) and volume-limited (Giammichele et al. 2012) samples, and the
same is true for MWDs.
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Fig. 11 A comparison of centred dipole models for helium rich WDs with observations of GD229,
HE 1043-0502, and HE 1211-1707 (Wickramasinghe et al. 2002). The models have polar fields Bd = 520 MG
(GD 229), 820 MG (HE 1043-0502) and 50 MG (HE 1211-1707). The observation and theory mismatch in
GD229 could be due to resonances in the HeI bound-free opacities for which there is at present no adequate
theory

At temperatures above ∼ 10000 K, MWDs can also exhibit Zeeman split HeI lines in
their spectra (DBp WDs). The two electron problem is much more difficult to treat and
calculations for n ≤ 5 singlet and triplet states for m = 0,±1,±2,±3 only became avail-
able in the late 90s (Jordan et al. 1998; Jones et al. 1999; Becken et al. 1999; Becken and
Schmelcher 2000b,a, 2001; Al-Hujaj and Schmelcher 2003). We show in Fig. 11 a compar-
ison between centred dipole models and observations for three helium-rich MWDs.

Cool helium-dominated atmospheres develop deep convection zones that may dredge-up
core material into the photosphere, resulting in atomic or molecular carbon features. The
maximum carbon contamination in these DQ WDs is expected around 
 12000 K. A num-
ber of very cool DQs show broad absorption troughs reminiscent of C2 Swan bands, without
however matching the laboratory wavelengths of the Swan bands. Spectropolarimetry has
revealed magnetism in some of these DQp stars (see Fig. 12; Liebert et al. 1978; Schmidt
et al. 1999b), with suggested (but rather uncertain) field strengths of ∼ 100 MG. However,
not all DQp WDs show polarisation, and the nature of the peculiar absorption bands is not
fully settled—suggestions are absorption by C2H (Schmidt et al. 1995a) or pressure-shifted
Swan bands (Liebert and Dahn 1983; Hall and Maxwell 2008; Kowalski 2010). A num-
ber of cool WDs exhibit polarisation in the absorption band of CH (Angel and Landstreet
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Fig. 12 Flux and polarisation spectra of two confirmed magnetic DQp stars, with crude B-field estimates of
∼ 100 MG (Schmidt et al. 1999b)

1974; Vornanen et al. 2010). Berdyugina et al. (2007) applied new calculations of molecular
magnetic dichroism to observations of G 99-37, a cool helium-rich MWD showing strongly
polarised molecular bands, and estimated a field of 7.5± 0.5 MG.

Recently, Dufour et al. (2007) discovered a new class of WDs with carbon-dominated
atmospheres, that are substantially hotter than the “classic” cool DQ stars. Short-periodic
photometric variability detected in several of the hot DQs (Montgomery et al. 2008; Dufour
et al. 2008b; Dunlap et al. 2010) was initially interpreted as non-radial pulsations, but the
discovery of a 2.11 d modulation in SDSS J000555.90-100213.5 (Lawrie et al. 2013) casts
some doubt on this hypothesis. The additional discovery of magnetic fields among the hot
DQs (Dufour et al. 2008a,b; Williams et al. 2013a) suggests that they may represent a pe-
culiar and rare path in WD evolution. Currently, 5 out of 14 known hot DQs are magnetic
(Vornanen et al. 2013).

129 Reprinted from the journal



L. Ferrario et al.

Fig. 13 The Ca H/K absorption
lines in the cool (
 5000 K)
hydrogen-dominated atmosphere
Zeeman-split in a field of
B = 0.5 MG (Kawka and Vennes
2011)

Because of their high surface gravity, WDs should not have any photospheric elements
apart from hydrogen, helium, and dredge-up of carbon or, much more rarely, oxygen (Gän-
sicke et al. 2010). Yet, ∼ 25 % of all WDs show traces of metals—most commonly Ca and
Si, but also Mg, Fe, Na and other elements (Zuckerman et al. 2003; Koester et al. 2014).
This photospheric pollution requires recent or ongoing accretion and the widely accepted
hypothesis for the origin of the material is planetary debris (Jura 2003). This hypothesis is
corroborated by the detection of close-in circumstellar dust and gas (Gänsicke et al. 2006a;
Farihi et al. 2009). A very small fraction of these debris-polluted WDs show magnetic fields
(Reid et al. 2001; Kawka and Vennes 2011; Farihi et al. 2011, see Fig. 13). It is interesting to
note that all known metal-polluted MWDs are very cool (Teff < 7000 K, Kawka and Vennes
2014), including the sample of strongly metal-polluted and highly magnetic DZ WDs re-
cently discovered by Hollands et al. (2015).

4 Mass Distribution of Isolated Magnetic White Dwarfs

Mass estimates of isolated MWDs with fields � 1 MG are available only for a small number
of objects. The mass determination is not straightforward since there is no Stark broadening
theory for high field MWDs. Thus, even state-of-the art models fail to fully account for
the magnetic effects in MWD atmospheres. As a consequence, the effective temperatures
derived often remain inherently uncertain (Fig. 15), and the same is true for the implied
MWD masses (e.g. Külebi et al. 2010). The standard procedure of fitting the Balmer lines
for Teff and logg can only be applied to MWDs with fields below a few MG and even in
these cases the results have to be treated with some caution (e.g. Ferrario et al. 1998; Dupuis
et al. 2003). For higher field strengths, mass estimates are derived from the combination of
effective temperatures, parallaxes, and a mass-radius relation. While only a small number of
MWDs have accurate parallaxes, an estimate of the distance can be determined for MWDs
that have non-degenerate WD companions (e.g. Girven et al. 2010; Dobbie et al. 2012,
2013), or for MWDs in open clusters (Külebi et al. 2013b). The situation will dramatically
improve in the next few years, when parallaxes for practically all known MWDs will become
available from the ESA satellite Gaia.

Taking into account the caveats mentioned above, the mean mass of high field isolated
MWDs (B � 1 MG) is 0.784± 0.047 M�. High field MWDs also exhibit a strong tail that
extends to the Chandrasekhar limit. The most recent estimate for the mean mass of non-
magnetic DA WDs is 0.663 ± 0.136 M� (Tremblay et al. 2013). That the mean mass of
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Fig. 14 Left panel: The mass
distribution of MWDs (Ferrario
and Wickramasinghe 2010).
Right panel: The mass
distribution of non-magnetic DA
WDs from SDSS (Kepler et al.
2007)

Fig. 15 The combined
ultraviolet/optical spectral energy
distribution of the high-field
(230 MG) MCV AR UMa (solid
line), along with model spectra
for Teff = 15000, 20000,
25000 K (dashed lines, top to
bottom). Magnetic effects cannot
be fully described by current
atmosphere models, and
consequently the effective
temperature of high-field MWDs
remains poorly constrained even
in the presence of excellent data
(Gänsicke et al. 2001)

MWDs is higher than that of their non-magnetic counterparts was first noted by Liebert
(1988). The mass distribution of all magnetic and non-magnetic WDs is shown in Fig. 14.

5 Spin Periods of Isolated Magnetic White Dwarfs

The majority of non-magnetic WDs are slow rotators, with even high-resolution spec-
troscopy usually only providing lower limits on v sin i (Karl et al. 2005; Berger et al. 2005).
Asteroseismology shows that the spin periods are typically a few days (Fontaine and Bras-
sard 2008; Greiss et al. 2014) and that the angular momentum of the stellar core is lost
before the WD stage (Charpinet et al. 2009).

In MWDs, the magnetic effects in their atmospheres can give rise to noticeable spectro-
scopic (Liebert et al. 1977; Latter et al. 1987), photometric (Brinkworth et al. 2004, 2005),
and polarimetric variability (Schmidt and Norsworthy 1991; Piirola and Reiz 1992).

The observed rotation periods of MWDs span a wide range, from 725 s (RE J0317–
853, Barstow et al. 1995; Ferrario et al. 1997a) to lower limits of decades, if not centuries
(Berdyugin and Piirola 1999; Beuermann and Reinsch 2002; Jordan and Friedrich 2002)
(see Table 1).
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Fig. 16 Rotation periods of
isolated MWDs against their
magnetic field strength (this
work)

We show in Fig. 16 (this work) the MWDs with known magnetic fields and rotation
(spin) periods, the latter determined from polarimetry and photometry (e.g. Brinkworth et al.
2013). Inspection of the magnetic field versus spin period distribution may suggest the ex-
istence of two groups. One of them characterised by “short” periods of hours to weeks, and
the other by rotation periods of decades to centuries as estimated for objects that have been
monitored over many decades (e.g., Grw+70◦8247, discovered over 80 years ago; Kuiper
1934; Brinkworth et al. 2013). It seems that very long period MWDs tend to possess high
fields while short period ones do not show any preferred field strength. Clearly further ob-
servations to measure rotation periods of MWDs are needed to ascertain the existence of
two groups of MWDs with different rotational properties.

The rotation rate of MWDs holds potentially some crucial clues on their nature and ori-
gin. For instance, slow rotators could be the descendants of the magnetic main sequence
Ap/Bp stars (and their fields would thus be of fossil origin), whereas fast rotators could
be the products of binary interaction, though Külebi et al. (2013a) have argued that in the
case of a merger magnetospheric interactions of the MWD with the debris disk may slow
down the rotation rather quickly. Unfortunately, the statistics of rotation periods have only
slowly improved, however Brinkworth et al. (2013) have demonstrated that the search for
photometric variability is relatively cheap in terms of observational requirements, and could
extensively be used for future work. An interesting hypothesis is that rapidly rotating MWDs
may be detectable as sources of gravitational wave radiation (Heyl 2000).

For the sake of completeness, we recall that the spin period of the MWD in MCVs is
dictated by the interaction between the magnetic field of the MWD and that of the secondary
and/or by the torque of the accretion flow. That is, for strong fields the rotation of the MWD
is locked to the orbital period (polars), and for weaker fields the MWD is rotating faster than
the orbital period (IPs).

6 Origin of Magnetic Fields in White Dwarfs and Magnetic Cataclysmic
Variables

WDs are often found paired with Main-Sequence (MS) companion stars (generally M
dwarfs, but see Ferrario 2012). A glaring anomaly is that there are no examples of fully
detached MWD-MS pairs, as first noted by Liebert et al. (2005a) through the study of 501
objects with composite WD+MS spectra from the Sloan Digital Sky Survey (SDSS) DR3.
Even the most recent work of Rebassa-Mansergas et al. (2013), which has yielded 3419
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SDSS DR8 WD-MS binary candidates, does not contain objects consisting of a MWD with
a non-degenerate companion. Further searches conducted through visual inspection of all
SDSS spectra of WDs with a red excess have confirmed the hypothesis that magnetic field
and binarity (with M or K dwarfs) are independent at a 9σ level (Liebert et al. 2015). Such a
pairing is also absent from catalogues of high field MWDs (Kawka et al. 2007; Kepler et al.
2013, and this work).

Thus, although all magnitude-limited surveys of WDs have lead to the discovery of at
least ∼ 2 % of strongly magnetised WDs (B � 1 MG), these objects are never found paired
with a non-degenerate companion star. Yet, about 20–25 % of CVs host a MWD, thus raising
some serious questions regarding the progenitors, and thus the origin, of MCVs (see Liebert
2009).

In the late 90s, surveys such as the HQS and the SDSS have revealed the existence of
a small number of cool MWDs which accrete matter from the wind of their low-mass MS
companions (e.g. Reimers et al. 1999; Reimers and Hagen 2000; Schwope et al. 2002b,
2009; Schmidt et al. 2005b, 2007; Vogel et al. 2007, 2011; Parsons et al. 2013). The accre-
tion rate, which is about 10−13–10−14 M� yr−1, is a few orders of magnitude larger than that
observed in detached non-magnetic Post Common Envelope Binaries (PCEBs, e.g. Parsons
et al. 2013, and references therein). Comprehensive studies of these systems have unveiled
that the secondary is an active late-type main sequence star underfilling its Roche-lobe (see
Schwope et al. 2009, and references therein). Accretion onto the cool MWD primary, con-
stant over years (Schwarz et al. 2001), is consistent with what is expected from the wind
emanating from the active companion (Schwope et al. 2002b) and captured by the MWD.
The spectra of these systems exhibit strong cyclotron harmonics humps superimposed on the
WD+M dwarf stellar continuum. Their very peculiar colour is the reason why the first such
systems were uncovered in surveys whose science goal was to identify active galactic nuclei.
The suggestion is that these systems could be the progenitors of the high field MCVs. Thus
their initial class name “Low-Accretion Rate Polars” (“LARPS”, Schwope et al. 2002b) is a
misnomer, so they were renamed “Pre-Polars” (“PREPS”, Schwope et al. 2009).

There are now ten systems that have been classified as PREPS (see Table 2). The WD
magnetic fields determined for these systems cluster in the 60–70 MG range with only one
system above (108 MG, Schwope et al. 2009) and two below (42 MG and 8 MG, Schmidt
et al. 2007; Parsons et al. 2013). This field clustering may be due to selection effects. In
any case, the field strengths are certainly consistent with the hypothesis that these wind
accreting magnetic systems are the progenitors of the high field MCVs. The low magnetic
field of 8 MG found in SDSS J030308.35+0054441.1 could instead suggest that this system
may evolve into an IP (Parsons et al. 2013).

There are however a few polars that undergo prolonged low-accretion states that cannot
be reconciled with wind accretion and therefore these can be rightfully named LARPS (see
e.g. Schmidt et al. 2005a, Breedt et al. 2012, and Table 2).

The PREPS hypothesis is consistent with the scenario first proposed by Tout et al. (2008)
and further developed by Wickramasinghe et al. (2014) for the origin of fields in MCVs.
They have raised the possibility that the strong differential rotation expected in the CE phase
may lead to the generation, by the dynamo mechanism, of a magnetic field that becomes
frozen into the degenerate core of the pre-WD in MCVs (see also Nordhaus et al. 2011;
García-Berro et al. 2012; Kissin and Thompson 2015, about field generation in MWDs). The
dynamo mechanism responsible for magnetic field generation during the CE phase proposed
by Wickramasinghe et al. (2014) is presented in the chapter of this book on the origin of
magnetic fields in stars.
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The binary population synthesis calculations of Briggs et al. (2015) are compatible with
the hypothesis that MWDs originate from stars merging during common envelope evolution
and are also consistent with the observation that MWDs are on average more massive than
their non-magnetic counterparts (see Sect. 4).

However, other formation channels for MWDs may be at work and, for instance, the
fossil field hypothesis for the origin of high fields MWDs, as proposed by Wickramasinghe
and Ferrario (2005), cannot be dismissed. However, the fact that there is no known MWD
paired with a non-degenerate companion of M to K spectral type is a serious challenge to
the fossil field hypothesis. Of course it is possible that some MWDs could be hidden in the
glare of luminous companions (e.g. Ferrario 2012). Should large enough numbers of these
’Sirius-type systems’ hosting a MWD be discovered, this finding could point to different (or
additional) formation channels for MWDs. However here we need to stress that Sirius-type
systems could not be the progenitors of the MCVs.

According to the stellar merging hypothesis, the absence of relatively wide pre-MCVs
can be explained if magnetic systems are born either in an already semi-detached state or
with the two stars close enough for the MWD to capture the wind of its companion as it
happens in PREPS. Any other alternative would trigger the question “where are the progen-
itors of the PREPS?” (Schwope et al. 2009). In the merging star picture, the highest fields
are expected to occur when the two stars merge to produce an isolated MWD. The MCVs
would then arise when the two stellar cores come close enough to each other to generate a
strong field in the WD but fail to merge. Wider core separations after the end of the CE phase
would result in non magnetic pre-CVs or in systems where the two stars will never interact.
These systems, single stars and binaries that never undergo a CE evolution would account
for the populations of low-field WDs in CVs, wide binaries and single isolated WDs. The
few known wide binaries consisting of a MWD paired with a non-magnetic WD would re-
sult from triple star evolution where two stars merged to produce the MWD and the third
one evolved as a single star to become a non-magnetic WD (e.g. LB 11146, RXJ 0317-853,
EUVE J1439+750, CBS 229; Glenn et al. 1994a; Barstow et al. 1995; Ferrario et al. 1997a;
Vennes et al. 1999; Dobbie et al. 2013).

One would expect that some PREPS should have hotter WDs. However, as Tout et al.
(2008) have pointed out, WDs cool down to an effective temperature of 15000 K in only
∼ 107 years and at a period of 2 h, the orbital decay time scale due to gravitational wave
radiation is about 3 × 109 years which is sufficient for a WD to cool down considerably
and reach the observed effective temperatures of the PREPS before Roche lobe accretion
begins. Therefore, although some 20–25 % of CVs are magnetic, their birthrate may be
considerably lower than that of non-magnetic CVs and their presence in large numbers could
simply be a reflection of their longer lifespans because of the reduction in magnetic braking
(see Sect. 7).

Extensive searches for magnetic fields in central stars of planetary nebulae and in hot
subdwarfs have until now yielded negative results (Asensio Ramos et al. 2014; Leone et al.
2014; Mathys et al. 2012; Savanov et al. 2013). Should this finding be verified by further
spectropolarimetric observations, it would again be consistent with the view that the origin
of fields in MWDs is intimately related to their binary nature.

Another possibility that cannot be a priori excluded may involve the screening of the WD
magnetic field by an unmagnetised layer of material at the end of the CE phase. Should this
be the case, magnetic systems would not distinguish themselves as such in the early post
CE phase until their field re-emerges when the stars are in near contact (as in PREPS) or
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in contact (as in MCVs). Because of the observed low effective temperatures of the WDs
in PREPS this phase must last � 109 years. Estimates of the diffusion and advection rates
of a dipolar magnetic field would thus suggest the presence of ∼ 0.2 M� of hydrogen-rich
material screening the field in order to explain the observations (Cumming 2002). However,
we need to stress that the calculations of Cumming (2002) are for accreting WDs under the
assumption that they retain the accreted mass. The situation in the context of CE evolution
is different, in so far as the screening would be caused by a layer of matter which is retained
following an incomplete ejection of the envelope.

7 Evolutionary Aspects of Magnetic White Dwarf Binaries

Close binary evolution theory predicts compact binary systems with low-mass donors to
evolve towards short orbital periods through angular momentum losses (King 1988). At long
orbital periods (� 3 h) magnetic braking (Verbunt and Zwaan 1981; Rappaport et al. 1983)
acts as main mechanism that ceases at ∼3 h when secondaries become fully convective
and shrink within their Roche lobe. Mass transfer stops until contact is re-established near
∼2 h. This gives rise to the so-called 2–3 h CV orbital period gap (Rappaport et al. 1983;
Spruit and Ritter 1983; Davis et al. 2008). Below the period gap gravitational radiation
drives the systems towards the orbital period minimum, ∼ 70–80 min, as first suggested by
Paczynski and Sienkiewicz (1981) (but see also Townsley and Bildsten 2003; Townsley and
Gänsicke 2009) until the mass of the donor star becomes too small to sustain nuclear burning
and the star becomes degenerate. The present day CV population is expected to densely
populate the orbital period distribution close to the period minimum (the “orbital minimum
spike”). These systems would then be expected to ‘bounce back’ and evolve toward longer
periods (Kolb and Baraffe 1999). The discrepancy between observations and theory has
been a major issue for a long time and only recently mitigated by deep optical surveys,
such as the SDSS which has unveiled the long-sought low accretion rate and short orbital
period CVs (Gänsicke et al. 2009, see their Fig. 17, top panel). The CV space density also
suffers from discrepancies between theoretical predictions (De Kool 1992; Politano 1996)
and observations (Schreiber and Gänsicke 2003; Pretorius et al. 2007), although there are
recent claims by Reis et al. (2013) that some of these disagreements may now be resolved.
The study of Reis et al. (2013) of Swift X-ray spectra of an optically selected sample of
nearby CVs has revealed the existence of a population of objects whose X-ray luminosities
are an order of magnitude fainter than found in earlier studies indicating that the space
density of CVs may be larger than previously forecast and thus in better agreement with
population synthesis calculations.

Among the MCVs, the polars dominate the period distribution at short (�4 h) orbital
periods while the IPs dominate the distribution at longer periods (see Fig. 17, mid and bot-
tom panels). It is not clear yet whether the IPs, as a class, have generally lower fields than
polars or the field strengths of both sub-classes are similar but IPs still need to synchro-
nise (King and Lasota 1991; Norton et al. 2004). Unlike polars, the majority of IPs has not
been detected in polarisation searches except for ten systems that may eventually evolve
into polars (see Sect. 3). Norton et al. (2004, 2008) argued that IPs above the gap with WD
surface magnetic moments μWD � 5× 1033 G cm3 and Porb �3 h will eventually evolve into
polars. IPs below the gap, however, are not expected to evolve into polars. Recently new
short period IPs have been discovered both in X-ray (de Martino et al. 2005; Bernardini
et al. 2012; Woudt et al. 2012a; Bernardini et al. 2013; Thorstensen and Halpern 2013) and
optical bands (Rodríguez-Gil et al. 2004; Araujo-Betancor et al. 2005b; Southworth et al.
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Fig. 17 The orbital period
distribution of CVs (top) and of
the magnetic types Polars
(middle) and IPs (bottom). The
latest version (v7.20) of the Ritter
and Kolb (2003) CV catalogue is
used. A few identifications were
corrected. The vertical lines mark
the 2–3 h orbital period gap

2007). From these findings Pretorius and Mukai (2014) have suggested the existence of a
low-luminosity (hence low-accretion rate) population of IPs that still need to be unveiled.
To enlarge the sample of short period IPs is clearly crucial to understand MCVs and their
evolution.

Although the evolution of MCVs was expected to be similar to that of non-magnetic
CVs, Wickramasinghe and Wu (1994) predicted a scenario where the strong magnetic field
in polars reduces the efficiency of the magnetic braking mechanism (see also Wickramas-
inghe and Ferrario 2000; Webbink and Wickramasinghe 2002). As a consequence, the mass
transfer rates would be lower requiring longer evolutionary timescales than those of non-
magnetic systems. The first strong observational evidence in support of this scenario was
presented by Sion (1999) on the basis of simple considerations of compressional heating and
structure changes in response to accretion in non-magnetic CVs versus the known effective
temperatures of the WDs in MCVs. This finding was later confirmed by Araujo-Betancor
et al. (2005a) for a larger sample of MCVs with exposed MWDs. They showed that polars
possess systematically cooler WDs than non-magnetic CVs. Since the WD effective tem-
perature is a good proxy of the secular mass transfer rate (Townsley and Gänsicke 2009) it
turns out that CVs with highly magnetised WDs accrete at lower rates and thus evolve on
longer timescales. This could explain the higher incidence of magnetism observed among
CVs (∼ 20–25 %) as compared to that of isolated MWDs (Araujo-Betancor et al. 2005a).

The MCVs, being stronger X-ray emitters than non-magnetic CVs, are claimed to be
important constituent of the galactic X-ray source population at low luminosities. The deep
Chandra survey of the galactic centre has revealed a large number of low-luminosity hard
X-ray sources attributed to MCVs of the IP type (Muno et al. 2004a; Hong et al. 2012). The
hard X-ray surveys of the Galactic Ridge conducted by the INTEGRAL (Revnivtsev et al.
2009, 2011), Rossi-XTE (Sazonov et al. 2006) and Suzaku (Yuasa et al. 2012) satellites have
also resolved a large fraction of the diffuse emission into discrete low luminosity hard X-
ray sources largely attributed to coronally active stars and MCVs of the IP type. The true
contribution of these systems to the X-ray luminosity function of the Galactic X-ray source
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population at low luminosities is still under investigation (Muno et al. 2004b; Revnivtsev
et al. 2006; Yuasa et al. 2012; Reis et al. 2013; Pretorius et al. 2013; Pretorius and Mukai
2014; Warwick 2014).

8 Magnetic Accretion

The magnetic field of the WD primaries influences the accretion geometry and emission
properties of MCVs. It determines the dynamics of accretion when the dynamical timescale
is of the order of the timescale of magnetic interaction. This occurs at the magnetospheric
boundary where the magnetic pressure balances the ram pressure of the infalling material:
ρv2 
 B2/8π (Frank et al. 1985). The magnetospheric radius,Rmag depends on the magnetic
field strength of the WD and the system parameters (see the review by Wickramasinghe
2014). Among polars, the WD magnetic moment is strong enough (μWD � 1034 G cm3)
to prevent the formation of an accretion disc, because Rmag is of the order of the orbital
separation. Thus the accretion stream flowing into the primary Roche lobe along a ballistic
trajectory is channelled by the field lines towards the magnetic poles of the WD (Ferrario
et al. 1989a; Schwope 1996) forming an accretion “funnel”. The radiation in the optical and
IR bands is characterised by strongly circularly and linearly polarised cyclotron emission
from the stand-off shocks located at the base of the accretion funnels. Because of phase
locking, radial velocity and light variations are seen only at the orbital period.

There are currently four confirmed polars that show a small degree (several percent) of
asynchronism between the spin and orbital periods and two candidate systems (Campbell
and Schwope 1999, and see also Table 2). Doppler tomography of the near-synchronous
polar BY Cam (Schwarz et al. 2005) has uncovered that most of the matter flowing towards
the magnetic WD is accreted via a funnel that extends by ∼ 180◦ in azimuth. This implies
that the stream can travel around the WD, making the accretion pattern in this system re-
semble that of IPs (see below). Thus, asynchronous polars are particularly important for
our understanding of magnetic accretion since they display characteristics common to both
Polars and IPs.

The reason for this asynchronism is not clear, but it has been proposed that it could
be caused by recent nova eruptions (e.g. Nova V1500 Cyg, Schmidt and Stockman 1991;
Schmidt et al. 1995b). Furthermore among newly identified MCVs there are a handful of
systems with weakly desynchronised MWDs (see Table 3), such as Paloma (Schwarz et al.
2007), IGR J19552+0044 (Bernardini et al. 2013), and V598 Peg (Southworth et al. 2007)
indicating that the distinction between polars as synchronous rotators and IPs is not as sharp
as formerly believed.

In most IPs, accretion discs or rings usually form (but see Hellier 2014, for a review on
accretion in IPs) and Rmag � Rcor where Rcor = (GMWD/ 

2
rot)

1/3 is the co-rotation radius
at which the Keplerian angular velocity equals the spin angular velocity of the primary

and Rmag = φ 2.7× 1010μ
4/7
33 Ṁ−2/7

16 M−1/7
WD,� cm, where φ ∼ 1 is a parameter that takes into

account the departure from the spherically symmetric case, μ33 is the WD magnetic moment
in units of 1033 G cm3, M16 is the mass accretion rate in units of 1016 g s−1 and MWD,� is the
WD mass in solar units (Norton and Watson 1989; Hellier 1995). The details of the threading
region depend on the magnetic diffusivity of the disc and the toroidal field produced by the
shear between the Keplerian disc and the co-rotating disc (see Wickramasinghe 2014). Close
to the WD, the flow in IPs consists of two magnetically confined accretion “curtains” fed by
the disk or ring (Ferrario et al. 1993; Hellier 1995).
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Fig. 18 Accretion funnel in a polar obtained using an orbital inclination, i = 85◦ , and a dipole inclination,
θ = 15◦ . The diagrams for phases φ > 0.5 are mirror images of those shown here (Ferrario et al. 1993)

Since the WD in IPs is not phase-locked into synchronous rotation with the orbit, the
emission variations are observed to occur at the spin period of the WD, Ps, at the beat
period Pbeat = (P−1

s − P−1
orb )

−1 and often at both. The multi-component model of Ferrario
and Wickramasinghe (1999) to calculate the optical and X-ray power spectra of disced and
discless MCVs has revealed that as the magnetic field strength of the WD increases, the
cyclotron emission from the shocks becomes comparable to the optical radiation from the
magnetically confined flow and the dominant power shifts from the beat frequency to the
WD spin frequency. Thus those MWDs in IPs with sufficiently large magnetic moments,
such as V 2400 Oph (Buckley et al. 1997), do not accrete via a disc while in many other IPs,
such as FO Aqr, the stream from the companion star can flow over the disc (Norton et al.
1992; Beardmore et al. 1998; Hellier 2014).

One of the most significant characteristic that distinguishes disc-fed accretion from
stream-fed accretion is the amplitude of the radial velocity variations. Disc-fed accretion
is characterised by low radial velocity amplitudes (∼ 50–100 km s−1), while stream-fed ac-
cretion by high radial velocity amplitudes (∼ 500–1000 km s−1).

Here we need to stress that although curtains are generally associated with asynchronous
systems, under certain accretion conditions even polars may exhibit extended coupling re-
gions and a curtain-type structure for the magnetically confined infalling matter. Similarly,
some IPs may sometime show funnel-like flows typical of polars. In this context we note
that Schwope et al. (2004) have shown how tomographic techniques can be effectively used
to infer the accretion geometry of MCVs.

We show schematic diagrams of magnetically channelled accretion flows in typical po-
lars and IPs in Fig. 18 and Fig. 19 respectively. As shown in these figures, the observed
modulation arises from projection area effects and viewing aspect. Depending on the orbital
phase φ, parts of the accretion curtains are either self-occulted or are hidden by the disc or
the body of the WD (Ferrario et al. 1993; Ferrario and Wickramasinghe 1993b).

The discovery of Zeeman-split emission lines in the circular polarisation spectra of
AR UMa (Schmidt et al. 1999a) and V884 Her (Schmidt et al. 2001b) have enabled the
investigation of the magnetic, thermal and dynamical structure of accretion funnels. The
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Fig. 19 Visible portions of the two accretion curtains in IPs obtained using a viewing angle i = 70◦ and a
magnetic colatitude of θ = 15◦ . The diagrams for φ > 0.5 are mirror images of those shown here (Ferrario
et al. 1993)

Fig. 20 Middle panel: observed phase-dependence of the circularly polarised flux for the region surround-
ing Hβ . Wavelength runs from 4750 Å to 4950 Å, and orbital phase advances upward, with φ = 0.25 at
the bottom and φ = 0.25 at the top of the figure, covering two complete orbital cycles. The polarised flux
is white for negative circular polarisation and black for positive circular polarisation. Left panel: “standard”
funnel model with θd = 30◦ , φd = 90◦ and i = 60◦ . Right panel: idealised plane parallel slab model for field
aligned flow in the transition region from ballistic stream to funnel flow (Ferrario et al. 2002)

modelling of Ferrario et al. (2002) of these two very high field polars using the funnel struc-
tures developed by Ferrario and Wehrse (1999) has revealed that the polarisation spectrum
is very sensitive to velocity and field gradients, as shown in Fig. 20. They find that the bulk
of the observed emission arises from two components, (i) the material in the magnetically
channelled funnel flow and (ii) the threading region at the base of the funnel where the
stream changes from ballistic to co-rotational. The latter makes the main contribution in
the high field system AR UMa which is viewed at large inclination angles while the for-
mer dominates at the low orbital inclinations of V884 Her (Ferrario et al. 2002). Thus, the
study of polarised line emission, which is only possible for systems which possess very
strong fields, allows one to unravel the contributions from the stream, funnel, and transition
region.

Close to the WD surface the densest parts of the supersonic infalling matter produce a
strong shock where the gas is heated up to temperatures of ∼ 10–40 keV. The shock tem-
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Fig. 21 Bottom panel: Phase-averaged flux spectrum of the PREP PZ Vir (=SDSS J1324+0320). Top panel:
phase-averaged circular polarisation spectrum (Szkody et al. 2003)

perature is Ts = 3.7 × 108 MWD,�/R9 K, where R9 is the WD radius in units of 109 cm.
The post-shock flow becomes subsonic and cools via thermal bremsstrahlung (hard X-rays)
and cyclotron radiation (optical/IR) (Aizu 1973; King and Lasota 1979; Lamb and Mas-
ters 1979). The relative proportion of cyclotron to bremsstrahlung radiations depends on
the WD field strength and specific mass accretion rate. Cyclotron dominates at high field
strengths and/or low local mass accretion rates, thus, if Lcyc and Lbrem are the cyclotron and
bremsstrahlung luminosities respectively, then Lcyc > Lbrem. The temperatures of ions and
electrons are different in this case (two-temperature fluid). Bremsstrahlung instead domi-
nates at low field and/or high local mass accretion rates and the ion and electron temper-
atures are about the same (one-temperature fluid). The WD surface also intercepts these
primary emissions, which are partially reflected and thermalised. The poles of the WD are
then heated at temperatures ∼ 20–40 eV and emit a blackbody-like spectrum. However, the
prediction that the black body luminosity, LBB, should be ∼ Lbrem+Lcyc was not confirmed
in AM Her and other polars which showed a prominent soft X-ray component. This was re-
ferred to as the “soft X-ray puzzle” (see also Beuermann 1999). Kuijpers and Pringle (1982)
suggested that at high local mass accretion rates (ṁ∼ 100 g cm−2 s−1) the pressure of ma-
terial is so high that the shock can be buried in the WD atmosphere and that the heating
of the WD from below produces an intense blackbody-like emission. This component does
not enter in the energy balance, thus solving the soft X-ray puzzle. In AM Her most of the
reprocessed radiation was found to emerge in the FUV/UV range (Gänsicke et al. 1995). In
this context, we note that the recent modelling of the accretion heated spot of the WD using
a temperature distribution across the region can well reproduce the soft X-ray spectrum in
AM Her (Beuermann et al. 2012).

The structure of the post-shock region has been the subject of several studies. Detailed
one-dimensional two-fluid hydrodynamic calculations coupled with radiative transfer equa-
tions for cyclotron and bremsstrahlung were performed for different regimes by Woelk and
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Fig. 22 Phase-averaged
cyclotron model for the PREP
PZ Vir (=SDSS J1324+0320)
corresponding to a magnetic field
strength B = 64 MG. Lower
panel: flux. Upper panel: circular
polarisation

Beuermann (1992, 1996), Thompson and Cawthorne (1987), Kuijpers and Pringle (1982)
and Fischer and Beuermann (2001). They also include the so-called bombardment regime,
which is associated with very low specific mass accretion rates and high field strengths.
These very low accretion rates do not allow the formation of a hydrodynamic shock, and the
photosphere is heated directly by particle bombardment. This is the typical accretion regime
of PREPS, as indicated by the observations of systems such as PZ Vir (=SDSS J1324+0320,
Fig. 21). The very low electron temperatures and specific accretion rates derived by the mod-
elling of these systems (see Fig. 22 and Ferrario et al. 2005) are found to be consistent with
the bombardment regime. The absence of Zeeman features from the photosphere of the WD
further strengthens the hypothesis that these systems are not polars in a low state of accretion
but pre-MCV with very cool, old, WDs.

When fitting the X-ray spectra, early computations of the structure of the post-shock
flow using one-temperature calculations (Cropper et al. 1999) were later demonstrated to
provide higher WD masses than those obtained using hydrodynamical models that included
two-temperature effects (Saxton et al. 2005) and dipolar field geometry (Saxton et al. 2007).

In the IPs, accretion generally occurs via magnetically confined curtains (see Fig. 19)
forming arc-shaped shock regions around the WD magnetic poles (Ferrario et al. 1993;
Ferrario and Wickramasinghe 1993b; Hellier 1995). Since these systems are strong hard
X-ray emitters, the post-shock region mainly cools via thermal bremsstrahlung. Because of
the large arc-shaped footprints, the reprocessed radiation was initially expected to emerge
in the EUV range. However, the ROSAT survey revealed the existence of a few IPs with
a soft X-ray component similar to that observed in polars. Observations with the XMM-
Newton satellite have increased the number of IPs that exhibit a soft blackbody component
to ∼ 18, although these cover a wider range of temperatures than those in polars (Anzolin
et al. 2008, 2009; Bernardini et al. 2012, and reference therein). Since the soft X-ray com-
ponent is only a small fraction of the hard X-ray luminosity, it is consistent with reprocess-
ing.

Interestingly, recent X-ray observations with XMM-Newton of polars in high states of
accretion have revealed an increasing number of systems that do not exhibit a distinct soft
X-ray component but rather a more ‘IP-like’ X-ray spectrum (Ramsay and Cropper 2004;
Vogel et al. 2008; Ramsay et al. 2009; Bernardini et al. 2014). However, the magnetic fields
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and orbital periods of these polars do not appear to be very dissimilar from all other polars
with a more classic type of behaviour. Hence, the distinction between the two subclasses
now appears less marked than ever before, requiring further investigations.

9 Conclusions

To date there are about ∼ 250 MWDs with well determined fields (see Table 1) and over
∼ 600 if we also count objects with no or uncertain field determination (see Kepler et al.
2013, 2015). These MWDs have been discovered following surveys such as the SDSS, HQS
and the Cape Survey. The enlarged sample has shown that the field distribution of MWDs
is in the range 103–109 G. While the high field cut-off appears to be real, the low field
one is currently determined solely by the sensitivity of current spectropolarimetric surveys.
Observations also indicate that MWDs may be divided into two groups: a high field group
(1–1000 MG), where most objects are found, and a low field group (< 0.1 MG), whose
importance still needs to be determined by much more sensitive spectropolarimetric surveys
conducted on 8 m class telescopes.

The high field group of MWDs differs from the low field group in terms of average
mass (see also Kepler et al. 2013). That is, high field MWDs exhibit a higher average mass
(∼ 0.85 M�) than weakly magnetic or non-magnetic WDs (∼ 0.66 M�). High field MWDs
also have a relatively strong tail that extends to the Chandrasekhar limit.

The significant increase in the number of MWDs has also led to new insights on the
nature of magnetism. However, we still need to construct (i) more realistic model at-
mospheres that allow for the presence of magnetic fields and (ii) stellar evolution tracks
of intermediate mass stars that take into consideration both fossil and dynamo generated
fields. Such calculations may be able to tell us whether all WDs are magnetic at some
level.

The origin of fields in highly magnetic WDs is currently being debated. Although the
newly proposed scenario that all high field MWDs (single and in binaries) are the result of
close binary evolution and mergers is gaining momentum, the fossil field hypothesis cannot
be totally dismissed. The attractiveness of the merger hypothesis lies mostly in its ability
to explain why there are no wide binaries consisting of a MWD with a non-degenerate
companion star and why MWDs are on average more massive than their non-magnetic or
weakly magnetic counterparts.

Observations of magnetic WDs in interacting binaries obtained in the last decade have
also opened interesting questions on their evolution, accretion and emission properties.
Forthcoming surveys such as SDSS-IV and VPHAS+ (Drew et al. 2014) in the optical and
in the X-rays, such as the one expected to be conducted by eROSITA (e.g., Schwope 2012)
will allow the discovery of new systems providing new exciting challenges.

The study of isolated and binary MWDs is likely to remain at the forefront of research
for many years to come.
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Abstract Confronting theoretical models with observations of thermal radiation emitted
by neutron stars is one of the most important ways to understand the properties of both,
superdense matter in the interiors of the neutron stars and dense magnetized plasmas in
their outer layers. Here we review the theory of thermal emission from the surface layers
of strongly magnetized neutron stars, and the main properties of the observational data.
In particular, we focus on the nearby sources for which a clear thermal component has
been detected, without being contaminated by other emission processes (magnetosphere,
accretion, nebulae). We also discuss the applications of the modern theoretical models of
the formation of spectra of strongly magnetized neutron stars to the observed thermally
emitting objects.

Keywords Neutron stars · Magnetic fields · Thermal emission · Stellar atmospheres

1 Introduction

One of the first expectations of neutron-star (NS) astrophysics, dating back to the epoch
when such sources where theoretically proposed, is the possibility to detect thermal radiation
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from their hot (millions of K) surfaces (Zwicky 1938). Observation of the first sources of
cosmic X-rays in the Early Sixties suggested that NSs could indeed be detected, which
added impetus to theoretical work as well as to modeling of expected NS observational
properties. The crucial point, attracting a lot of interest in the astrophysical community, was
that the study of NS cooling could constrain the physical properties of superdense matter in
the interiors of the NSs (Bahcall and Wolf 1965), under conditions that cannot be studied
in terrestrial laboratories. Discovery of NSs as radio pulsars (Hewish et al. 1968) further
boosted NS cooling studies as well as observational efforts. However, the first detection
of thermal radiation from the surface of INSs (Cheng and Helfand 1983; Brinkmann and
Ögelman 1987) had to wait the launch of focusing X-ray telescopes HEAO2/Einstein (1978–
1981) and EXOSAT (1983–1986), which allowed for a dramatic leap forward in sensitivity
to faint point X-ray sources.

Our understanding of the physics of NSs dramatically improved in the last decades.
Thanks to multiwavelength observations (with an important role played by X-ray obser-
vations), we have discovered with much surprise that not all Isolated NSs (INSs) behave as
radio pulsars, but that there exist a rich diversity of INS classes, including Rotation-Powered
Pulsars, Rotating Radio Transients, Anomalous X-ray Pulsars, Soft Gamma Repeaters, Cen-
tral Compact Objects in supernova remnants, and the Magnificent Seven thermally emitting
NSs (see the next section). It is now commonly accepted that magnetic fields plays an im-
portant role in shaping the electromagnetic emission properties of INSs, e.g. mediating the
conversion of their rotational energy into radiation (as in rotation-powered sources), or di-
rectly acting as the energy reservoir for most of the INS luminosity (as in magnetars).

One of the main challenges is to disentangle different emission components, overlapping
in the X-ray energy range. After discriminating thermal emission, a detailed study of the
thermal spectra can yield precious information about the NS surface temperature distribu-
tion, the properties of dense magnetized plasmas in their envelopes and atmospheres, as well
as set constraints on the equation of state of the ultradense matter in the NS cores.

Besides INSs, some NSs with observed thermal spectra also reside in binary systems. In
low-mass X-ray binary systems (LMXBs), a NS accretes matter from a less massive star (a
Main Sequence star or a white dwarf), alternating periods of intense accretion and periods
of quiescence. When accretion stops and the residual heat diffuses out from the crust, X-ray
radiation comes from the heated NS surface (Brown et al. 1998). During the last decade,
such quiescent sources (qLMXBs) yield ever increasing amount of valuable information
on the NSs. Their spectra are successfully interpreted with models of NS atmospheres (see
Potekhin 2014, for a discussion and references). Another class of NSs in binaries with ther-
mal spectra are X-ray bursters—accreting NSs in close binary systems, which produce X-ray
bursts with intervals from hours to days (see, e.g. Strohmayer and Bildsten 2006, for a re-
view). During intervals between the bursts, a burster’s atmosphere does not essentially differ
from an atmosphere of a cooling NS. In such periods, the bulk of the observed X-ray radia-
tion arises from transformation of gravitational energy of the accreting matter into thermal
energy. Some of the bursts (so-called long bursts, which last over a minute) occur during
periods when the accretion rate is low enough for the luminosity not to exceed a few percent
of the Eddington limit. In this cases, a thermal atmospheric spectrum can be observed (e.g.,
Suleimanov et al. 2011).

As we will see, the number of known NSs with an unambiguously identified thermal
component in the spectrum is not large, but it steadily increases. Some of them can be under-
stood with models of nonmagnetic atmospheres, whereas others are believed to be endowed
with strong magnetic fields, which must be taken into account. After the seminal work of
Romani (1987), the nonmagnetic neutron-star atmospheres have been studied in many works
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(see Zavlin 2009 for a review). Databases of neutron-star hydrogen atmosphere model spec-
tra have been published (Zavlin et al. 1996; Gänsicke et al. 2002; Heinke et al. 2006),1 and
a computer code for their calculation has been released (Haakonsen et al. 2012). A database
of carbon atmosphere model spectra has been also published recently (Suleimanov et al.
2014).2 Model spectra were calculated for neutron-star atmospheres composed of differ-
ent chemical elements from H to Fe (e.g., Rajagopal and Romani 1996; Pons et al. 2002;
Heinke et al. 2006; Ho and Heinke 2009) and mixtures of different elements (Gänsicke et al.
2002; Pons et al. 2002). In general, the thermal spectra of NSs in binaries (e.g., bursters
and qLMXBs mentioned above) are interpreted with theoretical models without magnetic
fields. Thermal components of spectra of several millisecond pulsars (e.g., PSR J0437-4715,
Bogdanov 2013 and some thermally emitting INSs (e.g., the source in Cassiopeia A, Ho and
Heinke 2009) have also been interpreted with the nonmagnetic atmosphere models. In this
paper, however, we will not consider the nonmagnetic models (see Potekhin 2014 for a more
general review, which includes a discussion of both the nonmagnetic and magnetic cases),
but instead we will focus on models of thermal spectra of the INSs that are significantly
affected by strong magnetic fields.

The paper is organized as follows. In Sect. 2 we give account of the different classes of
INSs. In Sect. 3 we list INSs with confirmed thermal emission and give a summary of their
main characteristics. In Sect. 4 we consider the definitions and concepts that are important
for the theory of formation of thermal spectra of NSs with strong magnetic fields. The latter
theory is described in Sect. 5. Section 6 is devoted to the theory of a magnetized condensed
surface as an alternative to gaseous NS atmospheres. In Sect. 7 we describe transformation
of the local spectra into the spectra seen by a distant observer. Examples of interpretation
of observed spectra with the use of theoretical models of partially ionized, strongly magne-
tized NS atmospheres are considered in Sect. 8. In Sect. 9, we give brief conclusions. In the
Appendix we briefly describe the effects of thermal motion of atoms in a strong magnetic
field on the atomic quantum-mechanical characteristics and on the ionization equilibrium of
plasmas, that underlie calculations of the opacities for the strongly magnetized NS atmo-
spheres.

2 The Families of Isolated Neutron Stars

A short account of the main properties of the different classes of INSs, with a focus on their
emission in the X-ray range, is useful to set the context for the observational panorama of
thermal emitters.

• Rotation-Powered Pulsars (RPPs). This is the class of INSs with the largest observational
database, more than 2200 sources being known,3 mostly from radio surveys. A large
population of radio-silent RPPs is also emerging, thanks to gamma-ray observations by
the Fermi mission (see Abdo et al. 2013, and references therein).

Rotation of a magnetized INS induces electric fields which accelerate particles in the
magnetosphere surrounding the star, initiating electromagnetic cascades. This mechanism
produces synchrotron and curvature radiation along a peculiar beaming pattern, ultimately

1Models NSA, NSAGRAV, and NSATMOS in the database XSPEC (Arnaud 1996).
2Model CARBATM in the database XSPEC (Arnaud 1996).
3See e.g. the ATNF pulsar database at http://www.atnf.csiro.au/research/pulsar/psrcat/ (Manchester et al.
2005)
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Fig. 1 P − Ṗ diagram for the
∼ 2300 currently known neutron
stars with measured P and Ṗ .
Different classes are marked with
different symbols. Lines showing
constant Ėrot as well as constant
inferred surface dipolar magnetic
field are superimposed

related to the magnetic field configuration, at the expense of the dissipation of the NS
rotational energy (see Harding and Lai 2006, for a review). Because of such rotation-
powered emission (see also Gwinn et al. 2014, this issue), RPPs are typically observed
as pulsating sources from radio wavelengths4 to very high energy gamma-rays—the spin-
down luminosity Ėrot = 4π2I Ṗ P−3 (where I ∼ 1045 g cm2 is the NS moment of inertia)
being indeed much larger than the inferred electromagnetic luminosities. However, as a
matter of fact, most of the spin-down luminosity is carried away by a relativistic particle
wind which, interacting with the surrounding medium, powers bright pulsar wind nebulae,
seen as diffuse structures in the radio, X-ray, and gamma-ray energy ranges.

In this picture, assuming the observed Ėrot to be due to magnetic dipole radia-
tion yields an estimate of the surface dipole field at the magnetic equator of the star
Beq = 3.2× 1019(P Ṗ )1/2 G, as well as an estimate of the NS age τc = P/(2Ṗ ), which
is called characteristic age. The first estimate assumes

√
I45/(R

3
6 sinα)= 1, where I45 =

I/1045 g cm2, R6 is the stellar radius R in units of 106 cm, and α is the angle between the
magnetic and rotational axes. More realistic calculations give similar relations between
B and P Ṗ (Spitkovsky 2006; Beskin et al. 2013). The second estimate assumes a birth
period much shorter than the current period P , as well as a non-variable magnetic field.
As can be seen in Fig. 1, the bulk of RPPs have P in the 0.1–1 s range and Beq ∼ 1012 G.
The separate subclass of Millisecond Pulsars (MSPs), accounting for ∼ 10 % of the RPP
sample, is supposed to include very old NSs with a different evolutionary history, having
experienced accretion in a long-lived binary system which eventually spun-up the NSs to
P ∼ a few ms and quenched their magnetic field to 108–109 G. For this reason MSPs are
also called recycled pulsars (Bisnovatyi-Kogan 2006, and references therein).

More than 120 RPPs have been detected in the soft X-ray energy range (see, e.g.,
Marelli et al. 2011; Abdo et al. 2013), and several of them display thermal emission from
their hot surfaces in addition to the rotation-powered emission. While a thermal com-
ponent related to the NS cooling is apparent in a few sources, an additional component
with a higher temperature and a smaller emitting area can also be observed (De Luca
et al. 2005), probably related to re-heating of the magnetic polar caps by bombardment
of magnetospheric particles. We note that RPPs with the largest inferred magnetic fields

4Indeed, their discovery as radio pulsars was the first observational evidence for the existence of NSs
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(Beq ∼ 1013−1014 G) are often considered as a separate, “High-B” class, (HB, see Ng and
Kaspi 2011 for a review). HB RPPs show some evidence for a larger thermal luminosity
when compared to RPPs of similar ages and can be the link between magnetars and RPPs,
with magnetic field decay playing an important role for their thermal evolution (Aguilera
et al. 2008; Pons et al. 2009). At least in one case (PSR J1846-0258, Gavriil et al. 2008), a
peculiar time variability, reminiscent of the behavior of the anomalous X-ray pulsars (see
below), has been seen in a HB RPP.

• Rotating Radio Transients (RRaTs). Discovered as sources of repeated, bright, short
(∼ 1 ms) radio bursts occurring at integral multiples of an underlying periodicity, RRaTs
were initially considered as a new class of INSs (McLaughlin et al. 2006). High time
resolution radio surveys are unveiling new RRaTs (about 70 are currently known—see
Burke-Spolaor 2014 for a recent review).

It has been observed that RRaTs, as a class, have a larger magnetic field with respect
to the bulk of RPPs, which prompted speculations about possible relationships of such
sources with magnetars (or with HB RPPs, or with the Magnificent Seven NSs considered
below). Interestingly enough, the most active RRaT (PSR J1819-1458)—the only source
of its class being detected in soft X-rays—has an X-ray phenomenology (as well as a
position in the P − Ṗ plane) fully similar to the one of the Magnificent Seven, with a
pulsed thermal-like emission and a broad spectral absorption feature superimposed to the
continuum (Miller et al. 2011). In any case, it is currently believed that RRaTs are not
substantially physically different from RPPs—which also show time variability of the
radio pulses—RRaTs have just a somewhat extreme temporal behavior.

• Soft Gamma Repeaters (SGRs) and Anomalous X-ray Pulsars (AXPs). About two dozen
such sources are known (Olausen and Kaspi 2014). Originally thought to form two dif-
ferent classes of objects, they were later shown to form a single SGR/AXP class (Gavriil
et al. 2002). Detailed reviews of their phenomenology and physics are included in this
issue, see also Mereghetti (2008, 2013), Turolla and Esposito (2013).

The period of SGR/AXPs (in the 2–12 s range) is much longer than the one of the bulk
of RPPs; their period derivative (showing peculiar time variability) is also very large,
corresponding to dipole magnetic fields of the order of B ∼ 1014 − 1015 G (see Fig. 1).

These objects show a very complex high energy phenomenology. This includes a per-
sistent, pulsed soft X-ray component (often with a transient behavior), dominated by
thermal-like emission, typically with a luminosity largely exceeding the spin-down lu-
minosity. Moreover, SGR/AXPs display a spectacular flaring emission component (see
Rea and Esposito 2011, for a review), best seen from a few keV to a few hundreds keV.
They are typically radio silent, although very bright radio pulses have been observed from
a few sources.

SGR/AXPs are generally believed to be magnetars (see the review by Olausen and
Kaspi 2014), i.e. NSs ultimately powered by the decay of their magnetic field (Duncan
and Thompson 1992).5 The magnetic field of magnetars is supposed to be much more
intense than for other classes of INSs and to have a peculiar topology.

• Central Compact Objects (CCOs). This class includes a dozen of point sources, lying
close to the center of young (0.3–10 kyr) Supernova Remnants, discovered in the soft

5There are alternative hypotheses about the nature of SGR/AXPs, assuming their braking by an accretion
disk (e.g., Trümper et al. 2013, and references therein) or a “magnetic slab” (Bisnovatyi-Kogan and Ikhsanov
2014), as well as the models of drift waves in the magnetosphere of a neutron star with B ∼ 1012 G (Malov
2010) or rapidly rotating massive (M >M�) white dwarfs with B ∼ 108 G (Boshkaev et al. 2013).
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X-ray band and supposed to be young INSs (De Luca 2008; Gotthelf et al. 2013). They
have no counterparts at any other wavelength, nor associated diffuse nebulae, nor any
manifestation of rotation-powered magnetospheric activity. Such sources only display
steady, thermal-like X-ray emission, typically with a two-temperature blackbody spec-
trum and very small emitting areas. Absorption features superimposed to the continuum
have been observed in two sources.

Measurement of a tiny period derivative for the only three pulsating CCOs point to
very low surface dipole fields (Beq ∼ 1011 G, Gotthelf et al. 2013). This is consistent with
an interpretation of the absorption lines as electron cyclotron features. In this picture,
it is not clear what is the origin of the apparent, relatively large thermal luminosities
and large temperature anisotropies for these NSs. The spin-down luminosity is too low
to explain the hot spot emission, while X-ray timing, as well as deep optical/infrared
observations, rule out the existence of companion stars as well as accretion from debris
discs (Halpern and Gotthelf 2010; De Luca et al. 2011). It has been suggested that a
strong crustal toroidal magnetic field could channel heat from the star interior, producing
hot spots on the surfaces, while not influencing the NS spin-down (see, e.g., Shabaltas
and Lai 2012).

As another puzzle, the inferred, relatively high birth rate of CCOs clashes with the
apparently underpopulated region of the P − Ṗ diagram in which they reside (Kaspi 2010;
Halpern and Gotthelf 2010—see Fig. 1). It has been proposed that the weak observed
dipole field could result from prompt accretion of 10−4–10−3 M� fallback material soon
after the SN explosion. The buried field would re-emerge later, on a 103–105 yr time scale
(depending on the amount of accreted material), turning a CCO into a RPP, or even into a
magnetar (Viganò and Pons 2012).

• The Magnificent Seven, or X-ray INSs (XINSs). These seven INSs were discovered in the
ROSAT All Sky Survey. Reviews on their properties are given by Haberl (2007), Turolla
(2009), Kaplan and van Kerkwijk (2009), to whom the reader is referred for more details
and references.

The XINSs have spinning periods in the same range as SGR/AXPs, but the period
derivative points to a dipole field ∼ 1 order of magnitude lower for the XINSs (but still
well above the one of the bulk of RPPs—see Fig. 1).

These sources display a thermal-like spectrum, from the optical to the soft X-ray
range.6 Their thermal luminosity is somewhat larger than expected from conventional
cooling of NSs at the same characteristic age. Broad (often multiple) spectral distortions
compatible with absorption features are seen, superimposed on the thermal continuum.
The nature of these features is unclear. Suggested explanations include, for example,
atomic or proton-cyclotron features (e.g., Haberl 2007), photoionization in a relatively
dense cloud in the vicinity of the NS (Hambaryan et al. 2009), or a result of a com-
plex strongly inhomogeneous distribution of temperature over the surface (Viganò et al.
2014). In one case, the observed spectral shape has been tentatively explained as orig-
inated in a thin partially-ionized hydrogen atmosphere above a condensed iron surface
(see Sect. 8.2).

All XINSs have an optical/UV counterpart, with a flux exceeding by a factor 5–50
(around 5000 Å) the expected value, based on the extrapolation of the soft X-ray spectrum

6For some of them, pulsed radio emission has been also detected at very low frequency 111 MHz at the
Pushchino Radio Astronomy Observatory—see Malofeev et al. (2007), Teplykh et al. (2011). Such detections
are very intriguing and await confirmation from other observations at similar frequencies, e.g., by the LOFAR
telescope.
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(Kaplan et al. 2011). Such optical/UV excesses show power-law spectra, but the observed
slopes differ from source to source and are generally not consistent with the Rayleigh-
Jeans tail of a blackbody spectrum. The origin of the optical/UV excess is not understood
(atmospheric effects? magnetospheric activity? evidence for an emitting region larger and
cooler than the one seen in X-rays?).

All XINSs are steady emitters, with the exception of RX J0720.4-3125, whose time
variability has not yet been understood (see Hohle et al. 2012, possible explanations range
from magnetar-like activity to a peculiar accretion episode).

The XINSs are rather close (from 120 pc to a few hundred pc) to the Solar system.
These distance estimates are based on direct annual parallax measurements or on com-
parison of the observed photoelectric absorption to models for the 3D distribution of local
interstellar medium, and they are consistent with the large observed proper motions. Back-
projection of the NS space trajectories allowed to infer a kinematic age for a few sources,
based on possible association with clusters of massive stars (see e.g. Tetzlaff et al. 2011).
Interestingly enough, the kinematic ages are systematically smaller than characteristic
ages τc, being thus more consistent with the relatively high thermal luminosities.

It has been suggested that the magnetic field of the XINSs could have decayed since
their birth, affecting their rotational and thermal evolution (Popov et al. 2010). The rela-
tionship of the XINSs to other classes of INSs is in any case still poorly understood (aged
magnetars? HB RPPs with unfavorable radio beaming? extreme RRaTs?).

Unifying the apparent diversity of the classes of INSs in a coherent physical scenario is a
major goal in the astrophysics of INSs. A study in this perspective was performed by Viganò
et al. (2013), who modeled the coupled evolution of temperature and magnetic field (driving
the rotational evolution) of INSs and proved the possibility to explain the overall properties
of the classes of SGR/AXPs, HB RPPs, and of the XINSs by varying the initial magnetic
field, mass and envelope composition in a unique parent population of INSs.

3 Isolated Neutron Stars with Thermal Spectra

Viganò et al. (2013) gathered and thoroughly re-analyzed all the best available data on iso-
lated, thermally emitting NSs were in a consistent way. We refer the interested reader to that
reference for more details. The data sample of 40 sources was compared to theoretical mod-
els of the magneto-thermal evolution of NSs, in an attempt to explain the phenomenological
diversity of SGR/AXPs, high-B radio-pulsars, and isolated nearby NSs by only varying their
initial magnetic field, mass and envelope composition. The cooling theory of NSs and sev-
eral issues characteristic of magnetars are also in other sections of this issue. In this chap-
ter, we focus on the thermal emission from sources not cataloged as magnetar candidates
(SGR/AXPs). The sample of selected sources (see Table 1) includes:

• Eight CCOs, including the very young NS in Cassiopeia A, and the only three CCOs with
measured values of P and Ṗ . We have ignored the other CCOs candidates, since they
have spectral information with poor statistics and/or a very uncertain age of the associated
SNR.

• 13 rotation powered pulsars, including the Vela pulsar and the so-called Three Muske-
teers (PSR B0656, PSR B1055 and the γ -ray-loud Geminga; De Luca et al. 2005). We
have excluded most of the young pulsars, many of which are associated with pulsar wind
nebulae, since in those cases data are compatible with non-thermal emission powered by
the rotational energy loss, which is orders of magnitude larger than their X-ray luminosity
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Table 1 Emission properties of the thermally emitting neutron stars. Tbb and Rbb are the temperature and
radius inferred by the bbodyrad model. Tnsa is the temperature inferred by the nsa model with acceptable
associated radius Rnsa, also indicated. Tcool is either the lower temperature for models including 2 BB,
compatible with emission from the entire surface, or the upper limit for cases showing emission from a small
spot Rbb ∼ a few km. In the latter case, Lcool is the associated upper limit to the “hidden“ thermal luminosity.
Data are from Viganò et al. (2013) as well as from www.neutronstarcooling.info. All radii, temperatures and
luminosities are the values as measured by a distant observer

Source Tbb
[106 K]

Rbb
[km]

Tnsa/rcs

[106 K]

Rnsa
[km]

Best fit
model

Tcool
[106 K]

log(Lcool)

[erg s−1]

CXOU J185238.6+004020 5.1 0.9 3.37 3.0 BB/nsa <1.1 <33.1
1E 1207.4-5209** 2.2 9.6 1.7 7.4 BB*/nsa* <0.7 <32.2
RX J0822-4300 4.6 1.7 2.37 6.4 BB/nsa <1.0 <32.9
CXO J232327.9+584842 5.2 1.7 3.34 2.7 BB/nsa <1.3 <33.3
1WGA J1713.4-3949 4.8 0.4 – – BB+PL – –
CXOU J085201.4-461753 4.7 0.28 3.1 1.2 BB/nsa – –
XMMU J172054.5-372652 4.9 2.6 – – BB+PL – –
XMMU J173203.3-344518 5.7 – 2.6C 13C C atm – –
PSR J0538+2817 1.9 2.6 – – BB+PL <0.6 <31.9
PSR B1055-52 2.2 0.3 – – 2BB+PL 0.8 –
PSR J0633+1746 1.6 0.1 – – 2BB+PL 0.49 –
PSR B1706-44 1.7 3.3 – – BB+PL <0.7 <32.2
PSR B0833-45 1.4 5.0 0.93 9.4 (BB/nsa)+PL <0.5 <31.5
PSR B0656+14 1.2 2.4 – – 2BB+PL 0.6 –
PSR B2334+61 1.9 1.1 1.0 7.9 BB/nsa <0.6 <31.9
PSR J1740+1000 2.0 0.4 0.6 10.3 2BB/nsa 0.9 –
PSR J1741-2054 0.7 12 – – BB – –
PSR J1357-6429 1.6 2.0 0.74 10.0 (BB/nsa)+PL – –
PSR J0726-2612 1.0 4.6 – – BB <0.46 <31.5
PSR J1119-6127** 3.1 1.5 – – BB <1.4 <32.9
PSR J1819-1458 1.5 12.3 – – BB – –
PSR J1718-3718 2.2 2.0 – – BB <1.0 <32.9
RX J0420.0-5022 0.6 3.4 – – BB – –
RX J1856.5-3754** 0.73 4.1 – – BB – –
RX J2143.0+0654 1.24 2.3 – – BB – –
RX J0720.4-3125 0.97 5.7 – – BB – –
RX J0806.4-4123 1.17 1.2 0.63 8.2 BB*/nsa* – –
RX J1308.6+2127** 1.09 5.0 – – BB* – –
RX J1605.3+3249 1.15 0.9 0.49 7.0 BB*/nsa* – –

*Absorption line(s) gabs included in the fit

**See discussion of a more elaborated analysis in Sect. 8

CFits to a carbon atmosphere and assuming d = 3.2 kpc

(i.e. RX J0007.0+7303 in SNR CTA1; Caraveo et al. 2010). We also exclude several old
pulsars (Zavlin and Pavlov 2004) with thermal emission from a tiny hot spot (a few tens
of m2), since the temperature of the small hot spots is probably unrelated to the cool-
ing history of the NS. Our list also includes four high-B radio-pulsars magnetic fields
Beq ∼ 1013 − 1014 G and good quality spectra. We have excluded the AXP-like pulsar
PSR J1846-0258 since during quiescence its X-ray emission does not show a significant
thermal component (Ng et al. 2008; Livingstone et al. 2011), and it is orders of magnitude
smaller than its rotational energy loss.
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• We have included the only RRaT detected so far in X-ray (PSR J1819-1458).
• The Magnificent Seven (XINSs). All of them have good spectra, and most of them have

well determined timing properties and good distance determinations (sometimes with di-
rect parallax measurements).

We summarize the main properties of thermal emitters in Table 1 (taken from Viganò
et al. 2013 and extended). All the data presented here with links to abundant references can
also be found in the website http://www.neutronstarcooling.info/.

Although both, luminosities and temperatures can be obtained by spectral analysis, it is
usually difficult to determine them accurately. The luminosity is always subject to the uncer-
tainty in the distance measurement, while the inferred effective temperature depends on the
choice of the emission model (blackbody vs. atmosphere models, composition, condensed
surface, etc.), and it carries large theoretical uncertainties in the case of strong magnetic
fields. We often find that more than one model can fit equally well the data, without any
clear, physically motivated preference for one of them. Photoelectric absorption from inter-
stellar medium further constitutes a source of error in temperature measurements, since the
value of the hydrogen column density NH is correlated to the temperature value obtained in
spectral fits. Different choices for the absorption model and the metal abundances can also
yield different results for the temperature. In addition, in the very common case of the pres-
ence of inhomogeneous surface temperature distributions, only an approximation with two
or three regions at different temperatures is usually employed. Moreover, in the case of data
with few photons and/or strong absorption features, the temperature is poorly constrained
by the fit, adding a large statistical error to the systematic one.

4 Atoms and Matter in Strong Magnetic Fields

A general review of the physics of matter in strong magnetic fields is given by D. Lai (2014)
in this issue. Here we consider only the concepts that are crucial for the theory of formation
of thermal spectra of NSs with strong magnetic fields.

4.1 Landau Quantization

It is convenient to express the magnetic field by its strength in atomic units, γ , or in rela-
tivistic units, b:

γ = B/B0 = 425.44B12, b= �ωc/
(
mec

2
)= B/BQED = B12/44.14. (1)

Here, B0 =m2
ece

3/�3 is the atomic unit of magnetic field, B12 ≡ B/1012 G, ωc = eB/mec is
the electron cyclotron frequency, and BQED =m2

ec
3/(e�)= B0/α

2
f is the critical (Schwinger)

field, above which specific effects of quantum electrodynamics (QED) become pronounced.
We call a magnetic field strong, if γ � 1, and superstrong, if b� 1.

The motion of charged particles in a magnetic field B is quantized in discrete Landau
levels, whereas the longitudinal (parallel to B) momentum of the particle can change contin-
uously. In the nonrelativistic theory, the threshold excitation energy of the N th Landau level
is N�ωc (N = 0,1,2, . . .). In the relativistic theory, it is EN =mec

2 (
√

1+ 2bN − 1). The
wave functions that describe an electron in a magnetic field (Sokolov and Ternov 1986) have
a characteristic transverse scale of the order of the “magnetic length” am = (�c/eB)1/2 =
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aB/
√
γ , where aB is the Bohr radius. The momentum projection on the magnetic field re-

mains a good quantum number, therefore these projections have the usual Maxwellian distri-
bution at thermodynamic equilibrium. For transverse motion, however, we have the discrete
Boltzmann distribution over N .

In practice, Landau quantization becomes important when the electron cyclotron energy
�ωc is at least comparable to both the electron Fermi energy εF and temperature T (in energy
units, i.e., 106 K = 86.17 eV). If �ωc is appreciably larger than both these energies, then
most electrons reside on the ground Landau level in thermodynamic equilibrium, and the
field is called strongly quantizing. It is the case, if conditions ρ < ρB and ζe � 1 are fulfilled
simultaneously, where

ρB = mi

π2
√

2a3
mZ

= 7045
A

Z
B

3/2
12 g cm−3, ζe = �ωc

T
= 134.34

B12

T6
, (2)

mi =Amu is the ion mass, mu is the unified atomic mass unit, and T6 is temperature in units
of 106 K. In NS atmospheres, these conditions are satisfied, as a rule, at B � 1011 G. In the
opposite limit ζe 	 1, the field can be considered as nonquantizing. In the magnetospheres,
which have lower densities, electrons can condensate on the lowest Landau level even at
B ∼ 108 G because of the violation of the LTE conditions (e.g., Mészáros 1992), but this is
not the case in the photospheres (the atmospheric layers whose thermal state is determined
by the radiative flux and where the observed spectrum is mainly formed; (see Potekhin
2014)).

For ions, the parameter ζe is replaced by

ζi = �ωci/T = 0.0737(Z/A)B12/T6. (3)

Here, ωci = ZeB/(mic) is the ion cyclotron frequency, Ze is the ion charge, and �ωci =
6.35(Z/A)B12 eV is the ion cyclotron energy. In magnetar atmospheres, where B12 � 100
and T6 � 10, the parameter ζi is not small, therefore the quantization of the ion motion
should be taken into account. A parameter analogous to ρB is unimportant for ions, because
they are nondegenerate in NS envelopes.

4.2 Bound Species in Strong Magnetic Fields

As first noticed by Cohen et al. (1970), atoms with bound states should be much more abun-
dant at γ � 1 than at γ � 1 in a NS atmosphere at the same temperature. This difference
is caused by the magnetically-induced increase of binding energies (and decrease of size)
of atoms in so-called tightly-bound states, which are characterized by electron-charge con-
centration at short distances to the nucleus. Therefore it is important to consider the bound
states and bound-bound and bound-free transitions in a strong magnetic field even for light-
element atmospheres, which would be almost fully ionized at T ∼ 105 K in the nonmagnetic
case.

Most studies of atoms in strong magnetic fields have considered an atom with an in-
finitely heavy (fixed in space) nucleus (see, e.g., Garstang 1977, Ruder et al. 1994, for re-
views). This model is rather crude, but it is a convenient first approximation. In this section
we review this model. An outline of more accurate treatments, which take the effects of
finite atomic mass into account, is given in the Appendix.
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4.2.1 One-Electron Atoms and Ions

The H atom in a magnetic field is well studied. At B > 109 G, its only electron resides
at the ground Landau level N = 0. Since N is fixed, the quantum state is determined by
two other quantum numbers: s = 0,1,2, . . . , which corresponds to the electron angular-
momentum projection on the magnetic-field direction, −�s, and ν = 0,1,2, . . . , which cor-
responds mainly to the motion along B . The tightly-bound states all have ν = 0. Their
binding energies logarithmically increase with increasing γ (asymptotically as ∼ ln2 γ Ry,
where 1 Ry = 13.6057 eV is the Rydberg constant in energy units). Non-zero values of ν
correspond to loosely-bound states, whose binding energies are confined within 1 Ry.

Accurate calculations of the properties of the bound states of a non-moving H atom in
a strong magnetic field have been performed in many works (see Ruder et al. 1994, for a
review). The B-dependences of binding energies are well approximated by analytical func-
tions (Potekhin 2014). Continuum wave functions and photoionization cross-sections have
also been calculated (Potekhin et al. 1997).

In the approximation of an infinite nuclear mass, the energy of any one-electron ion
is related to the H-atom energy as E(Zn,B) = Z2

nE(1,B/Z
2
n) (Surmelian and O’Connel

1974). Analogous similarity relations exist also for the cross sections of radiative transitions
(Wunner et al. 1982). However, all these relations are violated by motion across the magnetic
field. Even for an atom at rest, the account of the finite nuclear mass can be important at s �= 0
(see the Appendix).

4.2.2 Many-Electron Atoms and Ions

According to the Thomas-Fermi model, a typical size of an atom with a large nuclear charge
Zn is proportional to γ−2/5 in the interval Z4/3

n 	 γ 	 Z3
n (Kadomtsev 1970), but this model

breaks down at γ � Z3
n (Lieb et al. 1992). In particular, it cannot describe the difference of

the transverse and longitudinal atomic sizes, which becomes huge in such strong fields. In
this case, however, a good starting approximation is the so called adiabatic approximation,
which presents each electron orbital as a product of the Landau function that describes free
electron motion transverse to the field (Sokolov and Ternov 1986) and a function describing
a one-dimensional motion along B in an effective potential, similar to a truncated one-
dimensional Coulomb potential (Haines and Roberts 1969). At γ � Z3

n , all electron shells of
the atom are strongly compressed in the directions transverse to the field. In the ground state,
atomic sizes along and transverse to B can be estimated as (Kadomtsev and Kudryavtsev
1971)

l⊥ ≈
√

2Zn − 1am, lz ≈ Z−1
n aB

ln[√γ /(Zn
√

2Zn − 1)] . (4)

In this case, the binding energy of the ground state increases with increasing B asymptoti-
cally as E(0) ∼−Zn�

2/(mel
2
z ) (Kadomtsev and Kudryavtsev 1971).

Thomas-Fermi results are useful as an order-of-magnitude estimate. More accurate calcu-
lations of binding energies and oscillator strengths of many-electron atoms were performed
with different methods. For atoms with small nuclear charge numbers Zn, such as helium,
a sufficiently accurate and practical method is the Hartree-Fock method with trial orbitals
in the adiabatic approximation (Ruder et al. 1994; Miller and Neuhauser 1991; Medin et al.
2008). But the condition of applicability of the adiabatic approximation γ � Z3

n is too re-
strictive for larger Zn. It is overcome in the mesh Hartree-Fock method, where each orbital
is numerically determined as a function of the longitudinal (z) and radial coordinates (e.g.,
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Ivanov and Schmelcher 2000, and references therein). This method, however, is computa-
tionally expensive. Mori and Hailey (2002) proposed a “hybrid” method, where corrections
to the adiabatic Hartree approximation due to electron exchange and admixture of higher
Landau levels are treated as perturbations. The latter method proved to be practical for mod-
eling NS atmospheres containing atoms and ions of elements with 2< Zn � 10, because it
can provide an acceptable accuracy at moderate computational expenses.

4.2.3 Molecules and Molecular Ions

Best studied molecules and molecular ions are diatomic systems, especially the H+
2 ion

(Kappes and Schmelcher 1996, and references therein) and the H2 molecule (Schmelcher
et al. 2001, and references therein). Lai (2001) obtained approximate expressions for bind-
ing energies of low-lying levels of the H2 molecule at γ � 103. These energies increase
approximately at the same rate ∝ (lnγ )2 as the binding energies of tightly-bound states of
the atom. In such strong fields, the ground state of the H2 molecule is the state where the
spins of both electrons are counter-aligned to B and the molecular axis is parallel to B ,
unlike the weak fields where the ground state is 1Σg .

In moderately strong fields (with γ ∼ 1–10), the behavior of the molecular terms is com-
plicated. If the H2 molecule is oriented along B , then its states 1Σg and 3Πu are metastable
at 0.18< γ < 12.3 and decay into 3Σu, which is unbound (Detmer et al. 1998). It turns out,
however, that the orientation along B is not optimal in this case. For example, the lowest
energy is provided by the orientation of the molecule in the triplet state at 90◦ to B at γ = 1,
and 37◦ at γ = 10 (Kubo 2007).

Strong magnetic fields stabilize the He2 molecule and its ions He+2 , He2+
2 , and He3+

2 ,
which do not exist in the absence of the field. Mori and Heyl (2007) have performed the
most complete study of their binding energies in NS atmospheres. The ions HeH++, H++

3 ,
and other exotic molecular ions, which become stable in strong magnetic fields, were also
considered (see Turbiner 2007, Turbiner et al. 2010, and references therein). An evalua-
tion of the ionization equilibrium shows that, at densities, temperatures, and magnetic fields
characteristic of NSs, the abundance of such ions (as well as that of H+

2 ions considered by
Khersonskii 1987) is too small to affect the thermal spectrum.

There are very few results on molecules composed of atoms heavier than He. In particu-
lar, Medin and Lai (2006a) applied the density-functional method to calculations of binding
energies of various molecules from Hn to Fen with n from 1 through 8 at B from 1012 G to
2× 1015 G. The earlier studies of heavy molecules in strong magnetic fields are discussed
in the review by Lai (2001).

4.3 Atmosphere Thermodynamics

According to the Bohr-van Leeuwen theorem, the magnetic field does not affect thermo-
dynamics of classical charged particles. The situation differs in quantum mechanics. The
importance of the quantum effects depends on the parameters ζe and ζi (Eqs. (2), (3)).

Studies of thermodynamics of magnetic NS atmospheres, as a rule, are based on the
decomposition of the Helmholtz free energy

F = F (e)id + F (i)id + Fint + Fex, (5)

where F (e)id and F (i)id describe the ideal electron and ion gases, Fint includes internal degrees
of freedom for bound states, and Fex is a nonideal component due to interactions between
plasma particles. All the necessary thermodynamic functions are then expressed through
derivatives of F over ρ and T .
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4.3.1 Equation of State

The free energy of Ni nondegenerate nonrelativistic ions is given by

F
(i)
id

NiT
= ln

(
2π
niλia

2
m

Z

)
+ ln

(
1− e−ζi

)− 1+ ζi

2
+ ln

(
sinh[giζi(2si + 1)/4]

sinh(giζi/4)

)
, (6)

where λi = [2π�2/(miT )]1/2 is the thermal de Broglie wavelength for the ions, si is the
spin number, and gi is the spin-related g-factor (for instance, si = 1/2 and gi = 5.5857
for the proton). All the terms in (6) have clear physical meanings. At ζi → 0, the first and
second terms give together ln(niλ

3
i ), which corresponds to the three-dimensional Boltzmann

gas. The first term corresponds to the one-dimensional Boltzmann gas model at ζi � 1.
The second-last term in (6) gives the energy �ωci/2 of zero-point oscillations of every ion
transverse to the magnetic field. Finally, the last term represents the energy of magnetic
moments in a magnetic field.

The ideal electron-gas part of the free energy F (e)id can be expressed through the Fermi-
Dirac integrals (see Potekhin and Chabrier 2013, for explicit expressions). In a strongly
quantizing magnetic field, the electron Fermi momentum equals pF = 2π2a2

m�ne, where
ne = niZ is the electron number density. Therefore, with increasing ne at a fixed B , the de-
generate electrons begin to fill the first Landau level when ne reaches nB = (π2

√
2a3

m)
−1.

This value just corresponds to the density ρB in Eq. (2). The ratio of the Fermi momentum pF

in the strongly quantizing field to its nonmagnetic value �(3π2ne)
1/3 equals [4ρ2/(3ρ2

B)]1/3.
Therefore, the Fermi energy at a given density ρ <

√
3/4ρB becomes smaller with increas-

ing B , which means that a strongly quantizing magnetic field relieves the electron-gas de-
generacy. For this reason, strongly magnetized NS atmospheres remain mostly nondegener-
ate, despite their densities are orders of magnitude higher than the nonmagnetic atmosphere
densities. For the nondegenerate electron gas, F (e)id takes the form of Eq. (6) (with the obvi-
ous replacements of ni, λi, ζi, gi, si, and Z by ne, λe, ζe, 2, 1

2 , and 1, respectively).
The nonideal free-energy part Fex contains the Coulomb and exchange contributions of

the electrons and the ions, and the electron-ion polarization energy, and also interactions of
ions and electrons with atoms and molecules. In turn, the interaction between the ions is
described differently depending on the phase state of matter. The terms that constitute Fex

depend on magnetic field only if it quantizes the motion of these interacting particles. Here
we will not discuss these terms but address an interested reader to Potekhin and Chabrier
(2013) and references therein. This nonideality is usually negligible in the NS atmospheres,
but it determines the formation of a condensed surface, which will be considered in Sect. 6.

4.4 Ionization Equilibrium

For atmosphere simulations, it is necessary to determine the fractions of different bound
states, because they affect the spectral features that are caused by bound-bound and bound-
free transitions. The solution to this problem is laborious and ambiguous. The principal
difficulty in the chemical model of plasmas, namely the necessity to distinguish the bound
and free electrons and “attribute” the bound electrons to certain nuclei, becomes especially
acute at high densities, where the atomic sizes cannot be anymore neglected with respect to
their distances. Current approaches to the solution of this problem are based, as a rule, on
the concept of the so-called occupation probabilities of quantum states.

Let us consider a quantum state κ of an ion lacking j electrons, with binding energy
Ej,κ and quantum statistical weight gj,κ . An occupation probability wj,κ is an additional
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statistical weight of this quantum state, caused by interactions with surrounding plasma (in
general, this weight is not necessarily less than unity, therefore it is not quite a probability).
As first noted by Fermi (1924), occupation probabilities wj,κ cannot be arbitrary but should
be consistent with Fex. Minimizing F with account of the Landau quantization leads to a
system of ionization-equilibrium equations for nj ≡∑κ nj,κ (e.g., Rajagopal et al. 1997)

nj

nj+1
= neλ

3
e

2

sinh ζj
ζj

ζj+1

sinh ζj+1

tanh ζe

ζe

Zint,j

Zint,j+1
exp

(
Ej,ion

T

)
, (7)

where Zint,j =∑κ gj,κwj,κ exp[(Ej,κ −Ej,gr.st)/(T )] is internal partition function for the
j th ion type, Ej,gr.st is its ground-state binding energy, Ej,ion =Ej,gr.st −Ej+1,gr.st is its ion-
ization energy, and ζj is the magnetic quantization parameter (3). Equation (7) differs from
the usual Saha equation, first, by the terms with ζe and ζj , representing partition functions
for distributions of free electrons and ions over the Landau levels, and second, by the occu-
pation probabilities wj,κ in the expressions for the partition functions Zint,j . Here, wj,κ are
the thermodynamic occupation probabilities, which determine the complete destruction of
an atom with increasing pressure. They should not be confused with the optical occupation
probabilities, which determine dissolution of spectral lines because of the Stark shifts in
plasma microfields (see Potekhin 1996 for discussion and references).

Equation (7) was applied to modeling partially ionized atmospheres of NSs, composed of
iron, oxygen, and neon (Rajagopal et al. 1997; Mori and Hailey 2006; Mori and Ho 2007).
The effects related to the finite nuclear masses (the Appendix) were either ignored or treated
as a small perturbation. A more accurate treatment, which rigorously takes these effects into
account, is outlined in Appendix A.2.

5 Formation of Spectra in Strongly Magnetized Atmospheres

5.1 Radiative Transfer in Normal Modes

Propagation of electromagnetic waves in magnetized plasmas was studied in many works,
the book by Ginzburg (1970) being the most complete of them. At radiation frequency
ω much larger than the electron plasma frequency ωpe = (4πe2ne/m

∗
e)

1/2, where m∗e ≡
me

√
1+ p2

F/(mec)2, the waves propagate in the form of two polarization modes, extraor-
dinary (hereafter denoted by subscript j = 1) and ordinary (j = 2). They have different
polarization vectors ej and different absorption and scattering coefficients, which depend
on the angle θB between B and the wave vector k. The modes interact with each another
through scattering. Gnedin and Pavlov (1974) formulated the radiative transfer problem in
terms of these modes. They showed that in strongly magnetized NS atmospheres a strong
Faraday depolarization occurs, except for narrow frequency ranges near resonances. There-
fore, it is sufficient to consider specific intensities of the two normal modes instead of the
four components of the Stokes vector. The radiative transfer equation for these specific in-
tensities is (Kaminker et al. 1982)

cos θk
dIω,j (k̂)

dycol
= κω,j (k̂)Iω,j (k̂)−κ

a
ω,j (k̂)

Bω,T
2

−
2∑

j ′=1

∫
(4π)

κ
s
ω,j ′j

(
k̂′, k̂

)
Iω,j ′

(
k̂′
)
dk̂′, (8)

where k̂= k/|k| is the unit vector along the wave vector k, ycol =
∫∞
r
(1+ zg)ρ(r)dr is the

column density, and the factor (1+ zg) is the relativistic scale change in the gravitational
field, zg being the surface redshift (see Sect. 7). Here, Iω,j denotes the specific intensity of
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the polarization mode j per unit circular frequency (if Iν is the specific intensity per unit
frequency, then Iω = Iν/(2π); see Zheleznyakov 1996), Bω,T = (�ω3/4π3c2)(e�ω/T − 1)−1

is the specific intensity of nonpolarized blackbody radiation, and

κω,j (k̂)≡ κ
a
ω,j (k̂)+

2∑
j ′=1

∫
(4π)

κ
s
ω,j ′j

(
k̂′, k̂

)
dk̂′, (9)

The dependence of the absorption and scattering opacities κa,κs on ray directions (k̂, k̂′) is
affected by B . Therefore, the emission of a magnetized atmosphere, unlike the nonmagnetic
case, depends not only on the angle θk between the ray and the normal direction to the stellar
surface, θn, but also on the angle θn between B and the normal, and the angle ϕk between
the projections of B and k onto the surface.

In the plane-parallel limit, and assuming that the magnetic field is constant in the thin
photospheric layer, the equations for hydrostatic and energy balance are the same as in the
absence of magnetic field (see, e.g., Suleimanov et al. 2012b):

dP

dycol
= g− grad, grad ≈ 2π

c

∫ ∞

0
dωκω

∫ π

0
cos θkIω(k̂) sin θkdθk, (10)

∫ ∞

0
dω
∫
(4π)
Iω(k̂) cos θkdk̂= Fph, (11)

where Iω =∑2
j=1 Iω,j is the total specific intensity.

The diffusion equation for the normal modes was derived by Kaminker et al. (1982). For
the plane-parallel atmosphere it reads (Zavlin 2009)

d

dycol
Dω,j

d

dycol
Jω,j = κ̄

a
ω,j

[
Jω,j − Bω,T

2

]
+ κ̄

s
ω,12[Jω,j − Jω,3−j ]. (12)

Here,

κ̄
a
ω,j =

1

4π

∫
(4π)

κ
a
ω,12dk̂, κ̄

s
ω,j =

1

4π

∫
(4π)

dk̂′
∫
(4π)

dk̂κs
ω,12

(
k̂′, k̂

)
, (13)

Jω,j = 1

4π

∫
(4π)
Iω,j (k̂)dk̂, Dω,j = 1

3κeff
ω,j

= cos2 θn

3κ‖ω,j
+ sin2 θn

3κ⊥ω,j
, (14)

{
(κ

‖
j )
−1

(κ⊥j )
−1

}
= 3

4

∫ π

0

{
2 cos2 θB
sin2 θB

}
sin θBdθB
κj (θB)

. (15)

The effective opacity for nonpolarized radiation is κeff = 2/(3Dω,1 + 3Dω,2). The diffusion
approximation (12) serves as a starting point in an iterative method (Shibanov and Zavlin
1995), which allows one to solve the system (8) more accurately.

5.2 Plasma Polarizability

In Cartesian coordinates with the z-axis along B , the plasma dielectric tensor is (Ginzburg
1970)

ε = I+ 4πχ =
⎛
⎝ ε⊥ iε∧ 0
−iε∧ ε⊥ 0

0 0 ε‖

⎞
⎠ , (16)

191 Reprinted from the journal



A.Y. Potekhin et al.

where I is the unit tensor, χ = χH + iχA is the complex polarizability tensor of plasma,
χH and χA are its Hermitian and anti-Hermitian parts, respectively. This tensor becomes
diagonal in the cyclic (or rotating) coordinates with unit vectors ê±1 = (êx ± iêy)/

√
2,

ê0 = êz. Under the assumption that the electrons and ions lose their regular velocity, ac-
quired in an electromagnetic wave, by collisions with an effective frequency νeff indepen-
dent of the velocities, then the cyclic components of the polarizability tensor are (Ginzburg
1970, Sect. 10)

χα =− 1

4π

ω2
pe

(ω+ αωc)(ω− αωci)+ iωνeff
(17)

(α = 0,±1). A more rigorous kinetic theory leads to results which cannot be described by
Eq. (17) with the same frequency νeff for the Hermitian and anti-Hermitian components χH

α

and χA
α (Ginzburg 1970, Sect. 6).

The anti-Hermitian part of the polarizability tensor determines the opacities: κα(ω) =
4πωχA

α (ω)/(ρc). Then the Kramers-Kronig relation gives (Bulik and Pavlov 1996;
Potekhin et al. 2004)

χH
α (ω) =

cρ

4π2ω

{∫ ω

0

[
κα

(
ω+ω′)−κα

(
ω−ω′)]dω′

ω′

+
∫ ∞

2ω

κα(ω
′)

ω′ −ω dω′ −
∫ ∞

0

κ−α(ω′)
ω′ +ω dω′

}
. (18)

Thus we can calculate the polarizability tensor χ from the opacities κα(ω).

5.3 Vacuum Polarization

In certain ranges of density ρ and frequency ω, normal-mode properties are dramatically
affected by a specific QED effect called vacuum polarization. The influence of the vac-
uum polarization on the NS emission was studied in detail by Pavlov and Gnedin (1984).
If the vacuum polarization is weak, then it can be linearly added to the plasma polariza-
tion. Then the complex dielectric tensor can be written as ε′ = I+ 4πχ + 4πχvac, where
χvac = (4π)−1 diag(ā, ā, ā + q̄) is the vacuum polarizability tensor, and diag(. . .) denotes
the diagonal matrix. The magnetic susceptibility of vacuum is determined by expression
μ−1 = I+ diag(ā, ā, ā + m̄). Adler (1971) obtained the vacuum polarizability coefficients
ā, q̄ , and m̄ that enter these equations in an explicit form at b	 1, Heyl and Hernquist
(1997) expressed them in terms of special functions in the limits of b	 1 and b� 1. Kohri
and Yamada (2002) presented their numerical calculations. Finally, Potekhin et al. (2004)
described them by simple analytic expressions.

ā =−2αf

9π
ln

(
1+ b

2

5

1+ 0.25487b3/4

1+ 0.75b5/4

)
, q̄ = 7αf

45π
b2 1+ 1.2b

1+ 1.33b+ 0.56b2
,

m̄=− αf

3π

b2

3.75+ 2.7b5/4 + b2
.

(19)

The coefficients ā, q̄ , and m̄ are not small at B � 1016 G. In this case, the vacuum refraction
coefficients substantially differ from unity, and the vacuum that surrounds a NS acts as
a birefringent lens, which distorts and additionally polarizes thermal radiation (Heyl and
Shaviv 2002; van Adelsberg and Perna 2009). At weaker B , the vacuum polarization results
in a resonance, which manifests in a mutual conversion of normal modes, which will be
considered in Sect. 5.6.
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5.4 Polarization Vectors of the Normal Modes

Shafranov (1967) obtained the polarization vectors ej for fully ionized plasmas. Ho and
Lai (2003) presented their convenient expressions in terms of the coefficients ε⊥, ε‖, ε∧,
ā, q̄ , and m̄, including the contributions of electrons, ions, and vacuum polarization. In the
Cartesian coordinate system (xyz) with the z-axis along the wave vector k and with B in
the plane x–z, one has

ej =
⎛
⎝ej,xej,y
ej,z

⎞
⎠= 1√

1+K2
j +K2

z,j

⎛
⎝ iKj

1
iKz,j

⎞
⎠ , (20)

where

Kj = β
{

1+ (−1)j
[

1+ 1

β2
+ m̄

1+ ā
sin2 θB

β2

]1/2}
, (21)

Kz,j =−
(ε′⊥ − ε′‖)Kj cos θB + ε∧
ε′⊥ sin2 θB + ε′‖ cos2 θB

sin θB, (22)

β = ε
′
‖ − ε′⊥ + ε2∧/ε

′
⊥ + ε′‖m̄/(1+ ā)

2ε∧
ε′⊥
ε′‖

sin2 θB

cos θB
, (23)

ε′⊥ = ε⊥ + ā, and ε′‖ = ε‖ + ā + q̄ .

5.5 Opacities

In the approximation of isotropic scattering, at a given frequency ω, the opacities can be
presented in the form (e.g., Kaminker et al. 1982)

κ
a
j =

1∑
α=−1

|ej,α(θB)|2 σ
a
α

mi
, κ

s
jj ′ =

3

4

1∑
α=−1

∣∣ej,α(θB)∣∣2 σ
s
α

mi

∫ π

0

∣∣ej ′,α(θ ′B)∣∣2 sin θ ′Bdθ ′B,

(24)
where σ a,s

α are the absorption and scattering cross sections for the three basic polarizations.
These include contributions of photon interaction with free electrons or ions (free-free tran-
sitions) as well as with bound states of atoms and ions (bound-bound and bound-free transi-
tions).

Figure 2 shows basic opacities (σ a
α/mi in Eq. (24)) at B = 3 × 1013 G, ρ = 1 g cm−3

and T = 3.16× 105 K (the left panel) and corresponding normal-mode absorption opacities
κ

a
j for θB = 10◦. One can clearly distinguish the features reflecting the peaks at the ion

cyclotron frequency and the resonant atomic frequencies, and the line crossings related to
the behavior of the plasma polarizability as function of frequency. For comparison, we show
also opacities for the fully ionized plasma model under the same conditions. They miss the
features related to the atomic resonances, and their values is underestimated by orders of
magnitude in a wide frequency range. In the remaining of this subsection we extend our
discussion about the form of the different contributions to the opacity.

5.5.1 Scattering

Scattering cross-sections in NS atmospheres are well known (Ventura 1979; Kaminker et al.
1982; Mészáros 1992). For α = −1, the photon-electron scattering has a resonance at ωc.
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Fig. 2 Logarithm of spectral opacities of a H plasma at B = 3× 1013 G, T = 3.16× 105 K, ρ = 1 g cm−3.
Solid curves: partially ionized plasma model; dot-dashed curves: fully-ionized plasma model. Left panel:
basic opacities for α = 0, ±1. Right panel: opacities for two normal modes j = 1,2 propagating at the angle
θB = 10◦ to the field lines; the lower (upper) curve of each type corresponds to the extraordinary (ordinary)
wave. The arrows indicate the features at resonant frequencies: 1—the ion cyclotron resonance ω = ωci;

2—energy threshold for a transition between the lowest two levels �ω = |E(0)0,0 −E(0)1,0|; 3—the ground-state

binding energy �ω= |E(0)0,0|; 4 (at the right panel)—the vacuum resonance

Outside a narrow (about the Doppler width) frequency interval around ωc, the cross sections
for the basic polarizations α = 0,±1 are

σ s,e
α = ω2

(ω+ αωc)2 + ν2
e,α

σT, (25)

where σT = (8π/3)(e2/mec
2)2 is the nonmagnetic Thomson cross section, and νe,α are ef-

fective damping factors (see below).
The photon-ion scattering cross section looks analogously,

σ s,i
α =

(
me

mi

)2
ω2Z4

(ω− αωci)2 + ν2
i,α

σT. (26)

Unlike the nonmagnetic case, in superstrong fields one cannot neglect the scattering on
ions, because of the resonance at ωci. In each case, the damping factor νe,α or νi,α is equal to
half of the total rate of spontaneous and collisional decay of the state with energy �ω (see
discussion in Potekhin and Lai 2007). The spontaneous decay rates are

2νs
e =

4

3

e2

mec3
ω2, 2νs

i =
4

3

(Ze)2

mic3
ω2. (27)

As shown by Potekhin and Chabrier (2003) for a proton-electron plasma, the damping fac-
tors including the scattering and free-free processes can be approximately written as

νe,α = νs
e + νff

α (ωc), νe,α = νs
e + (me/mi)ν

ff
α (ωci), (28)

where νff
α (ω) is the effective free-free frequency given by Eq. (31).
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5.5.2 Absorption

Without magnetic field, absorption or emission of a photon by a free electron is impossible
without involvement of another particle, which would accept the difference between the val-
ues of the total momentum of the electron and the photon before and after the absorption.
In a quantizing magnetic field, a photon can be absorbed or emitted by a free electron in a
transition between Landau levels. In the nonrelativistic or dipole approximation, such transi-
tions occur between the neighboring levels at the frequency ωc. In the relativistic theory, the
multipole expansion leads to an appearance of cyclotron harmonics (Zheleznyakov 1996).
Absorption cross-sections at these harmonics were derived by Pavlov et al. (1980) in the
Born approximation without allowance for the magnetic quantization of electron motion,
and represented in a compact form by Suleimanov et al. (2012a).

The quantization of electron motion leads to the appearance of cyclotron harmonics in
the nonrelativistic theory as well. Pavlov and Panov (1976) derived photon absorption cross-
sections for an electron which moves in a magnetic field and interacts with a nonmoving
point charge. This model is applicable at ω� ωci. In the superstrong field of magnetars, the
latter condition is unacceptable. A more accurate treatment of absorption of a photon by the
system of a finite-mass ion and an electron yields (Potekhin and Chabrier 2003; Potekhin
2010)

σ ff
α (ω)=

4πe2

mec

ω2νff
α (ω)

(ω+ αωc)2(ω− αωci)2 +ω2ν̃2
α(ω)

, (29)

where νff
α is an effective photoabsorption collision frequency, and ν̃α is a damping factor. In

the electron-proton plasma, taking into account the scattering and free-free absorption, we
have (Potekhin and Chabrier 2003)

ν̃α = (1+ αωc/ω)νi,α(ω)+ (1− αωci/ω)νe,α(ω)+ νff
α (ω). (30)

We see from (29) that σ ff
−1 and σ ff

+1 have a resonance at the frequencies ωc and ωci, respec-
tively. The effective free-free absorption frequency can be written as

νff
α (ω)=

4

3

√
2π

meT

nee
4

�ω
Λff
α(ω), (31)

whereΛff
α(ω) is a dimensionless Coulomb logarithm (Λff

α = (π/
√

3)gff
α , where gff

α is a Gaunt
factor). Without the magnetic field, Λff

α is a smooth function of ω. In a quantizing magnetic
field, however, it has peaks at the multiples of both the electron and ion cyclotron frequen-
cies for all polarizations α. However, these two types of peaks are different. Unlike the
electron cyclotron harmonics, the ion cyclotron harmonics are so weak that they can be
safely neglected in the NS atmospheres (see Potekhin 2010).

5.5.3 Bound-Bound and Bound-Free Transitions

The calculation of the cross section of photons with bound states of atoms and ions is very
complex. It implies averaging of the cross sections of photon and atom absorption over all
values of K⊥. Since the distribution over K⊥ is continuous for the atoms and discrete for
the ions, such averaging for atoms reduces to an integration over K⊥, analogous to Eq. (45),
whereas for ions it implies summation with an appropriate statistical weight. To date, such
calculation has been realized for atoms of hydrogen (Potekhin and Chabrier 2003, 2004) and
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helium (Mori and Heyl 2007). In the Appendix, we briefly discuss different issues related to
bound states and their interaction with photons with the account of atomic thermal motion
in strong magnetic fields.

5.6 Spectra of Magnetic Atmospheres

Shibanov et al. (1992) calculated spectra from strongly magnetized NS atmospheres, which
was assumed to be fully ionized. Later they created a database of model spectra (Pavlov
et al. 1995) and included it in the XSPEC package (Arnaud 1996) under the name NSA.
They have shown that the spectra of magnetic hydrogen and helium atmospheres are softer
than the respective nonmagnetic spectra, but harder than the blackbody spectrum with the
same temperature. In addition to the spectral energy distribution, these authors have also
studied the polar diagram and polarization of the outgoing emission, which proved to be
quite nontrivial because of redistribution of energy between the normal modes. The ther-
mal radiation of a magnetized atmosphere is strongly polarized, and the polarization sharply
changes at the cyclotron resonance with increasing frequency. At contrast to the isotropic
blackbody radiation, radiation of a magnetic atmosphere consists of a narrow (< 5◦) pencil
beam along the magnetic field and a broad fan beam with typical angles ∼ 20◦–60◦ (Zavlin
et al. 1995; see also van Adelsberg and Lai 2006). These calculations have thus fully con-
firmed the early analysis by Gnedin and Sunyaev (1974). Later, analogous calculations were
performed by other research groups (Zane et al. 2001; Ho and Lai 2003; van Adelsberg and
Lai 2006). They paid special attention to manifestations of the ion cyclotron resonance in
observed spectra, which was suggested by some SGR/AXP data. Lai and Ho (2002) showed
that vacuum polarization leads to a conversion of the normal modes: a photon related to one
mode transforms, with certain probability, into a photon of the other mode while crossing a
surface with a certain critical density, depending of the photon energy as

ρ = 0.00964(A/Z)(�ω/keV)2B2
12/f

2
B g cm−3, (32)

where f 2
B = αfb

2/[15π(q̄ + m̄)], while q̄ and m̄ are the vacuum-polarization coefficients
(Sect. 5.3); fB ≈ 1 at B � 1014 G. The energy �ω in Eq. (32) corresponds to the line crossing
in Fig. 2, indicated by arrow labelled ‘4’. It follows from Eq. (32) that for B ∼ 1014 G
this energy coincides with the ion cyclotron energy at the density where the atmosphere is
optically thin for the extraordinary mode, but optically thick for the ordinary mode. Under
such conditions, the mode conversion strongly suppresses the ion cyclotron feature in the
emission spectrum.

For the first computations of partially ionized atmospheres of NSs with magnetic fields
B ∼ 1012–1013 G (Miller 1992; Rajagopal et al. 1997), the properties of atoms in mag-
netic fields were calculated by the adiabatic Hartree-Fock method (Miller and Neuhauser
1991). The atomic motion was either ignored (Miller 1992) or treated approximately by
the perturbation theory (Rajagopal et al. 1997). Later, Potekhin et al. (2004) constructed a
strongly magnetized hydrogen atmosphere model beyond the framework of the adiabatic
approximation, including partial ionization and effects of the atomic motion. The calculated
spectra revealed a narrow absorption line at the proton cyclotron energy and some features
related to atomic transitions. As well as in the fully ionized plasma model, the intensity has
a maximum at higher energies relative to the maximum of the Planck function, but at lower
energies relative to the nonmagnetic H atmosphere model. Therefore, the model of a fully-
ionized atmosphere with a strong magnetic field can yield a realistic temperature, but does
not reproduce the spectral features caused by atomic transitions.
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6 A Condensed Surface as an Alternative to Gaseous Atmospheres

Ruderman (1971) suggested that a strong magnetic field can stabilize polymer chains di-
rected along the field lines, and that the dipole-dipole attraction of these chains may result
in a condensed phase. Later works confirmed this conjecture, but the binding and sublima-
tion energies turned out to be smaller than Ruderman assumed (see Medin and Lai 2006b,
and references therein).

From the thermodynamics point of view, the magnetic condensation is nothing but the
plasma phase transition caused by the strong electrostatic attraction between the ionized
plasma particles. This attraction gives a negative contribution to pressure Pex, which, at low
temperatures, is not counterbalanced until the electrons become degenerate with increasing
density. In the absence of a magnetic field, such phase transitions were studied theoretically
since 1930s (see Ebeling and Norman 2003, for a review). In this case, the temperature of the
outer layers of a NS T � (105–106) K exceeds the critical temperature Tcrit for the plasma
phase transition. However, we have seen in Sect. 4.3.1 that a quantizing magnetic field lifts
electron degeneracy. As a result, Tcrit increases with increasing B , which may enable such
phase transition.

Lai (2001) estimated the condensed-surface density as

ρs ≈ 561ηAZ−3/5B
6/5
12 g cm−3, (33)

where η is an unknown factor of the order of unity. In the ion-sphere model (Salpeter 1961),
the electrons are replaced by a uniform negative background, and the potential energy per ion
is estimated as the electrostatic energy of the ionic interaction with the negative background
contained in the sphere of radius ai = (4πni/3)−1/3. By equating |Pex| to the pressure of
degenerate electrons, one obtains Eq. (33) with η= 1. This estimate disregards the effects of
ion correlations, electron-gas polarizability, and bound state formation. Applying different
versions of the Thomas-Fermi method to the treatment of the electron polarization, one gets
quite different results: for example, the zero-temperature Thomas-Fermi results for Fe at
1010 G � B � 1013 G (Rögnvaldsson et al. 1993) can be described by Eq. (33) with η ≈
0.2+0.01/B0.56

12 , and in a finite-temperature Thomas-Fermi model (Thorolfsson et al. 1998)
there is no phase transition at all.

Medin and Lai (2006b, 2007) estimated the condensation energy by the density func-
tional method and calculated the equilibrium density of a saturated vapor of the atoms
and polymer chains of helium, carbon, and iron above the respective condensed surfaces
at 1 � B12 � 103. By equating this density to ρs, they found Tcrit at several B values. Un-
like previous authors, Medin and Lai (2006b, 2007) have considered the electron band
structure in the condensed phase. Their results for ρs can be described by Eq. (33) with
η = 0.517 + 0.24/B1/5

12 ± 0.011 for carbon and η = 0.55 ± 0.11 for iron, and the critical
temperature can be evaluated as Tcrit ∼ 5× 104Z1/4B

3/4
12 K (Potekhin and Chabrier 2013).

When magnetic field increases from 1012 G to 1015 G, the cohesive energy, calculated by
Medin and Lai (2007) for the condensed surface, varies monotonically from 0.07 keV to 5
keV for helium, from 0.05 keV to 20 keV for carbon, and from 0.6 keV to 70 keV for iron.
The power-law interpolation between these limits roughly agrees with numerical results. The
electron work function changes in the same B range from 100 eV to (600± 50) eV. With
the calculated energy values, Medin and Lai (2007) determined the conditions of electron
and ion emission in the vacuum gap above the polar cap of a pulsar and the conditions of
gap formation, and calculated the pulsar “death lines”.
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Fig. 3 Dimensionless emissivity of a condensed iron surface at B = 1013 G (left panel) and 1014 G (right
panel), averaged over polarizations, is shown as a function of energy of a photon emitted at the angle
θk = 45◦ , for different magnetic-field inclination angles θn and azimuthal angles ϕk . For each parameter
set, two curves are obtained in the models of free and fixed ions. Vertical dotted lines mark positions of the
characteristic energies: the ion cyclotron energy Eci = �ωci, the electron plasma energy Epe = �ωpe, and the
hybrid energy EC. The groups of curves marked “free” and “fixed” correspond to the models of free and fixed
ions, mentioned in the text

6.1 Radiation from a Naked Neutron Star

For NSs with a liquid or solid condensed surface, the formation of thermal spectra depends
on its reflectivity, first calculated by Itoh (1975) and Lenzen and Trümper (1978) under sim-
plifying assumptions. Detailed calculations of the reflection properties of a strongly mag-
netized metallic surface were presented by Brinkmann (1980) and revisited in several more
recent papers (Turolla et al. 2004; van Adelsberg et al. 2005; Pérez-Azorín et al. 2005;
Potekhin et al. 2012). The authors determined the normal-mode polarization vectors in the
medium under the surface, expressed the complex refraction coefficients as functions of the
angles θk and ϕk that determine the direction of a reflected ray, and expanded the complex
electric amplitudes of the incident, reflected, and transmitted waves over the respective basic
polarization vectors. The coefficients of these expansions, which are found from Maxwell
boundary conditions, determine the surface reflectivity for each incident-wave polarization,
rω,j . Then the total dimensionless emissivity equals 1− 1

2 (rω,1 + rω,2).
The early works assumed that the ions are firmly fixed in the crystalline lattice. More

recent works (van Adelsberg et al. 2005; Pérez-Azorín et al. 2005; Potekhin et al. 2012)
consider not only this model, but also the opposite limit of free ions. The real reflectivity
of the surface lies probably between the limits given by these two extreme models, but this
problem is not yet definitely solved.

Figure 3 shows examples of the emissivity, normalized to the blackbody intensity, as
a function of the photon energy E = �ω, in both the free- and fixed-ion limits, for the
wave-vector inclination angle θk = 45◦, B = 1013 G and 1014 G, and different values
of the magnetic-field inclination θn and azimuthal angles ϕk . The characteristic energies
Eci = �ωci, Epe = �ωpe, and EC = Eci + E2

pe/�ωc are marked. The spectral features near
these energies are explained in van Adelsberg et al. (2005). For instance, the emissivity sup-
pression at Eci � E � EC is due to the strong damping of one of the two normal modes in
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the plasma in this energy range. There is a resonant absorption, depending on the directions
of the incident wave and the magnetic field, near Epe. The local flux density of radiation
from a condensed surface is equal to the Planck function Bω,T multiplied by the normalized
emissivity.

In Fig. 3, the emissivity is averaged over polarizations. But rω,1 �= rω,2, hence the thermal
emission of a condensed surface is polarized, the polarization depending in a nontrivial way
on the frequency ω and angles θn, θk , and ϕk . For example, the degree of linear polariza-
tion can reach tens percent near the frequencies ωci and ωpe, which makes promising the
polarization diagnostics of NSs with condensed surfaces. The intensity and the polarization
degree can be evaluated using analytical approximations for a condensed iron surface at
B = 1012–1014 G (Potekhin et al. 2012).

6.2 Thin and Layered Atmospheres

Motch et al. (2003) suggested that some NSs can possess a hydrogen atmosphere of a finite
thickness above the solid iron surface. If the optical depth of such atmosphere is small for
some wavelengths and large for other ones, this should lead to a peculiar spectrum, different
from the spectra of thick atmospheres. Ho et al. (2007) and Suleimanov et al. (2009, 2010b)
calculated such spectra using simplified boundary conditions for the radiative transfer equa-
tion at the inner boundary of the atmosphere. More accurate boundary conditions (Potekhin
et al. 2012) take into account that an extraordinary or ordinary wave, falling from the at-
mosphere on the surface, gives rise to reflected waves of both normal polarizations, whose
intensities add to the respective intensities of the waves emitted by the condensed surface.

In general, local spectra of radiation emitted by thin hydrogen atmospheres over a con-
densed surface reveal a narrow absorption line corresponding to the proton cyclotron reso-
nance in the atmosphere, features related to atomic transitions broadened by motion effects
(the Appendix), and a kink corresponding to the ion cyclotron energy of the substrate ions.
Some of these features may be absent, depending on the atmosphere thickness and mag-
netic field strength. At high energies, the spectrum is determined by the condensed-surface
emission, which is softer than the spectrum of the thick hydrogen atmosphere.

The origin of the thin H atmospheres remains hazy. Ho et al. (2007) discussed three
possible scenarios. First, it is the accretion from the interstellar medium. But its rate should
be very low, in order to accumulate the hydrogen mass 4πR2ycol ∼ 10−20M� in∼ 106 years.
Another scenario assumes diffusive nuclear burning of a hydrogen layer accreted soon after
the formation of the NS (Chiu and Salpeter 1964; Chang and Bildsten 2003). But this process
is too fast at the early cooling epoch, when the star is relatively hot, and would have rapidly
consumed all the hydrogen on the surface (Chiu and Salpeter 1964; Chang and Bildsten
2004). The third possibility is a self-regulating mechanism, driven by nuclear spallation in
collisions with ultrarelativistic particles at the regions of open field lines (Jones 1978). An
estimate of the penetration depth of the magnetospheric accelerated particles indicates that
this process could create a hydrogen layer of the necessary thickness ycol ∼ 1 g cm−2 (Ho
et al. 2007).

It is natural to consider also an atmosphere having a helium layer beneath the hydrogen
layer. Indeed, all three scenarios assume that a hydrogen-helium mixture appears originally
at the surface, and the strong gravity quickly separates these two elements. Such “sandwich
atmosphere” was considered by Suleimanov et al. (2009), where the authors showed that its
spectrum can have two or three absorption lines in the rangeE ∼ (0.2–1) keV at B ∼ 1014 G.
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7 Modeling Observed Spectra

In order to apply the local spectra models described in Sects. 5 and 6 to observations, one has
to calculate a synthetic spectrum, which would be observed at a large distance D from the
star. Such calculation should include the effects of General Relativity, which are significant.

The photon frequency, which equals ω in the local inertial reference frame, undergoes
a redshift to a smaller frequency ω∞ in the remote observer’s reference frame. Therefore a
thermal spectrum with effective temperature Teff, measured by the remote observer, corre-
sponds to a lower effective temperature

T∞eff = Teff/(1+ zg), (34)

where zg ≡ ω/ω∞ − 1 = (1 − xg)
−1/2 − 1 is the redshift parameter and the compactness

parameter xg = 2GM/c2R of a typical NS lies between 1/5 and 1/2. Here and hereafter the
symbol ∞ indicates that the quantity is measured at a large distance from the star and can
differ from its value near the surface.

Along with the radius R that is determined by the equatorial length 2πR in the local
reference frame, one often considers an apparent radius for a remote observer,

R∞ =R(1+ zg). (35)

With decreasing R, zg increases so that the apparent radius has a minimum, minR∞ ≈
12–14 km (Haensel et al. 2007, Chap. 6).

The apparent photon luminosity L∞ph and the luminosity in the stellar reference frame Lph

are determined by the Stefan-Boltzmann law

L∞ph = 4πσSBR
2
∞
(
T∞eff

)4
, Lph = 4πσSBR

2T 4
eff (36)

with σSB = π2/(60�3c2) and T∞eff in energy units. According to (34)–(35),

L∞ph = (1− xg)Lph = Lph/(1+ zg)2. (37)

In the absence of spherical symmetry, it is convenient to define a local effective surface
temperature Ts by the relation Fph(θ,ϕ)= σSBT

4
s , where Fph is the local radial flux density

at the surface point, determined by the polar angle (θ ) and azimuth (ϕ) in the spherical
coordinate system. Then

Lph =
∫ π

0
sin θdθ

∫ 2π

0
dϕFph(θ,ϕ). (38)

The same relation connects the apparent luminosity L∞ph (37) with the apparent flux F∞ph =
σSB(T

∞
s )

4 in the remote system, in accord with the relation T∞s = Ts/(1+ zg) analogous to
(34).

The expressions (34), (35) and (37) agree with the GR concepts of light ray bending and
time dilation near a massive body. If the angle between the wave vector k and the normal
to the surface n at the emission point is θk , then the observer receives a photon whose
wave vector makes an angle θ > θk with n. The rigorous theory of the influence of the light
bending near a star on its observed spectrum has been developed by Pechenick et al. (1983)
and cast in a convenient form by Page (1995) and Pavlov and Zavlin (2000). Beloborodov
(2002) suggested the simple approximation

cos θk = xg + (1− xg) cos θ, (39)
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Fig. 4 Integral spectra of a
hydrogen atmosphere of a
neutron star with M = 1.4M� ,
R = 12 km, and with different
effective temperatures Teff
(logTeff (K) from 5.5 to 6.8 with
step 0.1). The dashed and solid
lines represent the model with a
dipole field of strength
Bp = 1013 G at the pole and
oriented along and across the line
of sight, respectively. For
comparison, the dotted curve
shows the model with a constant
field B = 1013 G, normal to the
surface

which is applicable at xg < 0.5 with an error within a few percent. At cos θk < xg, Eq. (39)
gives θ > π/2, which allows the observer to look behind the NS horizon.

Magnetic fields and temperatures of NSs vary from one surface point to another. In order
to reproduce the radiation spectrum that comes to an observer, one can use the equations
derived by Poutanen and Gierliński (2003) (see also Poutanen and Beloborodov 2006). In
the particular case of a slowly rotating spherical star they give the following expression for
spectral flux density related to the circular frequency ω∞ = ω

√
1− rg/R at a large distance

D from the star:

Fω∞ = (1− xg)3/2
R2

D2

∫
Iω(k; θ,ϕ) cos θk sin θdθdϕ, (40)

where the integration is performed under the condition cos θk > 0. The problem is compli-
cated, because the surface distributions of the magnetic field and the temperature are not
known in advance. A conventional fiducial model is the relativistic dipole (Ginzburg and
Ozernoi 1965), while the temperature distribution, consistent with the magnetic-field distri-
bution, is found from calculations of heat transport in NS envelopes considered by Page et
al. (2014) in this issue.

For the model of partially ionized H atmospheres described in Sect. 5, synthetic spectra
were calculated by Ho et al. (2008). Examples are shown in Fig. 4. We see that the spectral
features are strongly smeared by the averaging over the surface, and the spectrum depends
on the magnetic axis orientation θm. When the star rotates, the latter dependence leads to the
phase dependence of the spectra.

Such spectra of partially ionized, strongly magnetized NS atmospheres composed of hy-
drogen have been included in the package XSPEC (Arnaud 1996) under the names NSMAX
and NSMAXG (see Ho 2014 and references therein).

8 Theory Versus Observations

Theoretical models of nonmagnetic atmospheres are successfully applied to analyses of
spectra of many NSs with relatively weak magnetic fields B � 109 G. However, the non-
magnetic models are inadequate for the strongly magnetized NSs (B � 109 G). The theo-
retical framework for modeling the atmospheres of such stars is described above. As argued

201 Reprinted from the journal



A.Y. Potekhin et al.

in Sect. 4, models of strongly magnetized NS atmospheres must take the bound species and
their radiative transitions into account. Let us consider a few examples where models of
magnetized, partially ionized atmospheres have been used to study their thermal radiation.

8.1 RX J1856.5-3754

In the case of RX J1856.5-3754, it is surprising the absence of absorption features and it
is necessary to consider the spectrum in the X-ray and optical ranges simultaneously. The
X-ray and optical spectra correspond to substantially different effective temperatures if fitted
separately with blackbodies. To solve this problem, Ho et al. (2007) involved the model
of a thin atmosphere described in Sect. 6.2. The measured spectrum of RX J1856.5-3754
was fitted in the entire range from X-rays to optical within observational errorbars. The best
agreement between the theoretical and observed spectra has been achieved at the atmosphere
column density ycol = 1.2 g cm−2, B ∼ (3–4)× 1012 G, T∞eff = (4.34± 0.03)× 105 K, zg =
0.25± 0.05, and R∞ = 17.2+0.5

−0.1D140 km. Here, the errors are given at the 1σ significance
level, andD140 ≡D/(140 pc). Note that a fit of the observed X-ray spectrum with the Planck
function yields a 70 % higher temperature and a 3.5 times smaller radius of the emitting
surface. Such huge difference exposes the importance of a correct physical interpretation of
an observed spectrum for evaluation of NS parameters.

With the aid of expressions (34)–(35), we obtain from these estimates Teff = (5.4±1.1)×
105 K, R = 13.8+0.9

−0.6D140 km, and M = 1.68+0.22
−0.15D140M�. Ho et al. (2007) adopted the

value D = 140 pc from Kaplan et al. (2002). Using a recent update of the distance estimate,
D = 123+11

−15 pc (Walter et al. 2010), one obtains R = 12.1+1.3
−1.6 km and M = 1.48+0.16

−0.19M�.
Nevertheless, the given interpretation of the spectrum is somewhat questionable, since it
does not agree with the magnetic-field estimate B ≈ 1.5 × 1013 G, obtained for this star
from timing analysis (van Kerkwijk and Kaplan 2008).

Using the same thin-atmosphere model, Ho (2007) analyzed the light curve of RX
J1856.5-3754 and obtained constraints on the geometry of rotational and magnetic axes.
It turned out that the light curve can be explained if one of these angles is small (< 6◦),
while the other angle lies between 20◦ and 45◦. In this case, the radio emission around the
magnetic poles does not cross the line of sight. As noted by Ho (2007), this may explain the
non-detection of this star as a radio pulsar (Kondratiev et al. 2009).

8.2 RX J1308.6+2127

Hambaryan et al. (2011) analyzed the X-ray spectrum of the X-ray source RX J1308.6+2127
(RBS 1223), which reveals a more complex structure than RX J1856.5 -3754. It can be
described by a wide absorption line centered around �ω= 0.3 keV, superposed on the Planck
spectrum, with the line parameters depending on the stellar rotation phase. Using all 2003–
2007 XMM-Newton observations of this star, the authors obtained a set of X-ray spectra
for different rotation phases. They tried to interpret these spectra with different models,
assuming magnetic fields B ∼ 1013–1014 G, different atmosphere compositions, possible
presence of a condensed surface and a finite atmosphere.

As a result, the authors managed to describe the observed spectrum and its rotational
phase dependence with the use of the model of an iron surface covered by a partially ionized
hydrogen atmosphere with ycol ∼ 1–10 g cm−2, with mutually consistent asymmetric bipolar
distributions of the magnetic field and the temperature, with the polar values Bp1 = Bp2 =
(0.86±0.02)×1014 G, Tp1 = 1.22+0.02

−0.05 MK, and Tp2 = 1.15±0.04 MK. The magnetic field
and temperature proved to be rather smoothly distributed over the surface. When compared
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to the theoretical model of Pérez-Azorín et al. (2006), such smooth distribution implies that
the crust does not contain a superstrong toroidal magnetic field. The effective temperature is
Teff ≈ 0.7 MK. The gravitational redshift is estimated to be zg = 0.16+0.03

−0.01, which converts
into (M/M�)/R6 = 0.87+0.13

0.05 and suggests a stiff EOS of the NS matter.
Note that the paper by Hambaryan et al. (2011) preceded that by Potekhin et al. (2012),

where the treatment of the condensed surface and thin atmosphere was improved (Sect. 6).
An analysis of the spectrum of RX J1308.6+2127 with the use of the improved results re-
mains to be done in the future.

8.3 1E 1207.4-5209

The discovery of absorption lines in the spectrum of CCO 1E 1207.4-5209 at energies E ∼
0.7N keV (N = 1,2, . . .) immediately entrained the natural assumption that they are caused
by cyclotron harmonics (Bignami et al. 2003). As shown in Potekhin (2010), such harmonics
can be only electronic, as the ion harmonics are unobservable. Therefore, this interpretation
implies B ≈ 7 × 1010 G. Mori et al. (2005) argued that only the first and second lines in
the spectrum of 1E 1207.4-5209 are statistically significant, but some authors take also the
third and fourth lines into account. This hypothesis was developed by Suleimanov et al.
(2010a, 2012a), who considered two types of the electron cyclotron harmonics: the quantum
oscillations of the Coulomb logarithm and the relativistic thermal harmonics (Sect. 5.5.2).
An analogous explanation of the shape of the spectrum may possibly be applied also to CCO
PSR J0821-4300 (Gotthelf et al. 2013).

Mori and Hailey (2006) have critically analyzed the earlier hypotheses about the origin of
the absorption lines in the spectrum of 1E 1207.4-5209 and suggested their own explanation.
They analyzed and rejected such interpretations as the lines of molecular hydrogen ions,
helium ions, and also as the cyclotron lines and their harmonics. One of the arguments
against the latter interpretation is that the fundamental cyclotron line should have much
larger depth in the atmosphere spectrum than actually observed. Another argument is that
the cyclotron lines and harmonics have small widths at a fixed B , therefore their observed
width in the integral spectrum is determined by the B distribution. Thus the width of all lines
should be the same, but observations do not confirm it. These arguments of Mori and Hailey
(2006) were neglected by Suleimanov et al. (2010a, 2012a). Both groups of authors studied
the cyclotron harmonics in spectra of fully ionized plasmas. This approach is indeed justified
for the CCOs, because the impact of bound states on the spectra is small at B � 1011 G and
T � 106 K (Potekhin, Chabrier, and Ho, in preparation).

As an alternative, Mori and Hailey (2006) and Mori and Ho (2007) suggested models of
atmospheres composed of mid-Z elements. The authors found that an oxygen atmosphere
with magnetic field B = 1012 G provides a spectrum similar to the observed one. However,
the constraint B < 3.3 × 1011 G obtained by Halpern and Gotthelf (2010) disagrees with
this model, but rather favors the electron-cyclotron interpretation of the lines.

Unlike the cases of RX J1856.5-3754 and RX J1308.6+2127 that were considered above,
there is no published results of a detailed fitting of the observed spectrum of 1E 1207.4-5209
with a theoretical model. Thus all suggested explanations of the spectrum of this object
remain hypothetical.

8.4 Rotation Powered Pulsars

8.4.1 PSR J1119-6127

Ng et al. (2012) applied the partially ionized, strongly magnetized hydrogen atmosphere
model (Ho et al. 2008) to interpretation of observations of pulsar J1119-6127, for which
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the estimate based on spindown gives an atypically high field B = 4 × 1013 G. In the
X-ray range, it emits pulsed radiation, which has apparently mostly thermal nature. At
fixed D = 8.4 kpc and R = 13, the bolometric flux gives an estimate of the mean effective
temperature Teff ≈ 1.1 MK. It was difficult to explain, however, the large pulsed fraction
(48± 12 %) by the thermal emission. Ng et al. (2012) managed to reproduce the X-ray light
curve of this pulsar assuming that one of its magnetic poles is surrounded by a heated area,
which occupies 1/3 of the surface, is covered by hydrogen and heated to 1.5 MK, while the
temperature of the opposite polar cap is below 0.9 MK.

8.4.2 PSR B0943+10

Storch et al. (2014) applied a similar analysis to interpretation of observations of pulsar
B0943+10, which shows correlated radio and X-ray mode switches. The authors have taken
B = 2× 1012 G inferred from the pulsar spindown, assumed M = 1.2M� and R = 12 km,
and modeled the emitting area as a hot spot covered by a partially ionized hydrogen at-
mosphere. They found that an atmosphere with Teff ≈ (1.4–1.5) MK and emission radius
Rem ≈ 85 m matches the radio-quiet X-ray spectrum, whereas previous blackbody fits gave
Tbb = 3 MK and Rbb ≈ 20–30 m. The authors showed that the large X-ray pulse fraction
observed during the radio quiet phase can be explained by including the beaming effect of a
magnetic atmosphere, while remaining consistent with the dipole field geometry constrained
by radio observations.

8.4.3 PSR J0357+3205

A middle-aged radio-quiet gamma-ray pulsar J0357+3205 was discovered in gamma-rays
with Fermi and later in X-rays with Chandra and XMM-Newton observatories. It produces
an unusual thermally-emitting pulsar wind nebula observed in X-rays. Kirichenko et al.
(2014) fitted the spectrum of this pulsar with several different multicomponent models. In
the physically realistic case where the incomplete ionization of the atmosphere was taken
into account, they used the NSMAX model (Ho et al. 2008) for the thermal spectral compo-
nent and a power-law model for the nonthermal one and fixedM = 1.4M� and B = 1012 G.
They obtained an acceptable fit (χ2 = 1.05/244) with a very loose constraint on the radius,
R∞ = 8+12

−5 (D/500 pc) km.

9 Conclusions

We have considered the main features of neutron-star atmospheres and radiating surfaces
and outlined the current state of the theory of the formation of their spectra. The inter-
pretation of observations enters a qualitatively new phase, free from the assumptions of a
blackbody spectrum or the “canonical model” of neutron stars. Spectral features, compati-
ble with absorption lines in some cases, have been discovered in thermal spectra of strongly
magnetized neutron stars. On the agenda is their detailed theoretical description, which may
provide information on the surface composition, temperature and magnetic field distribu-
tions. However, in order to disentangle these parameters, a number of problems related to
the theory of magnetic atmospheres and radiating surfaces still have to be solved.

Acknowledgements The work of A.P. has been partly supported by the RFBR (grant 14-02-00868) and by
the Program “Leading Scientific Schools of RF” (grant NSh 294.2014.2).

Reprinted from the journal 204



Neutron Stars—Thermal Emitters

Appendix: The Effects of Finite Atomic Masses

In this Appendix, we give a brief account of the effects of motion of atomic nuclei in strong
magnetic fields on the quantum-mechanical characteristics of bound species and the ion-
ization equilibrium of partially ionized plasmas (for a more detailed review, see Potekhin
2014)

A.1 The Finite-Mass Effects on Properties of Atoms

An atomic nucleus of finite mass, as any charged particle, undergoes oscillations in the
plane (xy) perpendicular to B , which are quantized in the ion Landau levels. In an atom or
a molecule, these oscillations are entangled with the electron motion. Therefore the longitu-
dinal projections of the orbital moments of the electrons and the nucleus are not conserved
separately. Different atomic quantum numbers correspond to different oscillation energies
of the atomic nucleus, multiple of its cyclotron energy �ωci. As a result, the energy of ev-
ery level gets an addition, which is non-negligible if the magnetic parameter γ is not small
compared to the nucleus-to-electron mass ratio mi/me.

For the hydrogen atom and hydrogenlike ions, a conserved quantity is �s, which corre-
sponds to the difference of longitudinal projections of orbital moments of the atomic nucleus
and the electron, and the sum N + s plays role of a nuclear Landau number, N being the
electron Landau number. For the bound states in strong magnetic fields, N = 0, therefore
the nuclear oscillatory addition to the energy equals s�ωci. Thus the binding energy of a
hydrogen atom at rest is

Esν =E(0)sν − �ωcis, (41)

where E(0)sν is the binding energy in the approximation of non-moving nucleus. It follows
that the values of s are limited for the bound states. In particular, all bound states have s = 0
at B > 6× 1013 G.

The account of the finite nuclear mass is more complicated for multielectron atoms. Al-
Hujaj and Schmelcher (2003) have shown that the contribution of the nuclear motion to
the binding energy of a non-moving atom equals �ωciS(1+ δ(γ )), where (−S) is the total
magnetic quantum number of the atom, and |δ(γ )| 	 1.

The astrophysical simulations assume finite temperatures, hence thermal motion of par-
ticles. The theory of motion of a system of point charges in a constant magnetic field was
reviewed by Johnson et al. (1983). The canonical momentum P is not conserved in a mag-
netic field. A relevant conserved quantity is pseudomomentum

K = P + 1

2c
B ×

∑
i

qiri . (42)

If the system is electrically neutral as a whole, then all Cartesian components of K can be
determined simultaneously (i.e., their quantum-mechanical operators commute with each
other). For a charged system (an ion), one can determine K2 simultaneously with either Kx
or Ky , but Kx and Ky do not commute. The specific effects related to collective motion
of a system of charged particles are especially important in NS atmospheres at γ � 1. In
particular, so called decentered states may become populated, where an electron is localized
mostly in a “magnetic well” aside from the Coulomb center.

For a hydrogen atom, K = P − (e/2c)B × r , where r connects the proton and the elec-
tron. Early studies of this particular case were done by Gor’kov and Dzyaloshinskiı̆ (1968),
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Fig. 5 (a) energies, (b) oscillator strengths, and (c) photoionization cross-sections for a hydrogen atom mov-
ing across magnetic field B = 2.35× 1012 G. Energies of states |s,0〉 (solid curves) and |0, ν〉 (dot-dashed
curves) are shown as functions of the transverse pseudomomentum K⊥ (in atomic units). The heavy dots
on the solid curves are the inflection points at K⊥ =Kc. The K⊥-dependence of oscillator strengths (b) is
shown for transitions from the ground state to the states |s,0〉 under influence of radiation with polarization
α =+1 (solid curves) and α =−1 (dashed curves), and also for transitions into states |0, ν〉 for α = 0 (dot–
dashed curves). Cross sections of photoionization (c) under the influence of radiation with α = +1 (solid
curves), α =−1 (dashed curves), and α = 0 (dot-dashed curves) are shown for the ground state as functions
of the photon energy in Ry (the upper x-scale) and keV (the lower x-scale) at K⊥ = 20 a.u. (the right curve),
K⊥ = 200 a.u. (the middle curve), and K⊥ = 1000 a.u. (the left curve of every type)

Burkova et al. (1976), Ipatova et al. (1984). Numerical calculations of the energy spectrum
of the hydrogen atom with an accurate treatment of the effects of motion across a strong
magnetic field were performed by Vincke et al. (1992) and Potekhin (1994). Bound-bound
radiative transitions of a moving H atom in a plasma were studied by Pavlov and Potekhin
(1995), and bound-free transitions by Potekhin and Pavlov (1997).

Figure 5 shows the energies, oscillator strengths, and photoionization cross-sections
of a hydrogen atom moving in a magnetic field with γ = 1000. The reference point is
taken to be the sum of the zero-point oscillation energies of free electron and proton,
(�ωc + �ωci)/2.Therefore the negative energies in Fig. 5 a correspond to bound states
(Esν = −E > 0). At small transverse pseudomomenta K⊥, the energies of low levels in
Fig. 5a exceed the binding energy of the field-free hydrogen atom (1 Ry) by an order
of magnitude. However, the binding energy decreases with increasing K⊥, and it can be-
come negative for the states with s �= 0 due to the term �ωcis in Eq. (41). Such states are
metastable. In essence, they are continuum resonances. Note that the transverse atomic ve-
locity equals ∂E/∂K , therefore it attains a maximum at the inflection points (K⊥ =Kc) on
the curves in Fig. 5a and decreases with further increase of K⊥, while the average electron-
proton distance continues to increase. At K⊥ >Kc the atom goes into the decentered state,
where the electron and proton are localized near their guiding centers, separated by distance
r∗ = (a2

B/�)K⊥/γ .
Figure 5b shows oscillator strengths for the main transitions from the ground state to

excited discrete levels. Since the atomic wave-functions are symmetric with respect to the
z-inversion for the states with even ν, and antisymmetric for odd ν, only the transitions that
change the parity of ν are allowed for the polarization along the field (α = 0), and only
those preserving the parity for the orthogonal polarizations (α =±1). For the atom at rest,
in the dipole approximation, due to the conservation of the z-projection of the total angular
momentum of the system, absorption of a photon with polarization α = 0,±1 results in the
change of s by α. This selection rule for a non-moving atom manifests itself in vanishing
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oscillator strengths at K⊥ → 0 for s �= α. In an appropriate coordinate system (Burkova
et al. 1976; Potekhin 1994), the symmetry is restored at K⊥ →∞, therefore the transition
with s = α is the only one that survives also in the limit of large pseudomomenta. But in the
intermediate region of K⊥, where the transverse atomic velocity is not small, the cylindrical
symmetry is broken, so that transitions to other levels are allowed. Thus the corresponding
oscillator strengths in Fig. 5b have maxima at K⊥ ≈ Kc. Analytical approximations for
these oscillator strengths, as well as for the dependences of the binding energies Esν(K⊥),
are given in Potekhin (1998).

Figure 5c shows photoionization cross-sections for hydrogen in the ground state as func-
tions of photon energy at three values of K⊥. The leftward shift of the ionization thresh-
old with increasing K⊥ corresponds to the decrease of the binding energy that is shown
in Fig. 5a, while the peaks and dips on the curves are caused by resonances at transitions
to metastable states |s, ν;K〉 with positive energies (see Potekhin and Pavlov 1997, for a
detailed discussion).

Quantum-mechanical calculations of the characteristics of the He+ ion that moves in a
strong magnetic field are performed by Bezchastnov et al. (1998), Pavlov and Bezchast-
nov (2005). The basic difference from the case of a neutral atom is that the ion motion
is restricted by the field in the transverse plane, therefore the values of K2 are quantized
(Johnson et al. 1983). Clearly, the similarity relations for the ions with nonmoving nuclei
(Sect. 4.2.1) do not hold anymore.

Currently there is no detailed calculation of binding energies, oscillator strengths, and
photoionization cross-sections for atoms and ions other than H and He+, arbitrarily moving
in a strong magnetic field. For such species one usually neglects the decentered states and
uses a perturbation theory with respect to K⊥ (e.g., Mori and Hailey 2002, Medin et al.
2008). This approximation can be sufficient for simulations of relatively cool atmospheres
of moderately magnetized NSs. A condition of applicability of the perturbation theory for
an atom with mass ma =Amu requires T/E(0)	ma/(γme)≈ 4A/B12 (Potekhin 2014). If
B � 1013 G and T � 106 K, it is satisfied for low-lying levels of carbon and heavier atoms.

A.2 The Finite-Mass Effects on the Ionization Equilibrium and Thermodynamics

Since quantum-mechanical characteristics of an atom in a strong magnetic field depend on
the transverse pseudomomentumK⊥, the atomic distribution overK⊥ cannot be written in a
closed form, and only the distribution over longitudinal momenta Kz remains Maxwellian.
The first complete account of these effects has been taken in Potekhin et al. (1999) for
hydrogen atmospheres. Let psν(K⊥)d2K⊥ be the probability of finding a hydrogen atom in
the state |s, ν〉 in the element d2K⊥ near K⊥ in the plane of transverse pseudomomenta.
Then the number of atoms in the element d3K of the pseudomomentum space equals

dN(K)=Nsν λa

2π�
exp

(
− K2

z

2maT

)
psν(K⊥)d3K, (43)

where ma is the mass of the atom, λa = [2π�2/(maT )]1/2 is its thermal wavelength, and
Nsν =

∫
dNsν(K) is the total number of atoms with given discrete quantum numbers.

The distribution Nsνpsν(K⊥) is not known in advance, but should be calculated in a self-
consistent way by minimization of the free energy including the nonideal terms. It is conve-
nient to define deviations from the Maxwell distribution with the use of generalized occupa-
tion probabilities wsν(K⊥). Then the atomic contribution to the free energy equals (Potekhin
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et al. 1999)

F at
id + F at

int = T
∑
sν

Nsν

∫
ln

[
nsνλ

3
a

wsν(K⊥)
exp(1)Zsν

]
psν(K⊥)d2K⊥, (44)

where

Zsν = λ2
a

(2π�2)

∫ ∞

0
wsν(K⊥)eEsν (K⊥)/T K⊥dK⊥. (45)

The nonideal part of the free energy that describes atom-atom and atom-ion interactions
and is responsible for the pressure ionization has been calculated by Potekhin et al. (1999)
with the use of the hard-sphere model. The plasma model included also hydrogen molecules
H2 and chains Hn, which become stable in the strong magnetic fields. For this purpose,
approximate formulae of Lai (2001) have been used, which do not take full account of the
motion effects, therefore the results of Potekhin et al. (1999) are reliable only when the
molecular fraction is small.

This hydrogen-plasma model underlies thermodynamic calculations of hydrogen atmo-
spheres of NSs with strong and superstrong magnetic fields (Potekhin and Chabrier 2003,
2004). Mori and Heyl (2007) applied the same approach with slight modifications to strongly
magnetized helium plasmas. One of the modifications was the use of the plasma microfield
distribution from Potekhin et al. (2002) for calculation of the K⊥-dependent occupation
probabilities. Mori and Heyl considered atomic and molecular helium states of different
ionization degrees. Their treatment included rotovibrational molecular levels and the de-
pendence of binding energies on orientation of the molecular axis relative to B . The K⊥-
dependence of the energy, E(K⊥), was described by an analytical fit, based on an extrapo-
lation of adiabatic calculations at small K⊥. The effects of motion of atomic and molecular
ions were not considered.
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Ü. Kiziloğlu, J. van Paradijs. NATO ASI Series C, vol. 450 (Kluwer, Dordrecht, 1995), p. 71
K.R. Pechenick, C. Ftaclas, J.M. Cohen, Astrophys. J. 274, 846 (1983)
J.F. Pérez-Azorín, J.A. Miralles, J.A. Pons, Mon. Not. R. Astron. Soc. 433, 275 (2005)
J.F. Pérez-Azorín, J.A. Miralles, J.A. Pons, Astron. Astrophys. 451, 1009 (2006)
J.A. Pons, F.M. Walter, J.M. Lattimer et al., Astrophys. J. 564, 981 (2002)
J.A. Pons, J.A. Miralles, U. Geppert, Astron. Astrophys. 496, 207 (2009)
S.B. Popov, J.A. Pons, J.A. Miralles, P.A. Boldin, B. Posselt, Mon. Not. R. Astron. Soc. 401, 2675 (2010)
A.Y. Potekhin, J. Phys. B, At. Mol. Opt. Phys. 27, 1073 (1994)
A.Y. Potekhin, Phys. Plasmas 3, 4156 (1996)
A.Y. Potekhin, J. Phys. B, At. Mol. Opt. Phys. 31, 49 (1998)
A.Y. Potekhin, Astron. Astrophys. 518, A24 (2010)
A.Y. Potekhin, Phys. Usp. 57(8), (2014, in press). arXiv:1403.0074. doi:10.3367/UFNe.0184.201408a.0793
A.Y. Potekhin, G. Chabrier, Astrophys. J. 585, 955 (2003)

Reprinted from the journal 210

http://arxiv.org/abs/arXiv:1403.0074
http://dx.doi.org/10.3367/UFNe.0184.201408a.0793


Neutron Stars—Thermal Emitters

A.Y. Potekhin, G. Chabrier, Astrophys. J. 600, 317 (2004)
A.Y. Potekhin, G. Chabrier, Astron. Astrophys. 550, A43 (2013)
A.Y. Potekhin, D. Lai, Mon. Not. R. Astron. Soc. 376, 793 (2007)
A.Y. Potekhin, G.G. Pavlov, Astrophys. J. 483, 414 (1997)
A.Y. Potekhin, G.G. Pavlov, J. Ventura, Astron. Astrophys. 317, 618 (1997)
A.Y. Potekhin, G. Chabrier, Yu.A. Shibanov, Phys. Rev. E 60, 2193 (1999). Erratum: Phys. Rev. E 63, 019901

(2000)
A.Y. Potekhin, D. Gilles, G. Chabrier, Phys. Rev. E 65, 036412 (2002)
A.Y. Potekhin, D. Lai, G. Chabrier, W.C.G. Ho, Astrophys. J. 612, 1034 (2004)
A.Y. Potekhin, V.F. Suleimanov, M. van Adelsberg, K. Werner, Astron. Astrophys. 546, A121 (2012)
J. Poutanen, A.M. Beloborodov, Mon. Not. R. Astron. Soc. 373, 836 (2006)
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Abstract Almost 50 years after radio pulsars were discovered in 1967, our understanding
of these objects remains incomplete. On the one hand, within a few years it became clear
that neutron star rotation gives rise to the extremely stable sequence of radio pulses, that the
kinetic energy of rotation provides the reservoir of energy, and that electromagnetic fields
are the braking mechanism. On the other hand, no consensus regarding the mechanism of
coherent radio emission or the conversion of electromagnetic energy to particle energy yet
exists. In this review, we report on three aspects of pulsar structure that have seen recent
progress: the self-consistent theory of the magnetosphere of an oblique magnetic rotator;
the location, geometry, and optics of radio emission; and evolution of the angle between
spin and magnetic axes. These allow us to take the next step in understanding the physical
nature of the pulsar activity.
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1 Introduction

Radio pulsars are the archetypal observed neutron stars. Their discovery at the end of
the 1960s (Hewish et al. 1968) was definitely one of the major astrophysical events of
the 20th century. Their discovery confirmed the theoretical prediction of neutron stars in
the 1930s (Landau 1932; Baade and Zwicky 1934). Neutron stars have mass M of about
1.2–2.0 M�, near the Chandrasekhar mass limit 1.4 M�; and radius R of only 10–15 km.
They result from the collapse of typical massive stars in the final stage of their evolu-
tion (Shapiro and Teukolsky 1985); or from white dwarfs, when accretion from a companion
star pushes them over the Chandrasekhar limit (Whelan and Iben 1973; Bailyn and Grind-
lay 1990; Nomoto and Kondo 1991; Schwab et al. 2015). These formation mechanisms
provide the simplest explanation for both the observed short spin periods P to as small as
P = 1.39 ms, and superstrong magnetic fields with B0 ∼ 1012 G.

Most radio pulsars are solitary. Of the more than 2400 pulsars known by the end of 2014,
only about 230 were members of binary systems.1 Even in binary systems, mass transfer
from the companion star to the neutron star is negligible. The radio luminosities of pulsars
are low relative to the sensitivities of even the largest radiotelescopes, so that our catalog
of pulsars is not complete even to a distance of a kpc. Because the Milky Way is an order
of magnitude larger, we can observe only a small fraction of “active” pulsars. Because the
duration of the active life of pulsars is small, the total number of extinguished pulsars in our
Galaxy must be about 108–109 (Manchester et al. 2005).

2 Theoretical Overview

2.1 Early Pulsar Paradigm—Vacuum Dipole

The basic physical processes determining the observed activity of radio pulsars were un-
derstood almost immediately after their discovery (Pacini 1967; Gold 1968). In particular,
it quickly became clear that the highly-regular pulsed radio emission that gives rise to their
name is related to the rotation of neutron stars. Furthermore, it was evident that radio pulsars
are powered by the rotational energy of the neutron star, and the mechanism of energy re-
lease is related to their superstrong magnetic fields, with B0 ∼ 1012 G. The Larmor formula
for energy loss form a magnetic dipole provides an estimate of energy losses (Landau and
Lifshitz 1989):

Wtot = −IrΩΩ̇ (1)

≈ 1

6

B2
0Ω

4R6

c3
sin2 χ (2)

where Ir ∼MR2 is the moment of inertia of the neutron star, χ is the angle between the
magnetic dipole axis and the spin axis, and Ω = 2π/P is the angular velocity of neutron
star rotation. Finally, the strength of the magnetic field at the polar cap is B0.

For most pulsars, energy losses range from 1031–1034 erg s−1 and can reach 1038–
1039 erg s−1 for very young, fast pulsars, such as the Crab and Vela pulsars. These energy
losses correspond to the observed spin-down rate dP/dt ∼ 10−15, or to the spin-down time
τD = P/2Ṗ ∼ 1–10 Myr.

1See ATNF catalog: http://www.atnf.csiro.au/people/pulsar/psrcat/.
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After the measurement of the rotational slow-down Ṗ of the Crab pulsar (Richards and
Comella 1969), it was quickly realized that:

• the rate of the energy loss of the rotating neutron starWtot ≈ 5×1038 erg s−1 (1) coincides
with the power required to illuminate the Crab Nebula (Gold 1969), and

• the dynamical age of the radio pulsar τD = P/2Ṗ ≈ 1000 years coincides with the ex-
plosion of the historical supernova AD 1054 that brought the Crab Nebula into existence
(Comella et al. 1969).

These associations cemented the identification of pulsars as rotating neutron stars. In con-
trast to these phenomena, radio emission amounts to only 10−4–10−6 of total energy losses.
For most pulsars this corresponds to 1026–1028 erg s−1, 5–7 orders of magnitude less than
the luminosity of the Sun.

2.2 Electron-Positron Generation

Goldreich and Julian (1969) showed shortly after the discovery of pulsars that a pulsar’s
rotating magnetic field will acquire a corotating charge density that opposes induced electric
fields and J×B forces. As Sturrock (1971) quickly realized, individual photons can generate
electron-positron pairs when they cross lines of the magnetic field, by the process γ +B→
e++ e−+B . The photon energy must exceed the threshold 2mec

2. The probability per-unit-
length for conversion of a photon with energy Eγ far above this threshold propagating at an
angle of θ to the magnetic field B is (Berestetsky et al. 1982)

w = 3
√

3

16
√

2

e3B sin θ

�mec3
exp

(
−8

3

B�

B sin θ

mec
2

Eγ

)
. (3)

Here, the characteristic value B� = m2
ec

3/e� ≈ 4.4 × 1013 G is the magnetic field for
which the energy gap between two Landau levels reaches the rest energy of an electron:
�ωB =mec

2. As gamma-quanta are radiated by particles moving along the curved magnetic
field lines, one can evaluate the photon free path as (Ruderman and Sutherland 1975)

lγ ≈ 8

3Λ
Rc
B�

B

mec
2

Eγ
. (4)

Here Rc is the curvature radius, and Λ ≈ 20 is the logarithmic factor. As lγ 	 R for high
enough photon energy, the vacuum magnetosphere of a neutron star with magnetic field
B0 ∼ 1012 G is unstable to the generation of charged particles.

In the very strong magnetic field of the neutron star, charged particles can move only
along magnetic field lines. Therefore two substantially different regions must develop in
the pulsar magnetosphere: regions of open and closed magnetic field lines (see Figs. 1, 2).
Closed magnetic field lines do not intersect the light cylinder, where co-rotation speed equals
that of light, at radius RL = c/Ω (∼ 1010 cm for ordinary pulsars). Particles on these field
lines turn out to be captured. Open field lines intersect the light cylinder, and particles on
these field lines can travel to infinity. Consequently, plasma must be continuously regener-
ated near the magnetic poles of a neutron star (see Fig. 3).

In addition to the primary plasma generated by individual photons and the magnetic field,
as discussed above, a secondary plasma forms from the longitudinal electric field (which
accelerates particles up to energies high enough to radiate hard γ -quanta), as first indicated
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Fig. 1 Vacuum dipole model of
a pulsar, showing the region of
closed magnetic field lines and
the light cylinder. The angle
between the rotation and
magnetic poles is χ , often called
the “inclination angle”; and the
minimum angle between the line
of sight and the magnetic axis
is ζ , sometimes called the
“impact angle”. Sometimes χ is
denoted by α, and ζ by β . See
Lyne and Manchester (1988)

Fig. 2 Intersection of the cone
of the last open field lines with
the surface of the neutron star,
showing the polar cap. The
vector m is the axis of the
magnetic dipole field, and Obs
points toward the observer

Fig. 3 Structure of the particle
generation region. The primary
particles are accelerated along
the curved magnetic field lines
and begin to radiate hard γ -rays.
These curvature photons (dotted
lines) propagating in the curved
magnetic field reach the particle
generation threshold and create
electron-positron pairs. Taken
from Beskin (1999)

by Sturrock (1971) and then studied in more detail by Ruderman and Sutherland (1975), as
well as by Eidman’s group (Al’ber et al. 1975). The continuous escape of particles along the
open field lines leads to formation of a strong electric field along the magnetic field. This
longitudinal electric field forms in the vicinity of the magnetic poles. The secondary plasma-
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Fig. 4 The hollow cone model.
If the intensity of the radio
emission is directly connected
with the outflowing plasma
density, radio emission must
decrease near the magnetic pole.
Consequently, we expect a
double profile when the line of
sight passes near the magnetic
pole, and a single profile when it
passes further away. Taken
from Beskin (1999)

generation condition determines its height. Another model, based on the assumption of free
particle escape from the neutron star surface, was first studied by Arons’ group (Fawley
et al. 1977; Scharlemann et al. 1978; Arons and Scharlemann 1979), and recently in more
detail by Istomin and Sobyanin (2011a,b), Medin and Lai (2010), Timokhin (2010), Chen
and Beloborodov (2013) and Timokhin and Arons (2013).

2.3 Hollow-Cone Model

The hollow-cone model (Radhakrishnan and Cooke 1969; Dyks et al. 2004) explains the
basic observed properties of radio emission in the context of the above particle generation
processes, without reference to a microphysical model for that emission. This model, already
proposed at the end of the 1960s, perfectly accounts for the basic geometric properties of the
radio emission. This model proposes that outflowing plasma launches radio emission tangent
to open magnetic field lines at a particular altitude above the surface of the neutron star.
The characteristic frequency of radiation may depend on altitude: the “radius-to-frequency
mapping” (Ruderman and Sutherland 1975). Plasma density and geometry of open field
lines define a “directivity pattern”. The observed average pulse is a cut across this directivity
pattern.

Secondary particle generation is impossible in a nearly rectilinear magnetic field because,
first, little curvature radiation is emitted; and second, photons emitted by relativistic particles
propagate at small angles to the magnetic field. Therefore, as shown in Fig. 4, in the central
region of the open magnetic field lines, a decrease in secondary plasma density is expected.
If we make the rather reasonable assumption that radio emission is less when the outflowing
plasma density is less, the intensity of radio emission must decrease in the center of the
region of open field lines, corresponding to the center of the directivity pattern. Therefore,
if without going into details,2 we should expect a single (one-hump) mean profile in pulsars
in which the line of sight intersects the directivity pattern far from its center and the double
(two-hump) profile for the central passage. This is precisely as observed in reality (Lyne and
Graham-Smith 1998).

2Actually, the mean profiles have a rather complex structure, see e.g., Rankin (1983, 1990), Lyne and
Graham-Smith (1998).
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3 Observational Overview

Pulsars take their name from their remarkably stable periodic emission. The rotation fre-
quency of the pulse train is the angular velocity of the neutron star. Folding the observed
pulse train at this fundamental frequency yields an average pulse profile. In most cases this
profile is extremely stable, both in form, and in arrival phase at the rotational frequency.
This stability allows for precision timing of pulsars, with remarkable applications in struc-
ture and evolution of stellar systems containing pulsars, and in tests of special and general
relativity (Camenzind 2007). The stability of the mean profile suggests that rotation carries
the line of sight through a beam of emitted radiation locked to the surface of the neutron star,
and that relatively permanent features of the neutron star and its co-rotating magnetosphere
determine the shape of that beam.

However, pulsar emission shows a remarkable degree of variability on all timescales,
extending from nanoseconds to months or years. The stable pulse profiles that characterize
that stability appear only after 100 or more pulses are added together, for pulsars strong
enough to detect variability of emission. Indeed, Popov et al. (2006) suggest that individual
micropulses are the “atoms” of pulsar emission. For those who seek to understand emission
processes of pulsars, as well as those who merely wish to exploit pulse stability for other
scientific goals, pulse variability can provide crucial insights.

Observations of pulsars occupy a multi-dimensional space. The fundamental observ-
ables include intensity and polarization of electromagnetic radiation, as function of time
in pulse phase and over many pulses. These fundamental observables show both determinis-
tic and random properties, with random properties in particular showing variations over all
timescales. At radio wavelengths, pulsar spectra are nearly power-law, but comparisons of
pulse shape and structure among wavelength ranges yields great insight into emission ge-
ometry and processes (see, for example, Shearer et al. 2003; Lommen et al. 2007; Harding
et al. 2008; Strader et al. 2013).

Among the important quantities derived from observations of radio emission from pulsars
are the spindown rate, polarization as a function of pulse phase, size of emission region, and
evolution of angle between the spin and magnetic dipole.

4 Magnetosphere of an Oblique Magnetic Rotator

A pulsar represents an elegant problem in electrodynamics: a rotating, conducting sphere
with a dipole magnetic field (Beskin and Zheltoukhov 2014). This simple picture is com-
plicated by the necessity of a corotating charge distribution, the roles of open and closed
field lines, and energy transport by an outflowing wind (Goldreich and Julian 1969). As
we summarize in this section, models have progressed from analytic studies of aligned rota-
tors with simple magnetic field configuration and massless charges to self-consistent models
including oblique magnetic fields, realistic particle masses, and a range of length scales.

4.1 Current Losses

If the pair creation process is sufficiently effective, magnetic dipole radiation will not carry
energy away from the rotating neutron star, because the plasma that fills the magnetosphere
fully screens any low-frequency radiation from the neutron star (Beskin et al. 1983, 1993;
Mestel et al. 1999). However, in this case, electric currents extract rotational energy from the
neutron star, through the Ampère force of one current on another. The currents in question
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Fig. 5 Schematic view of the
axisymmetric polar cap showing
magnetospheric current density
(open arrows), surface currents,
Ampére force on surface
currents, and braking torque.
Here only the symmetric current
is is present. Taken from Beskin
(1999)

are those along magnetic field lines in the magnetosphere and across the pulsar’s polar cap,
acting together with those responsible for the magnetic field of the neutron star. Just as in
the case of magnetic dipole radiation, energy release from the rotating neutron star is related
to the electromagnetic energy flux given by the Poynting vector, and the total energy losses
can be again estimated using the Larmor formula (2).

The braking torque K of the Ampère force results in the following time evolution of the
angular velocity Ω and the inclination angle χ :

IrΩ̇ = K‖ cosχ +K⊥ sinχ, (5)

IrΩχ̇ = K⊥ cosχ −K‖ sinχ, (6)

where two components of the torque K parallel and perpendicular to the magnetic dipole m
can be written in the form (Beskin et al. 1993)

K‖ = −c‖B
2
0Ω

3R6

c3
is, (7)

K⊥ = −c⊥B
2
0Ω

3R6

c3

(
ΩR

c

)
ia. (8)

Here the coefficients c‖ and c⊥ are factors of the order of unity dependent on the profile of
the longitudinal current and the form of the polar cap.

The scalar current from the polar cap i has been divided into symmetric and antisymmet-
ric contributions, is and ia, depending upon whether the direction of the current is the same
in the north and south parts of the polar cap, or opposite. For an axisymmetric rotating neu-
tron star (χ = 0, Fig. 5), we have ia = 0 and is = 1 (Goldreich and Julian 1969). Conversely,
for the orthogonal rotator (Fig. 6) we have is = 0 and ia = 1. Here we apply normalization
to the Goldreich-Julian current, IGJ = πR2

0jGJ, where R0 ≈ R(ΩR/c)1/2 is the polar cap
radius, and jGJ = 〈|Ω · B|〉/2π (with scalar product) is the mean current density within the
polar cap. Note that for is ≈ ia ≈ 1, (7) and (8) imply that:

K⊥ ∼
(
ΩR

c

)
K‖. (9)

Therefore, K⊥ 	K‖. We will use these expressions in the following sections.
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Fig. 6 For the orthogonal rotator
only antisymmetric current ia
(i.e., the current having different
direction in the north and south
parts of the polar cap) takes
place. The structure of the
surface currents within the polar
cap and along the separatrix is
also shown. Taken from Beskin
et al. (2013)

If we suppose that, in reality, the longitudinal current j is determined by the local charge
density ρGJ =−Ω · B/2πc, and note that ρGJ is proportional to cosχ in the vicinity of the
polar cap, one can write down

is = iAs cosχ, (10)

ia = iAa sinχ. (11)

Consequently, the relations (5)–(6) can be rewritten in the form

IrΩ̇ = KA
‖ +

[
KA
⊥ −KA

‖
]

sin2 χ, (12)

IrΩχ̇ =
[
KA
⊥ −KA

‖
]

sinχ cosχ. (13)

As we see, both expressions contain the factor [KA
⊥ −KA

‖ ]. This implies that the sign of χ̇
is given by the χ -dependence of the energy losses (Philippov et al. 2014a). In other words,
the inclination angle χ will evolve to 90◦ (to counter-alignment) if the total energy losses
decrease for larger inclinational angles, and to co-alignment if they increase with inclination
angle.

Because the plasma filling the pulsar magnetosphere is secondary (in other words, it is
produced by the primary particles accelerated by the longitudinal electric field), at any point
out to the light cylinder, the energy density of the electromagnetic field must be much larger
than the energy density of the magnetospheric plasma. For the same reason, energy transport
is given by the Poynting vector (see Fig. 5).

4.2 Split-Monopole Model

The remarkable analytical solution found by Michel (1973) serves to illustrate the transport
of energy by Poynting flux. In the force-free approximation, when massless charged particles
move radially with the velocity of light, and with the Goldreich-Julian current density jGJ =
ρGJc, a split-monopole magnetic field is the exact solution to Maxwell equation, both inside
and beyond the light cylinder (see Fig. 7). The monopolar magnetic field is split so that the
magnetic flux converges in the southern hemisphere and diverges in the northern one. In
this solution, Ampère forces from longitudinal currents along magnetic field lines, and from
corotation currents from rotating charge density, are fully compensated.
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Fig. 7 The Michel
split-monopole solution, in which
electric field Eθ has magnitude
equal to the toroidal magnetic
field Bϕ . This solution requires a
conducting current sheet, to close
electric currents (outlined
arrows). Taken from Beskin
(1999)

In the Michel split-monopole solution, the electric field E has only a θ -component, and
is equal in magnitude to the toroidal component of the magnetic field:

Bϕ =Eθ =−B0

(
ΩR

c

)
R

r
sin θ. (14)

At distances larger than the light cylinder radius, this magnetic field becomes larger than the
poloidal magnetic field Bp = B0(R/r)

2. On the other hand, in this solution the total magnetic
field remains larger than the electric field everywhere, so that the fields form electromagnetic
waves only at infinity.

Because magnetic flux converges in the lower hemisphere and diverges in the upper one
in the split-monopole solution, a current sheet must lie in the equatorial plane (see Figs. 7, 8).
This sheet closes the longitudinal electric currents elsewhere in the magnetosphere. This
structure of the magnetic field and current sheet has been confirmed numerically (Contopou-
los et al. 1999; Ogura and Kojima 2003; Gruzinov 2005; Komissarov 2006; McKinney 2006;
Timokhin 2006).

Using Eq. (14), one easily finds that the Poynting vector S= (c/4π)E×B is:

S(θ)= B
2
0c

4π

(
ΩR

c

)2
R2

r2
sin2 θ. (15)

This implies that the energy flux is concentrated near the equatorial plane. This θ -depen-
dence of the energy flux is used by many authors (Bogovalov and Khangoulyan 2002;
Komissarov and Lyubarsky 2003). On the other hand, at large distances r � RL, Ingra-
ham (1973) and Michel (1974) found another asymptotically radial solution, with Eθ(θ)=
Bϕ(θ), resulting in a radial Poynting vector with arbitrary θ -dependence. In all of these
solutions, the relation

S(θ)∝ B2
r (θ) sin2 θ (16)

is valid.
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Fig. 8 Magnetospheric structure
in the model of Contopoulos
et al. (1999). The last open field
line is assumed to coincide with
the equator

Bogovalov (1999) generalized the split-monopole model, showing that in the force-free
approximation the “inclined split monopole field” is a solution of the problem as well. In
this solution,

Bϕ = Eθ =−B0

(
ΩR

c

)
R

r
sin θ signΘ (17)

and Bp = B0(R/r)
2 signΘ , where

Θ = sinχ sin θ sin(ϕ −Ωt +Ωr/c)+ cosχ cos θ. (18)

In this case, within the cones θ < π/2− χ , π − θ < π/2− χ around the rotation axes, the
electromagnetic field is not time dependent; whereas in the equatorial region, the electro-
magnetic fields change the sign at the instant Θ = 0. In other words, the condition Θ = 0
defines the location of the current sheet. We stress that the expression (18) for the shape of
the current sheet remains true for the other radial asymptotic solutions, with Eθ(θ)= Bϕ(θ)
but arbitrary θ -dependence, as well (Arzamasskiy et al. 2015a). Numerical simulations ob-
tained recently for the oblique force-free rotator confirm this conclusion as well (Spitkovsky
2006; Kalapotharakos and Contopoulos 2009; Kalapotharakos et al. 2012b; Tchekhovskoy
et al. 2013; Philippov et al. 2014a).

4.3 Magnetohydrodynamic Models

As was already stressed, recently numerical simulations have become possible that can
simulate the structure of plasma-filled magnetospheres from first principles. Contopoulos
et al. (1999) found an iterative way to do this and obtained the first solution for an aligned
force-free pulsar magnetosphere that extended out to infinity (see Fig. 8). Their results were
subsequently verified by other groups within force-free and magnetohydrodynamic (MHD)
approximations (e.g., Gruzinov 2005; Timokhin 2006; McKinney 2006; Komissarov 2006;
Parfrey et al. 2012; Ruiz et al. 2014) as well as using particle-in-cell (PIC) approach (Philip-
pov and Spitkovsky 2014; Chen and Beloborodov 2014; Cerutti et al. 2014; Belyaev 2014).
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Fig. 9 Slice through the m−Ω
plane of a relativistic MHD
simulation of an oblique pulsar
magnetosphere (obliquity angle
χ = 60◦) taken after 3 rotations.
Solid lines show field lines as
traced in the image plane.
Into-the—plane magnetic field
component, B⊗, is shown with
color (red—into plane, blue—out
of plane). Taken from
Tchekhovskoy et al. (2013)

Spitkovsky (2006) carried out the first 3D, oblique pulsar magnetosphere simulations.
Using the force-free approximation, he found that pulsar spindown luminosity increases
with increasing obliquity angle, χ , which is the angle between the rotational and magnetic
axes. The spindown obtained in such force-free and MHD models is well-described by

Wtot =Waligned

(
1+ sin2 χ

)
, (19)

where Waligned = m2Ω4/c3 is the spindown luminosity of an aligned plasma-filled pulsar
magnetosphere, and m = B0R

3/2 is the magnetic dipole moment of the pulsar. More re-
cently, these results were confirmed using time-dependent 3D force-free (Kalapotharakos
and Contopoulos 2009; Pétri 2012; Kalapotharakos et al. 2012a), MHD (Tchekhovskoy et al.
2013), and PIC (Philippov et al. 2014b) studies. Figure 9 shows a vertical slice through the
results of a 3D MHD simulation of an oblique pulsar magnetosphere with obliquity angle
χ = 60◦. One can clearly see the closed zone that extends out to the light cylinder located
at |x| = RLC, beyond which starts a warped magnetospheric current sheet, across which all
field components undergo a jump. The structure of this current sheet is presently poorly un-
derstood, in particular it is not known if in the perfect conductivity limit the magnitude of
the magnetic field in the sheet vanishes.

What causes this increase of spindown luminosity with the increase of pulsar obliquity?
It turns out that there are two factors: (i) an increase in the amount of open magnetic flux,
which accounts for about 40 % of the increase, and (ii) redistribution of open magnetic flux
toward the equatorial plane of the pulsar magnetosphere, which accounts for the remaining
60 %.

In fact, the spindown trend (19) can be reproduced via a simple toy model. Suppose
that the magnetic field that reaches the light cylinder in an oblique rotator, with inclination
angle χ , retains the dipolar structure at r = r0 �RLC,

Br = B0r
2
0

r2
sin θm, (20)

where θm is the magnetic colatitude, or the angle away from the magnetic axis,

θm = arccos(sinχ sin θ cosϕ + cos θ cosχ). (21)

How would the pulsar spindown change if we kept the total open magnetic flux, Φopen =
πr2

0B0, fixed, and inclined the pulsar, i.e., increased χ? To find this out, let us first compute
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the angular distribution of ϕ-averaged B2
r :

〈
B2
r

〉
ϕ
= B2

0

(
0.5 sin2 χ sin2 θ + cos2 θ cos2 χ

)
. (22)

Now, making use of the fact that Bϕ ≈ Eθ =−BrΩr sin θ/c and the radial Poynting flux is
Sr = cEθBϕ/4π ≈ (BrΩr sin θ)2/4πc, we obtain (Tchekhovskoy et al. 2015):

Wtoy(χ)=
∫∫

Sr dω= Ω
2Φ2

open

7.5π2c

(
1+ sin2 χ

)
, (23)

where the integral is over, e.g., a sphere of radius r0. Clearly, if the total magnetic flux Φopen

is held constant, the nonuniformity in the surface distribution of magnetic flux causes an
enhancement in spindown losses at higher inclination angles, consistent with the numerical
simulations (see Eq. (19)). In the simulations, we find that the magnetic flux itself is an in-
creasing function of χ , Φopen ∝ (1+ 0.2 sin2 χ),3 so the two effects—of the non-uniformity
of the open magnetic flux and the change in the amount of open magnetic flux—have very
similar inclination-dependences.

In reality, the structure of the plasma-filled magnetosphere is of course more complex
than given by Eq. (20), but the qualitative effect is the same: the inclination of the magnetic
axis relative to the rotational axis leads to the shift of the peak of |Br | away from the axis
and toward the equatorial plane and an increase in the spindown luminosity (Tchekhovskoy
et al. 2015).

More recently, PIC models have been developed and, in those cases when the magne-
tospheric polar cascade is efficiently operating and is able to fill the magnetosphere with
abundant plasma, are in agreement in the amount of spindown and large-scale dissipation as
in MHD simulations (see e.g. Philippov and Spitkovsky 2014; Chen and Beloborodov 2014;
Cerutti et al. 2014; Belyaev 2014; Philippov et al. 2014b). Interestingly, if a mechanism
of pair formation operates only near the surface of the star, aligned pulsar magnetospheres
in PIC simulations do not reach a force-free state (Chen and Beloborodov 2014). In fact,
PIC simulations, into which simplified physics of the polar cascade was included, show the
development of the polar cascade and of a force-free—like magnetosphere only for high
inclinations, α > 40◦ (Philippov et al. 2014b).

5 Observations: Energy Loss from Pulsars

5.1 Spindown

In principle, the time rate of change of pulse period Ṗ is easy to measure. Because indi-
vidual pulses can be numbered, period and period derivative are among the fundamental
parameters of a timing model. Period derivative is easily associated with the loss of rota-
tional kinetic energy via electromagnetic radiation and particle wind. The Larmor formula
for magnetic dipole radiation then directly associates energy loss with the magnetic moment
of the neutron star. This provides a characteristic scale.

Pulsars with periods longer than a fraction of a second show timing noise: random vari-
ations of pulse arrival time that change slowly with time (Helfand et al. 1980). These varia-
tions are most extreme for the young Crab and Vela pulsars (Boynton et al. 1972; Lyne and

3This relation coincides exactly with one obtained by Beskin et al. (1993) analytically.
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Graham-Smith 1998; Scott et al. 2003; Dodson et al. 2007). Among millisecond pulsars,
B1937+214 shows timing noise, but other millisecond pulsars may not (Kaspi et al. 1994;
Cognard et al. 1995).

Several pulsars show clear variations in spindown rate associated with changes in pulse
properties. The radio pulsars B1931+24, J1832+0029, and J1841-0500 intermittently switch
between an “on” radio-loud state in which they appear as ordinary radio pulsars, and an “off”
state in which no radio emission is detected. The spin-down rate is higher in the “on” state
than the “off” state, by a factor of fon→off = Ṗon/Ṗoff ≈ 1.5 for B1931+24 (Kramer et al.
2006) and J1832+0029 (Lyne 2009), and fon→off ≈ 2.5 for J1841-0500 (Camilo et al. 2012).
The gamma-ray pulsar J2021+4026 Allafort et al. (2013) displays two states with intensities
different by 20 % and with distinct pulse profiles, each associated with a different spindown
rate: fon→off = 1.04. Pulsar B0919+06 shows quasiperiodic variations between two states
with different spindown rates and different pulse profiles (Perera et al. 2015). Lyne et al.
(2010) propose that the phenomenon of intermittency is quite general: they find that timing
noise for six pulsars can be expressed as the superposition of two states, characterized by
distinct pulse profiles and spindown rates, with rather rapid changes between states. From
these discussions it is clear that magnetospheric structure affects spindown, as one would
suspect from theoretical considerations discussed in Sect. 2.3 above.

Kramer et al. (2006) (see also Beskin and Nokhrina 2007) proposed that two distinct
magnetospheric states lead to the observed difference in spindown rates. They associated the
“off” state with a magnetosphere depleted of charge, and the “on” state with magnetospheric
currents sufficient to produce the observed change in spindown. Li et al. (2012a) observe that
the simplest model for the “on” state is the force-free magnetosphere (Spitkovsky 2006),
which exhibits spindown rates at least three times that of a vacuum dipole. They suggest a
modified picture where the “on” state is the force-free magnetosphere, and the “off” state
has no charge on open field lines, but carries the Goldreich-Julian charge on closed field
lines. This leads to ratios fon→off = 1.2 to 2.9 for inclination angles of χ > 30◦. Smaller
inclinations lead to larger fon→off.

5.2 σ -Problem

Thus, we see that all analytical and numerical force-free models of the pulsar magnetosphere
demonstrate the existence of an almost-radial highly-magnetized wind, flowing outward
from the pulsar magnetosphere. On the other hand, observations show that most energy far
from the neutron star must be carried by relativistic particles (Kennel and Coroniti 1984a,b).
For example, the analysis of the emission from the Crab Nebula in the shock region located
at a distance of ∼ 1017 cm from the pulsar in the region of interaction of the pulsar wind
with the supernova remnant definitely shows that the total flux Wem of the electromagnetic
energy in this region is no more than ∼ 10−3 of the particle energy flux Wpart. Thus, in the
asymptotically far region of pulsar models, the Poynting flux must be completely converted
into an outgoing particle flux before reaching the reverse shock at distances of ∼ 0.1 pc.
Axisymmetric numerical models of jets from radio pulsars are constructed exactly under
this assumption (Kirk et al. 2009, and references therein).

The transformation from Poynting flux to particles apparently occurs much closer to the
neutron star, at distances comparable to the size of the light cylinder. This is evidenced by
the detection of variable optical emission from companions in some close binary systems
involving radio pulsars (Fruchter et al. 1988, 1990; Kulkarni et al. 1988; Ryba and Taylor
1991; Stappers et al. 1996; Roberts 2011; Pallanca et al. 2012; Romani et al. 2012; Kaplan
et al. 2013; Breton et al. 2013). This variable optical emission with a period equal exactly
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to the orbital period of the binary can be naturally related to the heating of the companion’s
surface facing the radio pulsar. It was found that the energy reradiated by the companion
star almost matches the total energy emitted by the radio pulsar into the corresponding solid
angle. Clearly, this fact cannot be understood either in the magnetic-dipole radiation model
or by assuming a Poynting-dominated strongly-magnetized outflow, since the transforma-
tion coefficient of a low-frequency electromagnetic wave cannot be close to unity. Only if a
significant fraction of the energy is related to the relativistic particle flux can the heating of
the star’s surface be effective enough. Moreover, eclipses of the double-pulsar system show
effects of the particle wind from one object impinging upon (Lyne et al. 2004; Jenet and
Ransom 2004; McLaughlin et al. 2004; Lyutikov 2004; Demorest et al. 2004). Therefore,
the so-called σ -problem—the question as to how the energy can be converted from elec-
tromagnetic fields to particles in the pulsar wind—remains one of great unsolved problems
of modern astrophysics. We note that the σ -problem appears to be rather general and in
addition to neutron-star powered outflows it applies to black-hole powered, collimated out-
flows known as astrophysical jets, such as in the magnetically-arrested disk (MAD) scenario
(Tchekhovskoy et al. 2011; Tchekhovskoy and McKinney 2012; Zamaninasab et al. 2014;
Zdziarski et al. 2014; Ghisellini et al. 2014; Tchekhovskoy 2015). Theoretical models sug-
gest that the jets accelerate roughly up to the equipartition between the magnetic and kinetic
energies, beyond which the acceleration slows down dramatically, locking in a substantial
fraction of energy in the magnetic form (Tchekhovskoy et al. 2009; Komissarov et al. 2009;
Lyubarsky 2010; however, see Tchekhovskoy et al. 2010).

6 Theory: Polarization and Refraction of Radio Emission

6.1 Polarization

Pulsar emission is usually highly linearly polarized, with a small fraction of circular polar-
ization. Like the mean profile, the profiles in polarization states are stable and are charac-
teristic of the pulsar. This long-term stability of the mean properties indicates that the pulse
arises as a cut through a radiation cone, with properties that are set by stable properties of
the underlying neutron star. It is widely assumed that the polarization is determined by mag-
netic fields in or above the emission region. Those magnetic fields, in turn, are anchored in
the solid crust of the neutron-star (Manchester 1995).

Rapid swings of the position angle of linear polarization through the pulse, first observed
in the Vela pulsar by Radhakrishnan et al. (1969), suggest that a vector fixed in the frame of
the rotating star influences the direction of linear polarization, a geometric inference known
as the rotating-vector model. Radhakrishnan and Cooke (1969) proposed that this vector is
the magnetic pole of the pulsar’s nearly-dipolar magnetic field; this physical interpretation
is known as the magnetic-pole model.

Radiotelescopes can measure polarization properties of individual pulses for a number
of strong pulsars. Such studies indicate the presence of orthogonal modes, with polariza-
tion differing by 90◦, and intensities varying from pulse to pulse (Manchester et al. 1975;
Backer et al. 1976; Cordes et al. 1978; Backer and Rankin 1980; Stinebring et al. 1984a,b;
McKinnon 2003). For most pulsars, present radiotelescopes can determine only average
polarization properties; nevertheless the presence of two competing orthogonal modes can
explain the observed departures from the characteristic pattern, for most of these weaker
pulsars. Thus, the rotating-vector model, with two orthogonal linearly-polarized modes, suc-
cessfully describes the characteristic swing of the angle of polarization with pulse phase
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Fig. 10 Geometry for the rotating vector model. The emission surface is shown as a golden band. As the
pulsar rotates, the line of sight to the observer traverses a circle of constant latitude, producing an observed
pulse each time the emission surface crosses the line of sight. The dipolar magnetic field, projected onto
the radius of the emission surface, radiates from the magnetic pole m. The instantaneous polarization of the
observed radiation is parallel to the field lines, at position angle ψ at the observer

for most pulsars, across a wide range of pulsar parameters and despite observational se-
lection effects (Rankin 1983, 1986; Lyne and Manchester 1988). The two modes are usu-
ally interpreted as the X-mode, with wave electric field perpendicular to stellar magnetic
field (EW ⊥ B0); and the O-mode, with a component of electric field parallel to stellar field
(EW‖B0). Both modes appear to be present, at some level, for all radio pulsars.

Work to model the polarization properties of pulsars in more detail, including the
circular-polarized profile, have led to mapping of the polarization properties on the Poincaré
sphere describing the Stokes parameters (McKinnon 2009; Chung and Melatos 2011a,b).
These show a rich variety of patterns, with greater modulation of polarization being indica-
tive of more complex patterns. Analysis of these patterns suggest emission, or refractive
scattering within the pulsar’s light cylinder. For some pulsars, the emission, or reprocessing
region is inferred to lie at altitudes of 10 to 40 % of the light-cylinder radius.

6.2 Rotating Vector Model

The standard relation for the rotating vector model describes variation of the position angle
of polarization ψ in the mean profile, under the assumption that the hollow-cone model is
valid. In other words, it assumes that all absorption is absent, and that the magnetic field is
dipolar in the emission region, precisely where the polarization is determined. This relation
takes the form:

ψ = arctan

(
sinχ sinφ

sinχ cos ζ cosφ − sin ζ cosχ

)
. (24)

Here, once again, χ is the inclination angle of the magnetic dipole to the rotation axis, ζ is
the angle between the rotation axis and the direction toward the observer, and φ is the phase
of the pulse. Figure 10 illustrates the geometry. Equation (24) has been used for many years
in estimating the pulsar inclination angle, which is a very important parameter for deter-
mining the structure of the magnetosphere. Aberration and retardation effects (Blaskiewicz
et al. 1991) have been included in only some studies (Mitra and Li 2004; Krzeszowski et al.
2009).
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The rotating vector model, extended further with the “hollow cone” model, is based on
the following three assumptions (see, e.g., Manchester and Taylor 1977): the formation of
polarization occurs at the point of emission; radio waves propagate along straight lines;
and cyclotron absorption can be neglected. But all these assumptions turn out to be incor-
rect. Barnard and Arons (1986) showed that in the innermost regions of the magnetosphere,
the refraction of one of the normal modes is significant. After publication of the work of
Mikhailovskii’s group (Mikhailovskii et al. 1982), it became clear that cyclotron absorption
can significantly affect the radio emission intensity. The influence of the magnetosphere
plasma on variation of the polarization of radio emission propagating in the internal regions
of the magnetosphere also must not be neglected (Petrova and Lyubarskii 2000).

The “limiting polarization” is the most important effect of magnetospheric propagation.
Radio emission in the region of dense plasma consists of a superposition of normal modes:
in particular, the principal axes of the polarization ellipse must remain aligned with the
magnetic-field direction in the picture plane. Polarization in the vacuum region is inde-
pendent of magnetic field. Hence, between the two lies a transition layer, past which the
polarization is no longer affected by the magnetospheric plasma. For typical parameters of
the pulsar magnetosphere, the formation of polarization occurs not at the emission point but
at a distance of about 0.1RL from it (Cheng and Ruderman 1979; Barnard 1986). Taking
this effect into account should also explain the observed fraction of circular polarization of
the order of (5–10) %. Therefore, a consistent theory of radio wave propagation in the mag-
netosphere is required for a quantitative comparison of theoretical results on radio emission
with observational data.

6.3 Propagation Effects

At present, the theory of radio wave propagation in the magnetosphere of a pulsar can be
considered to provide the necessary precision (Petrova 2006; Wang et al. 2010; Beskin and
Philippov 2011, 2012; Kravtsov and Orlov 1980). Four normal modes exist in the magneto-
sphere (Beskin et al. 1993; Lyne and Graham-Smith 1998). Two of them are plasma modes
and two are electromagnetic, which are capable of departing from the magnetosphere. An
extraordinary wave (the X-mode) with the polarization perpendicular to the magnetic field
in the picture plane propagates along a straight line, while an ordinary wave (the O-mode)
undergoes refraction and deviates from the magnetic axis. An important point here is that for
typical magnetosphere parameters, refraction occurs at distances up to 0.1RL, i.e., it can be
considered separately from the cyclotron absorption and the limiting polarization. As shown
in Fig. 11, the pulsar B0329+54 shows both X- and O-modes, with the O-mode display-
ing deviations from the rotating-vector model because of refraction (Edwards and Stappers
2004).

Based on the Kravtsov and Orlov (1980) method, Beskin and Philippov (2012) have used
such a theory of wave propagation in a realistic pulsar magnetosphere, taking corrections to
the dipole magnetosphere into account (based on the results obtained by numerical simula-
tion in Spitkovsky 2006), together with the drift of plasma particles in crossed electric and
magnetic fields, and a realistic particle distribution function. The theory developed allows
dealing with an arbitrary profile of the spatial plasma distribution, which may differ from
the one in the hollow-cone model, because precisely the inhomogeneous plasma distribution
leads to the characteristic ‘patchy’ directivity pattern (Rankin 1990).

The main result consists in the prediction of a correlation between the sign of the circular
polarization (the Stokes parameter V ) and the sign of the derivative of the change in the
polarization of the position angle, ψ , along the profile, dψ/dφ, where φ is the phase of
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Fig. 11 Polarization properties of the strong pulsar B0329+54. Upper panel: average pulse profile, showing
both total (black) and polarized (red) intensity plotted with pulse phase. Middle panel: histogram of angle
of linear polarization ψ plotted with pulse phase. Dotted curves show polarization for the rotating-vector
model. Red shows most common values, ranging through less-common green, blue, and violet, to white for
not observed. One linear polarization (presumably X) tracks the rotating-vector model well, while the other
(presumably O) shows large variations in polarization and timing. Lower panels: polarization parameters on
the Poincaré sphere, for the 3 intervals of pulse phase indicated by red boxes at in the upper left panel. Each
pair of disks shows 2 hemispheres. Linear polarization lies on the equator; pure right circular polarization is
at the upper pole, pure left circular at the lower. This image from Edwards and Stappers (2004) is reproduced
by courtesy of B.W. Stappers

the radio pulse. For the ordinary mode, these signs must be opposite to each other, while
for the extraordinary mode, they must coincide. Figure 11 shows this pattern as well. As
was noted, refraction of the ordinary wave leads to a deviation of beams from the rotation
axis, and therefore the ordinary wave pattern should be broader than for the extraordinary
wave. In the case of the ordinary mode, double radio emission profiles should mainly be
observed, while single profiles should be observed in the case of the narrower extraordinary
mode (Beskin et al. 1993).

As was shown by Andrianov and Beskin (2010), observations fully confirm the predic-
tion of correlation between signs of V and dψ/dφ. The analysis used over 70 pulsars with
well-traced variation of the position angle and the sign of the circular polarization V , cho-
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Table 1 Statistics of pulsars with known circular polarization V and variation of position angle ψ

Polarization mode O X

Profile type Single Double Single Double

Class OS OD XS XD

Number of pulsars 6 23 45 6

Normalized pulse widtha 6.8± 3.1 10.7± 4.5 6.5± 2.9 5.3± 3.0

aNormalized pulse width given as:
√
PW50 (s1/2 deg)

sen from reviews of pulse profiles Weltevrede and Johnston (2008), Hankins and Rankin
(2010). Table 1 presents the results of the analysis. Pulsars with opposite signs of the deriva-
tive dψ/dφ and the Stokes parameter V were placed in class O, while those with identical
signs were placed in class X. As can be seen from the Table, most of the pulsars exhibit-
ing a double-peaked (index D) profile indeed correspond to the ordinary wave, while most
of the pulsars with single-peaked profiles (index S) correspond to the extraordinary wave.
Moreover, the average width of the radiation pattern for OD pulsars is indeed about two
times larger than the average width of the radiation pattern for XS pulsars. For the pulse
width, the analysis used the width at the 50 % intensity level W50, normalized to the pulsar
period P . The existence of a certain number of pulsars of classes OD and XS should not give
rise to surprise, because for central passage through the directivity pattern, independently of
whether it corresponds to the O-mode or to the X-mode, a double-peaked profile should be
observed, while for lateral passage, a single-peaked profile should be observed.

Accurately taking propagation effects into account, Andrianov and Beskin (2010), Be-
skin and Philippov (2011) showed that such a variation of the position angle can be realized
only under conditions of low plasma density or high mean particle energy. They found sig-
nificant deviations from the standard relation of the rotating vector model (Eq. (24)) were
obtained in the case of quite reasonable parameters that satisfy models for particle produc-
tion: for example, a multiplicity ne/nGJ ∼ 104 and an average Lorentz factor γ ∼ 50.

7 Observations: Polarization and Pulsar Size

7.1 Pulsar Emission Region Size and Shift

The radio emission regions of pulsars lie within the light cylinder, and so have angular
sizes from Earth of nanoarcseconds or less. Resolving such an angle at radio wavelengths
requires an instrument with an aperture approaching an AU, beyond the capabilities of even
the longest VLBI baselines (Kardashev et al. 2013). However, radio-wave scattering by the
dilute, turbulent interstellar plasma yields the required angular resolution and offer some of
the information provided by a lens of that aperture.

Interstellar scattering affects almost all astrophysical sources at decimeter wavelengths,
and for many at shorter wavelengths. For most radio pulsar observations, scattering is
“strong” in the sense that paths contributing to the electric field measured at the observer
differ in length by many wavelengths. Hence, these paths behave like a corrupt lens (Gwinn
et al. 1998). The angular extent on the sky of these paths, θ , delineates the “scattering disk”.
The scale of variation of the impulse-response function at the observer, SISS, is the diffractive
spot size of that aperture, ∼ λ/θ . (Here, the subscript “ISS” indicates “interstellar scatter-
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Fig. 12 Geometry for studies of pulsar structure by scattering. Radiation emitted by the pulsar at left travels
to the scattering screen, where fluctuations in plasma density change its phase. The radiation arrives at the
plane of the observer at right from along many paths, with different phases and amplitudes. Interference
among paths produces a random diffraction pattern in the plane of the observer. When the source shifts to a
different position, because of either proper motion or a rotational shift in the location of the pulsar emission
region, the phases of the paths are modified, to produce a reflex motion of the diffraction pattern in the plane
of the observer

ing”.) The scattering produces a random diffraction pattern in the observer plane with lateral
scale SISS. The effective resolution limit of the corrupt lens, at the source, is MSISS, where
the magnification factorM =D/R is equal to the distanceD of the scattering material from
the observer, divided by its distance R from the source. Interstellar scattering does not re-
move information from the pulsar signal; rather, it adds a great deal of information about
the paths taken. The challenge facing the observer is to extract the spatial information about
the source from the scattered pulsar signal.

Studies of the sizes of pulsar emission regions using interstellar scattering fall into two
categories. One category relies upon the fact that if the emission point of the pulsar shifts
across the pulse, the random image in the plane of the observer will undergo a reflex shift,
as illustrated in Fig. 12. Proper motion causes a similar shift, but over time spans of many
pulses. Correlation of the scintillation spectrum across pulse phases with later or earlier
times yields the shift of the emission point (Backer 1975; Cordes et al. 1983; Wolszczan and
Cordes 1987; Smirnova et al. 1996; Gupta et al. 1999; Pen et al. 2014).

A second category invokes the decreased modulation for scintillation of an extended
source. (“Stars twinkle, planets do not.”) The depth of modulation reveals the size of the
emission region (Cohen et al. 1966; Readhead and Hewish 1972; Hewish et al. 1974; Gwinn
et al. 2012b; Johnson et al. 2012). More precisely, source size affects the distribution of
flux density for a scintillating source. In strong scattering many different paths, with lengths
differing by many radians of phase, contribute to the electric field measured at a point in the
observer plane. The observer implicitly sums over these paths, so that the observed phase
and amplitude have the character of a random walk. The optics of this effect are similar to
those of the reflex shift: different parts of the source produce shifted, incoherent diffraction
patterns at the observer, who sums over them. Thus, finite source size affects the distribution
of intensity at one antenna, or that of correlated flux density between the two antennas of an
interferometer, principally by shifting the lowest and highest intensities toward the central
part of the distribution (Scheuer 1968; Gwinn 2001; Johnson and Gwinn 2012, 2013). For
realistic observations, the contributions of background noise, and of the noiselike statistics
of the source itself, must be taken into account (Gwinn et al. 2011, 2012a; Johnson and
Gwinn 2012, 2013).
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Fig. 13 Observed distribution of
visibility projected onto the real
axis P , in bins along the real
axis. Upper: observed
distribution. Lower: residuals to
best-fitting model with zero size
for the Vela pulsar at λ= 18 cm.
Curve shows difference of finite-
and zero-size models. After
Gwinn et al. (2012b)

7.2 Observations

7.2.1 Size of the Vela Pulsar’s Radio Emission Region: λ= 18 cm

The fundamental observable of interferometry is visibility, the product of electric fields at a
pair of antennas (Thompson et al. 2001). Because electric fields of all astrophysical sources
are noiselike, this product must be averaged over some range of time and frequency. For a
scintillating source, this averaging must be less than the scales of variation of the scintillation
pattern with time and frequency, to preserve the variation of visibility from scintillation
(Gwinn et al. 2000).

For a scintillating point source, in the absence of noise, the distribution of interferometric
visibility is sharply peaked at the origin (Gwinn 2001). The effect of a small but finite
emission size is to soften the sharp peak, shift it from the origin, and narrow the distribution.
As compared with a point-source model, the finite-size distribution without noise peaks at
larger real part, but has lower probability density at large and small visibility, for the same
average flux density (or equivalently, the same mean visibility).

Noise broadens the distribution of visibility. Although noise blurs the distributions and
their projections, the difference of point-source and finite-size distributions persists, with a
characteristic W-shaped signature, as Fig. 13 shows. To compare with pulsar observations,
we must also incorporate the effects of intrinsic variability. Rapid variability modifies the
noise statistics, while variability over longer times broadens the distribution (Gwinn et al.
2011, 2012a). Consequences of these effects differ from those of emission size.

Because finite size narrows the distribution of visibility, and noise broadens it, the dif-
ference of best-fitting models with finite size and zero size has a characteristic W-shaped
signature. Figure 13 shows one example of a fit for a range early in the pulse. The character-
istic W-shaped residual is evident, indicating the presence of a finite emission size. A model
including one additional parameter, for finite size for the pulsar’s emission region, matches
this residual accurately with significance exceeding 40σ . The inferred size of the emission
region is 420 km. From fits to gates as a function of pulse phase, we find that the size of the
pulsar emission region is large at the beginning of the pulse, declines to near zero size near
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Fig. 14 Best-fitting amplitude
(top panel) and source size
(kMθσ) (lower panel) plotted
with pulse gate, for 4 gates in 6
spectral ranges. The model for
the emission region assumes a
circular Gaussian distribution of
emission. After Gwinn et al.
(2012b)

the middle of the pulse, and then increases again to nearly 1000 km at the end of the pulse.
The quoted sizes indicate the full width at half maximum of an equivalent circular Gaussian
model.

Theoretical models of pulsar emission typically take their starting point in the geomet-
rical models described above. Hakobyan and Beskin (2014) made theoretical calculations
of the images of pulsars as a function of pulse phase, using generic expressions for the
emission altitude and beam shape. They include effects of refraction by the magnetospheric
plasma, and investigate emission heights up to 100× the radius of the neutron star. They
find a characteristic U-shaped curve of the form seen in Fig. 14. This form results from
the greater curvature of field lines further from the magnetic pole, and the consequently
greater set of loci that can emit in a given direction. Interestingly, they find that the size
of the emission region is much larger than its shift over the course of a pulse. Yuen and
Melrose (2014) investigate a similar model, and find that the shift of the emission region
over a pulse is indeed small. They suggest from geometrical arguments that emission arises
at altitudes of more than 10 % of the light-cylinder radius. Lyutikov et al. (1999) comes to
similar conclusions based on emission physics.

7.2.2 Size of the Vela Pulsar’s Emission Region at λ= 40 cm from Nyquist-Limited
Statistics

The unique nature of pulsar emission allows an elegant solution to determination of the
distribution of intensity of a variable, scintillating source: the formation of spectra that con-
tain all single-pulse power. Such spectra require a Fourier transform of a data stream that
spans the entire pulse, including any scatter-broadening. Without any averaging at all (that
is, at the Nyquist limit of the data stream), such spectra show the influence of finite source
size. Johnson and Gwinn (2012) calculated the distribution of Nyquist-sampled spectra,
for scintillating sources with and without effects of size, including the effects of averaging

233 Reprinted from the journal



V.S. Beskin et al.

Fig. 15 Observed and model
PDFs of intensity for the subsets
of pulses in the top and bottom
decile by pulse intensity.
Theoretical residual curves are
completely determined by a
single parameter, the source size.
Plotted results correspond to a
point source and a source that
extends over 20 km; the latter is
clearly inconsistent with the
observed statistics. From Johnson
et al. (2012)

and temporal decorrelation. With knowledge of background noise from off-pulse spectra,
the intensities of individual pulses, and the scintillation timescale, these statistics provide
a measure of source size. A great strength of this technique is that it can measure size for
individual pulses, or narrow classes of pulses.

Johnson et al. (2012) used the Nyquist-sampled technique to find the size of the Vela
pulsar at 40-cm wavelength, using baseband recording of the pulsar’s electric field, at the
Green Bank Telescope. They found that the size was consistent with a pointlike source in
all cases. The observational upper limit depended upon the set or subset of pulses analyzed.
Figure 15 shows a typical example, the distribution of intensity for the brightest 10 % of
pulses, and for the weakest 10 %. The distributions are normalized to the mean intensity
in both cases, so differences arise from the difference in signal-to-noise ratio. The size is
expressed in terms of the characteristic scales of interstellar scattering by the parameter
γs = (2πMθσ/λ)2. Here, θ is the angular broadening by interstellar scatter, and σ is the
size of a model Gaussian distribution of intensity at the source, both expressed as standard
deviation. The observing wavelength is λ, and M is the ratio of the distance of the observer
from the scattering screen, to that of the pulsar from the screen. As the figure shows, both
distributions are clearly inconsistent with a size as large as σc = 20 km, corresponding to
a full-width at half-maximum of 47 km of an assumed circular Gaussian emission region.
Figure 16 shows the size of the pulsar as measured in individual pulses, with a range of
signal-to-noise ratios. From an fit to their full sample of pulses, they obtained a 3σ upper
limit of σc < 4 km (FWHM< 9 km). These sizes are comparable to the size of the neutron
star, and suggest a very concentrated emission region. Theory would suggest that the shift of
the emission region is still smaller (Hakobyan and Beskin 2014; Yuen and Melrose 2014).

At face value, our results for the size of the emission region of the Vela pulsar at wave-
lengths of 18 and 40 cm appear inconsistent (Gwinn et al. 2012b; Johnson et al. 2012). How
can the size of the emission region change by an order of magnitude, with a change of only
2× in observing wavelength? Longer wavelengths are thought to arise at higher altitudes,
apparently exacerbating the discrepancy (Sturrock 1971; Ruderman and Sutherland 1975).
Repeated observations have confirmed the observational results.

Refraction of a emergent double-peaked component at λ = 18 cm may be responsible.
At λ = 40 cm the pulse profile contains a single “core” component, but at λ = 18 cm an
additional, double, “cone” component appears (Komesaroff et al. 1974; Kern et al. 2000;

Reprinted from the journal 234



Radio Pulsars

Fig. 16 Inferred emission sizes
of individual pulses at
λ= 40 cm. The size is displayed
as a function of the single-pulse
signal-to-noise ratios S; both
linear polarizations are plotted.
Because S determines the
standard error for each
measurement to excellent
accuracy, we omit error bars and
instead show the expected ±3σ
errors about γs = 0. We do not
obtain a statistically significant
detection of emission size for any
pulse. From Johnson et al. (2012)

Johnson et al. 2012). As discussed in Sect. 6.3, a double-peaked component indicates the
presence of the O-mode, and the effects of refraction; whereas a single-peaked component
indicates the X-mode and no refraction, and consequently a smaller size. Magnetospheric
refraction might be stronger at the shorter wavelength (Arons and Barnard 1986; Barnard
and Arons 1986; Lyutikov and Parikh 2000; Hirano and Gwinn 2001; Hakobyan and Beskin
2014). This matches the observed pattern.

7.2.3 Femtoarcsecond Astrometry of Pulsar B0834+06

Pen et al. (2014) extended the comparison of pulsar scattering patterns at different pulse
phases. They model the scattering as the interference of a set of points at the screen, the
“speckles”. Their method isolates the wavefields of each pair of interfering speckles. Inter-
ference of each pair of speckles acts as a 2-slit interferometer to cause the pulsar intensity
observed at Earth to vary with a specific timescale and bandwidth. A shift of the position
of the emission region of the pulsar, over the course of a pulse, causes a reflex shift of the
interference pattern from each pair. Pen et al. inverted the very-long baseline interferometry
observations of this pulsar by Brisken et al. (2010) to infer the structure of the speckles at
the scattering screen, as shown in Fig. 17. They use a holographic technique to partially
descatter the data (see also Walker et al. 2008). Their technique corrects for the phase of
each speckle relative to its neighbors, and so effectively concentrates the power and boosts
the signal-to-noise ratio. The application of this technique to PSR 0834+06 yields an as-
trometric determination of the phase shift across the pulse profile equivalent to an angular
resolution of 150 picoarcseconds, or 10 km at the distance of the pulsar. This remarkable
accuracy is comparable to the shift in position of the pulsar due to proper motion, over a sin-
gle pulse. In particular, they found that the velocity of the radio image in the picture plane
is about 1000 km s−1, in good agreement with theoretical prediction (Hakobyan and Beskin
2014).

8 Magnetic Axis Alignment

8.1 Theoretical Predictions for Motion of the Magnetic Axis

As was shown above, resulting from the MHD theory of the neutron star magnetosphere,
the magnetospheric torque acting on the surface of a neutron star gives the positive factor
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Fig. 17 Left panel: inferred image of the speckles that scatter pulsar B0834+06. Color is proportional to time
delay, in a periodic hue map. This image becomes the celestial interferometer aperture, for imaging pulsar
B0834+06. Center: pulse profile, with 3 bins indicated. Right: inferred shift of emission region with pulse
phase. This image from Pen et al. (2014) is reproduced courtesy of U.-L. Pen

[KA
⊥ −KA

‖ ] in (12)–(13) corresponding to the alignment evolution of the inclination angle.
On the other hand, according to (9), this implies that the antisymmetric current ia is to
be large enough. E.g., for orthogonal rotator the longitudinal current j is to be 103–104

times larger than the local Goldreich-Julian one j loc
GJ = |ΩB|/2π . Recent simulations of pair

production in the inner gap (Timokhin and Arons 2013) suggest that the microphysics of the
cascade near the polar cap can support the large currents (j � j loc

GJ ) required by the global
magnetospheric structure (it could be accompanied by an efficient heating of the polar cap).
Similar results are obtained also by global, 3D PIC simulations of pulsar magnetospheres
(Philippov et al. 2014b). In fact, force-free, MHD, and PIC simulations all find that even
though for an orthogonal pulsar jGJ essentially vanishes due to the midplane symmetry, the
magnitude of the current flowing out along the open magnetic field lines is very similar
to that of the aligned pulsar. The results of force-free and MHD simulations tell us that
(Philippov et al. 2014a),

K‖ = −Kaligned cosχ, (25)

K⊥ =−2Kaligned sinχ, (26)

where Kaligned =Waligned/Ω = μ2Ω3/c3 is the spindown torque of an aligned rotator. There-
fore,

IrΩ̇ ≈−Kaligned
(
1+ sin2 χ

)
, (27)

IrΩχ̇ ≈−Kaligned sinχ cosχ. (28)

Thus, the force-free and MHD simulation results suggest that pulsars tend to become aligned
with time. This is not surprising in the context of previous discussion: pulsars tend to evolve
toward the lowest luminosity state, e.g., toward the aligned state (see (19)). Vacuum pulsars
become aligned exponentially fast, even before they have a chance to spin down substan-
tially, and generically end up with a period that is a few times their birth period. If most
pulsars were born as millisecond rotators, this presents a problem in pulsar population syn-
thesis studies, as this would imply that most pulsars would have millisecond periods, yet
we observe many pulsars with periods of ∼ second. In contrast, plasma-filled pulsars come
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into alignment much slower, as a power-law in time, χ ∝ t−1/2, so both the spindown and
alignment proceed at a similar rate (Philippov et al. 2014a).

On the other hand, if there is some restriction of the value of the longitudinal current flow-
ing through the polar cap (no numerical simulation has such a restriction), the situation can
be different. Such an alternative model in which both symmetric and antisymmetric currents
correspond to the local Goldreich-Julian value was considered by Beskin et al. (1983, 1993).
They calculated the torque associated with the Ampére force arising from the interaction of
the neutron star poloidal field with the surface currents (these currents close the longitudinal
currents flowing in the region of open magnetosphere). One can prove by straightforward but
cumbersome calculation that the two approaches are identical. This is a crucial assumption
because pulsar spindown luminosity is proportional to the magnetospheric current squared.

For ia ≈ ia ≈ 1 Eqs. (12)–(13) can be rewritten as

IrΩ̇ ≈ KA
‖ cos2 χ, (29)

IrΩχ̇ ≈ KA
‖ sinχ cosχ; (30)

for orthogonal rotator cosχ < (ΩR/c)1/2 we have

IrΩ̇ ≈
(
ΩR

c

)
KA
‖ . (31)

As for cosχ > (ΩR/c)1/2 evolutionary equations (29)–(30) have an integral

Ω sinχ = const, (32)

this model predicts the evolution of the inclination angle toward an orthogonal configura-
tion. Thus, two theoretical models of the neutron star evolution give approximately identical
predictions for the period derivative Ṗ , but opposite ones for the evolution of the inclination
angle χ .

8.2 Observational Constraints on Evolution of Inclination Angle

Measurement of the rate of change of position angle with pulse phase at the center of the
pulse dψ/dφ yields only a measure of the minimum angle between the line of sight and
the magnetic axis, ζ , as inspection of Eq. (24) shows. The angle ζ is sometimes called the
“impact angle” (see Fig. 10). Consequently estimates of the inclination angle χ are indirect,
and observational tests of the theories for evolution of χ in the previous section are difficult.

As inspection of Eq. (10) shows, measurement of the rate of change of position angle with
pulse phase at the center of the pulse dψ/dφ yields only a measure of the minimum angle
between the line of sight and the magnetic axis, ζ , sometimes called the “impact angle” (see
Fig. 1). Consequently estimates of the inclination angle χ are indirect, and observational
tests of the theories for evolution of χ in the previous section are difficult.

In a careful study, Tauris and Manchester (1998) compared the inclination angles χ and
rotation period P for nearly 100 pulsars. They found that χ decreases as P increases, over
this sample of the pulsar population. They made the straightforward assumption that the
beam from the pulsar is round, as the hollow-cone model discussed in Sect. 2.3 and Fig. 1
suggest.4 They used beam radii as a function of pulse period derived by Gould (1994) from

4Narayan and Vivekanand (1983) suggest that pulsar beams are, instead, elongated; and that their elongation
decreases as the pulsar ages.
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Fig. 18 Dependence of the mean
inclination angle χ as a function
of the pulsar dynamical age τD.
Statistically this angle decreases
with P and, hence, with the
age τD. After Tauris and
Manchester (1998), using data of
Rankin (1993a) and Manchester
et al. (2005)

comparisons among pulsars with similar periods but different impact angles ζ , and from
pulsars with an interpulse (assumed to be nearly orthogonal: χ = π/2) by Rankin (1990).
From the observed pulse width, Tauris and Manchester (1998) then inferred the angular
separation of the line of sight and the rotation axis, and so the inclination angle χ . Fig-
ure 18 illustrates their results, using data from Rankin (1993a) and Manchester et al. (2005).
Weltevrede and Johnston (2008) reached similar conclusions, by comparing the sample of
pulsars with interpulses with the full population.

As Fig. 18 shows, observations reveal average statistical inclination angles 〈χ〉 indis-
putably decrease as the period P of pulsars increases and its derivative Ṗ decreases. There-
fore, the average inclination angle decreases as the dynamic age increases. Correspondingly,
pulsars with longer periods exhibit relatively larger pulse widths Wr =W(0)

r / sinχ , where
W(0)
r is the width of the directivity pattern (Rankin 1990; Gould 1994; Young et al. 2010).

These results definitely speak in favor of the alignment mechanism. On the other hand, re-
cently Lyne et al. (2013) on the analysis of the 45 years observations of the Crab pulsar
concluded that its inclination angle increases with time. However, the effects of stellar non-
sphericity, leading to free precession, can account for this seemingly odd behavior (Arza-
masskiy et al. 2015b).

The average inclination angle 〈χ〉τD for a given range of ages τD can decrease, even if the
inclination angles of individual pulsars increases with time, in accord with Eq. (32). This
is a consequence of the dependence of the magnetospheric charge density on the inclina-
tion angle χ . For example, in the picture of Ruderman and Sutherland (1975), radio emis-
sion results from a secondary electron-position cascade, initiated by pair-production from
curvature-radiation photons. The acceleration of primary electrons within a gap produced
these curvature photons. The Goldreich-Julian charge density ρGJ ≈ΩB cosχ/(2πc) sets
the accelerating potential across the gap. As a pulsar ages, ρGJ and the accelerating potential
decline with Ω . The area of the polar cap also decreases as fewer field lines penetrate the
light cylinder, and those remaining within the polar cap are less curved. As Eq. (4) shows,
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Fig. 19 Pulsar extinction line in
a P − sinχ diagram for different
magnetic fields. Arrows show the
evolution tracks of individual
pulsars in the model of the
current losses (29)–(30) (Beskin
et al. 1993)

the mean free path to pair production increases; the gap becomes wider. When the gap width
is comparable to the polar-cap radius, the cascade, and radio emission, terminate.

Because the charge density depends on cosχ as well as B0 andΩ , death comes to pulsars
with different inclinations, but the same magnetic field, at different spin periods P . Evalu-
ation of the Ruderman and Sutherland model yields Pmax ∝ B8/9

0 (cosχ)2/3. Indeed, as can
be seen from Fig. 19, for given values of the pulsar period P and the magnetic field B0,
the production of particles is suppressed precisely at inclinations χ close to π/2, where the
magnetic dipole is nearly orthogonal. Therefore, neutron stars above and to the right of the
extinction lines in Fig. 19 do not appear as radio pulsars.

Because of this dependence of the pulsar extinction line on χ , the average inclination
angles of the observed populations can decrease as the dynamic age increases. A detailed
analysis, carried out in Beskin et al. (1984) (see also Beskin and Nokhrina 2004; Beskin
and Eliseeva 2005) on the basis of a kinetic equation describing the distribution of pulsars
confirms this picture quantitatively.

Clearly, in any case, that the inclination angle χ is a key hidden parameter: without taking
it into account, it is impossible to construct a consistent theory of the evolution of radio
pulsars. Eliseeva et al. (2006) include this possibility in their work, suggesting a possible
direction for further improvements in models for the evolution of neutron stars (Lipunov
et al. 1996; Story et al. 2007; Popov and Prokhorov 2007; Gullón et al. 2014).

9 Summary

Pulsars provide elegant, although not simple, laboratories for fundamental electromagnetic
processes at high energies. The basic picture of their structures, involving strong magnetic
fields and rapid rotation, generation of electron-positron pairs and an energetic wind that
carries away the rotational kinetic energy of the pulsar, became clear not long after their
discovery a half-century ago. Recent work has begun to uncover the detailed structures of
their magnetospheres; the location, size, and optics of their radio emission regions; and evo-
lution of their spins. Some important questions not far from solution include the effect of
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plasma on the magnetosphere and the possible existence of multiple states; conversion of
Poynting flux to a particle wind (the σ -problem); the location, size, and properties of emis-
sion of different pulse components; and whether rotation and magnetic axes tend to co-align
or mis-align with time. Further insightful theory, careful statistical studies and targeted ob-
servations will lead to deeper understanding, as pulsars continue their role as the archetypal
observable neutron stars.
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Abstract Observations of thermal radiation from neutron stars can potentially provide in-
formation about the states of supranuclear matter in the interiors of these stars with the aid
of the theory of neutron-star thermal evolution. We review the basics of this theory for iso-
lated neutron stars with strong magnetic fields, including most relevant thermodynamic and
kinetic properties in the stellar core, crust, and blanketing envelopes.

Keywords Neutron stars · Magnetic fields · Dense matter · Thermal emission · Heat
transport

1 Introduction

The first works on neutron star cooling and thermal emission (Stabler 1960; Tsuruta 1964;
Chiu and Salpeter 1964; Morton 1964; Bahcall and Wolf 1965a, 1965b) appeared at the
epoch of the discoveries of X-ray sources outside the Solar System in the rocket and balloon
experiments (Giacconi et al. 1962; Bowyer et al. 1964a; Bowyer et al. 1964b). The authors
estimated cooling rates and surface temperatures in order to answer the question, whether a
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neutron star can be detected in this kind of experiments. However, the first attempts failed to
prove the relation between neutron stars and newly discovered X-ray sources. In particular,
Bowyer et al. (1964b) measured the size of the X-ray source in the Crab Nebula from ob-
servations during a lunar occultation on July 7, 1964. Their result, ∼1013 km, indicated that
the source was much larger than a neutron star should be. Ironically, there was a neutron star
there, the famous Crab pulsar, but it was hidden within a compact plerion pulsar nebula. Kar-
dashev (1964) and later Pacini (1967) conjectured that the Crab Nebula could be powered
by the neutron-star rotational energy, which was transferred to the nebula via the magnetic
field, but this model remained a hypothesis. Curiously, the Crab pulsar was observed as a
scintillating radio source since 1962 (Hewish and Okoye 1968), but the nature of this source
remained unclear. Sandage et al. (1966) identified Sco X-1, the first detected and the bright-
est cosmic X-ray source, as an optical object of 13th magnitude. Shklovsky (1967) analyzed
these observations and concluded that the X-ray radiation of Sco X-1 originated from the
accretion of matter onto a neutron star from its companion. Later this conjecture was proved
to be true (de Freitas Pacheco et al. 1977), but at the time it was refuted (Cameron 1967).
Because of these early confusions, the first generally accepted evidence of neutron stars was
provided only by the discovery of pulsars (Hewish et al. 1968) after a successful compe-
tition of the theoretical interpretation of pulsars as rotating neutron stars (Gold 1968) with
numerous alternative hypotheses (see, e.g., the review by Ginzburg 1971).

The foundation of the rigorous cooling theory was laid by Tsuruta (1964) and Tsuruta and
Cameron (1966), who formulated the main elements of the theory: the relation between the
internal and surface temperatures of a neutron star, the neutrino and photon cooling stages,
etc. After the discovery of neutron stars, a search for their soft X-ray thermal emission has
become a topical challenge, which stimulated the development of the cooling theory. The
first decade of this development was reviewed by Tsuruta (1979) and Nomoto and Tsuruta
(1981a).

Thorne (1977) presented the complete set of equations describing the mechanical and
thermal structure and evolution of a spherically symmetric star at hydrostatic equilibrium
in the framework of General Relativity (GR). The GR effects on the thermal evolution of
neutron stars were first included into the cooling calculations by Glen and Sutherland (1980),
Nomoto and Tsuruta (1981b), Van Riper and Lamb (1981). A generally relativistic cooling
code for a spherically symmetric non-barotropic star was written by Richardson et al. (1982).
Nomoto and Tsuruta (1986, 1987) studied neutron star cooling using an updated physics
input and discussed the role of different physical factors for thermal relaxation of different
models of neutron stars. Tsuruta (1986) provided a comprehensive review of the neutron
star cooling theory with a comparison of the results of different research groups obtained by
mid-1980s.

The early studies of the neutron-star cooling were mostly focused on the standard sce-
nario where the neutrino emission from the stellar core was produced mainly by the mod-
ified Urca (Murca) processes, which compete with neutrino emission via plasmon decay,
nucleon bremsstrahlung, etc. The enhanced (accelerated) cooling due to the direct Urca
(Durca) processes was believed possible only if the core contains a pion condensate or a
quark plasma (e.g., Tsuruta 1979; Glen and Sutherland 1980; Van Riper and Lamb 1981;
Richardson et al. 1982). By the end of 1980s a new cooling agent, kaon condensate, was
introduced (Brown et al. 1988; Page and Baron 1990). The studies of the enhanced cool-
ing were intensified after the discovery by Lattimer et al. (1991) that the Durca process is
allowed in the neutron star core with the standard nuclear composition for some realistic
equations of state (EoS) without “exotic” models. The standard and Durca-enhanced neu-
tron star cooling scenarios were compared in a number of numerical simulations starting
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from Page and Applegate (1992), who also noticed that nucleon superfluidity becomes the
strongest cooling regulator in the Durca-allowed stellar kernels. This result triggered a flow
of papers on the cooling of superfluid neutron stars.

The progress in the theoretical studies of the neutron-star thermal evolution was influ-
enced in the 1980s and 1990s by the spectacular progress of the X-ray astronomy, notably
due to the space observatories Einstein (1978–1981), EXOSAT (1983–1986), and ROSAT
(1990–1998). ROSAT was the first to reliably detect X-ray thermal radiation from isolated
neutron stars. This theoretical and observational progress was reviewed by Tsuruta (1998),
Yakovlev and Pethick (2004), Page et al. (2004).

In the 21st century, the data collected by X-ray observatories Chandra and XMM-Newton
give a new impetus to the development of the cooling theory. Some new theoretical results
on the cooling of neutron stars and relation of the theory to observations were reviewed
by Yakovlev et al. (2008), Page (2009), Tsuruta (2009). Recently, 2D simulations of the
fully coupled thermal and magnetic field evolution have been possible (Pons et al. 2014;
Viganò et al. 2013), mostly motivated by the increasing number of observed magnetars and
high magnetic field pulsars.

The theory of thermal evolution of neutron stars has different aspects associated with ro-
tation, accretion, etc. In this review, we will mostly focus on the physics that determines ther-
mal structure and evolution of slowly rotating non-accreting neutron stars, whose thermal
emission can be substantially affected by strong magnetic fields. The processes of formation
of thermal spectra in the outermost layers of such stars are explicitly excluded from this
paper but considered in the companion review (Potekhin et al. 2015, hereafter Paper I). We
will pay a special attention to the effects of strong magnetic fields on the thermal structure
and heat conduction in the crust and heat-blanketing envelopes of neutron stars.

2 The Essential Physics of Neutron Star Cooling

In this section we briefly present the essential physical ingredients needed to build a model
of a cooling neutron star regardless its magnetic field. The effects of strong magnetic fields
will be discussed in subsequent sections, starting from Sect. 4.

2.1 Structure and Composition of a Neutron Star

A neutron star is born hot (≈1011 K) and lepton-rich, but only a few days after its birth, its
temperature drops to a few×109 K. Thus, the Fermi energy εF of all particles is much higher
than the kinetic thermal energy in most of the star volume, except in the thin outermost
layers (a few meters thick), which does not affect the mechanical and thermal structure
of the rest of the star. Therefore, a good approximation is to describe the state of matter
as cold nuclear matter in beta equilibrium, resulting in an effectively barotropic EoS. The
mechanical structure of the star is decoupled from its thermal structure and can be calculated
only once and kept fixed during the thermal evolution simulations.

To a very good approximation, the mechanical structure can be assumed to be spherical.
Appreciable deviations from the spherical symmetry can be caused by ultra-strong mag-
netic fields (B � 1017 G) or by rotation with ultra-short periods (less than a few millisec-
onds), but we will not consider such extreme cases. Then the space-time is described by the
Schwarzschild metric (e.g., Misner et al. 1973)

ds2 =−e2Φ(r)c2dt2 + e2Λ(r)dr2 + r2
(
dθ2 + sin2 θdϕ2

)
, (1)
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where (r, θ,ϕ) are the standard spherical coordinates, e2Λ(r) = 1− 2GMr/c
2r , and Φ(r) is

determined by equation

dΦ(r)/dP (r)=−[P (r)+ ρ(r)c2
]−1

(2)

with the boundary condition e2Φ(R) = 1 − rg/R at the stellar radius R. Here, rg =
2GM/c2 = 2.95(M/M�) km is the Schwarzschild radius, M ≡ MR is the stellar mass,
Mr = 4π

∫ r
0 ρ(r)r

2dr is the mass inside a sphere of radius r , G is the gravitational con-
stant, c is the speed of light, P is the pressure, and ρ is the gravitational mass density.

The mechanical structure of a spherically symmetric star is described by the Tolman-
Oppenheimer-Volkoff equation

dP

dr
=−GMrρ

r2

(
1+ P

ρc2

)(
1+ 4πr3P

Mrc2

)(
1− 2GMr

rc2

)−1/2

, (3)

where r is the radial coordinate measured from the stellar center. In order to determine the
stellar mechanical structure, Eq. (3) should be supplemented by an EoS, which depends
on a microscopic physical model (Sect. 2.4). Several qualitatively different regions can be
distinguished in a neutron star, from the center to the surface: the inner and outer core, the
mantle, the inner and outer crust, the ocean, and the atmosphere (e.g., Haensel et al. 2007).

The outer core of a neutron star has mass density 0.5ρ0 � ρ � 2ρ0, where ρ0 = 2.8×
1014 g cm−3 is the nuclear saturation density (the typical density of a heavy atomic nucleus).
It is usually several kilometers thick and contains most of the stellar mass. The outer core is
mostly composed of neutrons with an admixture of the protons and leptons—electrons and
muons (npeμ matter).

The inner core, which can exist in rather massive neutron stars, M � 1.5 M�, occupies
the central part with ρ � 2ρ0. It is defined as the region where the composition is uncertain,
but probably more rich than simply neutrons and protons. Its composition and properties
are not well known because the results of their calculation strongly depend on details on
the theoretical model of collective fundamental interactions. Some of the proposed models
envision the following hypothetical options:

1. hyperonization of matter—the appearance of various hyperons (first of all, Λ- and Σ−-
hyperons—npeμΛΣ matter);

2. pion condensation—formation of a Bose condensate of collective interactions with the
properties of π -mesons;

3. kaon condensation—formation of a similar condensate of K-mesons;
4. deconfinement—phase transition to quark matter.

The last three options are often called exotic (Haensel et al. 2007, Chap. 7). In this paper we
will not consider the exotic matter in any detail.

In the stellar crust and ocean the matter is less extraordinary: it contains electrons, nuclei
composed of protons and neutrons, and, in the inner crust, quasi-free neutrons. Neverthe-
less, this region is also under extreme conditions (density, temperature, magnetic field) that
cannot be reproduced in the laboratory. In the crust, which is normally ∼1 km thick, the
nuclei are arranged into a crystalline lattice, and in the ocean with a typical depth from a
few to ∼100 meters (depending on temperature) they form a liquid (see Sect. 2.4.1).

With increasing density, nuclei become progressively neutron-rich due to the beta-
captures that are favored by the increase of pressure of the degenerate electrons. Neutrons
start to drip out of nuclei at density ρdrip = 4.3× 1011 g cm−3. Thus at ρ > ρdrip neutron-rich
nuclei are embedded in the sea of quasi-free neutrons.
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At the bottom of the crust, the nuclei may take rodlike and platelike shapes to compose
so called pasta phases of nuclear matter (Pethick and Ravenhall 1995). Then they form a
mantle with anisotropic kinetic properties (Pethick and Potekhin 1996). Thermodynamic
stability of the pasta phase state and, therefore, the existence of the mantle depends on the
model of nuclear interactions. Lorenz et al. (1993) demonstrated stability of the pasta phases
at ρ � 1014 g cm−3 for the FPS EoS model of Pandharipande and Ravenhall (1989), but they
were not found to be stable in modern EoS models SLy (Douchin and Haensel 2001) and
BSk (Pearson et al. 2012).

The strong gravity drives the rapid separation of chemical elements in the crust and the
ocean. Estimates of characteristic sedimentation time range from seconds to months, de-
pending on local conditions and composition (see, e.g., Eq. (20) in Potekhin 2014), which is
a very short timescale compared to the stellar age. Therefore the envelopes are thought to be
made of chemically pure layers, which are separated by narrow transition bands of diffusive
mixing (De Blasio 2000; Chang et al. 2010).

2.2 Thermal Evolution Equations

The multidimensional heat transport and thermal evolution equations in a locally flat refer-
ence frame read (e.g., Aguilera et al. 2008; Pons et al. 2014; Viganò et al. 2013)

cv eΦ
∂T

∂t
+∇ · (e2ΦF

)= e2Φ(H −Qν), F =−e−Φκ̂ · ∇(eΦT ), (4)

where F is the heat flux density, H is the heating power per unit volume, cv is specific heat
(Sects. 2.5, 3.2, and 4.2),Qν is neutrino emissivity (Sects. 2.6, 3.3, 4.3), κ̂ is the thermal con-
ductivity tensor (Sects. 2.7, 3.4, and 4.4), and ∇ = (e−Λ(r)∂/∂r, r−1∂/∂θ, (r sin θ)−1∂/∂ϕ)

in compliance with Eq. (1). The inner boundary condition to the system of equations (4) is
F = 0 at r = 0. The outer boundary condition is determined by the properties of a heat-
blanketing envelope, which serves as a mediator of the internal heat into the outgoing ther-
mal radiation. It will be considered in Sect. 5. Solutions to the thermal evolution equations
and their implications are briefly reviewed in Sect. 6.

For weak magnetic fields, we can assume that the temperature gradients are essentially
radial, and that in most of the star volume (inner crust and core) the conductivity tensor is
simply a scalar quantity times the identity matrix. In this limit, corrections for deviations
from the 1D approximation have little effect on the total luminosity. However, for strong
fields and neutron stars with locally intense internal heating sources, such as magnetars, a
more accurate description, beyond the 1D approximation, must be considered.

2D calculations of thermal structure and evolution of strongly magnetized neutron stars
have been done by several groups (Geppert et al. 2004, 2006; Pérez-Azorin et al. 2006;
Aguilera et al. 2008; Kaminker et al. 2012, 2014). In some of these works (Geppert et al.
2006; Pérez-Azorin et al. 2006; Aguilera et al. 2008), neutron-star models with superstrong
(B ∼ 1015–1016 G) toroidal magnetic fields in the crust were considered, in addition to the
less strong (B ∼ 1012–1014 G) poloidal component that penetrates from the crust into the
magnetosphere. The latter models help to explain the strongly non-uniform distribution of
the effective temperature over the neutron-star surface and the possible energy source for
magnetars outbursts (Pons and Perna 2011; Pons and Rea 2012). Only recently (Viganò
et al. 2013), the fully coupled evolution of temperature and magnetic field has been studied
with detailed numerical simulations, which allow one to follow the long-term evolution
of magnetars and their connection with other neutron star classes. Some results of such
calculations will be discussed in Sect. 6.
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2.3 Basic Plasma Parameters

In this section we introduce several basic parameters of Coulomb plasmas that are used
below. To be concrete, we start with electrons and ions (including bare atomic nuclei). When
other charged particles are present, their respective parameters are defined analogously, with
the obvious replacements of particle mass, charge, number density, etc.

Since the major constituents of the neutron-star matter are mostly degenerate, an impor-
tant parameter is the Fermi energy, which (without the rest energy) equals

εF = c
√
(mc)2 + (pF)2 −mc2, (5)

where m is the particle mass, and pF is the Fermi momentum. For instance, for the Fermi
gas in the absence of a quantizing magnetic field, pF = �(3π2n)1/3, where n is the number
density, and � is the reduced Planck constant. It is convenient to use the dimensionless
density parameter related to the Fermi momentum of electrons, xr = pFe/mec, where me
is the electron mass. In the outer core and the envelopes, as long as the baryons are non-
relativistic, xr ≈ (ρ6Ye)

1/3, where Ye is the number of electrons per baryon and ρ6 ≡ ρ/106

g cm−3.
Thermal de Broglie wavelengths of free ions and electrons are usually defined as

λi =
√

2π�2/miT and λe =
√

2π�2/meT , where mi = Amu is the ion mass, and mu is
the unified atomic mass unit. Here and hereafter, we use T in energy units and suppress
the Boltzmann constant (i.e., 106 K = 86.17 eV). The quantum effects on ion motion are
important either at λi � ai or at T 	 Tp, where Tp = �ωp is the ion plasma temperature, and
ωp = (4πe2niZ

2/mi)
1/2 is the ion plasma frequency. Debye temperature of a crystal ΘD is

closely related to the plasma temperature. In the harmonic approximation for the Coulomb
crystal, ΘD ≈ 0.45Tp (Carr 1961).

The Coulomb plasmas are called strongly coupled if the parameter ΓC = (Ze)2/aiT ,
which estimates the electrostatic to thermal energy ratio, is large. Here, ai ≡ ( 4

3πni)
−1/3 is

the ion sphere, or Wigner-Seitz cell, radius, and ni is the ion number density. If the plasma
only consists of electrons and non-relativistic ions of one kind, which is typical for neutron-
star envelopes, then

Tp = 7.832(Z/A)
√
ρ6 × 106 K, ΓC = 22.747Z5/3(ρYe)

1/3/T6. (6)

Analogously, Tp,e = �(4πe2ne/me)
1/2 = 3.34

√
ρ6Z/A× 108 K is the electron plasma tem-

perature. Other plasma parameters, which become important in a strong magnetic field, will
be considered in Sect. 4.1.

2.4 Equation of State

2.4.1 Equation of State for the Outer Crust and the Ocean

The composition of the outer crust and the ocean of a neutron star is particularly simple:
their basic constituents are electrons and nuclei, which, to a good accuracy, can be treated
as pointlike. The EoS of such electron-ion plasmas is well known (see, e.g., Haensel et al.
2007, Chap. 2, and references therein).

The ions thermodynamic state will go from liquid to solid as the star cools, and in the
solid state from a classical to a quantum crystal. It is generally assumed that the ions form
a crystalline solid and not an amorphous one. This assumption is confirmed by molecular
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dynamics numerical simulations (Hughto et al. 2011) and corroborated by the analysis of
observations of neutron-star crust cooling after an accretion episode (see Sect. 6.2).

The simplest model of the electron-ion plasmas is the one component plasma (OCP)
model, which considers Coulomb interactions of identical pointlike ions and replaces the
degenerate electron gas by a static uniform charge-compensating background. The OCP has
been studied analytically and numerically in many papers (see Haensel et al. 2007, Chap. 2,
for references). In the classical regime (T � Tp) its thermodynamic functions depend on a
single parameter ΓC. At ΓC 	 1 the ions form a Debye-Hückel gas, with increasing ΓC the
gas gradually becomes a liquid, and with further increase of ΓC the OCP liquid freezes. An
analysis of Monte Carlo simulations of the OCP shows that its ground state is crystalline
when ΓC > Γm = 175 (Potekhin and Chabrier 2000). However, supercooling cannot be ex-
cluded up to a value ΓC 
 250. Indeed, Monte Carlo simulations of freezing of classical
OCP (DeWitt et al. 1993) indicate that, as a rule, the ions do not freeze at the equilibrium
melting temperature Tm but form a supercooled fluid and freeze at lower T (depending on
initial conditions and other parameters). This happens because the phase transition is really
tiny.

At T � Tp, the quantum effects on ion motion become significant. Then thermodynamic
functions depend not only on ΓC, but also on rs . The quantum effects are especially impor-
tant for the solid neutron star crust at high densities, although they can also be significant in
the deep layers of the ocean composed of light elements (for instance, they prevent solidi-
fication of H and He plasmas). The free energy per unit volume of an OCP crystal can be
written as

Flat

V
= niC0

(Ze)2

ai
+ 3

2
niu1Tp + Fth

V
+ Fah

V
, (7)

where the first term is the classical static-lattice energy, C0 ≈ −0.9 is the Madelung con-
stant, and the next two terms describe thermodynamics of the phonon gas in the harmonic
approximation (e.g., Kittel 1963): the second term accounts for zero-point quantum vi-
brations, and Fth/V = 3niT 〈ln[1 − exp(−�ωkα/T )]〉ph is the thermal contribution. Here,
u1 = 〈ωkα〉ph/ωp ≈ 0.5 is the reduced first moment of phonon frequencies ωkα , and 〈. . .〉ph

denotes the averaging over phonon polarizations α and wave vectors k in the first Brillouin
zone. The last term in Eq. (7) arises from anharmonic corrections, which have only been
studied in detail in the classical regime (T � Tp; e.g., Farouki and Hamaguchi 1993 and
references therein). An analytical extrapolation of Fah for any T was proposed in Potekhin
and Chabrier (2010).

For mixtures of various ion species, the simplest evaluation of the thermodynamic func-
tions is given by the average of their values for pure substances, weighed with their number
fractions, which is called the linear mixing rule (Hansen et al. 1977). The linear mixing
rule is accurate within a few percent, if the electrons are strongly degenerate and ΓC > 1
for each of the ion species in the mixture. However, this accuracy may be insufficient for
such subtle phenomena as melting/freezing or phase separation in the Coulomb plasmas.
Corrections to the linear mixing rule were obtained by Potekhin et al. (2009). Medin and
Cumming (2010) used these results to construct a semianalytical model for prediction of the
composition and phase state of multicomponent mixtures. Hughto et al. (2012) confirmed
the qualitative validity of this model by molecular dynamics simulations.

The OCP model is a reasonable first approximation, but in reality the electrons do not
form a uniform background: they interact with each other and with the ions, which gives
rise to exchange-correlation and polarization corrections, respectively. The polarization cor-
rections are appreciable even for strongly degenerate plasmas. For instance, they can sub-
stantially shift the melting transition away from ΓC = 175 (Potekhin and Chabrier 2013). In
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the outer envelopes of a neutron star, the electron degeneracy weakens, and one should take
the T -dependence of their EoS into account. Analytical fits for all above-mentioned contri-
butions to the EoS of electron-ion plasmas were presented by Potekhin and Chabrier (2010,
2013). Their Fortran implementation is publicly available at http://www.ioffe.ru/astro/EIP/.

An essential input for calculating the EoS is the chemical composition of the plasma.
The ground state of the matter in the outer crust can be found following the method of
Baym et al. (1971). The procedure, based on the minimization of the Gibbs free energy
per nucleon, is described in detail in Haensel et al. (2007). The structure of the crust is
completely determined by the experimental nuclear data up to a density of the order ρ ∼
6 × 1010 g cm−3. At higher densities the nuclei are so neutron rich that they have not yet
been experimentally studied, and the composition of these dense layers is model dependent.
However, this model dependence is not very significant in the models based on modern
nuclear physics data (Haensel and Pichon 1994; Rüster et al. 2006; Pearson et al. 2011).

While a newly born neutron star is made of hot matter in nuclear equilibrium, its sub-
sequent evolution can lead to the formation of regions where the matter is out of nuclear
equilibrium. This is the case of an old accreting neutron star. Burning of the helium layer
near the surface is followed by electron captures and beta decays in deeper layers. The grow-
ing layer of the processed accreted matter pushes down and eventually replaces the original
catalyzed (ground-state) crust. These processes were studied by several authors (see Haensel
and Zdunik 1990, 2008, and references therein).

2.4.2 Equation of State for the Inner Crust and the Core

The pressure in the inner crust of a neutron star is largely created by degenerate neutrons.
However, the electrons and nuclei may give an important contribution to the heat capacity
(see Sect. 2.5). In the core, there are contributions from neutrons, protons, electrons and
muons (and other particles in the exotic models, which we do not consider here). Different
theoretical EoSs of the neutron fluid and npeμ matter have been proposed, based on dif-
ferent methods of theoretical physics: the Brueckner-Bethe-Goldstone theory, the Green’s
function method, variational methods, the relativistic mean field theory, and the density
functional method (see Haensel et al. 2007, Chap. 5, for review). The model of Akmal et al.
(1998) (APR) has been often cited as the most advanced one for the core. It was derived
from the variational principle of quantum mechanics, under which an energy minimum for
the trial wave function was sought. The trial function was constructed by applying the linear
combination of operators describing admissible symmetry transformations in the coordi-
nate, spin, and isospin spaces to the Slater determinant consisting of wave functions for free
nucleons. The APR EoS exists in several variants, which differ in the effective potentials of
nucleon-nucleon interaction and in relativistic boost corrections. The potentials borrowed
from earlier publications were optimized so as to most accurately reproduce the results of
nuclear physics experiments.

Many theoretical neutron-star EoSs in the literature consist of crust and core segments
obtained using different physical models. The crust-core interface there has no physical
meaning, and both segments are joined using an ad hoc matching procedure. This gen-
erally leads to thermodynamic inconsistencies. The EoS models that avoid this problem
by describing the core and the crust in frames of the same physical model are called
unified. Examples of the unified EoSs are the FPS (Pandharipande and Ravenhall 1989;
Lorenz et al. 1993), SLy (Douchin and Haensel 2001), and BSk (Goriely et al. 2010;
Pearson et al. 2011, 2012) EoS families. All of them are based on effective Skyrme-like en-
ergy density functionals. In particular, the BSk21 model is based on a generalized Skyrme
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Fig. 1 Left panel: Heat capacity per ion versus T (bottom axis) and ΓC (top axis) for 80Ni at
ρ = 1011 g cm−3. The solid line displays the total normalized heat capacity cv/ni ; the long-dashed line
shows this quantity for a classical Coulomb lattice of ions, including harmonic and anharmonic terms; the
short-dashed line is the harmonic-lattice approximation in the solid phase; the dot-dashed line is the same
plus anharmonic and electron polarization corrections in the solid phase. The dotted line is the electron Fermi
gas contribution. The vertical line is the OCP melting point ΓC = 175, and the hatched band shows the range
ΓC = 150–200, where melting is expected to occur in realistic conditions. The inset illustrates the competi-
tion between the electron and ion contributions t low T . Right panel: Heat capacity per baryon as function
of mass density from the ocean throughout the crust and core of a neutron star at T = 108 K. The solid line
displays the total cv/nb, and the other lines show its constituents due to the electrons (e−), neutrons (n) in
the inner crust and core, nuclei (N ), including electrostatic terms in the ocean and crust but neglecting the
neutron entrainment effects in the inner crust (Sect. 2.5.2), protons (p) and muons (μ−) in the core, assuming
that the nucleons are non-superfluid. For comparison, the thick long dashes display an example of the total
cv/nb in the inner crust and core in the case of superfluid nucleons (Sect. 3.2). The top axis shows the vol-
ume contained inside a sphere with given ρ for a 1.4M� neutron star. The stellar structure and composition
correspond to the BSk21 EoS model

functional that most successfully satisfies various experimental restrictions along with a
number of astrophysical requirements (see the discussion in Potekhin et al. 2013).

2.5 Specific Heat

2.5.1 Specific Heat of Electron-Ion Plasmas

The two components that largely dominate the specific heat cv in the crust are the electron
gas and the ions. In the neutron-star crust and core, the electrons form an ultra-relativistic
highly degenerate Fermi gas, and their contribution in the heat capacity per unit volume is
simply given by

cv,e = p2
Fe

3�3c
T = ne π

2

pFec
T . (8)

In the ocean, where the density is lower, approximation (8) may not work. Then it is advis-
able to use accurate approximations, cited in Sect. 2.4.1.

In Fig. 1 we show the temperature and density dependences of the normalized heat ca-
pacity of the ground-state matter in a neutron star. The left panel illustrates the dependence
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of cv/ni on T , and the right panel the dependence of cv/nb on ρ. Since the electron po-
larization effects shift the melting temperature (Sect. 2.4.1), the phase transition may occur
anywhere within the hatched region around the vertical line ΓC = 175 in the left panel.

When the temperature of the Coulomb liquid decreases, the heat capacity per ion in-
creases from the ideal-gas value cv,i/ni = 3

2 at T � Tm to, approximately, the simple har-
monic lattice value cv,i/ni = 3 at T � Tm (the Dulong-Petit law for a classical harmonic
crystal). This gradual increase is due to the Coulomb non-ideality in the liquid phase, which
effectively smears a phase transition between the strongly coupled Coulomb liquid and OCP
crystal (see Baiko et al. 1998). With further cooling, quantum effects suppress the heat ca-
pacity. Once the crystal is deep into the quantum regime its specific heat is given by the
Debye result

c
(D)
v,i = ni

12π4

5

(
T

ΘD

)3

. (9)

The calculations of Baiko et al. (2001b) show that the Dulong-Petit law applies at temper-
atures down to T 
 Tp, while the Debye value of Eq. (9) is attained when T � 0.1 Tp. The
same authors present a simple analytical approximation for the heat capacity of a harmonic
Coulomb crystal, accurate to a few parts in 105 at any T .

However, the harmonic OCP model is an idealization. The anharmonic corrections and
electron polarization corrections (Sect. 2.4.1) can amount up to (10–20) % of cv,i. Because
of the anharmonic effects, cv,i/ni is not equal to 3 exactly, but is ∼10 % larger at T = Tm.
If the above-mentioned supercooling takes place in stellar matter, various fluid elements
solidify at different T below Tm, and the average heat capacity, as function of temperature,
can contain a bump, associated with latent heat releases (see Sect. 2.4.6 of Haensel et al.
2007 for a discussion).

The right panel of Fig. 1 shows the density dependence of the total heat capacity, nor-
malized per one nucleon, cv/nb, throughout the neutron star from the ocean to the core, and
partial contributions to cv/nb. Different particle fractions are adopted from the BSk21 model
(Goriely et al. 2010; Pearson et al. 2011, 2012), as fitted by Potekhin et al. (2013). Here,
we have mostly neglected the effects of nucleon superfluidity to be discussed in Sect. 3.
The importance of these effects is demonstrated, however, by the heavy long-dashed line,
which displays the total normalized heat capacity suppressed by nucleon superfluidity (see
Sect. 3.2).

2.5.2 Specific Heat of Neutrons

In the inner crust, besides electrons and nuclei, there are also neutrons. In a thin layer at
densities ρ just above the neutron drip point ρdrip, the dripped neutrons are not paired (non-
superfluid) and largely dominate cv. Heat capacity of strongly degenerate non-superfluid
neutrons can be accurately evaluated using the above-referenced analytical fits, but since the
neutrons are strongly degenerate almost everywhere in the neutron star, the simpler Som-
merfeld result for Fermi gases at T 	 εF is usually applicable,

cv,x ∼ π
2

2

nxT

εF,x
, (10)

where x stands for the fermion type (x= n,p, e,μ). For neutrons at ρ only slightly above
ρdrip, however, the latter formula is inaccurate because εF,n is not sufficiently large. For this
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Fig. 2 Iso-contour lines of cv in the crust, labeled by the value of log10(cv/erg cm−3 K−1). Also shown
are the melting curve Tm and the critical temperature for neutron 1S0 superfluidity, Tc, the electron and ion
plasma temperatures, Tp,e and Tp respectively, the Debye temperature, ΘD 
 0.45 Tp, that marks the transi-
tion from classical to quantum solid and 0.1 Tp below which the wholly quantum crystal regime is realized.
The outer crust chemical composition is from Haensel and Pichon (1994) and inner crust from Negele and
Vautherin (1973) with the neutron drip point at ρdrip = 4.3× 1011 g cm−3. The electron contribution domi-
nates in the two dark-shadowed (green) regions at high T and ρ below ρdrip and at low T and high ρ, while
neutrons dominate in the light-shadowed (yellow) region at high T and ρ above ρdrip, and ions dominate in
the intermediate regime. The right panel only displays the inner crust but assuming that about 80 % of the
dripped neutrons are entrained, illustrating the resulting increase in cv,i , mainly due to the strong reduction
of Tp and ΘD, significantly extending the regime where cv,i dominates over cv,e

reason, Pastore et al. (2015) proposed an interpolation between Eq. (10) and the ideal-gas
limit cv = 3

2n,

cv,x ≈ 3

2
nx

(
1− e−T/Tcl

)
, Tcl = 3εF,x

π2
. (11)

They also showed that corrections due to the coupling to phonons (e.g., Sect. 1.4.4 in Baym
and Pethick 1991) turn out to be unimportant for cv,n. Approximation (11) is accurate within
17 % for non-relativistic Fermi gases at any density. For a relativistic Fermi gas, we can
preserve this accuracy by using Eq. (5) for εF,x and multiplying both Tcl and prefactor 3

2 by
the ratio (mc2 + 10T )/(mc2 + 5T ).

With further density increase, the neutrons become superfluid (Sect. 3), and then their
contribution to cv nearly vanishes. However, even in a superfluid state, the neutrons have a
dramatic effect on cv. Indeed, Flowers and Itoh (1976) noticed that since free neutrons move
in a periodic potential created by lattice of atomic nuclei, their energy spectrum should have
a band structure, which can affect kinetic and neutrino emission phenomena involving the
free neutrons. Chamel (2005) calculated the band structure of these neutrons, in much the
same way as electron band structure is calculated in solid state physics. The effect of this
band structure is that a large fraction of the dripped neutrons are “locked” to the nuclei, i.e.,
the thermal motion of the nuclei entrains a significant part of the dripped neutrons result-
ing in a strongly increased ion effective mass meff,i. This increase mi →meff,i significantly
increases cv,i in the quantum regime since c(D)v,i ∝ T −1

p ∝m3/2
i (Chamel et al. 2013).

The overall “landscape” of crustal specific heat is illustrated in Fig. 2. For highly degen-
erate electrons cv,e ∝ T , while for ions cv,i decreases as T 3 according to Eq. (9), therefore
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the electron contribution dominates at T 	ΘD, and the ion contribution prevails at T �ΘD

(cf. the inset in the left panel of Fig. 1). On the other hand, in the non-degenerate regime
cv,e/cv,i ∼ Z, therefore the contribution of the electrons dominates again for Z > 1 at T � εF

in the liquid phase (also cf. the left panel of Fig. 1). The effect of dripped neutron band struc-
ture on low-level collective excitations in the inner crust and the resulting increase of cv,i is
illustrated in the right panel of Fig. 2.

2.5.3 Specific Heat of the Core

The specific heat is simpler to evaluate in the core than in the crust but it has larger uncer-
tainties. The core is a homogeneous quantum liquid of strongly degenerate fermions, and its
specific heat is simply taken as the sum of its components contribution: cv =∑x cv,x where
x stands for neutrons (n), protons (p), electrons (e), muons (μ), and any other component
as hyperons or quarks that may appear at high densities. For each fermionic component, one
can use Eq. (10), but for baryons one should replace the bare fermion mass mx by an ef-
fective mass m∗x, which encapsulates most effects of interactions. In principle, m∗x should be
calculated from the same microphysical interaction as employed for the EoS; cf. Sect. 2.6.3.
For leptons (e and μ), interactions have a negligible effect on m∗x and the bare fermion mass
value can be used. The nucleon heat capacity in the core is strongly affected by pairing
(superfluidity) effects, as discussed in Sect. 3.2.

2.6 Neutrino Emissivity

The neutrino luminosity of a neutron star is, in most cases, strongly dominated by the core
contribution, simply because the core comprises a lion’s share of the total mass. The crust
contribution can, however, prevail in the case of strong superfluidity in the core, which
suppresses the neutrino emissivities. Crust neutrino emission is also essential during the
early thermal relaxation phase (the first few decades of the life of the star), or the crust
relaxation after energetic transient events (e.g., strong bursts of accretion in X-ray binaries
and flares in magnetars).

Yakovlev et al. (2001) reviewed the main neutrino emission mechanisms in neutron star
crusts and cores and collected fitting formulae for the neutrino emissivity in each reaction as
a function of density and temperature. The summary of the most important processes is given
in Table 1. The last column of this table contains references to the analytical fitting formulae
that can be directly employed to calculate the relevant emission rates. These processes are
briefly described below.

2.6.1 Neutrino Emission in the Crust

There is a variety of neutrino processes acting in the crust. In a non-magnetized crust the
most important ones are the plasmon decay process and the electron-ion bremsstrahlung
process (see Table 1). The pair annihilation process can be also important if the crust is
sufficiently hot.

The total emissivity from the sum of these processes is illustrated in the left panel of
Fig. 3. The first thing to notice is the enormous range of values of Qν covered in the ρ–T
range displayed in this figure, which spans 26 orders of magnitude. This is a direct conse-
quence of the strong T dependence of the neutrino processes. The pair annihilation process
is efficient only at low densities and very high temperatures, but when T 	 TF,e very few
positrons are present and the process is strongly suppressed. In the whole range of this plot,
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Table 1 Main neutrino emission processesa

No. Process/control function Symbolic notationb Formulae forQν and/or R

In the crust

1 Plasmon decay Γ → ν + ν̄ Eqs. (15)–(32) of [1]

2 Electron-nucleus bremsstrahlung e− +N→ e− +N + ν + ν̄ Eqs. (6), (16)–(21) of [2]

3 Electron-positron annihilation e− + e+ → ν + ν̄ Eq. (22) of [3]

4c Electron synchrotron e− B→ e− + ν + ν̄ Eq. (48)–(57) of [3]

In the core

1d Direct Urca
(Durca)

n→ p+ e− + ν̄e,
p+ e− → n+ νe

Eq. (120) of [3]

Magnetic modificationc R
(D)
B

Eqs. (247)–(250) of [3]

Reduction factorse R
(D)
x Eqs. (199), (202)–(206) of [3]

2 Modified Urca (Murca)
(neutron branch)

n+ n→ n+ p+ e− + ν̄e,
n+ p+ e− → n+ n+ νe

Eq. (140) of [3]

Reduction factorse R
(Mn)
x Appendix of [4]

3 Murca
(proton branch)

p+ n→ p+ p+ e− + ν̄e,
p+ p+ e− → p+ n+ νe

Eq. (142) of [3], corrected at
3pFp > pFn + pFe as per [4]

Reduction factorse R
(Mp)
x Appendix (and Eq. (25)) of [4]

4 Baryon-baryon
bremsstrahlung

⎧⎪⎪⎨
⎪⎪⎩
n+ n→ n+ n+ ν + ν̄
n+ p→ n+ p+ ν + ν̄
p+ p→ p+ p+ ν + ν̄

Eq. (165) of [3]
Eq. (166) of [3]
Eq. (167) of [3]

Reduction factorse
⎧⎪⎪⎨
⎪⎪⎩
R
(nn)
x

R
(np)
x

R
(pp)
x

Eqs. (221), (222), (228) of [3]
and Eq. (60) of [4]
Eq. (220), (229) of [3]
and Eq. (54) of [4]
Eq. (221) of [3]

5e Cooper pairing of baryons
⎧⎨
⎩
n+ n→[nn] + ν + ν̄
p+ p→[pp] + ν + ν̄

Eqs. (236), (241) of [3],
corrected as per [5] (Sect. 3.3)

6c,e Electron-fluxoid bremsstrahlung e− + f → e− + f + ν + ν̄ Eqs. (253), (263), (266)–(268)
of [3]

Notes:
aReferences: [1] Kantor and Gusakov (2007); [2] Ofengeim et al. (2014); [3] Yakovlev et al. (2001);
[4] Gusakov (2002); [5] Leinson, Leinson (2009, 2010)
bΓ means a plasmon, e− an electron, e+ a positron, ν a neutrino, ν̄ an antineutrino (in general, of any flavor,
but νe or ν̄e stands for the electron neutrino or antineutrino, respectively), p a proton, n a neutron, [pp] and
[nn] their paired states, N stands for an atomic nucleus, and f for a proton fluxoid. At densities where muons
are present, they participate in the Urca and bremsstrahlung processes fully analogous to the processes 1, 2,
3, 6 in the core (see details in Ref. [1]). R with subscripts/superscripts signifies a control function (correction
factor) due to superfluidity or magnetic field. Subscript x in Rx substitutes for different superfluidity types
(proton or neutron, singlet or triplet); B indicates magnetic field
cThe effect of strong magnetic field (see Sect. 4.3)

dAt densities beyond the Durca threshold (see Sect. 2.6.2)
eThe effect of superfluidity (see Sect. 3.3)
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Fig. 3 Neutrino emissivity Qν in a non-magnetized crust from the pair annihilation, plasmon decay,
and electron-ion bremsstrahlung processes. Left panel: The contour lines are labeled by the value of
log10[Qν/(erg cm−3 s−1)]. Regions where the pair, plasma, and bremsstrahlung processes dominate are
indicated: the boundaries happen to be quite well described by the two dotted lines that show 5

3Tp,e and
1
13Tp,e . (Also indicated is the ion melting curve, dashed line.) Right panel: Density dependences of Qν for

the ground-state nuclear matter (solid lines) and for the accreted crust (dashed lines) at T = 109 K. The dotted
line represents an older fit to the bremsstrahlung process (see text for detail)

TF,e � 1010 K but pair annihilation still dominates at low ρ and high T . In the opposite
high-ρ and low-T regime the dominant process is electron-ion bremsstrahlung, for which
Q(brems)
ν ∝ T 8. At intermediate T and ρ the plasmon decay process is most important and,

when it strongly dominates, its emissivity behaves as Q(pl)
ν ∝ T 4.

The right panel of Fig. 3 illustrates the density dependence ofQ(pl)
ν andQ(brems)

ν in either
ground-state or accreted crust of a neutron star with T = 109 K. Pair annihilation is negligi-
ble in this case.Q(pl)

ν is calculated according to Yakovlev et al. (2001) andQ(brems)
ν according

to Ofengeim et al. (2014). For comparison, an older fit to Q(brems)
ν (Kaminker et al. 1999) is

plotted by the dotted line. The ground-state composition and the nuclear size are described
by the BSk21 model (Goriely et al. 2010; Pearson et al. 2012, as fitted by Potekhin et al.
2013). The accreted composition is taken from Haensel and Zdunik (1990); in this case the
approximation by Itoh and Kohyama (1983) is used for the nuclear size.

The band structure of the energy spectrum of neutrons in the inner crust, which was men-
tioned in Sect. 2.5.1, should reduce the neutrino reactions of the bremsstrahlung type and
initiate an additional neutrino emission due to direct inter-band transitions of the neutrons,
in analogy with Cooper pairing of neutrons discussed in Sect. 3.3. These effects have been
mentioned by Yakovlev et al. (2001), but remain unexplored.

Electron and positron captures and decays by atomic nuclei (beta processes), which ac-
company cooling of matter and non-equilibrium nuclear reactions, produce neutrino emis-
sion. A pair of consecutive beta capture and decay reactions is a nuclear Urca process. Urca
processes involving electrons were put forward by Gamow and Schoenberg (1941), while
those involving positrons were introduced by Pinaev (1964). In the neutron star crust, the
appropriate neutrino luminosity depends on cooling rate and should be especially strong at
T ∼(2–4) ×109 K when the main fraction of free neutrons is captured by nuclei. However,
there are other efficient neutrino reactions open at such temperatures, which make the neu-
trino emission due to beta processes insignificant (Yakovlev et al. 2001). On the other hand,
heating produced by non-equilibrium nuclear reactions (the deep crustal heating, Haensel
and Zdunik 1990) that accompany accretion mentioned in Sect. 2.4.1, may be more impor-
tant than non-equilibrium neutrino cooling.
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There are a number of other neutrino-emission processes (Yakovlev et al. 2001), which
are less efficient than those listed in Table 1. In the inner crust with dripped neutrons, n− n
bremsstrahlung is very efficient but it is suppressed by pairing and, hence, only acts in the
layers where T > Tcn, where Tcn is the neutron pairing critical temperature (Sect. 3.1). This
process operates in a wide range of densities and temperatures, and the density dependence
of its emissivity is generally smooth. Neutrino emission from the formation and breaking of
Cooper pairs makes a significant contribution, much stronger than the bremsstrahlung, but
is confined to a restricted region of ρ and T (Sect. 3.3). In the presence of a very strong
magnetic field, some of the above-mentioned processes are modified, and new channels for
neutrino emission may open (Sect. 4).

2.6.2 Neutrino Emission in the Core

Yakovlev et al. (2001) discussed a wealth of neutrino reactions which may be important in
the npeμΛΣ− matter in a neutron star core, which include

1. 8 direct Urca (Durca) processes of the electron or muon production and capture by
baryons (baryon direct Urca processes),

2. 32 modified Urca (Murca) processes, also associated with the electron or muon produc-
tion and capture by baryons (baryon Murca processes),

3. 12 processes of neutrino-pair emission in strong baryon-baryon collisions (baryon
bremsstrahlung),

4. 4 Murca processes associated with muon decay and production by electrons (lepton
Murca process),

5. 7 processes of neutrino pair emission in Coulomb collisions (Coulomb bremsstrahlung).

In this paper we basically restrict ourselves to the npeμ matter. We refer the reader to the
review by Yakovlev et al. (2001) for the more general case, as well as for a discussion of
other exotic models (such as the pion or kaon condensates). It appears that the reactions that
proceed in the npeμ matter are often sufficient for the neutron-star cooling, even when the
appearance of the Σ− and Λ hyperons is allowed. The reason is that these hyperons can
appear at high densities only, where the baryon Durca processes are likely to be allowed and
dominate, for realistic EoSs.

The Durca cycle consists of the beta decay and electron capture processes (see Table 1).
They are threshold reactions open at sufficiently high densities, and not for every EoS model.
For the degenerate nucleons they are only possible if the proton fraction exceeds a certain
threshold. In the npe matter (without muons) this threshold is≈11 %, which follows readily
from the energy and momentum conservation combined with the condition of electric charge
neutrality of matter. Indeed, for strongly degenerate fermions the Pauli blocking implies
that the reaction is possible only if the energies of the reacting particles are close to their
respective Fermi energies. Then the momentum conservation assumes the inequality pFn �
pFe + pFp, that is n1/3

n � n1/3
e + n1/3

p . For the npe matter ne = np because of the charge
neutrality, therefore nn � 8np , or np � nb/9, where nb is the total baryon number density.
The presence of muons can increase this threshold by several percent. If pFμ � pFn − pFp,
then the muon Durca process adds to the electron Durca.

If allowed, the Durca processes produce a rapid (enhanced) cooling of neutron stars. If
they are forbidden, the main reactions are those of the baryon Murca and bremsstrahlung
processes which produce a slow (standard) cooling. The Murca process is a second order
process, in which a bystander neutron or proton participates to allow momentum conserva-
tion (see Table 1). Since this process involves five degenerate fermions, instead of three for
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the Durca process, its efficiency is reduced, simply by phase space limitation, by a factor of
order (T /εF)

2, which gives an overall temperature-dependence T 8 instead of T 6. This re-
duction, for typical conditions in the neutron-star core, amounts to 6 orders of magnitude. It
is certainly the dominant process for not too high densities in absence of pairing, and is the
essence of the “standard cooling scenario”. However, in presence of superfluidity, neutrino
emission by the formation of Cooper pairs (Sect. 3.3) can dominate over the Murca process.

Other neutrino reactions in the core involve neutrino-pair bremsstrahlung in Coulomb
collisions lepton modified Urca processes, electron-positron annihilation, etc. All of them
are not significant under the typical conditions in the non-exotic core. For instance, the
plasmon decay process that is efficient in the neutron star crust (Sect. 2.6.1) is exponentially
suppressed in the core, because the electron plasmon energy in the core (∼�ωp ∼ 10 MeV)
is much larger than the thermal energy.

In a strong magnetic field penetrating into the core, some of the above-mentioned pro-
cesses can be modified, and new channels for neutrino emission may open (see Sect. 4).

2.6.3 Remarks on In-Medium Effects

Neutrino emissivity Qν may be strongly modified by in-medium (collective) effects at the
high densities of neutron stars (see Voskresensky 2001, for a review). For instance, these ef-
fects may result in renormalization of electroweak interaction parameters. Moreover, the in-
medium effects may open new channels for neutrino emission. Voskresensky and Senatorov
(1986) found that the direct and modified Urca processes appreciably exceed the estimates
obtained neglecting the collective effects, provided the density is sufficiently large. On the
other hand, the in-medium effects suppress the nn bremsstrahlung in the neutron-star core
by a factor of 10–20 (Blaschke et al. 1995). According to the study by Schaab et al. (1997),
the medium effects on the emissivity of the Murca process cause a more rapid cooling than
obtained for the standard scenario and result in a strong density dependence, which gives
a smooth crossover from the standard to the enhanced cooling scenario (see Sect. 6.1) for
increasing star masses.

The problem of calculation of the in-medium effects in the neutron star matter is com-
plicated. Various theoretical approaches were used to solve it, results of different techniques
being different typically by a factor of a few (see, e.g., Blaschke et al. 1995, and references
therein). The renormalization of the electroweak coupling is usually taken into account in
an approximate manner by replacing the bare baryon masses mB with effective ones, m∗B
(e.g., Yakovlev et al. 2001). The values of these effective masses should be taken from mi-
croscopic theories.

The in-medium effects are also important for the Cooper-pairing neutrino emission mech-
anism related to baryon superfluidity, as discussed in Sect. 3.3 below, for heat capacity
(Sect. 2.5.3), and for baryon heat conduction (Sect. 2.7.3) in the core of a neutron star.

2.7 Thermal Conductivity

The most important heat carriers in the crust and ocean of the star are the electrons. In the
atmosphere, the heat is carried mainly by photons. In general, the two mechanisms work
in parallel, hence κ = κr + κe , where κr and κe denote the radiative (r) and electron (e)
components of the thermal conductivity κ . The radiative transfer is considered in Paper I. In
this paper we will pay most attention to the electron heat conduction mechanism. Both the
electron and photon heat conduction are affected by strong magnetic fields. We will consider
these effects in Sect. 4.
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Table 2 Main contributions to thermal conductivity

No. Conduction type and regime Referencesa

1b Photon conduction Eqs. (14)–(20) of [1]

– plasma cutoff correction Sect. 3.3 of [2]

– magnetic field modificationsc Eqs. (21)–(23) of [1]

2 Electron conduction in the ocean and the crust: See Appendix A

– Electron-ion/electron-phonon scattering [3] (theory), [4] (public code)

– the effects of magnetic fieldsd [5] (theory), [4] (public code)

– the effects of finite nuclear sizes in the inner crust [6] (theory), [4] (public code)

– Electron scattering on impurities in the crust See Appendix A.4

– Electron-electron scattering:

– strongly degenerate electrons Eqs. (10), (21)–(23) of [7]

– arbitrary degeneracy See Appendix A.3

3 Baryon conduction in the core Eqs. (7), (12), (21), (28)–(30) of [8]

– Effects of superfluiditye Eqs. (45)–(48), (50)–(53) of [8]

4 Lepton conduction in the core Eqs. (4)–(6), (16), (17), (33)–(37) of [9]

– Effects of superfluiditye Eqs. (45), (54)–(61), (84)–(92)f of [9]

Notes:
aReferences: [1] Potekhin and Yakovlev (2001); [2] Potekhin et al. (2003); [3] Potekhin et al. (1999);
[4] http://www.ioffe.ru/astro/conduct/; [5] Potekhin, Potekhin (1996, 1999); [6] Gnedin et al. (2001);
[7] Shternin and Yakovlev (2006); [8] Baiko et al. (2001a); [9] Shternin and Yakovlev (2007)
bFor fully ionized atmospheres only. For partially ionized atmospheres, see references in Potekhin (2014)
cSee Sect. 4.4.1

dSee Sect. 4.4.2
eSee Sect. 3.4

fThe power index 2 should be suppressed at its first occurrences in the third and fourth lines of Eq. (92) of
Ref. [9]

The elementary theory in which the effective collision rate ν of heat carriers with effec-
tive mass m∗ and number density n does not depend on their velocity, gives (Ziman 1960)

κ = anT /m∗ν, (12)

where a is a numerical coefficient: a = 3/2 for a non-degenerate gas, and a = π2/3 for
strongly degenerate particles. (We remind that we use energy units for T ; otherwise a should
be multiplied by the squared Boltzmann constant.)

The most important heat carriers and respective scattering processes that control the ther-
mal conductivity κ are listed in Table 2, and briefly discussed below. The last column of the
table contains references to either analytical fitting formulae or publicly available computer
codes for the evaluation of κ . Figure 4 illustrates the magnitude of κe and characteristic
temperatures in the crust.

2.7.1 Heat Conduction in the Outer Envelopes

Electron heat conduction is the most important process in the neutron star envelopes that
determines thermal luminosity of neutron stars. In this case, m∗ =me

√
1+ x2

r in Eq. (12),
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and ν = νe is mostly determined by electron-ion (ei) and electron-electron (ee) Coulomb
collisions. In the crystalline phase, the electron-ion scattering takes the form of scattering
on phonons (collective ion excitations). The Matthiessen rule (e.g., Ziman 1960) assumes
that effective frequencies of different collisions simply add up, i.e., νe = νei + νee . This is
strictly valid for extremely degenerate electrons (Hubbard and Lampe 1969). In general case
it remains a good estimate, because νei+νee ≤ νe ≤ νei+νee+ δν, where δν	min(νei, νee)
(Ziman 1960). The relative importance of the different types of collisions and practical for-
mulae for evaluation of νe can be different, depending on the composition and phase state
of the plasma (see Appendix A).

Chugunov and Haensel (2007) considered an alternative heat transport by the plasma
ions (phonons in the solid OCP), which works in parallel with the transport by the electrons.
The ion (phonon) heat conduction is usually unimportant in neutron stars. Although the ion
thermal conductivity can be larger than the electron conductivity across the strong magnetic
field, the multidimensional modeling shows that in such cases the heat is mainly transported
by the electrons non-radially (i.e., not straight across the field lines; see Sect. 6).

2.7.2 Heat Conduction in the Inner Crust

The inner crust of a neutron star is characterized by the presence of free neutrons. This has
two important consequences. First, heat transport by neutrons can compete with the transport
by the electrons and phonons. Second, electron-neutron scattering adds to the other electron
scattering mechanisms considered above and in Appendix A.

The thermal conductivity by neutrons, κn, was studied in several papers (e.g., Flowers
and Itoh 1976; Bisnovatyi-Kogan and Romanova 1982). A general expression for κn in
non-superfluid matter is given by Eq. (12) with n = nn, the number density of neutrons,
m∗ =m∗n, the neutron effective mass modified by medium effects, and νn = νni + νnn. The
neutron-neutron collision frequency, νnn, can be calculated in the same manner as in uniform
matter of a neutron-star core (Sect. 2.7.3). However, for strongly degenerate neutrons these
collisions are much less efficient than the neutron-ion ones. Therefore, one can set νn ≈ νni,
at least for order-of-magnitude estimates. For the scattering of the neutrons by uncorrelated
nuclei, νni = nivFn Sni, where vFn = pFn/

√
c2 + (pFn/m∗n)2 is the neutron Fermi velocity and

Sni is the transport cross section. For a crude estimate at sufficiently low neutron energies in
the neutron star crust one can set (e.g., Bisnovatyi-Kogan and Romanova 1982) Sni = πR2

n,
where Rn is the neutron radius of an atomic nucleus (fitted, e.g., in Potekhin et al. 2013).
Estimated in this way, κn is negligible, being at least two orders of magnitude smaller than
κe in the entire inner crust at T � 109 K. However, νni can be strongly affected by ion-ion
correlations and by superfluidity (Sect. 3.4).

In addition, the electron conduction in the inner crust is affected by the size of a nu-
cleus, which becomes non-negligible compared to the mean distance between the nuclei, so
that the approximation of pointlike scatterers is not applicable anymore. Then one should
take into account the form factor, which depends on the size and shape of the charge dis-
tribution in a nucleus. A finite charge distribution reduces νei with respect to the model
of a pointlike charge, thereby increasing the conductivity (Gnedin et al. 2001). The effect
mainly depends on the ratio of the root mean square charge radius of a nucleus Rch to the
Wigner-Seitz cell radius ai. Gnedin et al. (2001) presented fitting formulae for the depen-
dences of the thermal and electrical conductivities on the parameter xnuc = √5/3Rch/ai.
The latter parameter has been fitted as function of density for modern BSk models of nu-
clear matter (Potekhin et al. 2013) and for some other models (Appendix B in Haensel et al.
2007).
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Fig. 4 Iso-contour lines of the electron thermal conductivity κe in the crust, labeled by the value of
log10(κe/erg s−1 cm−1 K−1), using the results of Gnedin et al. (2001). Also shown are the melting curve Tm,
the electron and ion plasma temperatures, Tp,e and Tp respectively, the Debye temperature, ΘD 
 0.45Tp,
that marks the transition from classical to quantum solid and 0.1Tp below which the wholly quantum crystal
regime is realized. The crust composition is the same as in Fig. 2. The right panel only displays the inner
crust but assuming that about 80 % of the dripped neutrons are entrained: the strong reduction of Tp and ΘD
pushes the onset of the wholly quantum regime to lower T . The dashed contour lines illustrate the reduction
of κe from impurity scattering, assuming an impurity parameter Qimp = 1

2.7.3 Heat Conduction in the Core

The first detailed studies of the kinetic coefficients in neutron star cores were performed
by Flowers and Itoh (1979), who constructed the exact solution of the multicompo-
nent system of transport equations in the npe matter. But since the proton fraction is
small and the electron-neutron interaction is weak, the kinetic coefficients can be split
in two almost independent parts—the neutron kinetic coefficients mediated by nucleon-
nucleon collisions and electron kinetic coefficients mediated by the collisions between
charged particles; the proton kinetic coefficients are small. In the non-superfluid npeμ
matter, the neutrons are the main heat carriers at T � 108 K, while the heat trans-
port by leptons e− and μ− is competitive at T � 109 K (Shternin and Yakovlev 2007;
Shternin et al. 2013).

Baryon Heat Conduction Flowers and Itoh (1979) based their calculations on the free
nucleon scattering amplitudes, neglecting the Fermi-liquid effects and nucleon many-body
effects. Their results were later reconsidered by Baiko et al. (2001a).

The thermal conductivity is written in the form analogous to Eq. (12):

κn = π
2T neτn

3m∗n
, κp = π

2T npτp

3m∗p
, (13)

where the effective relaxation times τn and τp are provided by solution of the system of
algebraic equations (e.g., Shternin et al. 2013)

∑
j=n,p

νij τj = 1, νij =
64m∗i m

∗2
j T

2

5m2
N�

3
Sij (i, j = n,p), (14)
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where νij are effective collision frequencies, mN is the bare nucleon mass in vacuo, and Sij
are the effective cross-sections.

Many-body effects in the context of transport coefficients of pure neutron matter were
first addressed by Wambach et al. (1993) and later reconsidered in many papers. There are
two kinds of these effects: the three-body part of the effective potential for the nucleon-
nucleon interactions and the in-medium effects (cf. Sect. 2.6.3) that affect nucleon-nucleon
scattering cross-sections. Baiko et al. (2001a) calculated Sij in the approximation of pairwise
interactions between nucleons with appropriate effective masses, using the Bonn potential
model for the elastic nucleon-nucleon scattering (Machleidt and Holinde 1987) with and
without the in-medium effects. They presented the results in the form Sij = S(0)ij Kij , where

S
(0)
ij corresponds to scattering of bare particles, and Kij describes the in-medium effects.

They also constructed a simple analytical fits to their results for S(0)ij and Kij (referenced in
Table 2).

Shternin et al. (2013) studied the many-body effects on the kinetic coefficients of nu-
cleons in the npeμ matter in beta equilibrium using the Brueckner-Hartree-Fock (BHF)
method. According to this study, the three-body forces suppress the thermal conductivity.
This suppression is small at low densities but increases to a factor of ∼4 at the baryon num-
ber density of nb = 0.6 fm−3. However, the use of the effective masses partly grasps this
difference. For this reason it proves to be sufficient to multiply the conductivities obtained
in the effective-mass approximation (Baiko et al. 2001a) by a factor of 0.6 to reproduce the
BHF thermal conductivity (Shternin et al. 2013) with an accuracy of several percent in the
entire density range of interest.

Lepton Heat Conduction The up-to-date electron and muon contributions to thermal
conductivities of neutron star cores were calculated by Shternin and Yakovlev (2007). Their
treatment included the Landau damping of electromagnetic interactions owing to the ex-
change of transverse plasmons. This effect was studied by Heiselberg and Pethick (1993)
for a degenerate quark plasma, but was neglected in the previous studies of the lepton
heat conductivities in the npeμ matter (e.g., Flowers and Itoh 1981; Gnedin and Yakovlev
1995).

The electron and muon thermal conductivities are additive, κeμ = κe + κμ, and can be
written in the familiar form of Eq. (12):

κe = π
2T neτe

3m∗e
, κμ = π

2T nμτμ

3m∗μ
, (15)

where κe and κμ are the partial thermal conductivities of electrons and muons, respectively;
ne and nμ are number densities of these particles, m∗e and m∗μ are their dynamical masses
at the Fermi surfaces, determined by their chemical potentials. In neutron star cores at beta
equilibrium these chemical potentials are equal, therefore m∗e =m∗μ. The effective electron
and muon relaxation times can be written as (Gnedin and Yakovlev 1995)

τe =
νμ − ν ′eμ

νeνμ − ν ′eμν ′μe
, τμ =

νe − ν ′μe
νeνμ − ν ′eμν ′μe

, (16)

where νe =∑i νei = νee + νeμ + νep and νμ =∑i νμi = νμμ + νμe + νμp are the total ef-
fective collision frequencies of electrons and muons with all charged particles i = e,μ,p;
νei and νμi are partial effective collision frequencies, while ν ′eμ and ν ′μe are additional ef-
fective collision frequencies, which couple heat transport of the electrons and muons. All
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these collision frequencies can be expressed as multidimensional integrals over momenta
of colliding particles. Shternin and Yakovlev (2007) calculated these integrals in the weak-
screening approximation and described the results by simple analytical formulae (referenced
in Table 2). In the case of strongly degenerate ultra-relativistic leptons, which is typical for
neutron star cores, the latter authors obtained a much simpler expression, which can be
written as

κe,μ ≈ 20.8c(pFe,μ/�)
2. (17)

3 Superfluidity and Superconductivity

Soon after the development of the BCS theory (Bardeen et al. 1957), which explains su-
perconductivity by Cooper pairing of fermions (Cooper 1956), Bohr et al. (1958) argued
that the same phenomenon of pairing is occurring inside nuclei (later this suggestion was
confirmed experimentally). Migdal (1960) extended the idea to the interior of neutron stars.
Ginzburg and Kirzhnits (1965) formulated a number of important propositions concerning
neutron superfluidity in the interior of neutron stars, the formation of Feynman-Onsager
vortices, a critical superfluidity temperature (Tc � 1010 K) and its dependence on the den-
sity (ρ ∼ 1013–1015 g cm−3), and discussed the influence of neutron superfluidity on heat
capacity and therefore on the thermal evolution of a neutron star. Baym et al. (1969) and
Ginzburg (1970) analyzed the consequences of neutron superfluidity and proton supercon-
ductivity: rotation of the superfluid component in the form of quantized vortices and splitting
of the internal stellar magnetic field into fluxoids (Sect. 4.3.4). Later many different authors
considered various types of pairing of nucleons, hyperons, or quarks using different model
potentials.

Although we will not consider exotic models of neutron star cores, let us mention that su-
perfluidity is possible in these models as well. For instance, Takatsuka and Tamagaki (1995)
reviewed calculations of neutron and proton superfluid gaps in pion condensed matter. Some
authors have discussed superfluidity in quark matter (e.g., Stejner et al. 2009). If hyperons
are present, they can also be in a superfluid state (Balberg and Barnea 1998). For a detailed
recent review of superfluidity in the interiors of neutron stars, see Page et al. (2014).

3.1 Pairing Types and Critical Temperatures

The Cooper pairing appears as a result of the attraction of particles with the anti-parallel
momenta,which is expected to occur, at low enough temperature, in any degenerate system
of fermions in which there is an attractive interaction between particles whose momenta p

lie close to the Fermi surface (Cooper 1956). The strength of the interaction determines the
critical temperature Tc at which the pairing phase transition will occur. In a normal system
the particle energy ε varies smoothly when the momentum crosses the Fermi surface, while
in the presence of pairing a discontinuity develops, with a forbidden energy zone having
a minimum width of 2�pair at p = pF, which can be regarded as the binding energy of a
Cooper pair.

The BCS equations that describe symmetric nuclear matter in atomic nuclei and asym-
metric neutron-rich matter in neutron stars have much in common but have also some dif-
ferences. For instance, pairing in atomic nuclei takes place in the singlet state of a nu-
cleon pair. In this case, the energy gap is isotropic, that is independent of the orienta-
tion of nucleon momenta. On the other hand, one can expect triplet-state pairing in the
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Fig. 5 Critical temperatures of singlet neutron (left panel), triplet neutron (middle panel), and singlet proton
(right panel) superfluidities in the inner crust and core of a neutron star, as functions of gravitational mass
density ρ, for different superfluidity models, as marked near the curves (see Ho et al. 2015): AO (Amundsen
and Østgaard 1985a, 1985b), AWP2 (Ainsworth et al. 1989), BCLL (Baldo et al. 1992), BEEHS (Baldo
et al. 1998), BS (Baldo and Schulze 2007), CCDK (Chen et al. 1993), GIPSF (Gandolfi et al. 2008), MSH
(Margueron et al. 2008), SFB (Schwenk et al. 2003), TTav and TToa (Takatsuka and Tamagaki 2004)

neutron-star matter, which leads to anisotropic gap. Singlet-state neutron superfluidity de-
velops in the inner neutron star crust and disappears in the core, where an effective neutron-
neutron singlet-state attraction transforms into repulsion. Triplet-state neutron superfluid-
ity appears in the neutron-star core. Protons in the core can undergo the singlet-state pair-
ing.

The triplet pair states may have different projectionsmJ of the total pair momentum onto
the quantization axis: |mJ | = 0, 1, and 2. The actual (energetically favorable) state may be
a superposition of states with different mJ . Owing to uncertainties of microscopic theories
this state is still unknown; it depends possibly on density and temperature. In simulations
of neutron star cooling, one usually considers the triplet-state pairing with |mJ | = 0 and 2,
since their effects on the heat capacity and neutrino luminosity are qualitatively different
(e.g., Yakovlev et al. 1999b, 2001).

The critical temperature Tc is very sensitive to the strength of the repulsive core of the
nucleon-nucleon interaction. It is related to the superfluid energy gap by Tc = 0.5669�pair

for the singlet gap (e.g., Lifshitz and Pitaevskiı̆ 2002, Sect. 40). For the triplet gap, the sit-
uation is more complicated, because the gap is anisotropic (e.g., Amundsen and Østgaard
1985b; Baldo et al. 1992; Yakovlev et al. 1999b). Examples of the dependence of Tc on
gravitational mass density in the crust and core of a neutron star are shown in Fig. 5. Here,
we employed the gap parametrization of Kaminker et al. (2001) with the parameter values
and notations for different models of superfluidity according to Ho et al. (2015) together
with the ρ-dependences of free-nucleon number densities nn and np from the fits (Potekhin
et al. 2013) for the BSk21 model of crust and core composition. Figure 5 demonstrates a
large scatter of theoretical predictions, but also general features. We see that the 1S0 su-
perfluidity of neutrons occurs mostly in the inner crust and the 3P2 superfluidity mostly in
the core. The critical temperatures of neutrons in the triplet states, Tcn(

3P2), and protons,
Tcp(

1S0), have usually a maximum at a supranuclear density ρ > ρ0. Typical magnitudes of
Tc vary from one model to another within a factor of a few. Neutron 3P2 superfluidity has,
in general, much lower Tc than 1S0 pairing of neutrons in the inner crust and protons in the
core.
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3.2 Superfluid Effects on Heat Capacity

Once a component x of the neutron star matter becomes superfluid, its specific heat cv,x is
strongly altered. When T reaches Tc,x, the critical temperature for the pairing phase transi-
tion, cv,x jumps by a factor � 2. However, as T continues to decrease, the heat capacity be-
comes progressively suppressed. At T 	 Tc the energy gap in the nucleon spectrum strongly
reduces the heat capacity even compared to its value in the absence of pairing. These effects
are implemented in numerical calculations through “control functions” Rc(T /Tc,x) as

cv,x =Rcc
(0)
v,x, (18)

where c(0)v,x denotes the value in the normal phase, Eq. (10). The control function depends
on the type of pairing. This dependence was studied by Levenfish and Yakovlev (1994).
Analytical fitting formulae for Rc in the npeμ matter for the main types of superfluidity
listed above are given by Eq. (18) of Yakovlev et al. (1999b).1

Three examples of the control functions, calculated according to Yakovlev et al. (1999b)
(with the correction mentioned in footnote 1), are shown in the left panel of Fig. 6. One
can notice that cv,x nearly vanishes when T drops below ∼0.1Tc,x. Therefore, in the case of
extensive pairing of baryons, the heat capacity of the core can be reduced to its leptonic part.
This would result in a drastic reduction of the total specific heat, as already demonstrated
by the heavy long-dashed line in Fig. 1, where we adopted MSH, TToa (assuming mJ = 0),
and BS superfluidity models for neutrons in the crust and core, and protons in the core,
respectively, according to the notations in the caption to Fig. 5.

Another example of the distribution of cv among the various core constituents is shown
in the right panel of Fig. 6. Here, we have adopted SFB, BEEHS (with mJ = 0), and BCLL
pairing gaps. The behavior of cv as function of ρ proves to be qualitatively similar for
different sets of superfluid gap models. In all cases this behavior strongly differs from that
for unpaired nucleons, which is shown by thin lines for comparison.

3.3 Superfluid Effects on Neutrino Emission

The enormous impact of pairing on the cooling comes directly from the appearance of the
energy gap�pair at the Fermi surface which leads to a suppression of all processes involving
single particle excitations of the paired species. When T 	 Tc the suppression is of the order
of e−�pair/T and hence dramatic. Its exact value depends on the details of the phase space
involved in each specific process. In numerical calculations it is introduced as a control
function. As well as for the heat capacity, for the neutrino emissivity one writes

Qν =R(processtype)
(pairingtype) Q

(0)
ν , (19)

where Q(0)ν relates to the same process in the absence of pairing. These control functions
(reduction factors) are available in the form of analytical fits, referenced in Table 1.

The superfluidity not only reduces the emissivity of the usual neutrino reactions but also
initiates a specific “pair breaking and formation” (PBF) neutrino emission mechanism. The
superfluid or superconducting condensate is in thermal equilibrium with the single particle

1In the latter paper, an accidental minus sign in front of the term (0.2846v)2 in the denominator of the fitting

formula for Rc in the case of “type C” (3P2, |mJ | = 2) superfluidity must be replaced by the plus sign
(Yakovlev, personal communication).
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Fig. 6 Left panel: Specific heat control functions for the 1S0, 3P2 (mJ = 0), and 3P2 (|mJ | = 2) types of
pairing listed in Sect. 3.1. The inset displays the same functions on a logarithmic scale. Right panel: Total and
partial specific heats near the bottom of the crust and in the core of a neutron star at T = 108 K as functions
of density. The solid lines show the total cv, and the other lines show the contributions of electrons (e−),
neutrons (n), nuclei (N , in the crust), muons and protons (μ− and p, in the core). Thin lines show results of
a calculation with nucleons assumed to be unpaired, and thick lines take pairing into account. The top axis
shows the volume contained inside a sphere with given ρ for a 1.4M� neutron star. The stellar structure and
composition are adopted from the BSk21 model

(“broken pairs”) excitations and there is continuous formation and breaking of Cooper pairs.
The formation of a Cooper pair liberates energy which can be taken away by a ν–ν̄ pair
(Flowers et al. 1976; Voskresensky and Senatorov 1987). This effect is most pronounced
near the Fermi surface. When T falls below Tc, the neutrino emissivity produced by the
Cooper pairing sharply increases. The PBF mechanism is sensitive to the model adopted for
calculating the superfluid gaps in the baryon spectra: it is more important for lower gaps
(weaker superfluid). Its emissivity is a sharp function of density and temperature. The main
neutrino energy release takes place in the temperature interval between ∼Tc/5 and Tc. The
control functions and the intensity of the Cooper-pair neutrino emission are available as
analytical fits collected by Yakovlev et al. (2001) (see references therein for the original
derivations), as indicated in Table 1 above.

Voskresensky and Senatorov (1987) noticed that the PBF mechanism is sensitive to the
in-medium renormalization of the nucleon weak-interaction vertex due to strong interactions
(cf. Sect. 2.6.3). Later this effect has been reexamined in many papers for different types of
baryon pairing—see Leinson, Leinson (2009, 2010) for modern results and a critical analysis
of previous works. The net result is that the collective effects virtually kill down the PBF
emission for the singlet pairing of nucleons, but leave this mechanism viable for the triplet
pairing. Quantitatively, PBF emissivity estimated without in-medium effects (Yakovlev et al.
1999a) has to be multiplied by a small factor of (pF/m

∗c)2 in the 1S0 case, but by a moderate
factor of≈0.19 in the 3P2 case. This result lies at the basis of the “minimal cooling scenario”
and the explanation of the observed fast cooling of the neutron star in the Cassiopeia A
supernova remnant (see Sect. 6).

Superconductivity of protons may also induce another type of neutrino emission,
electron-fluxoid scattering, in the presence of a strong magnetic field. It will be addressed in
Sect. 4.3.
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3.4 Superfluid Effects on Heat Conduction

The effects of nucleon superfluidity on the heat transport in neutron stars were discussed
qualitatively by Flowers and Itoh (1976, 1981). The thermal conductivity of electrons and
muons was reconsidered by Gnedin and Yakovlev (1995) and later by Shternin and Yakovlev
(2007), who obtained accurate analytical expressions valid for a wide class of models of su-
perfluid and non-superfluid matter. Baiko et al. (2001a) reanalyzed the thermal conduction
by neutrons, utilizing some new developments in the nucleon–nucleon interaction theory.
The latter authors showed that the low-temperature behavior of the nucleon thermal conduc-
tivity is very sensitive to the relation between critical temperatures of neutrons and protons.

The lepton heat conduction in the core can also be affected by proton superconductivity,
because superconductivity modifies the transverse polarization function and screening func-
tions in neutron-star matter. These effects were studied by Shternin and Yakovlev (2007).
These authors, as well as Baiko et al. (2001a), managed to describe the effects of superflu-
idity by analytical functions, which facilitate their inclusion in simulations of neutron-star
thermal evolution (see Table 2).

In the presence of neutron superfluidity, there may be another channel of heat transport,
the so-called convective counterflow of the normal component of matter with respect to the
superfluid one. This mechanism is known to be quite effective in superfluid helium (e.g.,
Tilley and Tilley 1990), but in the context of neutron stars the situation is unclear and has
not been studied in sufficient detail.

Heat can also be transported through the neutron star crust by collective modes of su-
perfluid neutron matter, called superfluid phonons (Aguilera et al. 2009). At ρ ≈ 1012–
1014 g cm−3 the conductivity due to superfluid phonons was estimated to be significantly
larger than that due to lattice phonons and comparable to electron conductivity when
T ≈ 108 K. The authors found that this mode of heat conduction could limit the anisotropy
of temperature distribution at the surface of highly magnetized neutron stars. However, new
studies of the low-energy collective excitations in the inner crust of the neutron star (Chamel
2012; Chamel et al. 2013), including neutron band structure effects, show that there is a
strong mixing between the Bogoliubov-Anderson bosons of the neutron superfluid and the
longitudinal crystal lattice phonons. In addition, the speed of the transverse shear mode is
greatly reduced as a large fraction of superfluid neutrons are entrained by nuclei. This re-
sults in an increased specific heat of the inner crust, but also in a decrease of the electron
thermal conductivity. On the other hand, the entrainment of the unbound neutrons decreases
the density of conduction neutrons, i.e., neutrons that are effectively free. The density of
the conduction neutrons can be much smaller than the total density of unbound neutrons
(Chamel 2012), which results in a decrease of the neutron thermal conductivity.

4 The Effects of Strong Magnetic Fields

4.1 Magnetic-Field Parameters

Convenient dimensionless parameters that characterize the magnetic field in a plasma are
the ratios of the electron cyclotron energy �ωc to the atomic unit of energy, electron rest
energy, and temperature:

γ = �
3B

m2
ece

3
= B

B0
, b= �eB

m2
ec

3
= B

BQED
, ζe = �ωc

T
= 134.34

B12

T6
. (20)
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Here, ωc = eB/mec is the electron cyclotron frequency, B0 = 2.3505× 109 G is the atomic
unit of magnetic field, BQED = 4.414× 1013 G is the critical field in Quantum Electrody-
namics (Schwinger 1988), and B12 ≡ B/1012 G.

Motion of charged particles in a magnetic field is quantized in discrete Landau levels.
In the non-relativistic theory, the energy of an electron in a magnetic field equals N�ωc +
mep

2
z /2, where pz is the momentum component along B , N = nL + 1

2 ∓ 1
2 characterizes

a Landau level, the term ∓ 1
2 is the spin projection on the field, and nL is the non-negative

integer Landau number related to the quantization of the kinetic motion transverse to the
field. In the relativistic theory (e.g., Sokolov and Ternov 1986), the kinetic energy ε of an
electron at the Landau level N depends on its longitudinal momentum pz as

εN(pz)= c
(
m2
ec

2 + 2�ωcmeN + p2
z

)1/2 −mec2. (21)

The levels N � 1 are double-degenerate with respect to the spin projection s. Their splitting
δε due to the anomalous magnetic moment of the electron is negligible, because it is much
smaller than �ωc (e.g., Schwinger 1988; Suh and Mathews 2001):

δε ≈ αf

2π
×
{
�ωc at b	 1,

mec
2[lnb− 1.584]2 at b� 1,

(22)

where αf is the fine structure constant.
The Landau quantization becomes important when the electron cyclotron energy �ωc

is at least comparable to both the electron Fermi energy εF and temperature T . If �ωc is
appreciably larger than both εF and T , then the electrons reside on the ground Landau level,
and the field is called strongly quantizing. The condition �ωc > T is equivalent to ζe > 1.
The condition �ωc > εF,e translates into ρ < ρB , where

ρB ≈ 7045Y−1
e B

3/2
12 g cm−3. (23)

In the opposite limit, where either ζe 	 1 or ρ � ρB , the field can be considered as non-
quantizing.

For the ions, the cyclotron energy is �ωci = Z(me/mi)�ωc, and the Landau quantization
is important when the parameter

ζi = �ωci/T = 0.0737(Z/A)B12/T6 (24)

is not small. The energy spectrum of an ion essentially differs from Eq. (21) because of the
non-negligible anomalous magnetic moments. In the non-relativistic theory, the energy of
an ion equals ε = (nL + 1

2 )�ωci + mip
2
z /2 + 1

4giζisi, where nL is the ion Landau number,
pz is the longitudinal momentum, gi is the g-factor (gi = 2 in the Dirac theory, but, e.g.,
gi = 5.5857 for the protons), and si is the integer quantum number corresponding to the
spin projection on B in units of �/2. If the ions are relativistic, the situation is much more
complicated. For baryons with spin 1

2 (e.g., protons) the energy spectrum was derived by
Broderick et al. (2000).

4.2 Magnetic Field Effects on the Equation of State and Heat Capacity

4.2.1 Magnetized Core

A magnetic field can affect the thermodynamics of the Coulomb plasmas, if the Landau
quantization is important, i.e., under the conditions that are quantified in Sect. 4.1. In partic-
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ular, Eq. (23) can be recast into

B �
(
3.8× 1019 G

)(
Yenb/fm

−3
)2/3
. (25)

We have nb ∼ 0.1 fm−3 near the crust-core interface, and Ye is typically several percent
throughout the core. Therefore, the electron component of pressure in the core might be
affected by the fields B � 1018 G.

One can easily generalize Eq. (25) for other fermions (μ-mesons, nucleons) in the ideal-
gas model. In this case, Ye should be replaced by the number of given particles per baryon,
and the right-hand side should be multiplied by mμ/me = 206.77 for muons and ∼103 (of
the order of nucleon-to-electron mass and electron-to-nucleon magnetic moment ratios) for
protons and neutrons. Accordingly, the partial pressures of muons and nucleons in the core
cannot be affected by any realistic (B � a few × 1018 G) magnetic field.

Broderick et al. (2000) developed elaborated models of matter in ultra-magnetized cores
of neutron stars. They considered not only the ideal npeμ gas, but also interacting matter
in the framework of the relativistic mean field (RMF) model. The magnetic field affects
their EoS at B � 1018 G. As follows both from the estimates based on the virial theorem
(Lai and Shapiro 1991) and from numerical hydrodynamic simulations (e.g., Frieben and
Rezzolla 2012), and references therein), this field is close to the upper limit on B for dy-
namically stable stellar configurations. The effect is even smaller when the magnetization
of matter is included consistently in the EoS (Chatterjee et al. 2015). Therefore, it is un-
likely that a magnetic modification of the EoS could be important in the cores of neutron
stars.

4.2.2 Magnetized Crust and Ocean

At B � 1016 G, nuclear shell energies become comparable with the proton cyclotron en-
ergy. Thus the interaction of nucleon magnetic moments and proton orbital moments with
magnetic field may cause appreciable modifications of nuclear shell energies. These mod-
ifications and their consequences for magnetars were studied by Kondratyev et al. (2001),
who found large changes in the nuclear magic numbers under the influence of such mag-
netic fields. This effect may alter significantly the equilibrium chemical composition of a
magnetar crust.

Muzikar et al. (1980) calculated the triplet-state neutron pairing in magnetized neutron-
star cores. According to these calculations, magnetic fields B � 1016 G make the superfluid-
ity with nodes at the Fermi surface energetically preferable to the usual superfluidity without
nodes. Accordingly, the superfluid reduction factors for the heat capacity and neutrino emis-
sivity (the control functions) may be different in ultra-strong fields.

Chamel et al. (2012) studied the impact of superstrong magnetic fields on the com-
position and EoS of the neutron star crust. In particular, they found that the neutron-
drip pressure increases almost linearly by 40 % from its zero-field value in the interval
1016 G < B < 5 × 1016 G. With further increase of the field strength, the drip pressure
becomes directly proportional to B .

Thus the ultra-strong fields B � 1016 G can affect various aspects of the physics of the
inner crust in quite non-trivial way. Hereafter we will consider only fields B � 1016 G. They
can be quantizing in the outer crust of a neutron star, but not in the inner crust or the core. An-
alytical fitting formulae for the thermodynamic functions of the electron-ion plasmas in such
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Fig. 7 Left panel: Normalized pressure P/niT ; entropy S and heat capacity CV per one ion, and logarithmic
derivatives of pressure over density and temperature, χρ and χT , for a fully-ionized non-magnetic (dashed

lines) and magnetized (B = 1012 G, solid lines) iron plasma at T = 107 K. The vertical dotted lines mark
the densities at which the electron Fermi temperature equals T without (1) or with (2) the magnetic field,
ρ = ρB (3), ΓC = Γm (4), and Tp = T (5). (Figure 6 from Potekhin and Chabrier 2013, reproduced with the

permission of ©ESO.) Right panel: Normalized thermal phonon contribution to the reduced heat capacity as
a function of log10(T /Tp) at different values of the ratio �ωci/Tp, marked near the curves

fields, as well as a computer code that implements these fits,2 were published by Potekhin
and Chabrier (2013). Such fields affect the electron part of thermodynamic functions in the
outer envelopes only, as illustrated in the left panel of Fig. 7 in the case of fully-ionized iron
at T = 107 K and B = 1012 G (for illustration, the density range is extended to ρ � 105

neglecting the bound states that can be important in this ρ–T domain). We plot the principal
thermodynamic quantities normalized per one ion as functions of density. For comparison
we also show them in the absence of quantizing magnetic field. The vertical dotted lines
marked by numbers separate different characteristic domains, consecutively entered with
increasing density: onset of electron degeneracy at B = 0 and at B = 1012 G, population
of excited Landau levels (ρ = ρB ), melting point with formation of a classical Coulomb
crystal (Tm = T ), and onset of the quantum effects in the crystal (Tp = T ). The gradually
decreasing oscillations correspond to consecutive filling of the electron Landau levels. The
magnetic field B = 1012 G does not affect the ion contributions at this T .

The contributions of ions to the thermodynamic functions are affected by the magnetic
field if the parameter ζi, defined by Eq. (24), is large. This may occur in a superstrong field
of a magnetar. The right panel of Fig. 7 illustrates the effects of a superstrong field on cv,i for
the model of a harmonic Coulomb crystal (Baiko 2009). Here we plot the thermal phonon
contribution to the heat capacity of the bcc Coulomb lattice calculated as the derivative
cv = T ∂S/∂T of the fit to the phonon entropy S given by Eq. (77) of Potekhin and Chabrier
(2013). This approximation is more accurate for the heat capacity than the alternative ap-
proximation that provides exact fulfillment of the Maxwell relations (Eq. (80) of the same
paper). The three steps on the curves in the right panel of Fig. 7 correspond to contributions
of three branches of the phonon spectrum, which are affected differently by the quantizing
magnetic field.

2Also available at http://www.ioffe.ru/astro/EIP/.
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4.3 Magnetic Field Effects on Neutrino Emission

4.3.1 Magnetic Durca Process

We have mentioned in Sect. 2.6.2 that the Durca reaction is the most efficient neutrino
emission process, but it can only operate above a certain threshold density in the central
parts of the cores of sufficiently massive neutron stars. Leinson and Pérez (1998) noted
that a superstrong magnetic field can substantially weaken this requirement. An accurate
study of this effect was performed by Baiko and Yakovlev (1999). They showed that the
border between the open and closed Durca regimes is smeared out over some B-dependent
scale and described this smearing by simple formulae. In practice this effect should be very
important for neutron stars with B � 1016 G. At less extreme fields (1014 G � B � 1016 G)
it is important for neutron stars whose mass happens to be close (within a few percent) to
the Durca threshold mass. Baiko and Yakovlev (1999) also showed that a strong magnetic
field has a non-trivial effect (oscillations of the reaction rate) in the permitted domain of the
Durca reaction, but the latter effect, albeit interesting, appears to be unimportant.

4.3.2 Pair Annihilation

The e−e+ pair annihilation process in strong magnetic fields was studied by Kaminker et al.
(1992) and Kaminker and Yakovlev (1994). In a hot, non-degenerate plasma (T � 1010 K)
only ultra-strong magnetic fields B � 1016 G can significantly affect the neutrino emissivity.
Such fields can be quantizing in the ρ − T domain where the pair emission dominates (see
Fig. 3). They amplify Qpair by increasing the number densities of electrons and positrons
via very strong quantization of their motion. Lower fields may also influence Qpair but less
significantly. A field B ∼ 1014 G may quantize the motion of positrons at T � 109 K and
increase the positron number density. In this way the presence of a strong magnetic fields
greatly enhances Qpair in a not too hot plasma. However, this enhancement usually takes
place where the pair annihilation emissivity is much lower than the contribution from other
neutrino reactions, and therefore it is unimportant for studies of neutron-star thermal evolu-
tion.

4.3.3 Synchrotron Radiation

A relativistic electron propagating in the magnetic field can emit neutrinos because of its
rotation around the magnetic field lines. This process is quite analogous to the usual syn-
chrotron emission of photons. The calculation of the corresponding neutrino emissivity,
Qsyn, is similar to that of the pair annihilation process. It was studied, e.g., by Kaminker
et al. (1992), Vidaurre et al. (2013), and Bezchastnov et al. (1997). In Fig. 8 we show the
plot of Qsyn on the ρ − T plane for two field strengths typical for magnetars, B = 1014 G
and 1015 G. It is clear from this plot that the synchrotron process can be dominant in the
crust of magnetars in a large temperature range.

4.3.4 Electron-Fluxoid Scattering

The internal stellar magnetic field can be confined in the crust or be distributed over the
entire star. In the latter case, a transition to a superconducting state in the course of stellar
cooling is accompanied by a dramatic change in the spatial structure of the magnetic field.
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Fig. 8 Neutrino emissivity in a magnetized crust from the synchrotron processes for two, uniform, magnetic
field strengths of 1014 G (left panel) and 1015 G (right panel). The contour lines are labeled by the value of
log10[Qν/(erg cm−3 s−1)]. Regions where this process dominates over the ones shown in Fig. 3 are lightly
shadowed (in yellow) and regions where it dominates by more than a factor of 10 are darkly shadowed (in
orange). The two dotted lines show the dominance transitions between the three processes presented in Fig. 3.
(Also indicated is the ion melting curve, dashed line.)

Initially homogeneous field splits into an ensemble of Abrikosov fluxoids—quantized mag-
netic flux tubes, which contain a superstrong magnetic field, embedded in the field-free su-
perconducting medium. Neutrino synchrotron radiation is then modified and may be treated
as neutrino pair emission due to scattering of electrons on the fluxoids. This mechanism was
studied by Kaminker et al. (1997), who obtained an analytical fit to the corresponding neu-
trino emissivity (referenced in Table 1). The concentration of the field within the fluxoids
amplifies the neutrino emissivity, compared to the usual synchrotron regime, when temper-
atures drops below the critical one for the protons, Tcp . As long as T is not much lower than
Tcp , the Cooper pairing mechanism remains much more powerful (unless B � 1016 G, in
which case the electron-fluxoid scattering may be more powerful at any T ). At T 	 Tcp ,
the electron-fluxoid scattering becomes the dominant neutrino emission mechanism for the
neutron stars with strong and superstrong fields (B � 1012 G).

4.4 Magnetic Field Effects on Heat Conduction

4.4.1 Photon Heat Conduction

The thermal conductivity κ is related to the opacity κ by the equation

κ = 16σSBT
3

3ρκ
, (26)

where σSB is the Stefan-Boltzmann constant. The spectral radiative opacities for two nor-
mal polarization modes in strongly magnetized neutron-star photospheres are reviewed in
Paper I. These opacities, κω,j (θB), where j = 1,2 marks the extraordinary and ordinary
polarization modes, depend on the angle θB between the wave vector and magnetic field. In
the diffusion approximation, they combine into the effective opacities for the transport along
(κ‖ω,j ) and across (κ⊥ω,j ) magnetic field according to

{
(κ

‖
ω,j )

−1

(κ⊥ω,j )
−1

}
= 3

4

∫ π

0

{
2 cos2 θB
sin2 θB

}
sin θBdθB
κω,j (θB)

. (27)

Reprinted from the journal 274



Neutron Stars—Cooling and Transport

The effective opacity for energy transport at angle θ to B in each polarization mode is given
by 1/κ̄j = cos2 θ/κ̄

‖
j + sin2 θ/κ̄⊥j , where κ̄ is the Rosseland mean of κω ,

1

κ̄j
≡
∫ ∞

0

u(z)

κω,j
dz, u(z)= 15

4π4

z4ez

(ez − 1)2
, z= �ω

T
. (28)

For fully ionized plasmas, the radiative opacities are contributed from the free-free ab-
sorption and Thomson scattering. Silant’ev and Yakovlev (1980) studied the Rosseland
opacities for a non-polarized radiation in magnetized fully ionized plasmas

κ
‖,⊥
r = [1/κ̄‖,⊥1 + 1/κ̄‖,⊥2

]−1
(29)

using the Born approximation for the free-free contribution. Potekhin and Yakovlev (2001)
obtained simple analytical fits for κ‖,⊥r , including a correction to the Born approximation,
as functions of ρ, T , Z, A, and the magnetic-field parameter ζe defined by Eq. (20). Asymp-
totically, κr ∝ ζ−2

e at ζe→∞.
At finite but large ζe , the radiative opacities of fully ionized matter are strongly reduced.

The reduction is ∼10 times stronger for the Thomson scattering than for the free-free ab-
sorption. In deep, strongly magnetized photospheric layers the Thomson scattering domi-
nates only if T6 � 10ρ2/7 � 10B2/7

12 ; otherwise the free-free absorption prevails (Potekhin
and Yakovlev 2001).

The outermost envelopes of neutron stars can be incompletely ionized in the cases of
large Z or B . The presence of bound species can strongly affect the radiative opacities
and the spectrum of emitted radiation, as discussed in Paper I. However, the layers that are
responsible for the heat flux from the interior of the neutron star to the surface, as a rule,
lie at sufficiently large densities, where the plasma is fully ionized by pressure. Therefore
the bound species are usually unimportant for the effective surface temperature of a neutron
star.

4.4.2 Electron Heat Conduction

A non-quantizing magnetic field does not affect thermodynamic functions of the plasma.
However, it does affect the electron heat conduction, if the Hall magnetization parameter

ωgτ ≈ 1760
B12√
1+ x2

r

τ

10−16 s
(30)

is not small. Here, ωg = ωc/
√

1+ x2
r is the electron gyrofrequency, and τ is the effective

relaxation time. In a degenerate Coulomb plasma with a non-quantizing magnetic field, the
main contribution is given by the electron-ion scattering according to Appendix A.3. This
regime has been studied by Yakovlev and Urpin (1980).

Electric and thermal currents induced in a magnetized plasma under the effect of an
electric field E, a weak gradient ∇μ of the electron chemical potential, and a weak temper-
ature gradient ∇T can be decomposed into conduction and magnetization components (e.g.,
Hernquist 1984). The latter ones relate to surface effects and must be subtracted. Let j e and
jT be the conduction components of the electric and thermal current densities. They can be
written as

j e = σ̂ ·E∗ − α̂ · ∇T , jT = β̂ ·E∗ − ˆ̃κ · ∇T , (31)
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where E∗ = E + ∇μ/e is the electrochemical field. The symbols σ̂ , α̂, β̂ , and ˆ̃κ denote
second-rank tensors (σ̂ is the conductivity tensor) which reduce to scalars at B = 0. Equa-
tions (31) can be rewritten as

E∗ = R̂ · j e − Q̂ · ∇T , jT =−T Q̂ · j e − κ̂ · ∇T , (32)

where R̂ = σ̂−1, Q̂ = −R̂ · α̂, and κ̂ = ˆ̃κ + T α̂ · Q̂ are the tensors of specific resistance,
thermopower, and thermal conductivity, respectively.

Electron heat and charge transport controlled by electron-ion collisions in quantizing
magnetic fields of neutron stars was studied by Kaminker and Yakovlev (1981), Yakovlev
(1984), Hernquist (1984), Potekhin (1996, 1999). The components of tensors σ̂ , α̂, and ˆ̃κ
can be expressed as (Potekhin 1999)

⎧⎨
⎩
σij
αij
κ̃ij

⎫⎬
⎭=

∫ ∞

0

⎧⎨
⎩

e2

e(μ− ε)/T
(μ− ε)2/T

⎫⎬
⎭

NB(ε)

ε/c2
τij (ε)

[
− ∂
∂ε

1

e(ε−μ)/T + 1

]
dε, (33)

where

NB(ε)= 1

2π2a2
m�

Nmax∑
N=0

(2− δN,0)|pz|, (34)

Nmax is the maximum Landau number for a given electron energy ε, and |pz| depends on
ε and N according to Eq. (21). In a non-quantizing magnetic field, i.e., at Nmax � 1, the
sum can be replaced by the integral, which gives NB(ε)= (p/�)3/3π2, where p is the mo-
mentum that corresponds to the energy ε. The functions τij (ε) play role of relaxation times

for the components of tensors σ̂ , α̂, and ˆ̃κ , determined by electron scattering. In general,
they differ from the mean free time τei(ε)= 1/νei(ε) between scattering events for an elec-
tron with energy ε. Because of the symmetry properties of the tensors σ̂ , α̂, and ˆ̃κ , in the
coordinate frame with z axis directed along B , there are only three different non-zero com-
ponents of τij : τzz related to longitudinal currents, τxx = τyy related to transverse currents,
and τxy =−τyx related to the Hall currents.

In a quantizing magnetic field, there are two different effective mean-free times τ‖(ε) and
τ⊥(ε), corresponding to electron transport parallel and perpendicular to B . In this case, the
classical expressions (e.g., Yakovlev and Urpin 1980) are recovered:

τzz = τ‖, τxx = τ⊥
1+ (ωgτ⊥)2

, τyx = ωgτ
2
⊥

1+ (ωgτ⊥)2
. (35)

It is convenient to keep using Appendix A.3 for τ‖ and τ⊥, but with different Coulomb
logarithms Λ‖(ε) and Λ⊥(ε). Potekhin (1999) calculated these Coulomb logarithms
and fitted them by analytic expressions. Their Fortran implementation is available at
http://www.ioffe.ru/astro/conduct/. In the limit of non-quantizing magnetic field, τ‖ = τ⊥ =
τei(ε) is given by Appendix A.3 with ε = μ.

When the electrons are strongly degenerate, the derivative in the square brackets in
Eq. (33) is sharply peaked. Then Eq. (33) gives

σij ≈ e
2c2ne

μ
τij (μ), κij ≈ κ̃ij ≈ π

2T

3e2
σij . (36)
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Fig. 9 Electron thermal conductivities along (upper curves) and across (lower curves) magnetic field
B = 1013 G (left panel) and 1015 G (right panel) as functions of mass density at temperatures T = 107 K
(solid lines) and 108 K (dot-dashed lines). For comparison, the non-magnetic thermal conductivities are
shown by dotted lines

The latter relation is the Wiedemann-Franz law generalized to the magnetic case. On the
other hand, Eq. (33) satisfactorily describes the conductivities in general, including the op-
posite case of weakly degenerate electrons.

Figure 9 illustrates the ρ-dependence of the thermal conductivities along (κ‖) and across
(κ⊥) the magnetic field. The first, most significant peak at κ‖ is related to the filling of the
first Landau level by the electrons at ρ ∼ ρB . The other peaks correspond to consecutive
filling of higher Landau levels.

5 Thermal Structure of Neutron Stars

5.1 Blanketing Envelopes

The very different thermal relaxation timescales of the envelope and the crust of a neutron
stars makes computationally expensive to perform cooling simulations in a numerical grid
that comprises both regions. Radiative equilibrium is established in the low-density region
much faster than the crust evolves, so that the envelope reaches a stationary state on shorter
timescales. Thus, the usual approach is to use results of stationary envelope models to obtain
a relation between the photon flux Fph radiated from the surface and the flux Fb and tem-
perature Tb at the crust/envelope boundary, ρ = ρb. This relation supplements the evolution
equations for the interior [Eq. (4)] as an outer boundary condition.

The boundary density ρb is chosen as a trade-off between two requirements: first, that
the thermal relaxation time of the layer with ρ < ρb is short compared to the characteristic
variability time of the studied thermal radiation, which favors smaller ρb, and second, that
T does not strongly vary at ρ > ρb, which favors larger ρb. For weakly magnetized, isolated
cooling neutron stars, ρb is usually set at 1010 g cm−3 (Gudmundsson et al. 1983), but in
general it varies from 108 g cm−3 for neutron stars with rapid variations of thermal emis-
sion (Shternin et al. 2007) to ρdrip for relatively hot and strongly magnetized neutron stars
(Potekhin et al. 2003).
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At every Tb, Fph or, equivalently, the effective surface temperature Ts, depends on the
properties of the heat-blanketing envelopes. In the absence of neutrino energy losses in the
envelope (that is the case for most cooling neutron stars, except for the hottest ones), the flux
Fph at the surface is equal to the flux Fb at the inner boundary of the blanketing envelope.
Then it is sufficient to know the Tb–Ts relation for cooling simulations.

Gudmundsson et al. (1983) carried out a comprehensive study of the thermal structure
of the non-magnetized blanketing envelopes composed of iron, using the best physics input
available at that time. They considered the envelopes with log10 Ts[K]≥ 5.25 (there were
no reliable calculation of the thermal conductivities for lower temperatures) and fitted the
numerical solutions by a remarkably simple formula

Tb = 1.288× 108
(
T 4

s6/g14

)0.455
K, (37)

where Ts6 = Ts/106 K. An analytical derivation of a similar expression was given by Ventura
and Potekhin (2001). A more accurate but less simple fit was constructed by Potekhin et al.
(1997).

The Tb–Ts relation is mainly regulated by the thermal conductivity in the “sensitivity
strip” (Gudmundsson et al. 1983) that plays the role of a “bottleneck” for the heat leakage.
Its position lies around the line where κr = κe (as a rule, around ρ ∼ 105–107 g cm−3 for
B = 0) and depends on the stellar structure, the boundary temperature Tb, the magnetic field
B in the vicinity of the given surface point, and the chemical composition of the envelope.
Since the magnetic field hampers heat transport across B , the depth of the sensitivity strip
can be different at different places of a star with a strong magnetic field: it lies deeper at
the places where the magnetic field lines are parallel to the surface (Ventura and Potekhin
2001).

The blanketing envelopes are more transparent to the heat flux, if they are composed
of light chemical elements. This effect was studied in detail by Potekhin et al. (1997) for
non-magnetic envelopes and by Potekhin et al. (2003) for strongly magnetized envelopes.
The effect is related to the Z-dependence of the collision frequencies νei. The higher is Z,
the larger is νei and the lower is the conductivity. A temperature variation by a factor of
30 can change the thermal conductivity of iron plasma less than altering the chemical com-
position from Fe to He at a fixed T . This effect has important consequences for the rela-
tionship between the surface and internal temperatures of neutron stars. For example, com-
bined effects of strong magnetic fields and light-element composition simplify the inter-
pretation of magnetars: these effects allow one to interpret observations assuming less ex-
treme (therefore, more realistic) heating in the crust (Kaminker et al. 2009; Pons et al. 2014;
Viganò et al. 2013).

The envelope is thin (its depth zb ∼ 100 m, if ρb = 1010 g cm−3) and contains a tiny
fraction of the neutron-star mass (∼10−7, if ρb = 1010 g cm−3). Therefore one can neglect the
variation of the gravitational acceleration in this layer. Neglecting also the non-uniformity
of the energy flux through the envelope due to the neutrino emission (which is small, if the
neutron star is not too hot, as we discuss below) and the variation of the temperature Ts over
the surface (which varies on larger length scales than zb), one can obtain, instead of Eq. (4),
the much simpler thermal structure equation (Gudmundsson et al. 1983; Van Riper 1988)

d lnT

d lnP
= 3

16

Pκ

g

T 4
s

T 4
, (38)

whereκ is the total opacity, related to the conductivity κ via Eq. (26).

Reprinted from the journal 278



Neutron Stars—Cooling and Transport

Fig. 10 Thermal structure of blanketing envelopes with different magnetic fields. Left panel: temperature
profile (solid line in the left top panel) for an envelope with ground-state composition, with Z values shown
in the bottom left panel, for a neutron star with surface gravity g = 1.6 × 1014 cm s−2, magnetic field
B = 1015 G directed at 45◦ to the surface, and internal temperature Tb = 6.7 × 108 K, which yields the
effective surface temperature Ts = 3.16× 106 K. The dot-dashed line is the melting line. The asterisks con-
fine the part of the profile where heat is carried by convection. For comparison, the non-magnetic profile with
the same Tb is shown by dotted line. Right panel: temperature profiles for carbon blanketing envelopes for a
neutron star with g = 1.4× 1014 cm s−2, Tb = 108 K, and magnetic fields B = 0 (dotted line), 1012 G (short
dashes), 1013 G (long dashes), 1014 G (alternating short and long dashes), and 1015 G (solid line). The
vertical segment of the dot-dashed melting line corresponds to the maximum density for carbon, according
to the thermonuclear stability criterion of Potekhin and Chabrier (2012), where carbon gives way to heavier
chemical elements, which form a crystal. The heavy dots mark the position of the radiative surface, where T
equals the effective surface temperature Ts

The assumption of a constant flux, however, breaks down for magnetars, most of which
have atypically high effective temperatures. In this case one should solve the complete set
of equations, taking neutrino emission and heat sources into account. The neutrino emission
from the crust limits the effective surface temperature of a cooling neutron star (Potekhin
et al. 2007; cf. Fig. 11 below). This very same effect is what limits the maximum flux in the
few days of a magnetar outburst (Pons and Rea 2012). In addition, for magnetars one must
go beyond the plane-parallel approximation (see Sect. 5.3).

5.2 The Effects of Strong Magnetic Fields

As seen from Eqs. (30) and (A.3), the Hall magnetization parameter is large in the outer
neutron-star envelope at B � 1011 G. Moreover, the magnetic field can be strongly quantiz-
ing in the outermost part of the envelope. In this case the magnetic field can greatly affect
the heat conduction and the thermal structure.

Figure 10 shows examples of the temperature profiles in the envelopes. The left panel is
a recast of Fig. 8 from Potekhin and Chabrier (2013). Here we show a profile of an ultra-
magnetized neutron star, with B = 1015 G, and with relatively high surface temperature,
log10 Ts(K)= 6.5, which is similar to the values evaluated for some magnetars. In this case,
thermal photons are radiated from a solid surface, with high mass density ρ = 2×107 g cm−3

just below the surface. The temperature quickly grows at the solid surface and reaches the
melting point at the depth z ≈ 7 cm. Thus, at the given conditions, the liquid ocean of a
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magnetar turns out to be covered by a thin layer of “ice” (solid substance). We treat the solid
crust as immobile, but the liquid layer below the “ice” is convective up to the depth z∼ 1 m.
The change of the heat-transport mechanism from conduction to convection causes the break
of the temperature profile at the melting point in Fig. 10. We underline that this treatment
is only an approximation. In reality, the superadiabatic growth of temperature can lead to a
hydrostatic instability of the shell of “ice” and eventually to its cracking and fragmentation
into turning-up “ice floes”. Potekhin and Chabrier (2013) speculated that such events may
result in variations of thermal luminosity of magnetars. The temperature profile flattens with
density increase, and the Coulomb plasma freezes again at the interface between the layers
of 66Ni and 86Kr at ρ = 1.5× 109 g cm−3.

For comparison, we also show the thermal profile without the magnetic field. It is
smooth. There is neither magnetic condensation nor convection. In this case, the spectrum
is formed in the gaseous atmosphere at much lower density beyond the frame of the left
panel.

In the right panel of Fig. 10 we compare temperature profiles for a neutron star with
internal temperature 108 K and heat blanketing envelopes made of carbon, endowed with
different magnetic fields. For the field strengths up to 1014 G, the radiation is formed in
the gaseous atmosphere, whose density gradually becomes larger with increasing magnetic
fields, due to the reduction of the effective opacities discussed in Sect. 4.4.1. The temperature
profiles are rather smooth. The blanketing envelopes are liquid at this temperature. At the
largest field strength B = 1015 G, however, the situation is qualitatively different. As well
as in the case of the hotter ultra-magnetized ground-state envelope in the left panel, the heat
is radiated from the condensed solid surface. Below the surface, at density 107 g cm−3, the
temperature quickly grows, which causes melting of the Coulomb crystal with formation of
a Coulomb liquid beneath the solid surface. With further density increase, the profile suffers
a break at ρB ≈ 4.5× 108 g cm−3 [Eq. (23)], where the electrons start to populate the first
excited Landau level, which is associated with the peak of the thermal conductivity around
ρB (cf. Fig. 9).

As we have seen in Sect. 4.4, the conduction is strongly anisotropic in these conditions.
Therefore the effective local surface temperature Ts is non-uniform and depends on the
magnetic field geometry. Figure 11 shows examples of the relations between Ts and Tb

deep in the crust for the magnetic fields B = 1012 G and 1015 G perpendicular and paral-
lel to the radial direction. The relations obtained in the 1D approximation (Potekhin et al.
2007) with and without allowance for neutrino emission are plotted by the solid and dot-
ted lines, respectively. We see that at Tb � 108 K the neutrino emission does not affect
Ts. At higher Tb � 109 K, in contrast, this emission is crucial: if Qν = 0, then Ts con-
tinues to grow up with increasing Tb, whereas with realistic Qν the surface temperature
tends to a constant limit, which depends on B . In most cases this limit is reached when
Tb ∼ 109 K.

Since the distribution of Ts over the neutron-star surface is non-uniform in strong mag-
netic fields, it is convenient to introduce the overall effective temperature of the star, Teff,
defined by

4πσSBR
2T 4

eff = Lph =
∫
Fph dΣ = σSB

∫
T 4

s dΣ, (39)

where Fph is the local flux density and dΣ is the surface element. The quantities Ts, Teff, and
Lph refer to a local reference frame at the neutron-star surface. The redshifted (“apparent”)
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Fig. 11 Local effective surface temperature Ts as function of the temperature Tb at the bottom of a non-ac-
creted heat blanketing envelope with ρb = 1010 g cm−3 for a neutron star with mass M = 1.4 M�, ra-
dius R = 12.6 km, and the dipole magnetic field with polar strength Bp = 1012 G (left panel) and 1015 G
(right panel). Solid lines—1D calculation with allowance for neutrino emission from the crust, dotted
lines—neutrino emission is neglected. The upper dotted or solid curve shows Ts at the magnetic pole, and
the lower curve curve shows Ts at the equator. The dot-dashed curve shows the result of a full 2D calculation
for Ts at the magnetic equator

quantities as detected by a distant observer are (Thorne 1977):

R∞ =R/√1− rg/R, T∞eff = Teff

√
1− rg/R, L∞ph = (1− rg/R)Lph. (40)

The effects of quantizing magnetic fields on the thermal structure of neutron-star en-
velopes were first studied by Hernquist (1985) and somewhat later by Van Riper (1988)
and Schaaf (1990), using the 1D approximation. Van Riper (1988) considered a neutron star
with a constant radial magnetic field. In this model, the quantum enhancement of conduc-
tivity at ρ near ρB , seen in Fig. 9, results in an overall enhancement of the neutron-star
photon luminosity Lph at a fixed Tb. Consequently, Van Riper (1991) found a strong ef-
fect of the magnetic field B ∼ 1013 G on the neutron-star cooling. However, Shibanov and
Yakovlev (1996) showed that, for the dipole field distribution, the effects of suppression
of the heat conduction across B at the loci of nearly tangential field can compensate or
even overpower the effect of the conductivity increase near the normal direction of the field
lines. This conclusion confirmed the earlier conjectures of Hernquist (1985) and Schaaf
(1990). In the 2000s, detailed studies of the Tb–Ts relation in strong magnetic fields were
performed for iron envelopes (Potekhin and Yakovlev 2001) and accreted envelopes com-
posed of light elements (Potekhin et al. 2003), as well as for the large-scale (dipole) and
small-scale (stochastic) surface magnetic fields (Potekhin et al. 2005). These studies con-
firmed the conclusions of Shibanov and Yakovlev (1996), but showed that in superstrong
fields B � 1014 G the quantum enhancement of the conductivity and the corresponding in-
crease of Ts at the places where B is nearly radial overpowers the decrease in the regions of
nearly tangential field lines, so that Teff at a given Tb increases. However, this may not be the
case in the configurations where the field is nearly tangential over a significant portion of the
stellar surface as, e.g., in the case of a superstrong toroidal field (Pérez-Azorin et al. 2006;
Page et al. 2007).
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5.3 Non-Radial Heat Transport

As we mentioned in Sect. 5.1, in the case where B is nearly parallel to the surface, the
1D approximation fails, because the heat is transported along the field lines from the hotter
surface regions outside the considered patch of the surface. Therefore the 1D approximation
overestimates the heat blanketing effect in regions with nearly tangential magnetic fields.
For a dipole field geometry it is an equatorial region, whose width can be estimated as
∼10 % of the radius (Potekhin et al. 2007). Since these regions are also the coldest ones,
their contribution to the total flux is negligible. Then the 1D approximation well reproduces
the integrated observed flux. However, it is not the case for magnetars, which may have
a complex field geometry. A 2D treatment shows that the 1D approach is reliable in the
regions where magnetic field lines make a substantial angle to the surface (Kaminker et al.
2012, 2014), but it predicts too low surface temperatures when the tangential magnetic field
dominates (see Sect. 3 in Pons et al. 2014). Therefore for magnetars one must go beyond
the 1D approximation. Complex field configurations which lack cylindrical symmetry may
require the full 3D treatment, which has not been done yet.

In Fig. 11 we show results of 2D calculations in the dipole field geometry, compared with
the 1D results. In this case, we see a substantial increase of Ts at the magnetic equator. This
effect is especially pronounced for the superstrong field on the right panel. In Appendix B
we give an analytical approximation to the Tb–Ts relation in the case of a strong magnetic
field, including the effects of neutrino emission from the crust.

6 Thermal Evolution of Neutron Stars

6.1 Cooling Scenarios

Several tens of seconds after birth, the protoneutron-neutron star has lost its excess lepton
content, it has finished its residual contraction and becomes transparent to neutrino emission
(Burrows and Lattimer 1986; Pons et al. 1999; Roberts 2012). Soon after that, the tempera-
ture distribution in the highly conductive stellar core reaches equilibrium, which is preserved
thereafter throughout the star lifetime (except during short periods after catastrophic phase
transitions in the core postulated by certain hypothetical models).

In the initial cooling stages, the stellar crust is hotter than the core, which is rapidly
cooled down by the copious neutrino emission. The cooling wave reaches the surface within
10–100 years; thereafter, the star cools down in the quasistationary regime. Since all cur-
rently observed neutron stars are at least several centuries old, they should be in the state of
quasistationary cooling, except during transient events with significant energy release in the
crust or the ocean discussed below.

Cooling in the quasistationary regime goes through two major stages. The first, neutrino
cooling stage lasts ∼105 years. During this period, the core cools mostly via neutrino emis-
sion. The second, photon cooling stage begins when the low temperature of the core makes
the neutrino energy losses smaller than the losses due to electromagnetic radiation from the
surface (see, e.g., Yakovlev and Pethick 2004, and references therein). This occurs at the age
of ≈105 years, depending on the particular stellar model and local conditions.

A theoretical cooling curve of an isolated neutron star, which shows the photon luminos-
ity of the star Lph or its temperature as a function of age t , depends on the stellar mass M ,
on the model of superdense matter in the core, which in particular, determines the intensity
of neutrino emission and the EoS (and hence the stellar radius R), and on the properties of
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the envelopes. The latter include the thermal conductivity, which determines Lph at a given
internal stellar temperature, the neutrino luminosityQν in the stellar crust, and the intensity
of heating sources H . For highly magnetized neutron stars, the cooling curve also depends
on the magnetic field B (on both its strength and configuration), since it affects the micro-
physics (conductivities, EoS, specific heat, etc.). Therefore, in general, the thermal evolution
equations (4) should be supplemented by the equations that describe evolution of the mag-
netic field and electric currents in the star, which leads to the thermomagnetic evolution
scenarios (see the review by Mereghetti et al. 2015 and references therein).

By comparing theoretical cooling curves with the observed Lph and t of isolated neutron
stars, one can eventually place bounds on the theoretical models of superdense matter. At
contrast, most neutron stars in binary systems have an additional source of energy (accretion)
and an additional source of X-ray radiation (accretion disk), often much more powerful than
the surface thermal emission. For this reason, they cannot be used to test cooling models.

The theoretical cooling scenarios are currently divided into two main classes: “minimal
cooling” and “enhanced cooling”. The enhanced cooling implies fast neutrino emission pro-
cesses, such as Durca reactions (Sect. 2.6.2), whereas the minimal cooling does not include
such processes, but may be enhanced at the epoch of the onset of the baryon superfluid-
ity via the PBF neutrino emission mechanism (Sect. 3.3), which helps to explain the va-
riety of the observed surface temperatures of cooling neutron stars (Gusakov et al. 2004;
Page et al. 2004). A spectacular example is the neutron star CXO J232327.9+584842 in the
Cassiopeia A supernova remnant, dubbed Cas A NS, which shows an unexpectedly appre-
ciable temperature decline during several years (Heinke and Ho 2010; Elshamouty et al.
2013) (but see Posselt et al. 2013 for tentative alternative interpretations of the observa-
tions). This decline can be comfortably explained by the PBF emission (Page et al. 2011;
Shternin et al. 2011; see also Ho et al. 2015 for a recent analysis including modern observa-
tional data).

6.2 Heating Mechanisms

In the course of their evolution, some regions of neutron stars may not only cool but also
heat up by different mechanisms. For instance, the polar cap of a pulsar can be heated by
a stream of electrons or positrons moving along open field lines from the magnetosphere.
The temperature of “hot spots” produced by this additional heat deposited onto the stellar
surface may be much higher than the average temperature of the star (e.g., Greenstein and
Hartke 1983). Non-uniform heating processes occur also during accretion episodes (e.g.,
Inogamov and Sunyaev 2010). The hot polar caps emit much more intense X-rays than
the remaining surface; as a result, such neutron stars become X-ray pulsars. Pulsed X-ray
radiation is also observed from thermonuclear explosions of accreted matter at the surface
of a rotating neutron star (see, e.g., review by Strohmayer and Bildsten 2006).

On the other hand, a neutron star may also be heated from inside, for example due to dis-
sipation of a strong magnetic field (e.g., Miralles et al. 1998; Urpin and Konenkov 2008;
Pons et al. 2014). It has been suggested that dissipation of superstrong magnetic fields
may be responsible for the high effective temperatures of magnetars (Thompson 2001; see
Mereghetti et al. 2015, for a review). Noticeable liberation of energy in the crust may also
occur during starquakes (Haensel et al. 1990; Franco et al. 2004; Perna and Pons 2011). Two
heating processes related to the secular spin-down of the star have also been proposed: vor-
tex creep, the dissipative motion of superfluid vortices through the neutron star crust (Alpar
et al. 1984), and rotochemical heating, the energy released by non-equilibrium beta decays
due to the slow contraction of the neutron star as its centrifugal force decreases (Reisenegger
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1995). Gonzalez and Reisenegger (2010) performed a comparative study of several heating
mechanisms and found that the rotochemical heating and vortex creep can be most impor-
tant for classical and millisecond pulsars. Both processes, albeit model-dependent, can keep
millisecond pulsars at a surface temperature Teff ∼ 105 K.

Another class of neutron stars undergoing heating episodes are quasipermanent tran-
sients, i.e., those soft X-ray transients (SXTs) whose active and quiescent periods last a
few years or longer. During high-state accretion episodes, compression of the crust under
the weight of newly accreted matter results in deep crustal heating, driven by exothermic
nuclear transformations (Haensel and Zdunik 1990, 2008). For a given neutron star model,
one can calculate the heating curve, that is the dependence of the equilibrium accretion-free
Teff on the accretion rate averaged over a large period of time. There is a close correspon-
dence between the theory of thermal states of transiently accreting neutron stars and the
theory of neutron star cooling (Yakovlev et al. 2003). Comparing the heating curves with
a measured equilibrium Teff value, one can constrain parameters connected to properties
of dense matter (Yakovlev et al. 2004; Levenfish and Haensel 2007; Ho 2011). Wijnands
et al. (2013) discuss prospects of application of such analysis to various classes of X-ray
transients. The SXTs that have recently turned into quiescence allow one to probe the state
of the neutron-star crust with the observed decline of Teff. Brown et al. (1998) suggested
that during this decline the radiation is fed by the heat that was deposited in the crust in
the preceding active period. Such cooling is independent of the details of the star structure
and composition and therefore its analysis directly yields information on the physics of the
crust. Observations of several sources can be interpreted in terms of this hypothesis and
yield constraints to the heat conductivity in the neutron-star crust, as, e.g., for KS 1731–260
(Shternin et al. 2007; Brown and Cumming 2009), XTE J1701–462 (Fridriksson et al. 2011;
Page and Reddy 2013), EXO 0748–676 (Turlione et al. 2015). The conductivity proves to be
rather high, which means that the crust has a regular crystalline (not amorphous) structure.
On the other hand, there are similar objects which display variations of thermal flux that
do not conform to the thermal-relaxation scenario, which may be caused by a residual slow
accretion on the neutron star in quiescence (Rutledge et al. 2002; Coti Zelati et al. 2014;
Turlione et al. 2015).

6.3 Thermal Luminosities of Isolated Neutron Stars

The inferred effective temperature depends on the choice of the emission model (blackbody
vs. atmosphere models, composition, condensed surface, etc.—see Paper I), which typically
results in variation of Teff by a factor ≈2–3, and it has even larger theoretical uncertainties
in the case of strong magnetic fields. In addition, photoelectric absorption in the interstellar
medium further constitutes a source of error in temperature measurements, since the value of
the hydrogen column density NH is correlated to the temperature value obtained in spectral
fits. Different choices for the absorption model and the metal abundances can also yield
different results for the temperature. Last, in the case of data with few photons and/or strong
absorption features, the temperature is poorly constrained by the fit, adding a large statistical
error to the systematic one.

Because of these uncertainties, the luminosity may often be a better choice to compare
data and theoretical cooling models. Since it is an integrated quantity, it averages effects
of anisotropy and the choice of spectral model. The main uncertainty on the luminosity is
often due to the poorly known distance to the source. In many cases, the distance is known
within an error of a few, resulting in up to one order of magnitude of uncertainty in the
luminosity. In addition, the interstellar absorption acts predominantly in the energy band
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in which most of the middle age neutron stars emit (E � 1 keV). Clearly, hottest (magne-
tars) or closest (XINSs) sources are easier to detect (see Viganò et al. 2013 and Paper I).
Similarly to the case of the temperature, the choice of different models of absorption and
chemical abundances can yield additional systematic errors on the luminosity. However, for
the worst cases, the relative error is about 30 %, making it usually a secondary source of
error compared with the distance.

In Table 3 we summarize the properties of cooling neutron stars,3 and in Fig. 12 we com-
pare the observational data to theoretical cooling curves, from Viganò et al. (2013). Here,
the theoretical results are computed by a finite difference method for 2D (axisymmetric)
stellar configurations, using the SLy EoS model (Douchin and Haensel 2001) at ρ > ρdrip

and the BPS EoS (Baym et al. 1971) at ρ < ρdrip. The high Durca threshold of the SLy EoS
has been artificially lowered for illustrative purpose to ρ = 1015 g cm−3, corresponding to
the central density of a star withM = 1.42M� (see Viganò 2013 for details). For superfluid
gap energies, the phenomenological model of Ho et al. (2012) has been adopted. The other
microphysics input is the same as in Sects. 2–4.

In the upper panel of Fig. 12 we show cooling curves for non-magnetized neutron stars
with masses ranging between 1.10 and 1.76 M� (lines from top to bottom). After ≈100 yr,
low mass stars (M � 1.4 M�) are brighter than high mass stars. For the high-mass family,
M � 1.4M�, the Durca processes in the central part of the star result in fast cooling before
one hundred years. Within the low-mass family, cooling curves are similar at early ages
(<100 yr). The differences at t ∼ 102–103 yr are due to the delayed transition of neutrons
in the core to a superfluid state, which activates the PBF neutrino emission. After the effect
of the transition to a superfluid core is finished, at t � 103 yr, cooling curves for low-mass
neutron stars tend to converge again, following the same curve independently of the mass.

We see that luminosities of some objects in the upper panel of Fig. 12 are systemati-
cally above the theoretical cooling curves. For the CCOs this discrepancy can be eliminated
by considering accreted (more heat-transparent) blanketing envelopes, as the lowest dashed
line in the lower panel of Fig. 12 demonstrates. However, the high-B objects still remain
systematically hotter than what the theory can explain at B = 0. This provides strong evi-
dence in favor of the scenario in which magnetic field decay powers their larger luminosity.
In the lower panel we compare the observational data to theoretical cooling curves for dif-
ferent values of the initial magnetic field up to 3× 1015 G. The most relevant effect of the
inclusion of the magnetic field is that it allows to explain objects with high luminosities.
Magnetic fields B � 1014 G are strong enough to noticeably heat up the crust and power
the observed X-ray radiation. Another important difference is that the cooling timescale for
strongly magnetized objects is several times larger than for the weakly magnetized neutron
stars.

7 Conclusions

We have considered the basic physical ingredients needed for theoretical modeling neutron-
star thermal evolution and briefly reviewed some recent results on cooling of magnetized
neutron stars. The physics behind such thermal evolution is extremely rich. Clearly, we
could not consider it in depth in a single review paper. However, the information that we have
given, together with the references to the formulae and online resources elsewhere, should

3A regularly updated online catalog can be found at http://www.neutronstarcooling.info, with abundant links
to references for each source.
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Table 3 Cooling neutron stars. tc is the characteristic age, tk is the kinematic age, and fX is the unabsorbed
flux in the 1–10 keV band. The range of luminosities L includes both statistical and distance errors; for
strongly absorbed sources (i.e., most magnetars) a minimum arbitrary factor of 50 % uncertainty is assumed
to account for systematical model-dependent uncertainties. Data have been taken from Viganò et al. (2013)
(see references therein and the online catalog in http://www.neutronstarcooling.info)

Source log10(tc)
[yr]

log10(tk)
[yr]

log10(fX)

[erg cm−2 s−1]
d

[kpc]
log10(L)
[erg/s]

CXOU J185238.6+004020 8.3 3.7–3.9 −12.3 7.1 33.5–33.7

1E 1207.4–5209 8.5 3.4–4.3 −11.8 2.1+1.8
−0.8 33.0–34.0

RX J0822–4300 8.3 3.5–3.6 −11.3 2.2± 0.3 33.5–33.7

CXO J232327.9+584842 – 2.5 −11.8 3.4+0.3
−0.1 33.4–33.6

PSR J0538+2817 5.8 ≈4.6 −12.1 1.3± 0.2 32.7–32.9
PSR B1055–52 5.7 – −13.4 0.73± 0.15 32.2–32.6

PSR J0633+1746 5.5 – −12.5 0.25+0.22
−0.08 31.6–32.5

PSR B1706–44 4.2 – −12.1 2.6+0.5
−0.6 31.7–32.1

PSR B0833–45 4.1 3.7–4.2 −10.5 0.28± 0.02 32.1–32.3
PSR B0656+14 5.0 ≈4.9 −12.6 0.28± 0.03 32.7–32.8

PSR B2334+61 4.6 ≈4.0 −14.0 3.1+0.2
−2.4 30.7–32.1

PSR J1740+1000 3.1 – −13.8 1.4 32.1–32.2
PSR J1741–2054 5.6 – −12.5 0.8 30.4–31.4
PSR J0726–2612 5.3 – −14.0 1.0 32.1–32.5
PSR J1119–6127 3.2 3.6–3.9 −13.0 8.4± 0.4 33.1–33.4
PSR J1819–1458 5.1 – −12.6 3.6 33.6–33.9

PSR J1718–3718 4.5 – −13.2 4.5+5.5
−0.0 32.8–33.5

RX J0420.0–5022 6.3 – −17.8 0.34 30.9–31.0
RX J1856.5–3754 6.6 5.5–5.7 −14.4 0.12± 0.01 31.5–31.7
RX J2143.0+0654 6.6 – −13.1 0.43 31.8–31.9

RX J0720.4–3125 6.3 5.8–6.0 −13.3 0.29+0.03
−0.02 32.2–32.4

RX J0806.4–4123 6.5 – −13.4 0.25 31.2–31.4
RX J1308.6+2127 6.2 5.9–6.1 −12.1 0.50 32.1–32.2
RX J1605.3+3249 – 5.7–6.7 −13.0 0.35± 0.05 30.9–31.0
1E 2259+586 5.4 4.0–4.3 −10.3 3.2± 0.2 35.0–35.4
4U 0142+614 4.8 – −9.8 3.6± 0.5 35.4–35.8

CXO J164710.2–455216 5.2 – −12.2 4.0+1.5
−1.0 33.1–33.6

XTE J1810–197 4.1 – −11.7 3.6± 0.5 34.0–34.4
1E 1547.0–5408 2.8 – −11.5 4.5± 0.5 34.3–34.7
1E 1048.1–5937 3.7 – −10.8 2.7± 1.0 33.8–34.5
CXOU J010043.1–721 3.8 – −12.5 60.6± 3.8 35.2–35.5
1RXS J170849.0–400910 4.0 – −10.4 3.8± 0.5 34.8–35.1
CXOU J171405.7–381031 3.0 ≈3.7 −11.4 13.2± 0.2 34.9–35.2

1E 1841–045 3.7 2.7–3.0 −10.4 9.6+0.6
−1.4 35.2–35.5

SGR 0501+4516 4.2 ≈4 −11.3 1.5+1.0
−0.5 33.2–34.0

SGR 1627–41 3.3 ≈3.7 −11.6 11.0± 0.2 34.4–34.8
SGR 0526–66 3.5 ≈3.7 −12.0 49.7± 1.5 35.4–35.8
SGR 1900+14 3.0 3.6–3.9 −11.1 12.5± 1.7 35.0–35.4

SGR 1806–20 2.6 2.8–3.0 −10.6 13.0+4.0
−3.0 35.1–35.5

SGR 0418+5729∗ 7.6 – −14.0 2.0 30.7–31.1
Swift J1822.3–1606∗ 6.2 – −11.5 1.6± 0.3 32.9–33.2

Notes: ∗The source has been recently discovered in outburst and it could have not yet reached the quiescence
level
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Fig. 12 Comparison between observational data and theoretical cooling curves (from Viganò et al.
2013). The observational estimates of (errorbars) or constraints on (arrows) the age and thermal lumi-
nosity correspond to Viganò et al. (2013) and Table 3. The abbreviations in the legend mark differ-
ent classes of neutron stars with measured thermal radiation (MAG—magnetar candidates, XINS—X-ray
isolated neutron stars, HB—high-B radio pulsars, RPP—rotation powered pulsars, CCO—central com-
pact objects; see Paper I). Upper panel: non-magnetic neutron stars with iron envelopes, with
M = (1.10,1.25,1.32,1.40,1.48,1.60,1.70,1.76) M� (lines from top to bottom). Lower panel: a neu-
tron star with M = 1.4 M� and R = 11.6 km, and three different cases with initial magnetic field at the
pole B = 0, 3 × 1014 G, and 3 × 1015 G. The magnetic field topology is that of Model A in Viganò
et al. (2013) (crustal confined). We show results for iron envelopes (solid lines) and hydrogen envelopes
(dashed lines)
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be sufficient to build a neutron-star cooling model involving only the simplest assumptions.
We considered the basic equations that govern the mechanical and thermal structure of a
neutron star and its thermal evolution, the main contributions to the physical quantities
that enter these equations—namely, EoS and heat capacity, thermal conductivity, neutrino
emissivity, the effects of baryon superfluidity and proton superconductivity and of strong
magnetic fields. In addition, we present a novel fit to the relation between the internal and
external temperatures and heat fluxes in the blanketing envelope, which includes the effects
of neutrino emission from the crust and the effects of non-radial heat transport.

In this paper we have restricted ourselves by the npeμ matter, without either hyperons
or “exotic” models that involve hyperon condensates, quark phases, mixed phases, or phase
transitions. We hope that an interested reader should be able to study these issues in depth
following the literature references that we have provided. We have not considered also the
equations of magnetic-field evolution, coupled to the thermal evolution, which is especially
important in magnetars. These equations are given, for instance, in the paper by Mereghetti
et al. (2015) in this volume, where origin, evolution, and observational manifestations of
magnetars are reviewed in depth.

Acknowledgements The authors acknowledge hospitality of organizers and useful discussions with par-
ticipants at the ISSI Workshop “The Strongest Magnetic Fields in the Universe” (Bern, Switzerland, 3–7
February 2014), where this joint review was initiated. A.P. is grateful to D.G. Yakovlev for useful discussions.
The work of A.P. on the effects of strong magnetic fields on blanketing envelopes (Sect. 5.2 and Appendix B)
has been supported by the Russian Science Foundation (grant 14-12-00316).
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Appendix A: Electron Thermal Conductivities

In this Appendix, we briefly overview the physics of electron heat conduction in the neutron-
star envelopes, which is the most important heat conduction mechanism as regards the
neutron-star thermal evolution, in the case of B = 0. The magnetic field effects on the heat
conduction are considered in Sect. 4.4.

A.1 Weakly Degenerate Electron Gas

In the case of non-degenerate and non-relativistic electrons (Spitzer and Härm 1953;
Braginskiı̆ 1958; Spitzer 1962), the effective energy-averaged electron-ion collision fre-
quency is

νei = 4

3

√
2π

me

Z2e4

T 3/2
niΛei, (A.1)

whereΛei is the Coulomb logarithm. In the considered caseΛei is a slowly varying function
of density and temperature. Its precise value depends on the approximations used to solve
the Boltzmann equation, but its order of magnitude is given by the elementary theory, where
the Coulomb collision integral is truncated at small and large impact parameters of the elec-
trons. Then Λei ∼ ln(rmax/rmin), where rmax and rmin are the maximum and minimum elec-
tron impact parameters. The parameter rmax can be set equal to the Debye screening length,
r−2

max = 4π(ne +Z2ni)e
2/T . The second parameter can be estimated as rmin =max(λe, rcl),

where λe (defined in Sect. 2.3) limits rmin in the high-temperature regime (where the Born
approximation holds), and rcl = Ze2/T is the classical closest-approach distance of a ther-
mal electron, which limits rmin in the low-temperature, quasiclassical regime.
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A similar effective frequency

νee = 8

3

√
π

me

e4

T 3/2
neΛee (A.2)

characterizes the efficiency of the ee collisions. If Λee ∼Λei, then νei/νee ∼ Z, therefore for
large Z the ei collisions are much more efficient than the ee collisions.

A.2 Strongly Degenerate Electron Gas

A.2.1 Electron-Ion Scattering

The thermal conductivity of strongly degenerate electrons in a fully ionized plasma is given
by Eq. (12) with a = π2/3. In order to determine the effective collision frequency that enters
this equation, we use the Matthiessen rule ν = νei + νee .

The effective electron-ion collision frequency can be written in the form (Lee 1950;
Yakovlev and Urpin 1980)

νei = 4Zm∗ee4Λei

3π�3
= ZΛei

√
1+ x2

r

5.7× 10−17 s
. (A.3)

Lee (1950) gave an estimate of the Coulomb logarithm Λei = ln(rmax/rmin), with the
minimum impact parameter rmin = �/2pF and the maximum impact parameter rmax = ai.
Yakovlev and Urpin (1980) calculated the conductivities for relativistic degenerate elec-
trons, neglecting electron screening, and obtained a more accurate estimate rmax ≈ 0.4ai in
the liquid regime. In the solid regime, where the electrons scatter on phonons (collective
ion excitations), Yakovlev and Urpin (1980) obtained different approximations for the two
distinct cases, ΘD < T < Tm and T <ΘD.

Potekhin et al. (1999) derived a unified treatment of the electron conductivities in the
Coulomb liquid and solid and described both regimes by Appendix A.3. Then qualitatively,
by order of magnitude,Λei ∼ 1 in the ion liquid, andΛei ∼ T/Tm in the Coulomb solid with
a melting temperature Tm. The effects of multiphonon scattering, electron screening, and
non-Born corrections, have been taken into account, and the Coulomb logarithms in both
liquid and solid phases have been fitted by a single analytical formula. A Fortran code and a
table of thermal conductivities, based on this formalism, are available online.4

At the conditions typical for the envelopes of neutron stars, the electron-phonon scatter-
ing proceeds mainly via the Umklapp processes, where the wave vector corresponding to
the change of electron momentum lies outside the first Brillouin zone. Raikh and Yakovlev
(1982) noticed that if T � TU = TpZ

1/3αf

√
1+ x2

r /3xr, then the Umklapp processes oc-
cur less often (“freeze out”). Then the scattering rate decreases. Raikh and Yakovlev
(1982) assumed an extremely strong (exponential) decrease. This implied that at T < TU

the conductivity would be in practice determined by impurities and structure defects of
the lattice, rather than by the electron-phonon scattering (Gnedin et al. 2001). However,
Chugunov (2012) showed that distortion of electron wave functions due to interaction with
the Coulomb lattice destroys this picture and strongly slows down the increase of the con-
ductivity. As a result, the conductivities in neutron star envelopes can be treated neglecting
the “freezing-out” of the Umklapp processes.

4http://www.ioffe.ru/astro/conduct/.
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A.2.2 Electron-Electron Scattering

Although the electron-ion scattering is usually most important for degenerate plasmas, the
electron-electron scattering still can be non-negligible for relatively light elements (Z � 10)
(Lampe 1968). The expression of νee for the relativistic degenerate electrons at T 	 Tp

was obtained by Flowers and Itoh (1976). Urpin and Yakovlev (1980) extended it to higher
temperatures, where Tp � T 	 εF.

Shternin and Yakovlev (2006) reconsidered the problem including the Landau damping
of transverse plasmons, neglected by the previous authors. This effect is due to the differ-
ence of the components of the polarizability tensor, responsible for screening the charge-
charge and current-current interactions: the transverse current-current interactions undergo
“dynamical screening.” Shternin and Yakovlev (2006) showed that the Landau damping of
transverse plasmons strongly increases νee in the domain of xr � 1 and T 	 Tp and pre-
sented a new fit to νee (also implemented in the code referenced in footnote 4).

A.3 The Case of Intermediate Degeneracy

In the case where the electron gas is partially degenerate, that is T ∼ εF, the thermal and elec-
trical conductivities determined by the electron-ion scattering are satisfactorily evaluated by
the thermal averaging procedure [Eq. (33) in Sect. 4.4.2]. For conductivities determined by
the electron-electron collisions, there is no such averaging procedure, but we can use an
interpolation between the two limiting cases,

νee = νdeg
ee

1+ 625(T /εF)
2

1+ 25T/εF + 271(T /εF)5/2
. (A.4)

A satisfactory accuracy of this interpolation has been verified by Cassisi et al. (2007).

A.4 Impurities and Mixtures

If the plasma in an envelope is not a pure substance of a single chemical element, then
the effective collision frequency νei should be modified. The required modification can be
different, depending on the state of the plasma and on the amount of impurities. For exam-
ple, Flowers and Itoh (1976), Yakovlev and Urpin (1980), and Itoh and Kohyama (1993)
considered electron scattering by charged impurities in a Coulomb crystal. If the fraction
of impurities is small and they are randomly distributed, then electron-impurity scattering
can be treated as scattering by charge fluctuations, controlled by the impurity parameter
Q= 〈(Z−〈Z〉)2〉, where 〈Z〉 ≡∑j YjZj , Yj = nj/

∑
j nj is the number fraction of ions of

the j th kind, and Zj is their charge number. Then, using the Matthiessen rule, one can obtain
νei as a sum of the terms corresponding to the electron-phonon scattering in a homogeneous
lattice and to the electron scattering by charge fluctuations. The effective relaxation time for
the latter term is given by Appendix A.3 with ZΛei replaced by

∑
j Yj (Zj − 〈Z〉)2Λj/〈Z〉,

where the Coulomb logarithm Λj depends generally on j . Neglecting the differences be-
tween the Coulomb logarithms, one can thus simply replace Z by Q/〈Z〉 in Appendix A.3
to estimate the conductivity due to electron scattering by charged impurities.

An alternative approach is relevant when there is no dominant ion species which forms a
crystal (e.g., in a liquid, a gas, or a glassy alloy). In this case, one can use Appendix A.3 with
Z2niΛei replaced by

∑
j Z

2
j njΛj . An approximation to Λj based on the plasma “additivity

rule” has been suggested by Potekhin et al. (1999). Neglecting the differences between the
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Coulomb logarithms, one arrives at Appendix A.3 with Z replaced by
√〈Z2〉. If tabulated

conductivities κj for pure substances are used, then the best agreement with calculations
based on the “additivity rule” is usually given by the estimate

κ ≈
∑
j YjZjκj∑
j YjZj

≡ 〈κZ〉
〈Z〉 . (A.5)

Appendix B: Temperature Relations for Envelopes of Neutron Stars with
Magnetic Fields

Here we present an analytical fit to the temperature distribution over a surface of a neu-
tron star with a non-accreted envelope and a dipole magnetic field. We have chosen
ρb = 1010 g cm−3 and used the BSk21 EoS (Pearson et al. 2012) in the parametrized form
(Potekhin et al. 2013). The numerical data have been produced with the 2D code of Viganò
et al. (2013) for 5 values of internal temperature Tb from 107 K to 109 K, 5 values of the
magnetic field at the pole Bp from 1011 G to 1015 G, and 20 values of magnetic colatitude
θ at the surface of the neutron star from 0 to π/2. The use of the 2D code corrects the tem-
perature distribution near the magnetic equator, because the non-radial heat flow increases
the equatorial Ts as compared to the 1D model that was employed previously (see Fig. 11
in Sect. 5.2). These data have been supplemented with more detailed calculations at the
magnetic pole (θ = 0) using the 1D code of Potekhin et al. (2007) for 36 values of Tb from
106.5 K to 1010 K and 9 values of Bp from 1011 G to 1015 G. An important difference from
the old results is the inclusion of the neutrino emission from the crust, which is especially
important for the magnetars (see Sect. 5). Because of the 2D treatment and the allowance
for neutrino emission, the new fit supersedes the previous one (Potekhin et al. 2003), when-
ever B > 1012 G or Tb � 108 K. We stress that its use is restricted by non-accreted (i.e.,
composed of heavy chemical elements) envelopes in the range of 106.5 K � Tb � 1010 K
and Bp � 1015 G, which is covered by the underlying numerical data. For envelopes with
B � 1012 G (either non-accreted or accreted), the previous fit can be used, however the sur-
face temperature Ts (but not the flux at the inner boundary, Fb—see item 4 below) should be
limited for hot stars according to Eq. (B.4) below.

The fit consists of 3 stages: (1) an expression for the surface temperature at the mag-
netic pole, Tp, as function of Tb, g, and Bp; (2) an expression for the ratio of the polar to
the equatorial surface temperatures, Tp/Teq; (3) an expression for the dependence of Ts on
the magnetic colatitude θ . Since the thermal conductivities for quantizing magnetic fields
(Sect. 4.4.2) are known for the electron-ion but not electron-electron collision mechanism,
we multiplied Ts by a correction factor, obtained numerically from a comparison of the re-
sults of thermal-structure calculations with and without the ee collisions at B = 0. At the
end of this Appendix we suggest a recipe for relating the flux Fb at the bottom of the heat-
blanketing envelope to temperature Ts and thereby to Tb.

1. At the magnetic pole, the effective surface temperature, neglecting neutrino emission
from the crust, is approximately given by the expression

T (0)p = [g14

(
T 4

1 + (1+ 0.15
√
B12)T

4
0

)]1/4 × 106 K, (B.1)

where

T0 =
(
15.7T 3/2

9 + 1.36T9

)0.3796
, T1 = 1.13B0.119

12 T a9 ,

a = 0.337/(1+ 0.02
√
B12 ),

(B.2)
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T9 = Tb/109 K, and B12 = Bp/1012 G. The limiting temperature, at which Tp(Tb) levels
off due to the neutrino emission from the crust is approximately given by

T (max)
p = (5.2g0.65

14 + 0.093
√
g14B12

)× 106 K. (B.3)

The corrected surface temperature at the pole, which takes this limit into account, is
reproduced by the expression

Tp = T (0)p

[
1+ (T (0)p /T (max)

p

)4]−1/4
(B.4)

2. The ratio of the polar to equatorial surface temperatures can be roughly evaluated as

Tp

Teq
= 1+

(1230T9)
3.35B12

√
1+ 2B2

12

(B12 + 450T9 + 119B12T9)4
+ 0.0066B5/2

12

T
1/2

9 + 0.00258B5/2
12

. (B.5)

The numerically calculated Tp/Teq ratio has a complex dependence on Tb and B at B >
1013 G. In order to keep our fitting formulae relatively simple, we do not reproduce these
oscillations, but instead force the ratio (B.5) to converge to some average value at B �
1013 G. The numerical data oscillate in a complicated manner around this average, with
deviations reaching up to 35 %. For smaller fields, B � 3× 1012 G, Eq. (B.5) reproduces
the numerical data with typical errors of several percent (up to 10 %). Note that these
significant deviations affect only nearly tangential field case, viz. the equatorial region,
which is substantially colder than the rest of the surface. Therefore its contribution to the
observed flux is usually not very important.

3. Finally, the dependence of the surface temperature on the magnetic colatitude θ is ap-
proximately described by the expression

Ts(θ)− Teq

Tp − Teq
= (1+ a1 + a2) cos2 θ

1+ a1 cos θ + a2 cos2 θ
,

where a1 = a2T
1/2

9

3
, a2 = 10B12

T
1/2

9 + 0.1B12T
−1/4

9

. (B.6)

4. Note that the outer boundary condition to the thermal evolution equations (4) involves
the relation between the heat flux density Fb through the boundary at ρ = ρb and the
temperature Tb at this boundary. In the absence of the neutrino emission from the crust,
this boundary condition is directly provided by the Tb–Ts relation, because in this case
(in the plane-parallel approximation) Fb = σSBT

4
s . It is not so if a significant part of the

energy is carried from the outer crust by neutrinos. In this case we suggest to evaluate the
flux through the boundary by the relation Fb = σSBT

4∗ , where T∗ is given by the above
approximations for Ts, but without the correction (B.4).
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Abstract A substantial fraction of the known neutron stars resides in X-ray binaries—
systems in which one compact object accretes matter from a companion star. Neutron stars
in X-ray binaries have magnetic fields among the highest found in the Universe, spanning
at least the range from ∼108 to several 1013 G. The magnetospheres around these neutron
stars have a strong influence on the accretion process, which powers most of their emission.
The magnetic field intensity and geometry, are among the main factors responsible for the
large variety of spectral and timing properties observed in the X-ray energy range, making
these objects unique laboratories to study the matter behavior and the radiation processes
in magnetic fields unaccessible on Earth. In this paper we review the main observational
aspects related to the presence of magnetic fields in neutron star X-ray binaries and some
methods that are used to estimate their strength.

Keywords Neutron stars · Magnetic field · X-ray binaries

1 Introduction

X-ray binaries (XRBs) were the first astrophysical objects in which relativistic compact stars
(neutron stars (NSs) and black holes) were detected. In 1962 the pioneering observations of
the sky in the X-ray energy range led to the discovery of the bright source Sco X-1 (Giacconi
et al. 1962), which is now known to contain an accreting NS. However, at that time the origin
of the X-ray emission and the nature of the Sco X-1 source were completely unknown. Thus,
the first ones to recognize the existence of NSs were radio astronomers, who discovered
the radio pulsars a few years later (Hewish et al. 1968; Gold 1968). Measurements of the
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spin-down of radio pulsars, interpreted as a loss of rotational energy due to the emission of
magneto-dipole radiation, allowed the first estimates of their magnetic fields (e.g. Gunn and
Ostriker 1969). These were in agreement with earlier predictions based on the assumption
that the magnetic flux of stars collapsing into NS is conserved, giving rise to NS magnetic
fields as high as B ∼ 1012–1016 G (Ginzburg 1964; Woltjer 1964).

The observations obtained by UHURU, the first satellite for X-ray astronomy, showed
that many XRBs contain NSs with magnetic fields powerful enough to overcome the enor-
mous gravitational drag of the NS and disrupt the flow of accreting matter, thus creating
anisotropic emission patterns. These allowed rotating accreting NSs to be detected as reg-
ularly pulsating X-ray sources through a lighthouse effect (Giacconi et al. 1971; Schreier
et al. 1972; Tananbaum et al. 1972; Lamb et al. 1973; Davidson and Ostriker 1973).

Since the time of these early discoveries, significant advances in observational astro-
physics have provided an extremely rich dataset on NSs. Differences in their intrinsic prop-
erties (ages, magnetic fields, spin-periods, etc.), as well as in their environment (e.g., isolated
or in binaries, density of interstellar medium, location in globular clusters, etc.), give rise to
a variety of manifestations that can be studied in the whole electromagnetic spectrum. In this
paper we concentrate on the NSs whose emission is mainly powered by accretion of matter
provided by a companion star. The accreting matter acts as a probe in the regions of our
interest, in particular around magnetic NSs. Observations in X-rays (from ∼1 keV to a few
hundred keV) are one of the most informative ways to explore the properties of NSs because
this is the energy range where the NS surface and the matter in its immediate vicinity emit a
significant part of their bolometric luminosity.

In Sect. 2 we introduce a few basic equations relevant for the physics of accretion and
give a brief overview of the main properties of XRBs containing NSs. In the following
sections we focus on a few specific aspects closely related to the presence of magnetic
fields: the observation of cyclotron lines (Sect. 3), and the interaction between the accretion
flow and the NS magnetosphere (Sects. 4, 5, and 6).

2 Accretion-Powered Neutron Star X-ray Binaries

X-ray binaries are powered by accretion onto a compact object which gravitationally cap-
tures part of the mass lost by its companion star. The early evidence that many of the ob-
served properties of XRBs depend on the type of companion star led to their classification
into the two main classes of high mass X-ray binaries (HMXBs) and low mass X-ray bi-
naries (LMXBs), based on the mass of the companion star. Extensive reviews of this vast
subject can be found, e.g., in Lewin and van der Klis (2010). Progress in observations led to
the discovery of a large number of XRBs in our Galaxy and in the Magellanic Clouds (see,
e.g., Liu et al. 2006, 2007, for recent catalogs of XRBs). At the moment, the most sensitive
surveys of the whole Galactic plane obtained in hard X-rays have detected about two hun-
dred sources, nearly equally divided between HMXBs and LMXBs (Krivonos et al. 2010;
Bird et al. 2010; Baumgartner et al. 2013).

Before giving an overview of the main properties of XRBs containing NSs, we remind
a few basic concepts and definitions that will be used in the following sections (see, e.g.,
Frank et al. 1992 for a more extensive discussion). We denote with M and R the NS mass
and radius, and assume in all the numerical formulae the valuesM = 1.4M� andR = 12 km.
The NS moment of inertia is I ≈ 0.4MR2, and its angular velocity is ω= 2πν = 2π/P . The
magnetic dipole moment is μ = BR3/2, where B is the field strength at the NS magnetic
poles.
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The accreting matter, on its way toward the compact object, releases a large amount of
gravitational energy, heats up and emits mostly in the X-ray energy range. In the case of an
accreting NS, the accretion luminosity is given by:

LX ≈ GMṀ
R

≈ 1.5× 1020Ṁ erg s−1, (1)

where Ṁ is the mass accretion rate in g s−1. This corresponds to a ∼17 % efficiency of
conversion of the rest mass energy of the accreting matter.

An upper limit to the accretion luminosity is given by the Eddington luminosity, LEdd,
at which the radiation force equals the gravitational attraction, thus stopping the accretion
flow:

LEdd = 4πGMmpc

σT
≈ 1.3× 1038 M

M�
erg s−1 (2)

(c is the velocity of light, mp is the proton mass, and σT is the Thompson cross section).
The typical luminosities observed in bright XRBs are of the order of ∼1036–1038 erg s−1.
They imply accretion rates of ∼1016–1018 g s−1 (corresponding to ∼10−10–10−8M� yr−1).
Much lower luminosities, down to∼1031 erg s−1, are seen in the quiescent states of transient
sources (note that other processes besides accretion might be at work to power these low
luminosities).

To discuss the effects produced by the NS magnetic fields on the flow of accreting matter,
hence on the X-ray emission properties, it is useful to consider a few characteristic radii
around the compact object. Their relative positions, which depend mainly on ω, μ, and
density of the inflowing mass, determine the appearance of the NS (see, e.g., Lipunov et al.
1992; Campana et al. 1998; Bozzo et al. 2008).

The accretion radius, ra, defines the region in which the matter is gravitationally captured
by the compact object. In the case of a NS accreting from a stellar wind with velocity vw, it
is given by:

ra = 2GM/
(
v2

w + v2
orb

)
, (3)

where vorb is the orbital velocity of the NS (usually negligible compared to the wind velocity
vw).

The magnetic energy density, B2/8π , around a magnetized NS rapidly rises towards
the compact object (as ∝ r−6 in the case of a dipole and even faster in the case of higher
multipole fields). A simple estimate of the distance from the NS where the magnetic pressure
becomes equal to the ram pressure of the accretion flow gives the magnetospheric radius
(see, e.g., Pringle and Rees 1972; Lamb et al. 1973; Kluźniak and Rappaport 2007):

rm = ξ
(

μ4

GMṀ2

)1/7

, (4)

where a dipolar magnetic field has been assumed. The parameter ξ depends on the config-
uration of the flow: it is ∼1 for a spherical inflow (Pringle and Rees 1972), while it can be
smaller, ξ ∼ 0.4, in the case of a Keplerian disk (Ghosh and Lamb 1979). Within rm the
motion of the matter is strongly influenced by the geometry of the magnetic field, which
rotates rigidly with the star.

Two other relevant radii are the corotation radius, rco = (GM/ω2)1/3, and the light-
cylinder radius, rlc = c/ω, where the linear velocity of the rigidly corotating magnetosphere
equals, respectively, the Keplerian velocity and the speed of light.
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Fig. 1 Image of the central region of the Galactic plane (in Galactic coordinates), obtained by the INTE-
GRAL observatory in the energy band 17–60 keV. The positions of some of the brightest HMXBs in our
Galaxy are indicated. The vast majority of them contain accreting magnetic NSs

2.1 High Mass X-ray Binaries

HMXBs are systems in which the mass donor is typically an OB star with mass greater than
6–7 M�. Known HMXBs have orbital periods from 0.2 days (Cyg X-3, with a Wolf-Rayet
companion) to almost one year (Porb ∼ 262 days of SAX J2239+6116) and spin periods
ranging from 0.7 s (SMC X-1) up to ∼14 ks (1H 1249-637). The detection of X-ray pulsa-
tions in most of these systems was one of the first indications for the presence of magnetized
NSs, with fields sufficiently strong (∼1011−13 G) to channel the accretion flow onto the mag-
netic poles and produce beamed X-ray emission. These magnetic fields are of the same order
of those found in young radio pulsars, consistent with the evidence that HMXBs have ages
smaller than few tens of Myrs, as implied by the presence of massive stars in these systems.

Extensive surveys of the Galaxy (e.g. Lutovinov et al. 2013) have revealed several tens
of persistently bright HMXBs with luminosity LX ∼ 1036–1037 erg s−1 (positions of some
brightest sources on the sky are shown in Fig. 1). Many of them are located in the spiral
arms, associated to regions of recent star formation. Persistent HMXBs typically have OB
supergiant companion stars, characterized by strong stellar winds with velocity vw of the
order of a thousand km s−1 and mass loss rates Ṁw ∼ 10−7–10−5M� yr−1. Such winds
provide the matter which is accreted by the NS. Several HMXBs with OB companions are
strongly absorbed in the soft X-ray energy range, due to the presence of dense circumstellar
material, and could be discovered only recently thanks to observations in the hard X-ray
range (Revnivtsev et al. 2003; Walter et al. 2003; Kuulkers 2005).

SFXTs (Supergiant Fast X-ray Transients) have OB-type supergiant companions, like
those of the persistent HMXBs, but they are characterized by strong X-ray outbursts of
short duration spanning a very large dynamic range—up to 3 or 5 orders of magnitude
from quiescence to the peak of their outbursts (see, e.g., Sguera et al. 2006; Sidoli 2012).
SFXTs spend most of the time at very low luminosities, and sporadically emit outbursts
with duration of the order of few hours or even less (see e.g. review in Paizis and Sidoli
2014), although sometimes superimposed on longer periods of activity. Due to the rarity
and short duration of their outbursts, SFXTs escaped detections until recently. Thanks to the
extensive coverage of the Galactic plane with the INTEGRAL observatory, this class has
now grown up to a dozen of sources (Romano et al. 2014). The mechanism at the basis of
SFXT outbursts is not yet understood and several models have been proposed (e.g. in’t Zand
2005; Sidoli et al. 2007; Walter and Zurita Heras 2007; Grebenev and Sunyaev 2007; Ducci
et al. 2009).

The largest population of HMXBs consists of NSs with Be type companions (e.g. Reig
2011). Most of them are transient systems, which spend a large fraction of time in a low
luminosity (or off-) state. Their outbursts are related to the presence of the dense equatorial
outflows in the winds of Be stars, which are responsible for the Hα emission lines seen in
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the optical spectra of these stars. The transient behavior of these XRBs occurs because the
NS acquires a higher accretion rate when it crosses the Be equatorial disk and/or because
the disk ejection itself is subject to long term variability.

Most NSs in HMXBs accrete matter gravitationally captured from the stellar winds of
massive companions which underfill their Roche-lobe (e.g., Davidson and Ostriker 1973).
More rarely, the accretion flow is significantly modified by a Roche-lobe influence (e.g.
Lamers et al. 1976).

The strong fields of NSs channel the accreting matter onto the magnetic poles, forming an
accretion column (e.g. Basko and Sunyaev 1976; Lyubarskii and Sunyaev 1988; Mushtukov
et al. 2014). Most of the kinetic energy of the matter falling onto the NS surface should be
released as radiation of the accretion column, with a luminosity of the order of ∼0.2Ṁc2

(Eq. (1)). The free fall velocity near the NS surface is ∼0.6c, which corresponds to effective
temperatures larger than 1012 K (>100 MeV). The observed emission, however, is more
concentrated in the 1–20 keV energy band and the spectrum is significantly different from
that of a simple blackbody emission—the spectrum is typically a power law (dN/dE ∝
E−Γ ) with photon index Γ ∼ 1 up to energies 10–30 keV and an exponential cutoff at higher
energies (see, e.g., White et al. 1983; Nagase 1989; Filippova et al. 2005; Caballero and
Wilms 2012). The emission pattern is strongly anisotropic, giving rise to easily detectable
X-ray pulsations due to the rotation of the NSs. In most sources the pulse profiles show
significant variations as a function of energy, luminosity level, orbital phase, and time.

The details of the spectral formation in HMXBs are not yet fully understood, in spite of
very serious efforts in this direction (Nagel 1981; Lyubarskii and Sunyaev 1982; Meszaros
and Nagel 1985; Burnard et al. 1991; Shibanov et al. 1992; Klein et al. 1996; Becker and
Wolff 2005, 2007). Modelling the spectra of the accretion column on NS surfaces of X-ray
pulsars is complicated by: a) the presence of powerful radiation pressure, which determines
the dynamics of the settling flow, b) the strong magnetic field, which modifies all scattering
cross sections and thus the radiation transfer, and c) the presence of fast bulk motion of the
infalling matter, which contributes to the Compton upscattering of the outgoing radiation.
All these complications should be solved self-consistently.

2.2 Low Mass X-ray Binaries

The companions of NSs in LMXBs are typically late type dwarf stars with mass below
1–2 M�. Most LMXBs have orbital periods shorter than one day. The companion stars fill
their Roche-lobe and accretion proceeds with the formation of a disk around the compact
object. LMXB can have ages up to a few Gyrs, as reflected by their association with the
old stellar population in the Galactic bulge and by their presence in globular clusters. The
existence of dynamically important magnetic fields in LMXBs, able to channel the accretion
flow onto the NS magnetic poles, has been under discussion for a long time because regular
pulsations were originally seen only in a few peculiar members of this class, like Her X-1
(P = 1.24 s), 4U 1626–67 (P = 7.7 s) and GX 1+4 (P = 130 s) (see Liu et al. 2007 and
ref. therein). Extensive searches for pulsations in other bright LMXBs were unsuccessful
(see, e.g., Mereghetti and Grindlay 1987; Vaughan et al. 1994) and the presence of NSs,
rather than accreting black holes, in these systems could only be established through the
observation of type I X-ray bursts—thermonuclear explosions in the accreted matter which
accumulates onto the NS surface (see, e.g., reviews in Lewin et al. 1993; Cumming 2004).

Thanks to the large effective area provided by the instruments on the RXTE satellite, X-
ray pulsations were finally discovered in LMXBs (Wijnands and van der Klis 1998). At the
moment we know 15 systems of this class in which the NSs create persistent or intermittent
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X-ray pulsations with periods of a few milliseconds (see, e.g., Patruno and Watts 2012) and
several sources which show millisecond pulsations during type I bursts (e.g. Strohmayer
2001). These findings show that the NSs in LMXBs have spin periods much shorter than
those in HMXBs. Their fast rotation is due to the spin-up torque applied on the NS by
the rapidly rotating Keplerian accretion disk, which extends close to the star surface. This
implies magnetic fields B ∼ 108−10 G, smaller than those found in HMXBs, which could
be a consequence of the old age of the NSs in LMXBs, possibly coupled to the field decay
induced by the accretion process (e.g. Taam and van den Heuvel 1986; Harding and Lai
2006). Such low magnetic fields are at the basis of the well established recycling scenario,
which explains the millisecond radio pulsars as old NSs spun-up by the accretion process
in LMXBs (Bisnovatyi-Kogan and Komberg 1976; Bhattacharya and van den Heuvel 1991;
Srinivasan 2010).

The weak magnetic field of these NSs is also at the basis of the different X-ray spectral
properties of LMXBs and HMXBs. In general, at energies below ∼20 keV the spectra of
LMXBs are much softer than those of HMXBs. This is due to the fact that a large fraction of
the observed X-rays originates in optically thick accretion disks, which in LMXBs extend
close the compact object where they reach temperatures of only a few keV.

3 Resonant Cyclotron Features in the X-Ray Spectra of Accreting NSs

The energy spectra of several accreting magnetic NSs show the presence of absorption fea-
tures at energies of tens of keV. Discovered more than thirty years ago (Truemper et al.
1978; Wheaton et al. 1979), they were already expected by theoreticians (Gnedin and Sun-
yaev 1974). These features were immediately interpreted as due to cyclotron resonant scat-
tering of the outgoing radiation by electrons in a strong magnetic field and provided the first
direct evidence for magnetic fields of the order of 1012−13 G in the line-forming regions.
The line energies are determined by the separation of the quantized Landau energy levels of
electrons, which, in a magnetic field of strength B , is given by:

Ec = �
eB

mec
= 11.6

B

1012 G
keV (5)

Due to the gravitational redshift z at the position where the scattering occurs, the lines in the
observer’s frame of reference appear at Ec/(1+ z).

Over the last decades, cyclotron absorption features have been detected from more than
twenty sources (see Table 1). In a few sources one or more harmonics of the fundamental line
are also seen (Santangelo et al. 1999; Tsygankov et al. 2006). One of the best examples is
presented in Fig. 2. Note that the line energies given in Table 1 are only approximate values,
since many sources show line energy variations as a function of the spin phase, time, and/or
flux. In addition, the exact values of the line parameters derived from the spectral fits depend
on the spectral model used to describe the continuum. Despite these uncertainties, it is clear
that the observed line energies imply magnetic fields in the range ∼1012–1013 G, both for
NSs with Be and supergiant (SG) companions. Note that Her X-1 and GX 1+4, the only
LMXB showing cyclotron lines, are not representative members of the LMXB population:
they resulted from different evolutionary histories and have magnetic fields similar to those
of HMXBs. Among the most recent discoveries, it is worth noting that the first cyclotron
line discovered in a member of the SFXT class indicates a “standard” field value (Bhalerao
et al. 2014). This does not support the models invoking strong magnetic fields to explain
these sources (e.g. Bozzo et al. 2008).
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Fig. 2 Energy spectrum of the
accretion powered pulsar
V0332+53 at two intensity levels
measured with the INTEGRAL
observatory. At least two
cyclotron absorption lines are
clearly visible (from Tsygankov
et al. 2006)

Variations of the line properties as a function of the source luminosity are particularly
interesting since, in principle, they offer the possibility to study how the geometry of the
accretion region changes at different mass accretion rates. In the simplest interpretation,
the observed variations of line energy, Ec, as a function of the luminosity, LX, trace the
height of the X-ray emitting shock in the accretion column. At luminosities above the local
critical value (LX � 1037 erg s−1), as the mass accretion rate increases the radiation pressure
moves the shock farther from the NS surface, where the magnetic field is weaker. Hence
an anticorrelation between Ec and LX is expected (Basko and Sunyaev 1976; Burnard et al.
1991). This behavior has been observed in V0332+53 (Tsygankov et al. 2006) and in 4U
0115+63 (Nakajima et al. 2006). However, the analysis of another outburst from the latter
source indicates that the reported anticorrelation might be an artifact caused by an improper
modelling of the underlying variations of the continuum spectrum (Müller et al. 2013b).
A positive correlation between Ec and LX has instead been seen in Her X-1 (Staubert et al.
2007) and in a few other sources (see Table 1). Their different behavior has been attributed
to the lower luminosity of these sources, in which gas pressure and Coulomb scattering
become important in shaping the geometry and emission pattern of the accretion column
(Becker et al. 2012).

There is general agreement that the observed lines are due to resonant electron scattering
in a strong magnetic field and models based on the transmission of radiation through a highly
magnetized medium in the accretion column can account for most of the observations (see
e.g. Schönherr et al. 2007; Nishimura 2008). However, the simple picture outlined above
predicts a luminosity-dependence of Ec at high accretion rates stronger than the observed
one (typically Ec varies by less than 20–30 % when the luminosity changes by an order of
magnitude). A recent model to overcome these problems is presented by Nishimura (2014),
while a different explanation is based on the idea that the cyclotron lines are formed as a
result of reflection of the accretion column X-ray emission from magnetized matter on the
NS surface (Poutanen et al. 2013).

4 Interaction Between NS Magnetosphere and Accretion Flow

Although the details of the interaction between the rotating magnetosphere and the accre-
tion flow are quite complicated and not yet fully understood (see, e.g., Uzdensky 2004; Lai
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2014), it is generally assumed that accretion onto the NS surface can occur if the mag-
netospheric radius (Eq. (4)) is smaller than the corotation radius. If, instead, rm > rco, the
centrifugal barrier should stop the flow and inhibit continuous accretion (Illarionov and Sun-
yaev 1975; Stella et al. 1986). In this case, non-stationary accretion might still proceed as
the matter piles up around the intrinsically unstable magnetospheric boundary. Depending
on its specific angular momentum, the captured plasma may form a quasi-spherical shell
(Pringle and Rees 1972; Ikhsanov 2007; Shakura et al. 2012) or reside in a so-called “dead
accretion disk” (Sunyaev and Shakura 1977; Baan 1979; D’Angelo and Spruit 2010, 2012).

Accretion can proceed in two ways: either quasi-spherically or via a geometrically-thin
disk. The latter scenario typically occurs when the mass donor star fills its Roche-lobe, as
it happens in most LMXBs. In the case of wind-accreting HMXBs, quasi-spherical accre-
tion can occur if the angular momentum of the mass captured within the accretion radius
is sufficiently small. This can be evaluated by considering the circularization radius, i.e. the
minimum distance from the NS which the accreting matter can reach without loss of angu-
lar momentum. The circularization radius, rcirc, can be roughly estimated by equating the
specific angular momentum of the captured stellar wind matter to that on a Keplerian orbit
(see, e.g., Frank et al. 1992):

j ∼ πr2
a

2Porb
∼√GMrcirc (6)

This leads to:

rcirc ∼ 4π2G3M3

P 2
orbv

8
w

(7)

rcirc ∼ 3.3× 106

(
1 day

Porb

)2(1000 km s−1

vw

)8

cm (8)

For typical values of NS magnetic fields, mass accretion rates, and stellar wind velocities of
young OB-type stars, it turns out that, for wide binaries (Porb > a few days), a disk cannot
form because rcirc < rm. In this case the accreting matter should settle onto the rotating
magnetosphere in some kind of a quasi-spherical flow.

The resulting interaction is a long standing problem and still a matter of debate (see, e.g.,
Arons and Lea 1976; Lamb et al. 1977; Davies et al. 1979; Illarionov and Kompaneets 1990;
Ziolkowski 1985; Bozzo et al. 2008; Shakura et al. 2012, 2013). Unsettled questions on
details of the magnetosphere–flow interaction sometimes lead to controversial suggestions
about the presence of ultrastrong magnetic fields in pulsars with long spin periods (see, e.g.
Finger et al. 2010; Doroshenko et al. 2010a; Reig et al. 2012; Ho et al. 2014). The root
of this problem is in the assumptions on the values of the torques exerted by the accreting
matter settling to the NS magnetosphere.

Contrary to the disk accretion case, where the torques are relatively well understood and
the predicted scalings confirmed by observations (see Sect. 4), the issue of the net torque
acting on the NS is much less clear in the case of quasi-spherical accretion (see discussion
of this problem in Shakura et al. 2012, 2013, Postnov et al. 2014).

In the cases of accretion from a companion star in tight binaries (where Roche-lobe
overflow occurs), from the equatorial disks around Be stars, and from low mass companions,
the specific angular momentum of the gravitationally-captured matter can be sufficiently
large to form a disk before reaching the NS magnetosphere.

Some early works (e.g. Ghosh and Lamb 1978, 1979) assumed that the NS magnetic field
can penetrate the disk over a large range of radii, forming a relatively wide transition zone.
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Fig. 3 Models of magnetosphere-accretion disk interaction of Shu et al. (1994) (left panel) and Lovelace
et al. (1995) (right panel). Both models imply that the accretion disk matter is frozen into the NS magnetic
field lines only over a relatively small transition region

It was later shown that this scenario requires an unphysically high magnetic diffusivity in
the accretion disk (see, e.g., Wang 1995; Lesur and Longaretti 2009). Calculations assuming
a more realistic magnetic diffusivity indicate that the NS magnetic field can penetrate the
disk only over a quite small range of radii (Campbell 1992; Shu et al. 1994; Lovelace et al.
1995), comparable to the thermal disk scale height h∼ cs/ωK, where cs is the sound speed
in the disk and ωK is the Keplerian frequency. In these models the inner part of the flow is
frozen into the closed field lines magnetosphere, and the outer part of the flow contains open
field lines leading to the possibility of magnetically driven outflows (see Fig. 3).

The thickness of this transition region influences the structure of the accretion column
onto the NS. If the area of the footprint of the accretion flow is small, the release of energy
brought by the flow can be locally super-Eddington and can create a radiative shock which
stops the infalling plasma. Despite significant theoretical efforts (e.g. Basko and Sunyaev
1976; Ghosh and Lamb 1978, 1979; Campbell 1992; Shu et al. 1994; Lovelace et al. 1995)
the width of the transition region remains uncertain, and until recently could not be esti-
mated observationally. A method to estimate the thickness of the transition region based
on measurements of the cooling time of matter in the accretion column has been proposed
for magnetic white dwarfs (Semena and Revnivtsev 2012; Semena et al. 2014). The inferred
plasma penetration depth at the boundary of the magnetosphere is in general agreement with
earlier theoretical (Shu et al. 1994; Lovelace et al. 1995). Extending these results to accret-
ing magnetic NSs indicates that the footprint of their accretion columns might occupy an
area as small as <10−6 of the total NS surface.

4.1 Spin-Period Variations

Matter that moves toward the NS carries angular momentum, which can be added to that of
the NS. If the accretion occurs via a Keplerian disk, the spin-up torque acting on the NS can
be estimated as Ksu ≈ Ṁ√GMrm (Pringle and Rees 1972). On the other hand, the rotating
magnetosphere can lose angular momentum via different mechanisms. For example, it can
transfer angular momentum via large scale magnetic field threading the external regions
of the accretion disk, which have a slower rotation (e.g. Ghosh and Lamb 1979; Lovelace
et al. 1995; Wang 1995), or it can lose angular momentum by some matter outflow (e.g.
Illarionov and Kompaneets 1990). The spin-down torque Ksd acting on the NS depends on
how the accretion in the binary occurs (e.g. via Keplerian disk or via quasi-spherical flow)

Reprinted from the journal 308



Magnetic Fields of Neutron Stars in X-Ray Binaries

and is still a matter of debate (see e.g. Davidson and Ostriker 1973; Kundt 1976; Lipunov
1981; Bisnovatyi-Kogan 1991; Wang 1995; Li and Wang 1996; Kluźniak and Rappaport
2007; Shakura et al. 2012). Leaving aside these complications, we can write the evolution
of the spin period of NS accreting from a disk in a generalized form:

I
dω

dt
= kmṀ

√
GMrm −Ksd (9)

where km is a numerical constant of the order of unity.
If the spin-up torque is significantly higher than the spin-down torque (e.g. during

episodes of high mass accretion rate), the dependence of the spin-up rate on the source
luminosity/mass accretion rate can be expressed as follows:

ν̇ ∼
√
GMrm

2π0.4MR2
Ṁ ∼ G

3/7μ2/7Ṁ6/7

2π0.4M4/7R2
(10)

ν̇ ∼ 3.5× 10−13μ
2/7
30

(
Ṁ

1016 g s−1

)6/7

s−2 (11)

ν̇ ∼ 2.5× 10−13μ
2/7
30

(
LX

1036 erg s−1

)6/7

s−2 (12)

The time scale tsu = ν/ν̇ for spinning-up the accreting NS is

tsu ∼ 3× 105ν4/3

(
1037erg s−1

LX

)(
rco

rm

)1/2

yr (13)

For typical mass accretion rates occurring in high-luminosity sources (1037–1038 erg s−1),
this time scale is short and spin-up should be clearly observable. Indeed, the spin-up of
Cen X-3 was already revealed since its first observations (see Bildsten et al. 1997 for a
compilation of spin-period time histories of several accretion-powered pulsars).

To illustrate the dependence of spin-up rate on X-ray luminosity outlined in Eq. (10),
let us consider the case of A0535+262, one of the brightest HMXB transients. In this sys-
tem the NS accretes from its Be-type companion via a thin disk. The mass accretion is not
continuous, but it occurs via rare violent outbursts, during which the accretion rate changes
by more than three orders of magnitude, resulting in luminosities from (0.5–1) × 1034 to
∼1038 erg s−1. The dependence of its spin-up rate on the X-ray luminosity gives us a di-
rect probe of the model of disk–magnetosphere interaction and of the properties of the
magnetosphere. When A0535+262 is at high luminosity, the accretion disk squeezes the
magnetosphere to sizes much smaller than the corotation radius, thus reducing the flow–
magnetosphere interaction to the simple scenario outlined above. Figure 4 shows how the
observed spin-up rate depends on the X-ray flux, as observed during the bright phase of an
outburst which occurred in 1996 (Bildsten et al. 1997). The dotted line indicates the relation
ν̇ ∝ Ṁ6/7, deduced from the simple model described above. The observed points closely fol-
low the model prediction and yield a NS surface magnetic field B ∼ 1012 G, which roughly
agrees with the value derived from studies of cyclotron absorption lines.

A complete description of the spin-up/spin-down behavior of accreting NSs is much
more complicated than the simple picture outlined above, owing to the interaction between
the accretion flow and the magnetosphere, which is particularly complex when the NS is
rotating close to the equilibrium period, i.e. when rm ≈ rco, and in the propeller stage, when
rm > rco. These difficulties are illustrated, e.g., by the case of KS 1947+300, for which the
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Fig. 4 Dependence of NS
spin-up rate on X-ray flux (i.e.
mass accretion rate). The dotted
line indicates the prediction of
the simple model of interaction
of a dipole magnetosphere with a
Keplerian disk (from Bildsten
et al. 1997)

magnetic field derived from the ν̇–LX correlation (Tsygankov and Lutovinov 2005) is more
than one order of magnitude higher than that indicated by the cyclotron line detected in this
source.

The existence of counteracting torques (Eq. (9)) implies that: (1) there should be time
periods of torque reversal, and (2) NSs should have some equilibrium spin periods. Indeed,
observations do demonstrate time periods with zero time derivative of the NS spin value in
some disk-accreting systems (e.g. Parmar et al. 1989; Wilson et al. 2002; Baykal et al. 2002).
Alternating periods of spin-up and spin-down are common in wind-accreting systems, where
the angular momentum of the gravitationally-captured matter is subject to large fluctuations
of both signs (see, e.g., the spin history of the wind accreting NS in Vela X-1 in the upper
panel of Fig. 5), but they have also been observed in NSs which are known to accrete through
a disk (an example is shown in the bottom panel of Fig. 5). A comprehensive review of
observational facts about spin-up and spin-down histories can be found in, e.g., Bildsten
et al. (1997).

In these cases the observed luminosity/mass accretion rate values were used to make an
estimate of the NS magnetic field, adopting some prescription of the spin-down torque Ksd.
Application of this approach to A0535+262 provides a NS magnetic field value in agree-
ment with that known from position of cyclotron absorption line Doroshenko et al. (2014).
The problem of torque reversals in wind-accreting (without Keplerian accretion disk) bina-
ries has been recently re-examined in the context of the quasi-spherical subsonic accretion
regime by Shakura et al. (2012). Application of this model to Vela X-1 and GX 301–2
allowed these authors to estimate magnetic fields consistent with those derived from the
cyclotron lines.

5 Aperiodic X-Ray Flux Variations as a Tool to Measure NS Magnetospheres

The availability of high-quality data on accreting X-ray binaries has made it possible to
investigate the NS magnetospheres using new methods based on the study of their aperiodic
X-ray variability. Aperiodic variability in the X-ray flux of accreting sources was discovered
at the dawn of X-ray astronomy (e.g., Oda et al. 1971) and since then it has been extensively
studied, mostly in the frequency domain, through the use of Fourier analysis techniques
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Fig. 5 Examples of
spin-up/spin-down transitions of
the wind accreting magnetic NS
in Vela X-1 (top panel, from
Bildsten et al. 1997) and the disk
accreting magnetic NS in 4U
1626–67 (bottom panel, from
Camero-Arranz et al. 2010)

(van der Klis 1989). The noise power spectrum in accreting sources has been shown to
follow a power law in broad range of frequencies.

It is now widely accepted that this variability originates from the modulation of the in-
stantaneous values of the mass accretion rate at different distances from the central object
and their subsequent multiplicative superposition (so called model of propagating fluctua-
tions; Lyubarskii 1997; Churazov et al. 2001; Arévalo and Uttley 2006; Revnivtsev 2008).
In the framework of this model, the varying luminosity originates in the central parts of the
accretion flow (i.e. the accretion column in the case of X-ray pulsars), but the modulations
of the mass accretion rate are inserted into the flow at different (including large) distances
from the central object, as a result of the stochastic nature of the viscosity in accretion disks
(see, e.g., Balbus and Hawley 1991; Armitage and Reynolds 2003; Hirose et al. 2006).

The fastest variations, originating closer to the compact object, modulate the accretion
rate in the disk, which is incoming to these regions from the outer disk regions. This model
predicts that, if the accretion disk is truncated at some distance from the compact object, the
broad band power spectrum of its luminosity variations should show a break (or steepen-
ing) resulting from the lack of variability at the highest frequencies (see Fig. 6). The break
frequency, fb, should correspond to the time scale at which the inner part of the accretion
flow modulates the mass accretion rate. As the truncation radius moves inward, fb should
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Fig. 6 Upper part: scheme of
the accretion disk around a NS
magnetosphere at two levels of
the mass accretion rate. At high
accretion rate the inner radius of
the disk shrinks and an additional
part of the flow with the fastest
noise appears. Lower part: power
spectra (pulse variations
removed) of the accreting X-ray
pulsar A0535+262 at different
X-ray luminosities. The thick line
relates the inner part of the disk
with the fastest variability, not
present during low accretion rate
periods, when the magnetosphere
pushes the disk further away
from the NS

increase. Observational support of this prediction was demonstrated by Revnivtsev et al.
(2009).

If the characteristic frequency f0 of the noise at the magnetospheric boundary rm is pro-
portional to the frequency of the Keplerian rotation νK of matter at the inner edge of the
accretion disk rin ≈ rm, we can relate the observed break frequency to the instantaneous
value of the mass accretion rate Ṁ :

2πνK = (GM)1/2r−3/2
m (14)

and the break frequency will follow the dependence:

fb ∝ f0 ∝ νK(rin)∝ (GM)5/7μ−6/7Ṁ3/7 (15)

This relation was observed in transiently accreting pulsars (see e.g. Revnivtsev et al. 2009;
Tsygankov et al. 2012; Doroshenko et al. 2014, and Fig. 7).

In addition to the broad band noise, accreting X-ray pulsars sometimes show quasi-
periodic oscillations (QPO) of their fluxes (see e.g. Shinoda et al. 1990; Finger et al. 1996;
Camero-Arranz et al. 2012a). It was found that the QPO frequency varies during the out-
bursts of the transient A0535+262 and its value strongly depends on the X-ray flux. It is
remarkable that the dependence of the QPO frequency on the accretion rate is very similar
to that of the frequency of the break in the power spectrum of the source flux variability,
which hints on their common origin. It was proposed that the QPO might originate at the in-
ner boundary of the accretion disk, truncated by the NS magnetosphere at the beat frequency
between the Keplerian frequency at disk inner edge and the neutron star rotation frequency
(Finger et al. 1996).
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Fig. 7 Luminosity dependence
of the break frequency in power
spectra of disk accreting X-ray
pulsars. Dashed lines denote
approximate positions of breaks
predicted by a simple model of
Keplerian disk–dipole
magnetosphere interaction with
different strengths of NS surface
magnetic field. The exact position
of these lines should be treated
with caution due to uncertainties
of NS parameters and properties
of the magnetosphere

6 Magnetic Propeller Effect

Due to the increase of magnetospheric radius with the decrease of the mass accretion rate
(Eq. (4)), at some stage of transiently accreting NSs (e.g. in Be HMXBs during outbursts or
in LMXB transients) the magnetospheric radius can reach the corotation radius and stop the
direct accretion regime. This is the so called “propeller effect”. The limiting mass accretion
rate Ṁ , and the corresponding luminosity, can be estimated by the condition rm ∼ rco:

Ṁ ∼ ξ 7/2 (2π)7/3μ2

G5/3M5/3P 7/3
(16)

LX ∼ ξ 7/22.3× 1033μ2
30

(
100 s

P

)7/3

erg s−1 (17)

Below we consider several consequences of the propeller effect which can be probed with
observations.

6.1 Luminosity Drops in HMXBs and LMXBs

When the magnetospheric radius starts to exceed the corotation radius, one should expect to
see an abrupt drop of the source luminosity or a switch to unsteady accretion with large lu-
minosity swings. Indeed, at this stage the matter gains angular momentum from the rotating
magnetosphere and can not move directly toward the NS. Relatively small variations of the
incoming mass rate can lead to large variations of the X-ray luminosity.

Such drops were indeed observed during the decreasing phases of the outbursts of several
Be binaries, like, e.g. V0332+53 (Stella et al. 1986), 4U0115+63 (Campana et al. 2001),
Vela X-1 (Doroshenko et al. 2011), 4U1907+09 (Doroshenko et al. 2012a). This effect is
not easy to catch because it occurs in a short time interval, when the source is crossing the
above luminosity limit. An additional complication comes from the fact that when XRBs
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Fig. 8 Light curve of the 1997
outburst of the LMXB transient
Aql X-1. After a relatively
smooth decline, an abrupt drop of
X-ray luminosity can be seen
around LX ∼ 5× 1036 erg s−1.
This behavior can be explained
by the propeller effect of a
rotating magnetosphere with
B ∼ (1–4)× 108 G at the NS
surface (from Campana et al.
2014)

reach low luminosity levels (LX < 1033–1034 erg s−1), the contribution provided by X-ray
emission of the companion star may become non-negligible.

It is possible that the pure propeller effect, causing the complete ejection of gravitation-
ally captured matter, is unlikely to be realized unless the compact magnetized rotator is
really fast (as in the case of the rapidly rotating magnetized white dwarf in the binary AE
Aqr, see, e.g., Wynn et al. 1997). In the case of slow rotators some residual accretion might
still be possible from a quasi-spherical reservoir above the magnetosphere (see e.g. Shakura
et al. 2012) or from so-called “dead-disks” (Illarionov and Sunyaev 1975; D’Angelo and
Spruit 2010, 2012).

If the mass supply rate at the magnetospheric boundary persists for some time, one might
expect large amplitude quasi-cyclic variations of X-ray luminosity, due to intermittent matter
penetration (Baan 1979; D’Angelo and Spruit 2010, 2012). Such variations were observed
in several cases: A0535+262 (Caballero et al. 2008; Postnov et al. 2008), EXO 2030+375
(Klochkov et al. 2011).

The influence of the propeller effect has also been observed in transiently accreting
LMXBs (Fig. 8), where abrupt drops of X-ray luminosity were seen in the decaying parts
of the outbursts (see, e.g., Cui 1997; Gilfanov et al. 1998; Asai et al. 2013; Campana et al.
2014), leading to estimated magnetic fields of a few 108 G. Note, that in the case of fast pul-
sars in LMXBs the inner edge of the disk is much closer to the NS surface than in HMXBs.
Thus the luminosity variations associated to the propeller effect are smaller and more diffi-
cult to detect. Also considering that the determination of rm is subject to larger uncertainties
in these systems, the above estimates should be taken with some caution (see, e.g., discus-
sion in Patruno and Watts 2012).

6.2 Influence of the Propeller Effect on XRBs Populations

The presence of rotating NS magnetospheres should prevent persistent accretion at low rates
(see, e.g., discussion of this point in Lipunov 1982, Stella et al. 1986, Shtykovskiy and Gil-
fanov 2005; numerical simulation predict similar effect in LMXB populations, see, e.g.,
Kuranov et al. 2014). In principle, this prediction could be tested with statistical analysis of
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well defined samples of XRBs, which should reveal a lack of objects in some regions of pa-
rameters (e.g. luminosity, spin-period, magnetic field, orbital period). However, such studies
are complicated by observational biases and by large uncertainties on many parameters.

Attempts to obtain a well defined sample of X-ray binaries with the help of sky surveys
can be traced back to the first X-ray sky surveys (see e.g. Matilsky et al. 1973). However,
it took a long time to measure the relevant physical parameters of these binaries (orbital
period, distance, etc. . . ), which are needed for quantitative comparisons with the predictions
of population synthesis models.

The simplest comparison between observations and population synthesis can be done
for the distribution of X-ray luminosities. This is more difficult do for the sources in our
Galaxy, due to the uncertainties on their distances, but it is much easier for sources in the
Magellanic Clouds. Shtykovskiy and Gilfanov (2005) have shown that the flattening below
LX < 1035 erg s−1 of the luminosity function of LMC X-ray sources might indicate an in-
fluence of the propeller effect. More solid confirmation of this effect is required on much
higher statistics of sources at such low luminosities.

Population studies can also be used to test some of the models proposed to explain the
SFXTs invoking the role of the rotating magnetosphere in the inhibition of accretion (e.g.
Grebenev and Sunyaev 2007; Bozzo et al. 2008). In these models the matter gradually ac-
cumulates above the magnetospheric boundary and occasionally finds its way to the NS
surface, giving rise to the bright flares which characterize these sources.

A simple picture of stellar wind accretion predicts the existence of an “allowed” region
in the Porb–LX parameter space, determined by the minimum orbital period of a NS with a
massive companion not filling its Roche lobe, and the minimum mass accretion rate which
can be supplied by such a massive star (Bhadkamkar and Ghosh 2012; Lutovinov et al.
2013). This is based on the fact that the accretion rate onto a NSs at distance a from a
companion of mass M2 depends almost only on the mass loss rate of the secondary Ṁ2:
LX ∝ a−2f (M2). For OB stars with wind velocities vw ∼ 1000 km s−1, the mass loss rate
Ṁ2 ∝Mα

2 , with α ∼2.76. Therefore, for any fixed separation a (i.e. approximately fixed
Porb), the NSs with the smallest mass companions should have the lowest X-ray luminosities.
This lower boundary on LX for persistently accreting sources should have a functional form
LX ∝ a−2 ∝ P−4/3

orb . If an X-ray luminosity below this limit is observed, some additional
mechanism must be invoked to reduce the NS mass accretion rate.

This prediction can be tested using the currently best available flux-limited sample of
accreting NSs in HMXBs presented in Lutovinov et al. (2013). This survey is complete
over the whole Galaxy down to luminosities (0.5–1)× 1035 erg s−1 in the energy range 17–
60 keV. As shown in Fig. 9 the persistent NSs with OB giant companions in our Galaxy
populate the “allowed” area in the Porb–LX diagram. On the other hand, a few sources be-
longing to the class of supergiant fast X-ray transients lie below the LX lower boundary.
According to above mentioned arguments, this suggests that mass accretion onto the NS
surface is inhibited (or strongly reduced) as a result of magnetospheric/centrifugal inhibi-
tion of accretion.

7 Conclusions

Since the time of their discovery in the late 60s, XRBs have been used as natural laboratories
for studies of matter in conditions of extreme density and magnetic fields. A substantial
fraction of them contains accreting NSs endowed with magnetic fields sufficiently strong
to significantly affect their observed properties. The presence of periodic X-ray pulsations
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Fig. 9 Hard X-ray luminosity
versus orbital period of persistent
HMXBs of our Galaxy. Sources
below the dotted line accrete
from stellar wind, sources above
this line accrete via Roche lobe
overflow. The dashed line
denotes the approximate lower
limit of persistent X-ray
luminosity which can be
provided by accretion from
minimally outflowing massive
stars (i.e. from young stars with
masses around M2 ∼ 7–8M�).
Filled circles connected with
vertical dotted lines denote
positions of supergiant fast X-ray
transients at their average (lower
circle) and maximum (upper
circle) luminosity state. Adapted
from Lutovinov et al. (2013)

provided immediate evidence for magnetic fields of the order ∼1012 G in the HMXBs,
similar to those deduced in a completely independent way from the spin-down rate of young
radio pulsars. At the same time, the rarity of pulsations in LMXBs pointed to much smaller
magnetic fields for the NSs contained in these, generally older, systems.

The detection of cyclotron resonance features gives the most direct way to estimate the
magnetic field in XRBs. The wealth of good observational data on XRB cyclotron lines is
now posing challenges to the theory developed for the spectral formation in accreting mag-
netized NSs, despite the high level of complexity now reached by these models. However,
despite some difficulties in the detailed modelization, it is well established that the observed
line energies correspond to magnetic fields in the range ∼1012–1013 G.

Other ways to estimate the magnetic field in XRBs are less direct than cyclotron line
measurements (and often more model-dependent), but have the advantage that they can be
applied over a larger range of magnetic field intensities. The study of spin-up and/or spin-
down rates in connection with the source luminosity gives the possibility to estimate the
large scale magnetic field of the NS, because the exchange of angular momentum between
the NS and the surrounding matter is strongly mediated by the magnetic field. The results
obtained by these analysis are rather well established in the case of disk accretion during
the bright outbursts of transient XRBs, spanning a large range of accretion rate values. In
the case of (quasi-)spherical matter flows and/or more complex regimes (e.g. propeller, inter-
mittent accretion, dead accretion disks, etc. . . ), the results are subject to larger uncertainties.
Other successful techniques to estimates NS magnetic field strengths rely on the observation
of sudden luminosity drops due to the onset of the propeller effect and on the study of rapid
aperiodic variability. The first method proved particularly valuable in the case of LMXB
transients, where fields of the order of a few 108 G were derived.

In general, there is a reasonably good agreement between the magnetic fields estimated
with alternative methods and those obtained from cyclotron-line measurements. However,
detailed comparisons have been possible only in a limited number of cases and they often
rely on some poorly known quantities (e.g., the mass accretion rate, the geometry of the
magnetosphere, the magnetization of the accreting plasma). These uncertainties, coupled
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to some poorly justified assumptions, can explain some discrepant magnetic field estimates
reported in the literature. It must also be remembered that the distribution of field values
derived from cyclotron lines is affected by the current instrument capabilities, which make
it difficult to detect narrow spectral features at energies above a few tens of keV and below
∼1 keV. Improvements in this field will be obtained by future missions with a better energy
resolution in the soft X-ray range and higher sensitivity at hard X-rays.
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Abstract Magnetars are neutron stars in which a strong magnetic field is the main energy
source. About two dozens of magnetars, plus several candidates, are currently known in our
Galaxy and in the Magellanic Clouds. They appear as highly variable X-ray sources and, in
some cases, also as radio and/or optical pulsars. Their spin periods (2–12 s) and spin-down
rates (∼ 10−13–10−10 s s−1) indicate external dipole fields of ∼ 1013−15 G, and there is evi-
dence that even stronger magnetic fields are present inside the star and in non-dipolar mag-
netospheric components. Here we review the observed properties of the persistent emission
from magnetars, discuss the main models proposed to explain the origin of their magnetic
field and present recent developments in the study of their evolution and connection with
other classes of neutron stars.

Keywords Neutron star · Magnetic field · Magnetar

1 Introduction

Magnetars are neutron stars in which the main source of energy is provided by a strong
magnetic field, instead of rotation, accretion, nuclear reactions, or cooling. While the bulk
of rotation-powered (radio) pulsars have fields in the range B ∼ 1011–1013 G, the external
magnetic field of magnetars is typically 1013–1015 G and it is likely that their internal field
is even stronger. However, the distributions of field intensities for magnetars and “normal”
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neutron stars overlap: there is not a discriminating B threshold between these two classes.
Indeed, the presence of a strong dipole field (typically estimated from the star spin period
and spin-down rate) is not a sufficient (nor a necessary) condition to trigger “magnetar-
like” activity. The latter is in fact mainly related to the presence of a significant toroidal
component of the internal field, able to produce magnetospheric twists.

Magnetars are the most variable sources among the different classes of isolated neutron
stars: their characterizing property is the emission, in the X-ray and soft γ -ray range, of
powerful short bursts which often reach super-Eddington luminosities. More rarely, they also
emit intermediate and giant flares, the latter involving the release of up to about 1046 erg in
less than half a second. Magnetars also show pulsed X-ray emission with typical luminosity
of ∼ 1035 erg s−1 in persistent sources, and ranging from ∼ 1032 to 1036 erg s−1 in transient
ones. The pulsations, caused by the neutron star rotation, have periods of a few seconds
which are secularly increasing on timescales from one thousand to several million years
(Ṗ ∼ 10−13–10−10 s s−1).

Due to this variety of phenomena, most of the sources that are now believed to be mag-
netars were initially classified in different ways and only later recognized as members of
the same class of astrophysical objects. Bursts from magnetars had been observed since
the end of the 1970s (Mazets et al. 1979a,b). They were initially classified as a sub-class
of γ -ray bursts, with the peculiarity of a softer spectrum and of coming repeatedly from
the same sky directions (Norris et al. 1991). They were thus named soft γ -ray repeaters
(SGRs). A secure identification with astrophysical objects known at other wavelengths was
unfeasible with the large positional uncertainties available at that time, but their possible
association with supernova remnants1 suggested a neutron star nature. Other sources that
are now believed to be magnetars were discovered as persistent pulsars in the soft X-ray
range (<10 keV) and thought to be X-ray binaries powered by accretion, as most of the
bright X-ray sources known at that time. It was later pointed out that their narrow period
distribution, long term spin-down, soft X-ray spectrum and faint optical counterparts were
at variance with the properties of pulsars in massive binaries (Mereghetti and Stella 1995).
This led to their denomination as anomalous X-ray pulsars (AXPs).

We now believe that SGRs and AXPs are a single class of objects. In fact, when the per-
sistent X-ray counterparts of SGRs were identified (Murakami et al. 1994; Rothschild et al.
1994; Hurley et al. 1999; Woods et al. 1999b), it was found that they are pulsating sources
very similar to the AXPs (Kouveliotou et al. 1998, 1999; Esposito et al. 2009; Kulkarni et al.
2003), and SGR-like bursts were detected from several sources originally classified as AXPs
(Gavriil et al. 2002; Kaspi et al. 2003; Woods et al. 2005). About two dozens of AXPs/SGRs
are currently known in our Galaxy (plus one in each of the Magellanic Clouds).2 Most of
them show X-ray pulsations and have been seen to emit bursts. For extensive reviews of the
AXPs/SGRs observations and of the main models proposed to explain them see Woods and
Thompson (2006), Mereghetti (2008, 2011a), Turolla and Esposito (2013).

We believe that the most successful explanation of the AXPs/SGRs is provided by the
magnetar model (Thompson and Duncan 1995, 1996), according to which they are neu-
tron stars powered by a strong magnetic field. Alternative interpretations based on isolated
neutron stars accreting from fall-back disks formed after the supernova explosion (see, e.g.,
Alpar 2001; Trümper et al. 2010) require some additional process, besides accretion, in order
to explain the powerful bursts and flares observed from these sources.

1Ironically, it is now known that the nebulae associated to two of the three first discovered SGRs are not
supernova remnants.
2An updated list is maintained at http://www.physics.mcgill.ca/~pulsar/magnetar/main.html (Olausen and
Kaspi 2014).
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In fact, the suggestion that SGRs are neutron stars powered by magnetic energy was first
proposed to interpret the exceptional properties3 of the giant flare emitted by SGR 0526–66
on March 5, 1979 (Paczynski 1992; Duncan and Thompson 1992). In the following years,
the original magnetar model has been considerably developed and expanded and it provides
now the best explanation for the rich diversity of AXPs and SGRs phenomenology (see, e.g.,
Beloborodov 2011). One essential feature of the magnetar model is the presence of signifi-
cant twists in the magnetosphere (Thompson et al. 2002; Beloborodov and Thompson 2007),
resulting in a structure quite different from that of the simple dipolar geometry assumed for
normal radio pulsars and in magnetospheric currents with a charge density much larger than
the classical Goldreich-Julian value. Bursts and flares can be explained by sudden releases
of energy in the star interior leading to fractures in the crust (Thompson and Duncan 1995),
by field reconnection events in the magnetosphere analogous to those occurring in the Sun
(Lyutikov 2006), or by pair plasma fireballs produced by discontinuities in the propagation
of fast MHD waves in the magnetosphere (Heyl and Hernquist 2005).

In Sect. 2 we describe the properties of the so called “persistent” emission4 of magne-
tars. In the two following sections we review the scenarios that have been advanced for the
formation of magnetars (Sect. 3) and for their evolution (Sect. 4).

2 Properties of the Persistent Emission

The main manifestations of magnetars occur in the X-ray energy range. All known con-
firmed magnetars show pulsations in the soft X-ray band (<10 keV) and many of them have
also been detected in hard X-rays, up to ∼100–200 keV. About half of the known magnetars
have repeatedly been observed at nearly constant X-ray luminosities of∼ 1034–1035 erg s−1,
with only moderate variability (a factor of a few) on long timescales (see, e.g., Mereghetti
2011a). Much larger variability is seen in the transient magnetars, which reach the luminos-
ity level of the “constant” magnetars only during outbursts lasting weeks/months and spend
the remaining time at a much fainter, quiescent level, ∼ 1032 erg s−1 or less (see Rea and
Esposito 2011, and references therein).

The outbursts of transient magnetars are often associated with the emission of short bursts
or flares (e.g., Woods et al. 2005; Esposito et al. 2008; Mereghetti et al. 2009; Aptekar et al.
2009; van der Horst et al. 2010). Short bursts are also emitted by the “constant” magnetars,
but they have never been detected from a transient magnetar in the quiescent luminosity
level.

2.1 X-Ray Pulsations

The presence of regular pulsations with secularly increasing period, caused by the slowing
down of the neutron star rotational velocity, is one of the distinctive properties of magnetars
and provides a very useful diagnostic tool for their study. The 23 currently known magnetars
have spin periods in a very narrow range (2–12 s), while their period derivatives span five
orders of magnitude. Most of them have Ṗ in the range 10−12–10−10 s s−1, but in recent

3The association with the supernova remnant N49 in the Large Magellanic Cloud yielded the distance and
energetics of this event.
4In the lack of a better nomenclature, we use this adjective somehow improperly also for transient and variable
sources, just to distinguish this emission from that of the short bursts and of the intermediate/giant flares.
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Fig. 1 Examples of X-ray pulse profiles of magnetars (for clarity, two neutron star rotations are shown in
each plot). Top left panel: the pulsed fraction of the persistent magnetar 1E 1048.1−5937 anticorrelates with
the luminosity (Mereghetti et al. 2004): when the flux was about twice that of the normal level, the pulsed
fraction was smaller (53 % wrt 89 %); both curves refer to the 0.6–10 keV range and were obtained with
the EPIC instrument on XMM-Newton. Top right panel: pulse profile variations in two energy ranges of the
transient magnetar CXOU J1647−4552 (Muno et al. 2007) in quiescence (upper panels) and during the
outburst (lower panels). Bottom left panel: evolution of the pulse profiles of 1E 1547.0−5408 during the
decaying phase of the January 2009 outburst (Bernardini et al. 2011). Bottom right panel: pulse profiles of
the transient magnetar SGR 0501+4516 at different luminosity levels (Camero et al. 2014)

years a few “low-Ṗ magnetars” have been discovered, with spin-down rates as small as
4×10−15 s s−1, well in the range of those of rotation-powered pulsars (Rea et al. 2010, 2012,
2013b, 2014; An et al. 2013b; Scholz et al. 2014). The observed distribution of magnetars in
the pulsar P − Ṗ diagram gives information on their evolution and relation with other classes
of neutron stars. The lack of observed magnetars with periods longer than 12 s indicates that
the spin-down mechanism becomes highly inefficient at large ages and/or that old magnetars
become more difficult to detect, for example because their X-ray luminosity decreases and
they emit bursts less frequently. The most obvious explanation to account for these effects
is magnetic field decay (Colpi et al. 2000; Dall’Osso et al. 2012), as discussed in detail in
Sect. 4.

Magnetars display X-ray pulse profiles with a variety of shapes (from simple sinusoids to
multipeaked) and spanning a large range of pulsed fractions (from less than 10 % to nearly
100 %). The pulse profiles are energy-dependent (with a tendency toward more complex
shapes with increasing energy) and, in many sources, time-variable. Changes in pulse pro-
files are often connected with bursts/flares and/or glitches, but also long term variations,
apparently unrelated to particular events, have been observed. Some examples of pulse pro-
files are shown in Figs. 1 and 2.
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Fig. 2 Evolution of the pulse profile of 1E 2259+586 during the outburst of June 2002 (adapted from Woods
et al. 2004). The insets show pulse profiles in the 2–10 keV energy range obtained with the PCA instrument
on RossiXTE. The inset in the lower left corner shows the pre-outburst pulse profile. Only the relative strength
of the different peaks can be inferred from these profiles, which are plotted in arbitrary flux units

The spin-down of magnetars is attributed to the angular momentum carried away by
(time-variable) magnetized outflows and to dipole radiation losses. In a twisted magneto-
sphere, the latter effect produces a higher spin-down rate than in pulsars with dipolar field
because the twist inflates the poloidal lines and increases the magnetic field at the light cylin-
der. Variations in the spin-down rate have been detected in practically all the magnetars for
which good timing data extending over long periods are available. The Ṗ variations are gen-
erally smaller than ∼50 %, but changes as large as a factor of ten over timescales of weeks
have sometimes been observed (Gavriil and Kaspi 2004; Dib et al. 2009). The variations in
Ṗ observed in several magnetars are a proof of the dynamic nature of their magnetospheres.
Since both the torque and the magnetospheric currents are driven by variations in the twist-
ing of the field lines (Beloborodov 2009), some correlations between the spin-down rate
and X-ray emission properties can be expected, and indeed they have been observed (see
Sect. 2.6).

Glitches have been observed in many magnetars (Kaspi et al. 2000; Dall’Osso et al.
2003; Woods et al. 2004; Dib et al. 2009). They involve fractional frequency changes
�ν/ν ∼ 10−7–10−4, similar to those of the strongest glitches of radio pulsars (Dib et al.
2008), but the apparent paucity of magnetars glitches with smaller �ν/ν is probably a se-
lection effect. The relation between magnetar glitches and observed changes in the proper-
ties of their X-ray radiation (e.g. bursts, flux or pulse profile changes, etc.) is extensively
discussed in Dib and Kaspi (2014). While the majority of radiative changes are associated
with glitches (or with some other timing anomaly), the converse is not true: several glitches
seem to have no consequences on the emitted radiation. Two sources showed episodes in
which the spin frequency apparently jumped in a short time interval to a value significantly
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Fig. 3 Comparison of the X-ray
spectra of three neutron stars
representative of different
classes. Red: the
accretion-powered binary X
Persei (adapted from Di Salvo
et al. 1998); green: the
rotation-powered pulsar Geminga
(adapted from Jackson and
Halpern 2005); blue: the
magnetically-powered AXP
4U 0142+61 (adapted from Rea
et al. 2007)

smaller than that predicted by the observed spin-down rate. These events with negative �ν
have been called antiglitches and cannot be explained with the theories of normal glitches
(�ν > 0), which are based on the fact that the neutron star interior rotates faster than the
crust and acts as an angular momentum reservoir. However, due to the sparse time sampling
of the available data, it is not clear if these events are really occurring on a short timescale,
as normal glitches. The first possible antiglitch, with �ν/ν = −10−4, coincided with the
August 1998 giant flare of SGR 1900+14 (Woods et al. 1999a). An analysis of the pulse
phases suggests that the frequency variation could have been caused by an increase of more
than a factor 100 in the spin-down rate in a few hours after the giant flare (Palmer 2002).
However, an alternative possibility requiring only a factor of two increase in the spin-down
rate in the three months preceding the giant flare cannot be ruled out. A more convincing
case for a magnetar antiglitch, with �ν/ν =−3× 10−7 and connected with a flux increase,
has been recently reported for 1E 2259+586 (Archibald et al. 2013). This prompted several
interpretations, involving either a sudden event, like the collision with a solid body (Huang
and Geng 2014), or a rapid reconfiguration of the magnetosphere with the opening of some
of the closed field lines and the emission of an enhanced particle wind (Lyutikov 2013; Tong
2014).

2.2 X-Ray Spectra

In Fig. 3 we compare representative spectra of three different classes of neutron stars: a
magnetar (4U 0142+61), a rotation-powered pulsar (Geminga), and an accretion-powered
binary at low luminosity (X Persei). If we limit the comparison to the ∼2–10 keV range,
historically the first one to be explored, the most striking difference between these sources,
is the softness of the magnetar spectrum. The first measured spectra of AXPs were in fact
well fit by power-laws with photon indexes Γ ∼ 3–4 (Parmar et al. 1998; White et al. 1987;
Sugizaki et al. 1997). This characteristic spectral softness gives an immediate diagnostics to
recognize magnetar candidates among newly discovered X-ray pulsars. When data of better
quality became available, it was found that a better phenomenological fit to the magnetar
spectra below 10 keV is provided by a blackbody model with temperature kT BB ∼ 0.5 keV,
plus either a power-law or a second blackbody component (Oosterbroek et al. 1998; White
et al. 1996; Patel et al. 2001; Mereghetti et al. 2005b, 2006).
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Contrary to the case of rotation-powered neutron stars, for which the thermal and non-
thermal components dominate in different energy ranges (see, e.g., Geminga in Fig. 3), the
higher temperature of magnetars implies that the blackbody and the power-law contribute
in a similar way to the 1–10 keV flux, making more difficult to disentangle and constrain
the two components. The requirement of a power-law in the soft X-ray range might simply
reflect the inadequacy of a simple blackbody to fit a more complex thermal model, rather
than representing a physically distinct process. For this reason, some caution is needed when
drawing physical interpretations from some of the correlations between spectral parameters
that have been reported in the literature.

Most magnetars are located at low Galactic latitude and thus their spectra are strongly
affected by the interstellar absorption, with large column densities NH ∼ 1022–1023 cm−2.
The NH values required by the blackbody plus power-law fits are often larger than those
independently estimated in other ways, suggesting that the power-law cannot be extrapo-
lated to low energy without a cut-off. Good fits are generally obtained with the sum of
two-blackbody models, which can be interpreted in terms of regions with different temper-
atures on the star surface (Halpern and Gotthelf 2005). Thanks to its location in the Small
Magellanic Cloud, CXOU J0100−7211 is the magnetar with the lowest interstellar absorp-
tion (NH ∼ 6× 1020 cm−2) and offers the best opportunity to study the X-ray emission at
low energy: its spectrum is well fit by the two-blackbody model while the power-law plus
blackbody is rejected with high confidence (Tiengo et al. 2008).

On the other hand, a power-law component is certainly present in the hard X-ray range.
Several magnetars have been detected up to ∼150 keV with large pulsed fractions and spec-
tra flatter than those of accreting X-ray pulsars. As schematically shown in Fig. 3, the latter
have exponential cut-offs at a few tens of keV while the spectra of magnetars extend to
higher energies. The first studies of the (non-bursting) emission from AXPs/SGRs above
∼10 keV were carried out with the INTEGRAL, RXTE and Suzaku satellites. Despite
the limited sensitivity and imaging capabilities of the instruments operating in this range,
these observations were crucial to demonstrate that the hard X-ray emission represents a
non-negligible fraction of the energy output from magnetars (Kuiper et al. 2004, 2006;
Mereghetti et al. 2005a; Götz et al. 2006; den Hartog et al. 2008a,b; Enoto et al. 2010b,c).
More sensitive observations have been obtained in the last two years with the NuSTAR
satellite, thanks to the imaging capability provided by its focusing telescopes covering the
3–79 keV range. These observations allow to carry out spectral and variability analysis on
short timescales and to spatially resolve the hard X-ray emission in crowded and/or confused
regions (An et al. 2013a; Vogel et al. 2014; Kaspi et al. 2014).

We can summarize the properties of the hard X-ray emission from magnetars as follows:

– The luminosity in the hard component is similar to that observed below 10 keV.
– Fits in the range∼10–200 keV with power-law models give photon index values typically

between Γ ∼ 1 and 2 (except in the case of SGR 1900+14, which has Γ ∼ 3, Götz et al.
2006).

– The flux upper limits derived in the MeV region (Kuiper et al. 2006; den Hartog et al.
2006) imply that the spectra cannot extend as power laws to such high energies. Indeed,
the data with high statistics show that curved models, like a log-parabolic function, pro-
vide better fits than simple power laws (Rea et al. 2007; den Hartog et al. 2008a,b).

– The spectra of the pulsed component are harder than those of the total emission and show
phase-dependent variations.

– Hard X-ray emission has been observed also in transient magnetars (1E 1547.0−5408,
Enoto et al. 2010a; SGR 0501+4516, Rea et al. 2009; SGR 1729−45, Mori et al. 2013;
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Kaspi et al. 2014). In the case of 1E 1547.0−5408 the spectrum hardened as the flux
decreased (Kuiper et al. 2012).

– No detections at higher energy have been obtained.5 The upper limits derived with Fermi
in the 0.1–10 GeV range (Abdo et al. 2010; Şaşmaz Muş and Göǧüş 2010) are incompat-
ible with earlier predictions which assumed emission from the outer magnetospheres of
AXPs/SGRs (Cheng and Zhang 2001; Zhang and Cheng 2002). Searches for TeV emis-
sion with ground based telescopes gave negative results (Aleksić et al. 2013).

The above description of the magnetar spectra is based on simple phenomenological
fits, but in recent years more physically-motivated models to interpret the observed broad
band spectra have been developed (Thompson and Beloborodov 2005; Beloborodov 2009).
Two main ingredients play an important role in these models: (a) thermal emission from
(a part of) the neutron star surface, which is surrounded by a thin atmosphere, and (b) the
presence of a magnetosphere with a complex geometry and significant charge density. The
magnetosphere affects significantly the emerging spectrum and provides additional emis-
sion components due to the presence of accelerated charges. The surface thermal emission
results from interior cooling powered by magnetic field dissipation and from external heat-
ing caused by backward-flowing charges in the magnetosphere. The presence of a relatively
dense plasma in the magnetospheres with a twisted configuration, a distinguishing prop-
erty of magnetars, has important implications for the emitted spectrum. Resonant cyclotron
scattering of the thermal photons can produce hard tails (Thompson et al. 2002).

First steps toward physical modeling taking into account the effects of the strong mag-
netic field on the thermal emission were done considering radiation transfer in a mono-
dimensional approximation (Lyutikov and Gavriil 2006; Güver et al. 2007) More realistic
3-D computations required a Monte Carlo approach to study the photon propagation in a
globally twisted magnetosphere supporting the strong currents that provide a large optical
depth to resonant cyclotron scattering (Fernández and Thompson 2007; Nobili et al. 2008a).
These models can successfully fit the observed spectra (Rea et al. 2008; Zane et al. 2009),
but their validity above a few tens of keV is uncertain, because they are computed for non-
relativistic (or only mildly relativistic) particle distributions.6 Also the assumed geometry is
probably oversimplified: the seed photons may have a non-uniform and time-variable tem-
perature distribution over the star surface and the magnetospheric twist may involve only a
limited bundle of field lines rather than being global. The modeling of phase-resolved spec-
tra obtained during the evolution of transient magnetar outbursts is a promising approach
which can give useful constrains on the models (see, e.g., Albano et al. 2010). Unfortu-
nately, phase-resolved spectra of good statistical quality are not always available, especially
in the hard X-ray range.

A model for the hard X-ray spectra of magnetars has been developed by Beloborodov
(2013b) who numerically solved the radiative transfer of charged particles flowing in a large
twisted magnetic loop. Relativistic electrons (γ ∼ 103) are injected by high voltage dis-
charges close to the star surface and flow in the closed loop (rather than along open field
lines as in normal pulsars). The resulting emission, strongly beamed along the loop, has a
hard power-law shape below the MeV and is significantly suppressed at higher energy. This
is in agreement with the observations, but the model parameters depend strongly on the ge-
ometry of the loop and orientation of the source (Hascoët et al. 2014). Both phase-averaged

5The MeV-GeV source in the region of 1E 2259+586 is well explained as emission from the supernova
remnant CTB 109 interacting with molecular clouds (Castro et al. 2012).
6The extension to the general case has been derived by Nobili et al. (2008b), but only limited applications
have been reported (Zane et al. 2011b).
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and phase-resolved spectra of magnetars recently obtained with the NuSTAR satellite in the
4–80 keV range have been successfully fit by this model, which, however, does not yet in-
clude in a self-consistent way the low energy X-ray emission (An et al. 2013a; Vogel et al.
2014).

2.3 Spectral Features

The detection of cyclotron lines is the most direct way to measure the magnetic field of neu-
tron stars. This method has been successfully applied to accreting neutron stars in X-ray bi-
naries since the beginning of X-ray astronomy (see, e.g., Revnivtsev and Mereghetti 2014).
For magnetic fields of B ∼ 1014–1015 G, electron cyclotron lines are in the MeV energy
range, where the currently available instruments are not sensitive enough to detect the mag-
netar emission. On the other hand, the energies of proton cyclotron lines fall in the soft
X-ray range, offering, in principle, a direct way to measure the magnetic fields of these ob-
jects. This motivated extensive searches for narrow features in the persistent emission from
magnetars, which however gave, until recently, only negative results.7 Some early claims
with low statistical significance (Iwasawa et al. 1992; Rea et al. 2003) could not be con-
firmed with more sensitive observations (Rea et al. 2005), implying either line variability or
spurious detection. The best upper limits, obtained with XMM-Newton and Chandra, yield
equivalent widths smaller than a few tens of eV (Tiengo et al. 2005, 2008; Juett et al. 2002;
Rea et al. 2009).

Line smearing, caused, e.g., by the superposition of emission from regions of different
field strength, is possibly one of the effects that reduce the detectability of cyclotron lines.
Phase-resolved spectroscopy could mitigate this problem, but at the cost of a worse sensi-
tivity due to the lower counts statistics of the spectra.

The absorption line recently discovered in the transient magnetar SGR 0418+5729
(Tiengo et al. 2013) shows indeed a strong dependence on the star rotation phase and could
be discovered only thanks to the examination of phase-energy images (see Fig. 4). The
line energy varies between ∼1 and �5 keV within a small interval of the spin phase. This
strong phase-dependence disfavors an explanation in terms of a cyclotron line from elec-
trons, which, given the dipolar field Bd = 6× 1012 G inferred from the timing parameters
P = 9.1 s and Ṗ = 4× 10−15 s s−1 (Rea et al. 2013b), should be at a height of a few stel-
lar radii. A field of 1014 G at the star surface was inferred by fitting the X-ray spectrum of
SGR 0418+5729 with a magnetic atmosphere model (Güver et al. 2011). As discussed in
Tiengo et al. (2013), the phase-dependent absorption line is best interpreted as a cyclotron
feature from protons residing in a relatively small magnetic loop with B ∼ (2–10)× 1014 G,
much higher than Bd . If this interpretation is correct, this result, besides providing a direct
estimate of the magnetic field strength close to the surface of a magnetar, confirms the com-
plex topology of the magnetosphere, in which global and/or localized twists, as predicted by
the magnetar model, play an important role.

2.4 Radio Emission

Most magnetars have not been detected in the radio band, despite being located above the
death-line in the P − Ṗ diagram. The few magnetars detected in this band show radio prop-
erties very different from those of rotation-powered neutron stars. Radio pulsations were

7Several features have been observed during bursts, e.g.: emission lines at ∼13–14 keV in 1E 1048.1−5937
(Gavriil et al. 2002; An et al. 2014), in 4U 0142+61 (Gavriil et al. 2011), and in XTE J1810−197 (Woods
et al. 2005); an absorption line at 5 keV (and possibly its harmonics) in SGR 1806−20 (Ibrahim et al. 2003);
an emission line at 6.4 keV in SGR 1900+14 (Strohmayer and Ibrahim 2000).
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Fig. 4 Phase-dependent line in the spectrum of the transient magnetar SGR 0418+5729 discovered with an
XMM-Newton observation carried out on 2009 August 12, about two months after the beginning of the out-
burst (adapted from Tiengo et al. 2013). Top left: phase-energy image obtained by binning the source counts
into 100 phase bins and 100-eV-wide energy channels and normalizing to the average spectrum and light
curve. The red line indicates (only on one of the two displayed cycles, for clarity) the expected phase-depen-
dence of the line energy in the proton cyclotron model illustrated in the next panel. Bottom left: schematic
view of the model involving a magnetic loop over the X-ray emitting hot spot. The line of sight (LOS) inter-
cepts the loop at different positions as the star rotates. The magnetic field varies along the loop, causing the
observed shift in the line energy. To reproduce the observed feature, the angle between the rotation axis and
the normal n to the surface at the spot position must be 20◦ and the LOS must form an angle of 70◦ with the
rotation axis. Right: results of the phase-resolved spectroscopy. From top to bottom: 0.3–10 keV pulse profile
folded at the spin period of 9.1 s (a); line energy (b), width (c), and depth (d) of the cyclotron feature as a
function of the spin phase

first detected in two transient magnetars: XTE J1810−197 (Camilo et al. 2006) and 1E
1547.0−5408 (Camilo et al. 2007b). They are characterized by large variability both in
flux and pulse profile shape on timescale of days, by a very flat spectrum (Sν ∝ να , with
α >−0.5), and high polarization (Camilo et al. 2007c, 2008). The first (and so far the only)
magnetar discovered in the radio band, PSR J1622−4950, was reported in 2010 (Levin
et al. 2010). Its radio properties are similar to those of the other radio-emitting magnetars.
Although no clear signatures of magnetar-like activity have been seen in other wavelengths,
its X-ray counterpart decreased in luminosity by a factor over 50 from 2007 to 2011 (An-
derson et al. 2012), suggesting that also in this case the radio emission is associated with a
transient magnetar. The most recent addition to this small group is the transient magnetar
SGR 1729−45 (Mori et al. 2013), which is particularly interesting due to its vicinity to the
Galactic center. Its radio dispersion measure (DM = 1770± 3 pc cm−2) and Faraday rota-
tion measure (RM = (−6.696 ± 0.005) × 104 rad m−2) are the highest among all known
pulsars and indicate a distance very similar to that of the Galactic center (Eatough et al.
2013; Shannon and Johnston 2013). At this distance, the angular separation of 3′′ between
SGR 1729−45 and the Galactic center black hole Sgr A∗ corresponds to only ∼0.1 pc and
thus SGR 1729−45 has a non-negligible probability of being in a bound orbit with Sgr A∗
(Rea et al. 2013a). By comparing the DM and RM values of SGR 1729−45 with those of
Sgr A∗, and considering the density profile of the hot gas seen in X-rays, Eatough et al.
(2013) could constrain the magnetic field intensity at the beginning of the accretion flow
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onto the central black hole to be larger than ∼8 mG. If such a field is transported by the
accretion flow it can be dynamically important for the accretion process on Sgr A∗.

The presence of radio emission gives the possibility to get very accurate positions and
to measure proper motion through long baseline radio interferometry. The recently de-
tected proper motion for SGR 1729−45 suggests that this magnetar descends from one
of the massive stars in the clockwise-rotating disk around the Galactic center (Bower et al.
2015). Proper motions have been measured also for XTE J1810−197 and 1E 1547.0−5408
(Helfand et al. 2007; Deller et al. 2012) in the radio band, while near IR observations yielded
the proper motions of SGR 1806−20 SGR 1900+14 1E 2259+586 and 4U 0142+61 (Ten-
dulkar et al. 2012, 2013). These measurements correspond to transverse velocities of∼100–
300 km s−1, not dissimilar from those of rotation powered pulsars (Hobbs et al. 2005).

2.5 Optical and Infrared Emission

The study of magnetars in the optical and infrared is complicated by their intrinsic faintness
at these wavelengths and by their location in strongly absorbed and crowded regions of the
Galactic plane. Despite these difficulties, counterparts have been found for about one third of
the known magnetars, and possible candidates have been suggested for a few other objects.
The associations are certain for the three sources showing optical pulsations: 4U 0142+61
(Kern and Martin 2002; Dhillon et al. 2005), 1E 1048.1−5937 (Dhillon et al. 2009), and
SGR 0501+4516 (Dhillon et al. 2011), while the other identifications are supported by the
detection of long term variability (Israel et al. 2005; Testa et al. 2008; Tam et al. 2004).

The detected counterparts have magnitudes ∼23–26 in the optical band and K ∼ 19–22
in the near infrared (NIR). They are variable, but the relation between the optical and X-ray
flux changes is unclear because only few truly simultaneous observations exist and differ-
ent behaviors have been reported. Correlated variations were seen during the outbursts of
XTE J1810−197 (Rea et al. 2004), 1E 2259+586 (Tam et al. 2004), and SGR 0501+4516
(Dhillon et al. 2011), but also cases of apparently uncorrelated or anti-correlated variations
were reported (Testa et al. 2008; Camilo et al. 2007a; Durant and van Kerkwijk 2005). The
pulse profiles of the three optically pulsed sources show a single broad peak, nearly aligned
with the soft X-ray pulse, and pulsed fractions between ∼20 % and ∼50 %.

In the context of the magnetar scenario a few ideas for the origin of the optical/NIR
emission have been put forward, involving non-thermal magnetospheric emission (Eichler
et al. 2002; Beloborodov and Thompson 2007; Zane et al. 2011a; Beloborodov 2013a), but
a detailed model is still lacking.

2.6 Correlations

Based on the small sample of seven AXPs and SGRs known at that time, Marsden and White
(2001) pointed out that the sources with the larger spin-down rate have smaller photon index
in their soft X-ray spectra. The long term evolution of the power-law photon index and Ṗ in
SGR 1806−20 indicates that such a correlation between spectral hardness and average spin-
down rate holds also for single sources (Mereghetti et al. 2005b). An updated version of the
photon index versus spin-down rate plot (top left panel of Fig. 5) confirms the correlation
for persistent sources (squares) and for transients in outburst (red triangles), but only for
ν̇ � 10−14 s−2 and with some exceptions. The low-Ṗ sources have spectra harder than what
would be expected from the correlation seen at higher spin-down rates, which also becomes
less significant if the spectra of transients in quiescence are considered (blue triangles). In
Fig. 5 we show how the spectral hardness correlates with other quantities derived from the
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Fig. 5 Dependence of the soft X-ray power-law photon index on different parameters: ν̇ (top left panel),
Bd (top right panel), τ (bottom left panel) and Ėrot (bottom right panel). Red squares indicate persistent
sources (maximum and minimum observed values are reported for several sources). Triangles indicate tran-
sient sources during outburst (red) and in during quiescence (blue)

timing parameters, such as dipole field Bd ∝ (P Ṗ )1/2, characteristic age τ = P/2Ṗ , and
spin-down power Ėrot ∝ Ṗ P−3. As noted by Kaspi and Boydstun (2010), the best correla-
tion is that with Bd . This is often considered to support the magnetar model: a stronger, and
more twisted, field causes a larger spin-down rate as well as stronger magnetospheric cur-
rents which harden the spectrum through resonant cyclotron scattering (Baring and Harding
2007). However, the situation is probably more complicated, as also shown by the scatter
of the points of Fig. 5, and other parameters might play an important role. As discussed in
Sect. 2.2, it is difficult to disentangle the thermal and non-thermal components in the soft
X-ray range (�10 keV) and the particular geometry of the twisted bundles of magnetic field
lines, not necessarily reflected in the derived Bd values, is the most relevant factor affecting
the magnetar emission properties (Beloborodov 2009).

Figure 6 indicates that the blackbody temperatures derived from double component fits
to the soft X-ray spectra of magnetars do not show significant correlations with Ṗ or Bd
(Olausen and Kaspi 2014). However, when one compares the average temperature (or ther-
mal luminosity) of magnetars with those of other classes of isolated neutron stars, interesting
trends appear: there is a clear correlation between temperature and magnetic field (Aguilera
et al. 2008; Olausen et al. 2013) and the magnetars are systematically more luminous than
rotation-powered neutron stars of comparable characteristic age (see Sect. 4).

The first observations of persistent emission from magnetars above ∼20 keV revealed
a difference between the steep spectra of two SGRs with a remarkable record of bursting
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Fig. 6 Dependence of the soft X-ray blackbody temperature on different parameters: ν̇ (top left panel),
Bd (top right panel), τ (bottom left panel) and Ėrot (bottom right panel). Red squares indicate persistent
sources (maximum and minimum observed values are reported for several sources). Triangles indicate tran-
sient sources during outburst (red) and in during quiescence (blue)

activity (SGR 1806−20 and SGR 1900+14) and those of the much quieter AXPs, which
showed instead a significant hardening at high energy (Götz et al. 2006). Enoto et al. (2010c)
reported a correlation between the hardness ratio (between the 20–100 keV and 2–10 keV
fluxes) and Bd , based on the five persistent magnetars considered by Götz et al. (2006) plus
the transient SGR 0501+4516. Similar conclusions were obtained by Kaspi and Boydstun
(2010), who examined how the spectral turnover (defined as the difference between the
photon indexes of soft and hard X-rays) correlates with spin-down rate and Bd .

3 Magnetar Formation and Origin of Magnetic Field

Scenarios of magnetar formation need to reconcile two somewhat contradictory trends. On
the one hand, the strong fields of magnetars argue for special conditions at birth: a highly
magnetized progenitor in the fossil field hypothesis (Woltjer 1964), or a rapidly rotating
protoneutron star in the shear-driven dynamo hypothesis (Thompson and Duncan 1993).
On the other hand, the magnetar birth rate (� 0.3 century−1; Keane and Kramer 2008) is
comparable to rate of the core collapse supernovae (1.9±1.1 century−1), measured by taking
a γ -ray census of radioactive 26Al in the Galaxy8 (Diehl et al. 2006). In this respect, the birth

8The estimate from 26Al is subject to systematic uncertainties (included in the quoted error), as the isotopic
yield is model dependent, and there is an unknown yield contribution from local spallation processes and
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of a magnetar is not an unusual event, especially if there is field decay (see Sect. 4 and Gill
and Heyl 2007).

Current estimates of the natal magnetic field distribution of neutron stars in general,
based on population synthesis studies (Faucher-Giguère and Kaspi 2006; Kiel et al. 2008),
Zeeman spectropolarimetry of progenitors (Landstreet et al. 2007; Wade et al. 2014), and
gravitational wave upper limits (Dall’Osso et al. 2009; Mastrano et al. 2011; Mastrano and
Melatos 2012), are not sufficiently precise to pin down the shape of the distribution and
test whether magnetars populate a second, high-field peak. In this section we present a brief
summary of the advantages and disadvantages of the fossil and dynamo hypothesis for the
origin of the magnetar magnetic field. The reader is referred to the paper by Ferrario et al.
(2015, this issue) and to the in-depth review by Spruit (2009) for more details.

3.1 Fossil Field

Magnetic flux conservation during the collapse of a massive progenitor, e.g. a chemically
peculiar star with radius 3 R� and a dipole magnetic field strength B0 ∼ 10 kG, produces a
natal neutron star magnetic field nominally as large as B ∼ 5× 1015 G, enough to account
for all known magnetars (Woltjer 1964; Ruderman 1972). The fossil field scenario is there-
fore economical as it does not invoke a separate mechanism to produce magnetars, which
should naturally derive from the strong-field tail of the progenitor distribution. Ferrario and
Wickramasinghe (2006) performed population synthesis calculations to show that the idea
accounts also for the magnetization of strong-field white dwarfs, which exhibit similar mass-
flux ratios. Population synthesis computations also predict that magnetars originate prefer-
entially from the most massive O stars, consistent with some magnetars being associated
with massive star clusters (Muno et al. 2006; Clark et al. 2014; Eikenberry et al. 2004; Vrba
et al. 2000) and with their very small scale height on the Galactic plane (Olausen and Kaspi
2014). Therefore magnetars should be more massive than ordinary neutron stars, a claim
which cannot be tested observationally at present.

The nominal maximum field B ∼ 5× 1015 G implied by magnetic flux conservation is
hard to attain for three reasons. First, only the central ∼ 2 % by cross-sectional area of the
progenitor collapses to form a protoneutron star, reducing B proportionally. Second, there
are too few progenitors with B0 � 10 kG to account for the magnetar birth rate inferred
observationally (Keane and Kramer 2008; Woods 2008). Third, magnetic core-envelope
coupling in the progenitor brakes the core too efficiently to explain the observed neutron
star spin distribution (Spruit and Phinney 1998) and leaves no room for the magnetic-dipole
braking evolution normally envisaged for magnetars unless supernova kicks play a role.
(Core-envelope coupling is an issue for the dynamo scenario too.)

3.2 Protoneutron Star Dynamo

Following flux compression, the magnetic field in a protoneutron star can be amplified fur-
ther (over ∼ 10 s) by dynamo action driven by convection (Thompson and Duncan 1993;
Bonanno et al. 2005) or differential rotation (Braithwaite 2006; Moiseenko et al. 2006). The
relatively high (� 10 %) incidence of progenitors with B0 � 0.25 kG from spectral class F0
to O4 (Wade et al. 2014) ensures that a seed field is available.

specific star-forming regions. This rate is broadly consistent with extragalactic estimates (Dahlen et al. 2012;
Taylor et al. 2014) which are undifferentiated by galactic type, e.g. comparative studies in the Local Volume
which are limited statistically by the small number of events (Botticella et al. 2012).

Reprinted from the journal 334



Magnetars: Properties, Origin and Evolution

Neutrino-driven convection leads to protoneutron star fields of about 1011 G for a neu-
trino luminosity of ∼ 1044 erg s−1, which increases ∼104-fold by flux conservation when
the protoneutron star collapses to form a magnetar (Thompson and Duncan 1993). How-
ever, these maximum field values are hard to attain, because dynamos typically operate at
� 5 % of equipartition (Cook et al. 2003; Braithwaite 2006) and stratification quenches
convection (Spruit 2009).

In contrast, counter-intuitively, a shear-driven dynamo operates more efficiently under
stratification (Braithwaite 2006). The poloidal and toroidal field components grow in con-
cert through the action of Tayler and/or magnetorotational instabilities (Braithwaite 2006;
Moiseenko et al. 2006), as well as r-mode instabilities (Cheng and Yu 2014); the same insta-
bilities also prevent premature saturation caused by back-reaction stress from the wound-up
toroidal field. Differential rotation can also arise from binary mergers (Wickramasinghe et al.
2014), and mean-field magnetohydrodynamics (e.g. the α effect and anisotropic resistivity)
and superfluid circulation to assist with amplification (Mastrano et al. 2011; Melatos 2012;
Gusakov and Kantor 2013).

We do not expect to see evidence for rapid rotation at birth in the current magnetar pop-
ulation due to magnetic braking. However, a rapidly rotating protomagnetar is expected
to power an energetic, relativistic wind for ∼ 102 s after birth, whose energy content is
deposited in the supernova remnant. X-ray observations of three supernova remnants as-
sociated with magnetars find no evidence for such “over-powering”, implying initial spin
periods � 5 ms (Vink and Kuiper 2006; Martin et al. 2014), although this conclusion as-
sumes an idealized Sedov expansion and neglects gravitational radiation which can nullify
the over-powering issue (Dall’Osso et al. 2009).

In both dynamo scenarios, magnetic flux tends to escape buoyantly from the dynamo
region (Reisenegger and Goldreich 1992; Spruit 2009; Gusakov and Kantor 2013). In-
deed, most of the flux would be lost via this process, were it not for helicity conservation,
which stabilizes the situation for linked poloidal-toroidal fields under a variety of conditions
(Braithwaite and Nordlund 2006; Lander and Jones 2012; Akgün et al. 2013; Ciolfi and
Rezzolla 2013; Gourgouliatos and Cumming 2014).

4 Magneto-Thermal Evolution of Magnetars

In neutron stars endowed with strong magnetic fields, the temperature and magnetic field
evolution are closely inter-related. On one hand, the dissipation rate of the magnetic field
depends on the local value of the electrical resistivity, which is a quantity strongly dependent
on temperature. On the other hand, the microphysics ingredients determining the tempera-
ture evolution (heat capacity, thermal conductivity, neutrino emission rates) are significantly
modified by the presence of a strong field.

A thorough and comprehensive discussion of all the aspects involved in the magneto-
thermal evolution of neutron stars can be found in the recent work by Viganò et al. (2013),
where the authors present results from simulations including two major novelties extending
previous works (Geppert et al. 1999; Page et al. 2000; Pons and Geppert 2007; Aguilera
et al. 2008; Pons et al. 2009): the proper treatment of the important Hall term in the in-
duction equation describing the magnetic field evolution (Viganò et al. 2012), and updated
microphysics inputs (see Lai 2015, for a review on matter properties in strong fields). In this
section, we briefly summarize the equations, the method, and the updated ingredients of the
simulations.
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4.1 Basic Equations

For our purposes, the small structural deformations induced by rotation and magnetic field
can be safely neglected. To include general relativistic effects, we consider the standard
static metric

ds2 =−c2e2ν(r)dt2 + e2λ(r)dr2 + r2dΩ2, (1)

where e2λ(r) = 1− 2Gm(r)/c2r , m(r) is the enclosed mass within radius r , and ν(r) is the
metric factor accounting for redshift corrections.

The neutron star magneto-thermal evolution is described by the coupled system formed
by the energy balance and the Hall induction equations. The first reads:

cve
ν ∂T

∂t
− �∇ · [eνκ̂ · �∇(eνT )]= e2ν(−Qν +Qh) (2)

where cv is the volumetric heat capacity, κ̂ is the thermal conductivity tensor, Qν are the
energy losses by neutrino emission per unit volume, and Qh is the Joule heating rate per unit
volume. This is the first important coupling between the two evolution equations, because
Qh = �j 2/σ , where j is the electrical current determined by the magnetic field geometry
and σ the electrical conductivity. The second important effect of the presence of a strong
magnetic field in the conduction of heat is the anisotropic conductivity tensor (κ̂), and the
last one is that the magnetic field also affects the rate of neutrino processes, Qν .

In the crust, ions form a Coulomb lattice, while electrons are relativistic, degenerate and
can almost freely flow, providing the currents that sustain the magnetic field. The evolution
of the magnetic field is governed by the Hall induction equation which, using the same
notation as in Pons et al. (2009), has the form:

∂ �B
∂t
=−�∇ ×

[
c2

4πσ
�∇ × (eν �B)+ c

4πene

[ �∇ × (eν �B)]× �B
]

(3)

where the conductivity σ takes into account all the electron processes, which are strongly
temperature-dependent, thus resulting in the strong coupling of the magnetic field evolution
to the local evolution of temperature. The first term on the right hand side accounts for
Ohmic dissipation, while the second term is the Hall term. The previous equation can be
cast as

∂ �B
∂t
=−�∇ × {η( �∇ × (eν �B)+ωBτe[ �∇ × (eν �B)])× �B} (4)

where we have introduced the magnetic diffusivity η = c2

4πσ and the magnetization parame-
ter ωBτe ≡ σB

cene
(where ωB = eB/m∗ec is the gyration frequency of electrons, with τe and m∗e

are the relaxation time and effective mass of electrons). This term regulates whether the evo-
lution is dominated by the diffusive term or by the Hall term. In the regime where ωBτe� 1
(strong magnetic fields, � 1014 G, and temperatures � 5 × 108 K, see Pons and Geppert
2007; Aguilera et al. 2008; Pons et al. 2009; Viganò et al. 2012 for more details), the Hall
term dominates, and the induction equation acquires a hyperbolic character. The Ohmic and
Hall timescales vary by orders of magnitude within the crust and during the evolution, de-
pending strongly on density, temperature, and magnetic field intensity and curvature. The
main effect of the Hall term is to transfer part of the magnetic energy from large to small
scales, as well as between poloidal and toroidal components. In the case of strong toroidal
components, it also leads to the formation of discontinuities of the tangential components
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of the magnetic field, i.e. current sheets, where the dissipation is strongly enhanced (Viganò
et al. 2012). This directly affects the thermal evolution through the term Qh in Eq. (2).

The previous equations provide a proper description of the physics of the crust, once
the microphysical input is provided. In the neutron star core, however, the situation is more
complex. The core of neutron stars (or at least a fraction of its volume) is thought to be a
type II superconductor (Migdal 1959; Baym et al. 1969). The dynamics of the magnetic field
in the core are not clearly understood. Standard Ohmic dissipation is irrelevant due to high
conductivity, but other mechanisms such as the interplay between flux-tubes and vortices,
magnetic buoyancy, or ambipolar diffusion may operate to expel magnetic flux from the core
on timescales comparable to the thermal evolution timescale. The detailed study of these
mechanisms is still lacking, and this explains why most previous works considered models
with the field confined into the crust or used a very crude approach for the magnetic fields
permeating the core (Hollerbach and Rüdiger 2002; Pons and Geppert 2007; Pons et al.
2009; Gourgouliatos and Cumming 2014). Some basic issues as whether or not ambipolar
diffusion plays any role at all are still under debate (Glampedakis et al. 2011).

4.2 Results

From detailed numerical simulations solving the above system of equations, one can in prin-
ciple obtain the local temperature at each point of the neutron star surface and the integrated
luminosity, to be compared to observations. But the reality is more complicated. Although
both luminosities and temperatures can be obtained by spectral analysis, it is usually dif-
ficult to determine them accurately. The luminosity is always subject to the uncertainty in
the distance estimate, while the inferred effective temperature depends on the choice of the
emission model (blackbody vs. atmosphere models, composition, condensed surface, etc.),
and it carries large theoretical uncertainties in the case of strong magnetic fields. It is often
found that more than one model can fit equally well the data, without any clear, physically
motivated preference for one of them. Photoelectric absorption from interstellar medium
further constitutes a source of error in temperature measurements, since the value of the
hydrogen column density is covariant with the temperature value obtained in spectral fits.
Different choices for the absorption model and the metal abundances can also yield different
results for the temperature. In addition, in the very common case of inhomogeneous surface
temperature distributions, only an approximation with two or three regions at different tem-
peratures is usually employed. Moreover, in the case of data with few photons and/or strong
absorption features, the temperature is poorly constrained by the fit, adding a large statistical
error to the systematic one.

With all the previous caveats in mind, the studies of the magneto-thermal evolution of
isolated NSs, have explored the influence of their initial magnetic field strength and geom-
etry, their mass, envelope composition, and relevant microphysical parameters such as the
impurity content of the innermost part of the crust (the pasta region). The main findings can
be summarized as follows (see Figs. 7 and 8):

– Dependence on the magnetic field strength: The comparison between a range of theo-
retical models and the observations (Viganò et al. 2013), has shown that, for the objects
born with relatively low fields (Bp � 1014 G), the magnetic field has little effect on the
luminosity. Sources of this group, which includes most of the “normal” radio pulsars,
have luminosities which are compatible with the predictions of standard cooling models.
The bulk of the magnetars, with Bp ∼ a few× 1014 G (as estimated from their timing pa-
rameters), display luminosities generally too high to be compatible with standard cooling
alone. The magneto-thermal evolutionary models with B0

p ∼ (3–5)× 1014 G can account
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Fig. 7 Thermal X-ray luminosity versus characteristic age for magnetars (MAG) and other classes of isolated
neutron stars (from Viganò et al. 2013): X-ray dim isolated neutron stars (XINS), rotation-powered pulsars
with high (HB) and normal (RPP) magnetic field, central compact objects in supernova remnants (CCO)
(see, e.g., Mereghetti 2011b, for a definition of these classes of sources and their X-ray properties). The lines
indicate theoretical cooling curves for different compositions of the envelope and three values of the initial
magnetic field in the crust (3× 1015 G, 3× 1014 G and 0 G, from top to bottom). A neutron star with mass
of 1.4M� and radius 11.6 km has been assumed

for their range of luminosities at the corresponding inferred ages. As these objects evolve
and their magnetic fields dissipate, their observational properties (both timing and lumi-
nosities) appear compatible with those of the XDINS.9

– Relevance of the Hall term: The Hall term plays a very important role in the overall mag-
netic field evolution, strongly enhancing the dissipation of energy over the first ∼ 106 yr
of neutron star life, with respect to the purely resistive case. This is due to two main
effects: the generation of smaller structures and currents sheets, and the gradual com-
pression of currents and toroidal field towards the crust/core interface. Hence, the rate of
field dissipation strongly depends on the resistivity given by the amount of impurities in
the innermost region of the crust. A highly impure or amorphous inner crust produces a
significant increase in the field dissipation on timescales � 105 yr.

– Standard vs. fast neutrino cooling scenarios: For weakly magnetized objects, low mass
stars (M � 1.4M�) are systematically brighter than high mass stars, because fast neutrino
processes are only active above a certain threshold density. This separation is smeared
out for highly magnetized stars, for which the overwhelming effect of the magnetic field

9X-ray Dim Isolated Neutron Stars, a class of relatively old, purely thermally emitting neutron stars discov-
ered by the ROSAT satellite (see, e.g., Turolla 2009, for a review of their properties).
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Fig. 8 P − Ṗ diagram for magnetars and other classes of isolated neutron stars (from Viganò et al. 2013).
The solid lines indicate theoretical evolutionary tracks for different values of the initial magnetic field. The
points corresponding to true ages of 103, 104, 105 and 5 × 105 yrs are indicated by the asterisks on each
lines. The dashed lines represent the evolution without magnetic field decay

makes it hard to distinguish if fast neutrino cooling processes are acting or not, and there-
fore the mass dependence of the cooling curves is much smaller.

– Effect of the envelope composition: As a robust and general trend, light-element envelopes
are able to maintain a higher luminosity (up to an order of magnitude) than iron envelopes
for a long period of time, ∼ 104 yr, regardless of the magnetic field strength. The most lu-
minous magnetars, with estimated field strengths ∼ 1015 G from their timing parameters,
are barely compatible with the 1015 G cooling curve with an iron envelope. However, for
the same initial magnetic field, a light envelope is able to account for the luminosity of
even the brightest objects.

– Importance of the initial model: The initial magnetic field configuration plays a very im-
portant role in the observational properties of the NS. If the currents sustaining the mag-
netic field flow in the core, their dissipation is negligible, comparable with models in
which (most of) currents flow in the crust. In particular, the presence of an initial strong
dipolar, toroidal field in the crust breaks the symmetry with respect to the equator, re-
sulting in a hemisphere warmer than the other. If most of the initial currents are instead
confined into the core, then the reduced heat deposition in the crust results in a much
cooler surface compared to the case in which the B field lives in the crust only.

– Influence in the magnetar outburst rate: The estimated outburst rate, resulting from break-
ing of the crust by the strong magnetic stresses, is found to be an increasing function of
the initial magnetic field strength and a decreasing function of age (Perna and Pons 2011;
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Pons and Perna 2011). A more quantitative comparison between the simulations and the
observations is still not possible, due to the lack of sufficient statistics in the data.

5 Conclusions

Although the currently known magnetars represent only a small fraction of the observed
neutron star population, they are attracting increasing interest, both from the observational
and theoretical point of view. This is certainly due to their striking variability properties,
diversity of multiwavelength behavior and extreme physical conditions. In the last decades,
they evolved from the status of poorly understood, exotic high-energy sources to become
recognized as an important class of isolated neutron stars. Although their general proper-
ties are well explained in the context of the magnetar scenario, many aspects are still poorly
understood and often the observational data are not sufficient to constrain the model parame-
ters. The transient nature of most of these sources implies that we have now discovered only
a small fraction of the magnetar population. The presence of wide field of view instruments
constantly monitoring the variable X/γ -ray sky is extremely important to further progress
in this field exploiting the improved capabilities of future observational facilities.
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T. Güver, F. Özel, E. Göǧüş, C. Kouveliotou, Astrophys. J. Lett. 667, L73 (2007)
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Abstract Many types of stars have strong magnetic fields that can dynamically influence
the flow of circumstellar matter. In stars with accretion disks, the stellar magnetic field can
truncate the inner disk and determine the paths that matter can take to flow onto the star.
These paths are different in stars with different magnetospheres and periods of rotation.
External field lines of the magnetosphere may inflate and produce favorable conditions for
outflows from the disk-magnetosphere boundary. Outflows can be particularly strong in the
propeller regime, wherein a star rotates more rapidly than the inner disk. Outflows may also
form at the disk-magnetosphere boundary of slowly rotating stars, if the magnetosphere is
compressed by the accreting matter. In isolated, strongly magnetized stars, the magnetic field
can influence formation and/or propagation of stellar wind outflows. Winds from low-mass,
solar-type stars may be either thermally or magnetically driven, while winds from massive,
luminous O and B type stars are radiatively driven. In all of these cases, the magnetic field
influences matter flow from the stars and determines many observational properties. In this
chapter we review recent studies of accretion, outflows, and winds of magnetized stars with
a focus on three main topics: (1) accretion onto magnetized stars; (2) outflows from the
disk-magnetosphere boundary; and (3) winds from isolated massive magnetized stars. We
show results obtained from global magnetohydrodynamic simulations and, in a number of
cases compare global simulations with observations.
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1 Introduction

Magnetic fields play important and distinct roles in the dynamics of gas flow around disk-
accreting and isolated magnetized stars. In Sects. 1.1 and 1.2, we review different types of
disk-accreting magnetized stars, for which the magnetic field determines the processes of
accretion and outflow. In Sect. 1.3 we review isolated magnetized stars, where the magnetic
field drives or shapes the winds from these stars.

1.1 Accretion onto Magnetized Stars

Different types of disk-accreting stars have dynamically important magnetic fields. Some of
them are very young and are at the stage of gravitational contraction; others are very old,
compact stars. Young (� 107 years) low-mass (0.5–2M�) stars have significant magnetic
fields of a few kG (Donati et al. 2007; Johns-Krull 2007), which is thousands of times
stronger than the globally averaged field of the Sun. Some of these stars (called Classical T
Tauri Stars, or CTTSs) are surrounded by accretion disks, and their fields are strong enough
to truncate the disks (see Fig. 1). The truncation (or magnetospheric) radius rm is determined
by the balance between the magnetic stress in the magnetosphere and the matter stress in
the disk.1 For a number of CTTSs, the truncation radii are estimated to be of a few stellar
radii. The light curves from such CTTSs show complex patterns of periodic, quasi-periodic,
or irregular variability (see Fig. 2; see also Herbst et al. 1994; Stauffer et al. 2014), which
are probably connected with complex paths of matter flow around the magnetosphere and
rotations of the hot spots that form as a result of the gravitational impact of the free-falling
matter to the stellar surface (see, e.g., review by Bouvier et al. 2007a).

Old, compact stars (i.e., white dwarfs, neutron stars) have even stronger magnetic fields,
originating from the collapse of a main sequence star under the conservation of magnetic
flux. In some white dwarfs, called ‘polars,’ the magnetic field is so strong, (B ∼ 107–108 G)
that an accretion disk does not form, and matter from the secondary star accretes directly to
the large magnetosphere. In white dwarfs known as ‘intermediate polars’ (IPs), with strong,
but less extreme, fields (B ∼ 106 G) an accretion disk forms (e.g., Warner 1995; Hellier
2001). This accretion disk is truncated at large distances from the star, with rm � 10R�.
Such IPs show periodic variability associated with the channelling of disk matter onto the
magnetic poles of the star.

Accreting neutron stars in binary systems may have very strong magnetic fields, B ∼
1012 G, with accretion disks that interact with huge magnetospheres, rm� R�. Due to their
large magnetospheres, neutron stars have relatively long periods of order seconds. There is
also a sub-class of neutron stars called accreting millisecond X-ray pulsars (AMXPs, e.g.,
Wijnands and van der Klis 1998), where the field has decayed to B ∼ 107–109 G and the
neutron star has spun up due to disk accretion in binary systems (e.g., Bisnovatyi-Kogan and
Komberg 1974; Alpar et al. 1982; Belloni et al. 2015). In these stars, as in CTTSs, the disk is
truncated at a few stellar radii and the magnetospheric accretion is expected. However, due to
the much smaller size of the neutron star, the dynamical time-scale at the truncation radius
is only a few milliseconds. In spite of the large difference in size between young CTTSs
(about 1011 cm) and millisecond-period neutron stars (about 106 cm), the physics of the disk-
magnetosphere interaction is quite similar: the accretion-induced pulsations are observed in
X-ray, which are associated with the rotating hot spots. In addition, high-frequency quasi-
periodic oscillations (QPOs) are observed which carry information about processes in the

1We further discuss the disk-magnetosphere interaction and the magnetospheric radius in Sect. 2.2.
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Fig. 1 Sketch shows interaction of a magnetized star with the disk. Matter of the disk is stopped by the
magnetosphere. Part of the matter reaches the inner regions of the closed magnetosphere and accretes onto
the star in funnel streams. The field lines of the external layers of the magnetosphere can inflate and outflows
are possible from the disk-magnetosphere boundary. Based on sketch from Camenzind (1990)

Fig. 2 Different types of light-curves from young stars in NGC 2264 obtained with CoRoT: periodic
light-curve (left panel), AA Tau type light-curve, with characteristic dips (middle panel) and irregular
light-curve (right panel). From Alencar et al. (2010)

inner disk (e.g., Van der Klis 2000; Belloni et al. 2015). Section 2 discusses different aspects
of accretion onto magnetized stars.

1.2 Outflows from the Disk-Magnetosphere Boundary

The field lines of the external parts of the magnetosphere may inflate due to the differ-
ences in angular velocities of the foot-points of the magnetic loops connecting the star and
the disk (Aly and Kuijpers 1990; Camenzind 1990; Shu et al. 1994; Lovelace et al. 1995;
Uzdensky et al. 2002). Different signs of episodic inflation are observed in CTTSs (see, e.g.,
review by Bouvier et al. 2007a). Inflation creates favorable conditions for outflows from
the disk-magnetosphere boundary, at which the magnetic field of the star participates in
driving outflows (see Fig. 1). Collimated outflows are observed from a number of CTTSs
(e.g., Ray et al. 2007). A significant number of CTTSs show signs of outflows in spectral
lines, particularly in the near-infrared He I λ10830Å line, for which two distinct compo-
nents of outflows had been found (e.g., Edwards et al. 2006). Outflows are also observed
from accreting compact stars such as accreting white dwarfs in symbiotic binaries (e.g.,
Sokoloski et al. 2008), as well as from the vicinity of neutron stars (e.g., Fender 2004;
Heinz et al. 2007). The origin of these outflows is not yet clear. One of attractive possibil-
ities is that they may originate at the disk-magnetosphere boundary (e.g., Shu et al. 1994;
Romanova et al. 2009). In Sect. 3 we discuss different types of outflows from the disk-
magnetosphere boundary.
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1.3 Winds from Isolated Magnetized Stars

Many stars are isolated, some of them having significant magnetic fields. The magnetic field
of the Sun is relatively small—a few Gauss on average. Nonetheless, it plays an important
role in the heating of the corona and in the formation of the wind, which is driven by gas
pressure. Powerful events of inflation and reconnection of the solar field lines lead to coronal
mass ejections (CMEs), which enhance the wind density and induce storms in the Earth’s
magnetosphere (e.g., Boiko et al. 2012).

In young low-mass stars, the magnetic field is thousands of times stronger than that
of the Sun, and much stronger winds and CMEs are expected. These winds can be ei-
ther thermally or magnetically driven (e.g., Weber and Davis 1967; Lovelace et al. 2008;
Vidotto et al. 2009, 2011). In magnetically driven winds, the pressure gradient of the mag-
netic field determines the acceleration of matter to the wind. This is possible when, for gas
pressure P and magnetic field B , the plasma parameter β = 8πP/B2 < 1 at the base of
the wind (Lovelace et al. 2008; Vidotto et al. 2011). In more massive stars (M > 5M�)
of O, B and A types, powerful winds are driven by the star’s radiation pressure. About 10
percent of O and B stars harbor large-scale, organized (often predominantly dipolar) mag-
netic fields, ranging in dipolar strength from a few hundred to tens of thousands Gauss.
This field can influence matter flow in the wind and can determine many observational
properties of these stars. It can channel wind material or trap the wind, forming wind-
fed magnetospheres that develop from closed magnetic loops (e.g., ud-Doula et al. 2013;
Owocki et al. 2014).

Section 4 discusses in greater detail the wind-fed magnetospheres from magnetized mas-
sive stars along with corresponding observational properties associated with the magnetic
field.

The problems of the disk-magnetosphere interaction, outflows and winds from magne-
tized stars are multidimensional and require global axisymmetric or three-dimensional (3D)
numerical simulations. Below, we describe results of recent numerical simulations of accre-
tion and outflows from disk-accreting magnetized stars, wind-fed magnetospheres of iso-
lated massive stars, and show examples of comparisons of models with observations.

2 Magnetospheric Accretion

Magnetospheric accretion is a complex process, in which the inner disk matter interacts
with the magnetosphere of the star. The result of such an interaction depends on a number
of factors, such as the period of stellar rotation, the structure of the magnetic field of the star,
the size of the magnetosphere, the diffusivity at the disk-magnetosphere boundary, proper-
ties of the accretion disk, and other factors. We start from a brief overview of studies the
magnetospheric accretion.

2.1 Different Studies of the Magnetospheric Accretion

The disk-magnetosphere interaction has been studied in a number of theoretical works (e.g.,
Pringle and Rees 1972; Lamb et al. 1973; Ghosh and Lamb 1978; Spruit and Taam 1990;
Königl 1991; Campbell 1992; Koldoba et al. 2002a). It was predicted that the disk should
be truncated by the magnetosphere of the star, and matter should flow above and below
the magnetosphere in the funnel flow. Some authors also predicted that the magnetic field
lines of the external parts of the magnetosphere may inflate and open due to the differential
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rotation of the foot-points of the field lines of the external magnetosphere (e.g., Aly and
Kuijpers 1990), and outflows are possible along the field lines of the inflated magnetosphere
(e.g., Camenzind 1990; Shu et al. 1994; Lovelace et al. 1995).

A number of numerical simulations have been also performed. The process of the disk-
magnetosphere interaction is internally multi-dimensional, so that two or three-dimensional
simulations are required for investigation of this process. Early axisymmetric simula-
tions (e.g., Stone and Norman 1994; Hayashi et al. 1996; Miller and Stone 1997; Hi-
rose et al. 1997) were relatively brief, only a few Keplerian rotations at the inner disk.
Rapid, almost free-fall accretion has been observed due to the initial magnetic braking of
the Keplerian disk by the magnetic field of the non-rotating magnetosphere. Strong infla-
tion of the field lines and one-time episode of outflows has been observed. These sim-
ulations did show inflation of the field lines and outflows. They also have shown brief
events of the magnetospheric accretion; however, the magnetospheric accretion has not
been studied due to non-stationary nature of the process. Goodson et al. (1997) has been
able to perform longer simulation runs and obtained a few episodes of accretion, infla-
tion and outflows from the disk-magnetosphere boundary. Their simulations confirmed
the suggestion of Aly and Kuijpers (1990) about the possibility of the cyclic inflation
of the field lines of the external magnetosphere and formation of outflows along the
field lines threading the inner disk (Lovelace et al. 1995). However, these authors in-
vestigated only the case of a rapidly rotating young star (with period of 1.8 days) in
the regime which is close to the propeller regime (e.g., Illarionov and Sunyaev 1975;
Lovelace et al. 1999). In subsequent simulations (Goodson et al. 1999; Matt et al. 2002)
only rapidly-rotating stars were considered. It is not clear whether these results are general,
that is can be applied to any disk-accreting magnetized stars.

Development of quasi-equilibrium initial conditions for the disk-magnetosphere config-
uration helped to obtain a slow accretion in the disk, and to investigate accretion through
the funnel flows (Romanova et al. 2002).2 Simulations confirmed many aspects of the disk-
magnetosphere interaction predicted theoretically, such as the truncation of the accretion
disk by the stellar magnetosphere, formation of the funnel flow, and angular momentum flow
between the disk and the star. However, in these simulations, the corona above the disk is rel-
atively heavy so that the inflation and outflows were suppressed in most of simulation runs.
Simulations with the lower-density corona confirmed accretion through funnel flows and the
inflation of the field lines; however, no outflows were observed (Long et al. 2005). Similar
simulations were performed by Bessolaz et al. (2008) who also compared the position of
the truncation radius of the disk observed in simulations with magnetospheric radii derived
from different theoretical studies. Long et al. (2005) studied the angular momentum flow
between the disk, star and corona and found conditions for the rotational equilibrium state
at which a star neither spins-up, nor spins-down. They found, that in this state, a star rotates
somewhat more slowly than the inner disk, because part of angular momentum flows from
the star to corona along inflated and partially-inflated field lines. More recently, Zanni and
Ferreira (2013) observed many cycles of inflation and reconnection in the external magneto-
sphere with ejection of matter along the inflated field lines. Simulations show that outflows
are strongly enhanced in the propeller regime of accretion (e.g., Romanova et al. 2005b;
Ustyugova et al. 2006), or in cases where the accretion disk compresses the magnetic field

2In these initial conditions the corona above the disk rotates with the angular velocity of the disk, so that
the magnetic field lines do not experience discontinuity at the disk-magnetosphere boundary, and there is no
initial magnetic breaking. There is also an initial balance between the gravitation, pressure and centrifugal
forces in each point of the simulation region.
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of the external magnetosphere (Romanova et al. 2009). These axisymmetric simulations
helped to understand many elements of the disk-magnetosphere interaction. They are partic-
ularly valuable for investigation of the inflation and outflows in the external magnetosphere,
because the coronal density should be low enough for modeling these processes.

The disk-magnetosphere interaction also depends on the properties of an accretion disk.
In many studies it is suggested that the outward transport of angular momentum is pro-
vided by viscosity, and the viscosity coefficient is proportional to parameter α, where
α < 1 (Shakura and Sunyaev 1973). This approach has been successfully used in many
studies of accretion disks and also has been used in most of modelings of the magneto-
spheric accretion (e.g., Goodson et al. 1997; Long et al. 2005; Zanni and Ferreira 2013;
Romanova et al. 2014). The α-viscosity plays an important role in bringing matter to-
ward the magnetosphere in steady rate. On the other hand, α-viscosity mimics some more
complex processes in the disk, such as magnetic turbulence (Shakura and Sunyaev 1973).
A significant progress has been made in understanding turbulent disks where the turbu-
lence is driven by the magneto-rotational instability (e.g., Balbus and Hawley 1991, 1998).
MRI-driven turbulence has been extensively studied in axisymmetric and local/global 3D
MHD simulations (e.g., Hawley et al. 1995; Brandenburg et al. 1995; Stone et al. 1996;
Armitage 1998; Hawley 2000; Beckwith et al. 2009; Flock et al. 2011; Simon et al. 2011;
McKinney et al. 2014). In most of simulations the central object is non-magnetized, usually
a black hole. Accretion onto a magnetized star has been studied in much fewer simulations
(Romanova et al. 2011a, 2012). Simulations show that many properties of the magneto-
spheric accretion are similar in cases of the turbulent and laminar, α-disks, in particular, in
cases of the small-scale turbulence.

To model most realistic situation, the disk-magnetosphere interaction should be consid-
ered in three dimensions. One of the main issues is that the inner disk matter is expected
to penetrate through the magnetosphere (the effective diffusivity) in non-axisymmetric, 3D
instabilities, such as the Rayleigh–Taylor and Kelvin–Helmholtz instabilities (e.g., Arons
and Lea 1976). Such a penetration will determine the effective “diffusivity” at the disk-
magnetosphere boundary and thus the level of interaction between the disk and the star. On
the other hand, the dipole magnetic moment may be tilted about the rotational axis of the
star, or the magnetic field may be more complex than the dipole field. Therefore, it is impor-
tant to study the disk-magnetosphere interaction in global 3D simulations. A special “Cubed
Sphere” 3D MHD Godunov-type code has been developed for this purpose (Koldoba et al.
2002b) and different 3D simulations were performed for the first time. In this section, we
describe mainly the results of the global 3D simulations of the disk-magnetosphere interac-
tion. In particular, we show results of accretion onto a star with a tilted dipole magnetosphere
(see Sect. 2.3); accretion through 3D instabilities (see Sect. 2.4); accretion onto stars with
relatively large magnetospheres (see Sect. 2.5), and accretion onto stars with complex mag-
netic fields (see Sect. 2.6). Finally, the 3D MHD models have been developed for CTTS
stars with realistic parameters, and results of simulations were compared with observations
of these stars (see Sects. 2.7 and 2.8).

2.2 Truncation of the Disk by the Magnetosphere, and Characteristic Radii

If the magnetic field of the star is sufficiently strong, then it truncates the accretion disk at
a radius rm where the magnetic stress in the magnetosphere matches the matter stress in
the disk. In the disk, the largest stress is connected with the azimuthal components of the
stress tensor: Tφφ = [p+ρv2

φ]+ [B2/8π −B2
φ/4π ], where ρ, p, B , Bφ are the local density,

gas pressure, total and azimuthal magnetic field in the disk, respectively. At the innermost
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Fig. 3 Slice of the density
distribution and selected field
lines resulting from 3D MHD
simulations of accretion onto a
star with a tilted dipole magnetic
field. The dashed line shows the
position of the magnetospheric
radius. From Romanova et al.
(2004)

edge of the disk, Bφ 	 B and the truncation radius can be found from the condition p +
ρv2

φ = B2/8π . However, it is better to include the total ram pressure which acts in all three
directions and to compare the total matter pressure with the total magnetic pressure

p+ ρv2 = B2/8π, or βt = 8π
(
p+ ρv2

)
/B2 = 1, (1)

Here, βt is the generalized plasma parameter, which includes both thermal and ram pres-
sure (Romanova et al. 2002). It is analogous to the standard plasma parameter β = 8πp/B2,
but takes into account the ram pressure of the matter flow in the disk. Axisymmetric and
global 3D MHD simulations show that the condition βt = 1 is useful for finding the mag-
netospheric radius rm (e.g., Kulkarni and Romanova 2013). This radius usually corresponds
to the innermost edge of the disk, where the density drops sharply towards the low-density
magnetosphere (in which magnetic pressure is dominant). This formula can be used to find
rm in many situations, including those that are non-stationary. There is also no restriction on
the geometry of the magnetic field of the star (see also Sect. 2.6).3 Fig. 3 shows a snapshot
from 3D simulations of a laminar, α-disk. The vertical dashed line shows the magnetospheric
radius calculated from the stress balance Eq. (1).

In earlier theoretical studies (e.g., Pringle and Rees 1972; Lamb et al. 1973) the mag-
netospheric radius was estimated from the balance between the largest components of the
stresses, assuming a dipole field from the star and Keplerian orbital speed in the disk; this
gives

rm = k
[
μ4/
(
Ṁ2GM�

)]1/7
, k ∼ 1, (2)

where μ= B�R3
� is the magnetic moment of the star with a surface field B�, Ṁ is the disk

accretion rate, and M� and R� are the mass and radius of the star, respectively. Axisymmet-
ric disk-accretion simulations by, e.g., Long et al. (2005) found that Eqs. (1) and (2) give
similar values of rm if k ≈ 0.5 (Long et al. 2005). Bessolaz et al. (2008) compared different
approaches for estimating the magnetospheric radius, and found that all give similar values,
essentially set by the steep (B2 ∼ r−6) decline of the magnetic stress, which dominates over
the much more gradual variation of the disk matter stress.

From a series of 3D MHD simulations, Kulkarni and Romanova (2013) fit a scaling for
the magnetospheric radius,

rm/R� ≈ 1.06
[
μ4/
(
Ṁ2GM�R

7
�

)]1/10
, (3)

3Sometimes, the condition β = 8πp/B2 = 1 is used to find the magnetospheric radius (e.g., Bessolaz et al.
2008). This condition, however, yields somewhat a larger radius at which the matter flows from the disk to
the funnel stream.
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Fig. 4 Left panel: Illustration of the “accretion regime” (left), for which rigid-body rotation at the stellar
rotation frequencyΩ� extends to a magnetic radius rm less than the corotation radius, rcor, at which the local
Keplerian frequency ΩK = Ω�; the sub-Keplerian rotation of the inner region facilitates accretion of disk
material onto the star. Right panel: The “propeller regime” (right), wherein rcor > rm; the super-Keplerian
rotation of the inner region now causes disk material to be propelled into an outflow by magneto-centrifugal
forces. The condition rm = rcor thus represents the boundary between these regimes. From Ustyugova et al.
(2006)

that is somewhat flatter than the rm ∼ (μ2/Ṁ)1/7 scaling of Eq. (2). This difference can be
attributed to the non-dipole form of the magnetic field, which results from the compression
of the magnetosphere by the accretion disk (see Fig. 5, middle panel). Despite this modest
difference in dependencies, the formula (2) with coefficient k ≈ 0.5 still describes the posi-
tion of the magnetospheric radius with accuracy sufficient in many astrophysical situations.
But note that this scaling has only been tested for accretion onto relatively small magneto-
spheres, rm � 5R�; accretion onto stars with larger magnetospheres has not yet been studied
systematically.4,5

Another important radius is the corotation radius, at which the angular velocity of the
star matches the Keplerian angular velocity of the disk: Ω� =

√
GM�/r3

cor:

rcor =
[
GM�/Ω�

2
]1/3
. (4)

As illustrated in Fig. 4, the condition rcor = rm characterizes the boundary between “accre-
tion” vs. “propeller” regimes. The left panel demonstrates the case favorable for accretion,
in which rm < rcor, and the inner disk rotates more rapidly than the magnetosphere of the
star; the accreting matter interacts with the magnetosphere, loses some of its angular mo-
mentum, and accretes onto the star. The right panel of Fig. 4 shows the opposite situation,
in which rcor < rm and the matter of the inner disk gains angular momentum; this regime is
called the “propeller” regime (e.g., Illarionov and Sunyaev 1975; Alpar and Shaham 1985;
Lovelace et al. 1999), in which the inner disk matter can be pushed away by the rapidly-
rotating magnetosphere, while some of the matter can be ejected as a wind. This situation
will be considered in greater detail in Sect. 3.1.

It is also convenient to characterize the state of the accreting magnetized star with the
fastness parameter, ωs , which is defined as the ratio between the angular velocity of the star,

4Simulations of accretion onto stars with larger magnetosphere require much longer computing time. Test
simulations of such accretion are described in Sect. 2.5. However, to obtain a formula for magnetospheric
radius, multiple simulations are needed.
5The compression of the magnetosphere is probably connected with the ram pressure in the radial direction
and so may depend on the value of the radial velocity (which is proportional to α-parameter of viscosity).
The above described simulations were performed for α = 0.02. The possible dependence of the compression
on α-parameter should be studied in a separate set of simulations.
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Fig. 5 Left panel: A 3D view of the funnel flow from the disk to a magnetized star, where the dipole moment
μ is tilted byΘ = 20◦ about the rotational axis. One of the density levels is shown in green; sample field lines
are shown in red. Middle panel: The slice of density distribution (color background) and magnetic field lines
(yellow lines). Red lines show the dipole field lines at t = 0. The external field lines are chosen such that both
the yellow and the red lines start at the inner magnetospheric radius rm , which is marked as a black circle.
Right panel: the energy flux distribution on the surface of the star. Circles show the position of the magnetic
(μ) and rotational (Ω) axes, respectively. From Kulkarni and Romanova (2013)

Ω� and Keplerian velocity of the inner disk at r = rm:

ωs = Ω�

ΩK(rm)
=
(
rm

rcor

)3/2

. (5)

This parameter efficiently characterizes different states of the accreting magnetized star
(e.g., Ghosh 2007). In the following sections we show that many processes at the disk-
magnetosphere boundary can be characterized by this parameter.

2.3 Accretion onto Stars with a Tilted Dipole Magnetic Field

The magnetic axis of the dipole moment, μ, can be tilted by an angle, Θ , about the rota-
tional axis, Ω�, of the star. The rotational axis of the star is fixed, and it coincides with the
rotational axis of the disk. In general, the rotational axis of the star may be also tilted about
the rotational axis of the disk, and this leads to secular warping and precession of the inner
disk (e.g., Lipunov and Shakura 1980; Lai 1999). In this Chapter, however, we consider only
cases in which the rotational axes of the star and disk coincide.

Global 3D MHD simulations of accretion onto stars with different tilt angles of the dipole
field, Θ , show that matter flows onto the star via two funnel streams (Romanova et al. 2003,
2004). The matter in the funnel streams is pulled towards the star by the gravitational force.
Numerical simulations have shown for the first time the structure and shape of the funnel
streams. They have shown that funnel streams are wide in the meridional direction (see left
panel of Fig. 5) and narrow in the vertical direction (see slice of the density distribution in
the middle panel of Fig. 5). They also show that the low-density matter blankets the whole
magnetosphere, while the funnel streams represent the denser parts of the flow (see Fig. 7).
The slice in the middle of Fig. 5 shows both the dipole field lines, and the field lines during
the funnel accretion.6 It is still not clear how important such compression will be in stars
with much larger magnetospheres, i.e. with rm/R� > 5. But we can speculate that the field
compression might become less significant in such cases, because only the external parts
of the magnetosphere interact with the disk, while the larger part of the magnetosphere is
strongly magnetically dominated and so has a nearly dipole structure.

6We should note that simulations of other groups also show a strong compression of the magnetosphere (e.g.,
Bessolaz et al. 2008; Zanni and Ferreira 2013).
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Fig. 6 Left panel: Results of 3D MHD simulations of accretion onto a star for which the magnetic axis of
the dipole is tilted by Θ = 30◦ about the rotational axis (where the rotational axis is aligned with the z-axis).
Right panel: the dipole axis is tilted by Θ = 90◦ . The color background shows the density distribution in the
equatorial plane. The blue translucent color shows one of the density levels in 3D. The lines show sample
magnetic field lines. From Romanova et al. (2005a)

Fig. 7 The two panels compare
the configuration of the funnel
streams at two density levels: the
density in the left panel is three
times smaller than in the right
panel. From Romanova et al.
(2005a)

2.3.1 Properties of the Funnel Streams and Hot Spots

The gravitational attraction from the star accelerates the matter in the funnel streams. This,
in turn, causes the formation of two hot spots where the matter hits the surface of the star.
Numerical simulations helped for the first time to show the likely shape and structure of
the hot spots. Results indicate they tend to be crescent-shaped, with densities and tempera-
tures highest near the spot center (see right panel of Fig. 5). This numerical finding led to
prediction for the wavelength dependence of the spot radiation, with a different spot size
at different wavelengths. For example, in CTTSs, the innermost small region of the spot
can radiate in X-rays, while an increasingly larger area radiates in the UV, optical, and IR.
In fact, the measurements of the spot sizes in several CTTSs show that the area covered
by the hot spots in optical wavelengths is relatively large, about 10 % of the stellar sur-
face (Donati et al. 2007, 2008, 2011). On the other hand, in models of the UV radiation
by the accretion shock, the best match with observations is reached if spots cover from
less than 1 % up to a few percents of the stellar surface (e.g., Calvet and Gullbring 1998;
Gullbring et al. 2000). More generally, observations point to smaller sizes of spots in higher
versus lower energy bands. The inhomogeneous structure of the hot spots discovered in
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3D simulations (Romanova et al. 2004) can potentially explain these observational results.
Before these simulations, hot spots were assumed to have a homogeneous density and tem-
perature distribution. These simulations thus opened a path for understanding the properties
of hot spots in different wavebands.

These 3D numerical simulations also have shown for the first time how the shape of the
hot spots depends on the tilt of the magnetic axis Θ (Romanova et al. 2004); at small Θ
the spots have crescent shape, while as Θ increases to larger values, the spots acquire a bar
shape (see also Kulkarni and Romanova 2005). The different shapes predict corresponding
differences in the light curves (Romanova et al. 2004), but these also depend on other factors
like observer viewing angle. The differences from light curves obtained with the homoge-
neous, round spots of previous, simplified models is modest, e.g. within ∼ 20 % in test runs
of accreting neutron stars (where relativistic effects were taken into account, Kulkarni and
Romanova 2005). While such simple round spots thus provide a reasonable first approxi-
mation, a more accurate model of the position and shape of the spot can be important, for
example in studies of accreting neutron stars, where the mass and radius (or, their ratio)
can be found from relativistically-corrected light-curves (see, e.g., review by Belloni et al.
2015). For convenience in application, an analytic formula has been obtained from multiple
3D simulation runs, with the shape and position of the spots given as a function of the mag-
netospheric size rm/R∗ and the ratio rm/rcor, which characterizes the level of stellar rotation
(Kulkarni and Romanova 2013).

2.3.2 Moving Spots: Phase Shifts and Possible QPOs

Simulations show that the hot spots on the stellar surface are not fixed, but instead move
about some preferred position. This motion leads to phase shifts in the light curves (Ro-
manova et al. 2003; Kulkarni and Romanova 2013). In young stars, this results in the phe-
nomenon of “drifting period” which is frequently observed in CTTSs, where the sets of ob-
servations are usually brief (only a few stellar rotations). Recent observations by the space
instrument MOST indicate that the CTTS star TW Hya shows systematic variation of its
“period” (Rucinski et al. 2008), which may be connected with the drifting spot on the stellar
surface, as found in earlier 3D simulations.

In millisecond pulsars, moving spots may lead to phase shifts in light-curves (Papitto
et al. 2007; Patruno et al. 2009) and to timing noise (e.g., Poutanen et al. 2009; Lamb et al.
2009; Ibragimov and Poutanen 2009). Papitto et al. (2007) found a correlation between the
pulse phase shifts and the X-ray flux in millisecond pulsar XTE J1814-338 (see also Patruno
et al. 2009). The authors argued that the observed phase shifts were due to movements of
the hot spot in response to variation in accretion rate. This phenomenon can be explained by
the correlation between the hot spot longitude and the location of the magnetospheric radius
as shown by Kulkarni and Romanova (2013).

In the case of very small tilts of the dipole moment, Θ = (2–5)◦, the funnel streams can
be dragged by the inner disk and the spot may systematically rotate faster or slower than
the star. This can lead to the phenomenon of the quasi-periodic oscillations (QPOs) in the
frequency spectrum and may possibly explain some of QPOs observed in AMXPs. Usu-
ally, one or two main high-frequency QPO peaks are observed in AMXPs (see an example
in Fig. 8). The observed QPO frequencies show significant temporal variation, but the dif-
ference between peaks often corresponds to either the stellar rotation frequency ν∗, or its
half-value ν∗/27 (e.g., Van der Klis 2000). In many cases, however, the frequency difference

7This phenomenon can be possibly explained by the beat-frequency model (e.g., Miller et al. 1998).
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Fig. 8 Power spectral density of
the AMXP SAX J1808.4-3658
which shows the frequency of the
star, ν∗ and two high-frequency
QPOs which may carry
information about the processes
at the disk-magnetosphere
boundary. From Wijnands et al.
(2003)

is nearly fixed at a value, ∼ 300 Hz, that does not correlate with the frequency of the star
(Boutloukos et al. 2006; Méndez and Belloni 2007). The origin of these QPOs has not yet
been understood. One of QPO peaks may originate at the disk-magnetosphere boundary.
The origin of the second peak is less clear, but an interesting, spot-based model has been
developed by Bachetti et al. (2010). They performed systematic 3D simulations of accretion
onto neutron stars with very small tilts, Θ = 2◦, and showed that these rotating spots may
possibly explain one of two QPO frequencies in AMXPs, where the difference between QPO
frequencies does not vary much in time and is∼ 300 Hz. Bachetti et al. (2010) found that the
lower of two of QPO frequencies is connected with the rotation of the funnel stream, while
the higher QPO frequency is connected with unstable tongues that rotate with the frequency
of the inner disk (see Sect. 2.4). Simulations show that the frequency associated with the ro-
tating funnel streams is about 250–300 Hz lower, and both QPOs move in parallel, which is
in accord with observations (Méndez and Belloni 2007). This model, however, is applicable
only to stars with small Θ , Θ � 5◦.

2.3.3 Tilted Magnetosphere and Waves in the Disk

Various types of waves can propagate in accretion disks (e.g., Kato et al. 1998; Kato 2004,
2007). A star with a tilted dipole magnetosphere excites bending and density waves through
the action of magnetic forces on the inner disk (see, e.g., theoretical studies by Lipunov
and Shakura 1980; Lai 1999; Terquem and Papaloizou 2000 and global 3D simulations by
Romanova et al. 2013). Global simulations show that, if the angular velocity of the inner disk
is close to the angular velocity of the magnetosphere (fastness ωs ∼ 1), a strong bending
wave forms at the disk-magnetosphere boundary. Figure 9 shows a snapshot from such a
simulation, where a one-armed bending wave forms at the inner edge of the disk.8 This
bending wave may occult or reflect light from the star.

For example, Bouvier et al. (1999) noticed that CTTS AA Tau has dips in the light-curve
and, interpreted these as stemming from occultation of the stellar light by a dusty disk-warp
(see also Bouvier et al. 2003, 2007b). These dips are quasi-periodic with QPO period of
approximately 8.2 days, comparable to the expected rotation period of the star. Doppler
tomography observations of AA Tau show that the dominant component of the field is a
2–3 kG dipole field that is tilted at 20◦ relative to the rotational axis. At this field strength
the magnetospheric radius is close to the corotation radius, rm ≈ rcor (Donati et al. 2010).
Simulations show that in this situation a large amplitude warp forms and rotates with the
frequency of the star, and so could well explain the observed dips (Romanova et al. 2013).

8Simulations also show that if a star rotates more slowly than the inner disk, then bending waves are excited
at larger distances from the star.
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Fig. 9 Left two panels: Tilted magnetosphere excites a warp at the disk-magnetosphere boundary. A slice of
density distribution (top panel) and one of density levels (bottom panel) are shown. From Romanova et al.
(2013). Right two panels: Top panel: typical AA Tau type light-curve observed in one of stars in young cluster
NGC 2264 (from Alencar et al. 2010). Bottom panel: the light-curve obtained from 3D MHD simulations

More recently, Alencar et al. (2010) analyzed the photometric variability of CTTSs in
the young cluster NGC 2264 using data obtained by the CoRoT satellite; they concluded
that AA Tau-like light curves are fairly common, and are present in at least 30–40 % of
young stars with inner dusty disks (see also Carpenter et al. 2001; Stauffer et al. 2014,
2015). Figure 9 compares observed and simulated light curves, for a case in which the star
is occulted by the dusty warp. Overall, results indicate that the warps can produce dips if the
dipole magnetosphere is tilted at sufficiently larger angle, Θ � 20◦, relative to the rotational
axis.

There are also two persistent density waves which form in the inner disk and rotate
with the frequency which is lower than the Keplerian frequency of the inner disk. These
waves are good candidates for explanation of the one of two QPO frequencies observed
in AMXPs. It was frequently suggested that one of QPO frequencies is associated with
some inhomogeneities in the inner disk, though the nature of inhomogeneities has not been
understood (van der Klis 2006). Numerical simulations show that these inhomogeneities
may be associated with persistent density waves at the inner disk (Romanova et al. 2013).

2.3.4 Magnetospheric Accretion from Turbulent Disks

The full dynamical structure of accretion disks is still uncertain. It is commonly inferred
that the disks are turbulent and the turbulence can be initiated and supported by the
MRI instability. MRI-driven turbulence has been extensively studied in axisymmetric and
local/global 3D MHD simulations (e.g., Hawley et al. 1995; Brandenburg et al. 1995;
Stone et al. 1996; Armitage 1998; Hawley 2000; Beckwith et al. 2009; Flock et al. 2011;
Simon et al. 2011). In most of simulations the central object is non-magnetized, usually a
black hole.

Accretion from MRI-driven turbulent disks onto a magnetized star has been investigated
numerically in both axisymmetric and 3D simulations (Romanova et al. 2011a, 2012). These
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Fig. 10 Left panel: slice of density distribution obtained in 3D MHD simulations of matter flow from an
MRI-driven turbulent disk (from Romanova et al. 2012). Right two panels: example of the irregular light
curves for a star from young cluster NGC 2264 where variability on the scale of 1 day (right panel) and 0.2
days (middle panel) is observed. This variability may be caused, e.g., by accretion from the turbulent disk
where the turbulence is present on different scales. From Stauffer et al. (2014)

simulations have shown that the main aspects of magnetospheric accretion are similar: the
turbulent disk is truncated by the magnetosphere and matter flows to the star along funnel
streams.

It is important to note that the position of the magnetospheric radius does not depend
much on the weak magnetic field associated with the MRI-driven turbulence. Its magnetic
stress is responsible for the angular momentum transport, but the associated magnetic pres-
sure is smaller than gas pressure, and the ram pressure ρv2 is much larger than gas or mag-
netic pressure. This is why the formula in Eq. (1) provides accurately the position of the
truncation radius in turbulent disks as well.

The main difference between accretion from the laminar α-disk and turbulent disk is that
accretion of the individual cells may lead to variability in the light-curve. The variability
time-scale depends on the scale of the turbulent cells Lturb. If it is small compared with
the thickness of the disk, H , then the disk acts as a laminar disk and only small-amplitude
variability is expected, as found in axisymmetric simulations (Romanova et al. 2011b).9 For
the largest-scale turbulent cells, Lturb ∼ H , much rarer but higher amplitude flares are ex-
pected in light-curves (Romanova et al. 2013). Observations of CTTSs show that many stars
have irregular light-curves with variability observed at different time-scales (e.g., Stauffer
et al. 2014). Figure 10 (left panel) shows an example of 3D simulations from the disk with
a large-scale turbulence, while the left two panels show sample light curves at two differ-
ent time-scales. Simulations of turbulent accretion with different scales of the turbulence,
together with comparisons between modeled and observed light-curves, may help us under-
stand the nature of turbulence in the disk.

2.3.5 Inflation of the Field Lines

Three-dimensional simulations show that the field lines of the external magnetosphere in-
flate due to the disk-magnetosphere interaction. Figure 6 (left panel) shows a snapshot from a
simulation in whichΘ = 30◦. One can see that the field lines of the inner magnetosphere are
closed; this is the region in which magnetic energy dominates. Some field lines are trapped
in the disk and are azimuthally wrapped by the disk matter. The field lines connecting the
polar regions of the star with the disk inflate and wrap around the rotational axis forming a
magnetic tower. There is a set of the partially inflated field lines that thread the inner parts

9Many axisymmetric simulations also show strong spikes which are connected with very low (only small
numerical) diffusivity in the code, and episodic accumulation of matter at the disk-magnetosphere boundary.
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of the disk, and transfer the angular momentum between the star and the disk and between
the star and corona (see also Zanni and Ferreira 2013). In 3D simulations, a magnetic tower
forms, however, most simulation runs show little or no outflow.10 The inflation of the field
lines is observed at different tilts of the dipole magnetosphere, including the extreme case
of very large tilt of the magnetosphere, Θ = 90◦, where the magnetic axis is located in the
equatorial plane of the disk. The right panel of Fig. 6 shows that the magnetic field lines of
the external magnetosphere inflate, and also have a tendency to leave the disk and to expand
into the corona above and below the disk. Simulations show that the magnetic field lines
always wrap around the rotational axis, independent of the tilt angle Θ . However, it is not
yet clear whether the outflows represent a common feature of accreting magnetized stars,
or whether they are more typical for the case of the rapidly-rotating stars (see Sect. 3.1).
Outflows were investigated in greater detail in 2.5D (axisymmetric) simulations, where the
density in the corona is lower compared with the 3D simulation cases (see Sect. 3.1).

2.3.6 Stellar Spinup/Spindown from Angular Momentum Gain/Loss

A star may spin up or spin down, depending on the total angular momentum flux onto the
star. The net angular momentum flux to or from the surface of the star, L̇, is composed of
two parts: the angular momentum flux carried by the matter (L̇m) and that carried by the
magnetic field (L̇f ):

L̇= L̇m + L̇f , L̇m =
∫

dS · ρrvφvp, L̇f =−
∫

dS · rBφBp/4π, (6)

where the fluxes are integrated along the surface of the star; vp and Bp are the poloidal
velocity and the poloidal magnetic field.

Simulations show that the disk and the star exchange angular momentum mainly through
the funnel streams. Near the disk, the angular momentum in the funnel stream is carried by
the matter, and the matter then slightly twists the field lines threading the funnel streams;
this twist determines the torque on the star (e.g., Romanova et al. 2002; Long et al. 2005;
Zanni and Ferreira 2013). The sign of the term BφBp (more precisely, the sign of the Bφ
component at the stellar surface) determines whether the star spins up or down. At the stellar
surface, the angular momentum carried by the field, L̇f is much larger than that carried by
matter, L̇f .

Long et al. (2005) performed a set of 2D simulation runs at different angular velocities of
the star,Ω�, to find the critical value of the fastness parameter ωs , corresponding to the rota-
tional equilibrium state (i.e., when L̇= 0). He found that, in the rotational equilibrium state
rcor/rm ≈ 1.2–1.3, that is the fastness parameter ωs = 0.76–0.67. They found that the inner
disk rotates more rapidly than the magnetosphere, because the star loses some angular mo-
mentum to the corona along the inflated or partially-inflated field lines. This negative torque
is compensated by a positive torque from the inner disk. Therefore, the fastness parameter
corresponding to the rotational equilibrium state, ωs , strongly depends on the amount of
angular momentum that flows to the inflated or partially-inflated field lines.11

10This is the main restriction of the current 3D simulations, where the main computing power is used for
resolving the low-density closed magnetosphere and the disk, while the density in the corona is relatively
high, and matter pressure dominates the magnetic pressure, suppressing magnetic or magneto-centrifugally
driven outflows.
11This angular momentum depends on the coronal density: it can be larger in case of young stars, which can
have strong stellar winds, and smaller in cases of neutron stars.
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3D simulations also show that a star can spin up, spins down, or be in a rotational equi-
librium state. It is interesting to note that the matter fluxes onto the stellar surface, as well as
the torques on the star, are similar across different values of Θ (e.g., Romanova et al. 2003).
This is because the magnetospheric radius is approximately the same for different Θ .

In case of steady long-lasting accretion, a magnetized star is expected to be in the rota-
tional equilibrium state. Probably many CTTSs are in this state (see, e.g., review by Bouvier
et al. 2007a). In accreting millisecond pulsars, the situation is more complex, because accre-
tion occurs during episodes of accretion outbursts, where the accretion rate increases a few
orders of magnitude, then decreases back to small values (see reviews by van der Klis 2006;
Belloni et al. 2015). A propeller stage and spinning-down of a neutron star is expected dur-
ing the rise and decline of the outburst (e.g., Patruno et al. 2009), while the magnetospheric
accretion and spinning-up is expected during period of the high accretion rate. These issues
are further discussed in Sect. 3.1.

2.4 The Unstable Regime of Accretion due to Rayleigh–Taylor Instability

A new regime of accretion has been found in 3D simulations of stars whose dipole moment
is only slightly tilted relative to the rotational axis (Θ = 5◦). These simulations were per-
formed in order to better understand AMXPs, for which the tilt of the dipole magnetosphere
is expected to be small. The simulations show that, in the unstable accretion regime, the mag-
netic Rayleigh–Taylor (R–T) instability enables matter to penetrate the magnetosphere via
several chaotically-formed “tongues” (Kulkarni and Romanova 2008; Romanova et al. 2008;
Bachetti et al. 2010; Kurosawa and Romanova 2013). In earlier studies, it was suggested that
the instabilities at the disk-magnetosphere boundary may lead to the mixing of plasma with
the field in the external layers of the magnetosphere (Arons and Lea 1976). However, global
3D MHD simulations show that the unstable tongues can deeply penetrate into the magneto-
sphere. The fact that the magnetic field is not an obstacle for the Rayleigh–Taylor instability
has been also shown by Stone and Gardiner (2007a, 2007b) who performed local (in the
box) 3D simulations wherein the homogeneous magnetic field is placed at different orien-
tations relative to the boundary between the light and heavy fluids. These simulations and
earlier ones by Wang and Robertson (1984, 1985, 1999) show that the Rayleigh–Taylor in-
stability leads to the formation of small-scale waves and filaments that merge to form much
larger filaments, which then deeply penetrate into the magnetically-dominated, low-density
regions.

The matter in the randomly-forming tongues is accelerated by gravity and is deposited
onto the stellar surface as hot spots with irregular shape and random position. The light
curves from these spots are often irregular, with several peaks per rotational period. Fig-
ure 11 (two left panels) compares 3D views of matter flow in the stable and unstable regimes,
as well as the light curves from the hot spots.

Observations of CTTSs show that many CTTSs exhibit irregular, chaotic-looking light
curves (Herbst et al. 1994; Alencar et al. 2010; Cody et al. 2014; Stauffer et al. 2014). The
right panel of Fig. 11 shows the chaotic-looking light curve of the CTTS TW Hya obtained
with the MOST satellite (Rucinski et al. 2008). The characteristic time-scale between flares
(a few events per rotational period) corresponds to that expected in the unstable regime of
accretion.

Figure 12 shows an example of accretion through instabilities. The panels show that
matter of the disk pushes the magnetic field lines aside, and penetrates deep onto the mag-
netosphere, where it is stopped and channeled into the funnel streams. These usually do not
live long, less than period of rotation at the inner disk. After depositing matter onto the star,
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Fig. 11 Left two panels: a 3D view of matter flow in the stable (left) and unstable (right) regime of accretion.
Bottom panels show the light curves from the hot spots (from Romanova et al. 2008). Right panel: The light
curve of the CTTS TW Hya obtained by the MOST satellite (from Rucinski et al. 2008)

Fig. 12 Left panel: 3D view of matter flow in a case where chaotic accretion in multiple tongues dominates.
One of the density levels is shown in color, selected magnetic field lines are shown in red. Middle panel:
Same but in the face-on projection. Right panel: An equatorial slice of density distribution is shown in color.
The figure has been created for the model μ1c2.5Θ5a0.02 calculated by Blinova et al. (2015)

they become weaker and are destroyed by interaction with the magnetosphere. Figure 13
(top panels) shows several consecutive slices of the density distribution. One can see that
the number and the position of tongues varies in time. The light-curve calculated from the
hot spots (at an observer’s angle i = 45◦) shows somewhat chaotic behavior (see bottom left
panel of the same figure). Fourier analysis of this light curve shows several frequencies that
are associated with chaotic hot spots, as well as the rotational period of the star. Wavelet
analysis shows at which interval the instabilities are stronger.

2.4.1 Theoretical Background for Rayleigh–Taylor Instability

According to theoretical studies (e.g., Chandrasekhar 1961), a magnetic field that is parallel
to the boundary between the heavy and light fluids is not an obstacle for the development of
R–T unstable modes at the boundary. The sketch in Fig. 14 demonstrates that the situation at
the disk-magnetosphere boundary is similar to that considered by Chandrasekhar (1961). In
the case of a rotating disk, the inner disk can be unstable if the effective gravitational accel-
eration is negative: geff = g+ gc < 0, where g =−GM�/r

2 and gc = v2
φ/r are gravitational

and centrifugal accelerations, respectively.
There are a few factors that can suppress the instability, however. Specifically, the radial

shear of the angular velocity, 2(r dΩ
dr
)2, can do so by smearing out the perturbations. Spruit

et al. (1995) performed a general analysis of disk stability in the thin disk approximation,
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Fig. 13 Top panels: Consecutive xy-slices show the density distribution in the chaotic unstable regime in
the model with rcor = 2.5 at times t = 16–18. Bottom panels: The light curve from the rotating hot spots
calculated at an inclination angle of the rotational axis relative to the observer i = 45◦ (bottom left panel), the
Fourier transform obtained from analysis of the light curve (bottom middle panel), and the wavelet transform
obtained from analysis of the light curve (bottom right panel). From Blinova et al. (2015)

Fig. 14 A sketch of the situation where accretion through R–T instability is favorable. The disk is denser
than the magnetosphere, and the effective gravity is directed toward the star; the poloidal dipole field is not
an obstacle for the R–T instability

taking the velocity shear into account (see also earlier work by Kaisig et al. 1992). The disk
has a surface density Σ and is threaded by a magnetic field with a vertical component, Bz.
Their analytical criterion for the development of instability is:

γ 2
BΣ ≡ (−geff)

∣∣∣∣ ddr ln
Σ

Bz

∣∣∣∣> 2
(
r
dΩ

dr

)2 ≡ γ 2
Ω . (7)

One can see that the sign and value of the effective gravitational acceleration geff are im-
portant in this criterion. Namely, the disk-magnetosphere boundary is unstable if geff is neg-
ative (i.e., when the effective acceleration is directed towards the star). The term | d

dr
ln Σ
Bz
|

characterizes the level of compression of the surface density and magnetic field in the disk.
Instability occurs if the product of (−geff) and | d

dr
ln Σ
Bz
| is large enough to overcome the sta-

bilizing effect of the velocity shear, γ 2
Ω . Simulations show that this criterion, developed for

a disk, also works well for the disk-magnetosphere boundary (e.g., Kulkarni and Romanova
2008, 2009; Blinova et al. 2015).

2.4.2 The Boundary Between the Stable and Unstable Accretion Regimes

It is important to identify the boundary between the stable and unstable regimes of accretion.
Recent studies show that this boundary occurs at a critical ratio of magnetospheric to coro-
tation radii rcor/rm = k ≈ 1.4, corresponding to a fastness parameter ωs = (rm/rcor)

3/2 ≈ 0.6
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Fig. 15 The boundary between the stable and unstable regimes of accretion strongly depends on the ratio
between the magnetospheric and corotation radii (rm and rcor, respectively). Left panel: The result of multiple
simulation runs. Squares, triangles, and crosses correspond to the stable, chaotically unstable, and ordered
unstable regimes of accretion, respectively (from Blinova et al. 2015). Right panels: The positions of the
corotation and magnetospheric radii in the cases of the stable and unstable regimes of accretion, respectively

(Blinova et al. 2015). Figure 15 shows the results of multiple simulation runs (symbols). The
black solid line shows the boundary between the stable and unstable accretion regimes; ac-
cretion is unstable below the line and stable above the line. The instability becomes stronger
further away from the line, and it is mildly strong near the line. The red dashed line shows
the boundary rm = rcor (ωs = 1), above which the propeller regime is expected. These sim-
ulations were performed for stars with Θ = 5◦ and small viscosity parameter, α = 0.02.

Test simulations with larger values of α-parameter of viscosity (i.e., α = 0.1), show that
the instability is stronger, and the transition to the unstable regime is expected at the larger
values of the fastness parameter, ωs > 0.6 (i.e., closer to the propeller line ωs = 1), compared
with the lower viscosity, α = 0.02, case. This can be explained by the fact that, at larger
values of α, the compression factor | d

dr
ln Σ
Bz
| is larger, and thus the instability starts more

readily (Blinova et al. 2015).12 In addition, a course grid resolution suppresses the instability:
comparisons of simulations at different grid resolutions show that the instability starts at
larger values of ωs in case of the finer grid, implying that the courser grid effectively acts to
suppress the instability (Blinova et al. 2015). This leads to the question whether the boundary
between regimes may be located at the line rcor/rm ≈ 1.0, if the grid is sufficiently fine?
Addressing this will require a systematic set of studies at even higher grid resolution.

An interesting phenomenon has been recently observed in the AMXP SAX J1808.4-
3658, where the rotation frequency of the star is known (ν� = 401 Hz), and where the two
main QPO frequencies vary between values lower and higher than this stellar rotation fre-
quency (see Fig. 8). It has often been suggested that one of frequencies is associated with
the frequency of the Keplerian rotation at the inner disk, but clear evidence for this has been
lacking. Recent studies (Bult and van der Klis 2015) found that the pulse fraction (which is
associated with the magnetospheric accretion onto the surface of the neutron star) strongly
decreases when the QPO frequency increases up to the frequency of the star, that is when the
inner disk rotates more rapidly than the magnetosphere of the star. At the end of the outburst,
when the accretion rate decreases, the QPO frequency decreases, and when it passes the stel-

12The effective α-parameter can be estimated from comparisons of observations with models of accretion.
For example, Bisnovatyi-Kogan et al. (2014) derived the value α = 0.1–0.3 for outburst of accretion in X-ray
transient A0535+26/HDE245770.
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Fig. 16 Left panel: 3D view of matter flow in a case where ordered accretion in two tongues dominates. One
of the density levels is shown in color, selected magnetic field lines are shown in red. Middle panel: Same
but in the face-on projection. Right panel: An equatorial slice of density distribution is shown in color. From
Blinova et al. (2015)

lar frequency, the pulse fraction increases back to large value. This phenomenon provides
evidence that this QPO is associated with the inner disk, and that the transition of the inner
disk through the point rm = rcor leads to change in the magnetospheric accretion. One pos-
sibility is that accretion becomes unstable and therefore the pulse fraction decreases when
the inner disk reaches the radius rm = rcor and moves closer to the star (van der Klis, privet
comm.). If true, then the boundary line between stable and unstable regimes should be at
rm ≈ rcor. To substantiate this hypothesis, more work is needed in both numerical modeling
and observations of different AMXPs.

Modeling of accretion onto stars with larger tilts of the dipole magnetosphere (i.e.,
Θ = 10◦,20◦ and 30◦) shows that the instability develops, however more matter accretes
in funnel streams above the magnetosphere. The hot spots associated with these streams
provide the sinusoidal component of the light curve, while the chaotic hot spots provide the
irregular component in the light curve. The amplitude of this irregular component is high
for Θ = 10◦, but it decreases for models with larger Θ (Blinova et al. 2015).

2.4.3 The Ordered Unstable Regime

Another important regime of accretion has been found in simulations of accretion onto
slowly rotating stars, when the condition rcor � 1.7rm has been satisfied (Blinova et al. 2015).
In this regime, one or two ordered tongues form and rotate with the angular velocity of the
inner disk. Figure 16 shows an example of accretion in this ordered unstable regime. The
top panels of Fig. 17 show equatorial slices, and the bottom panels show the light curve
associated with rotating hot spots, as well as Fourier and wavelet analysis of this light curve.
The period associated with this instability dominates in both the Fourier and wavelet spectra.
This boundary between chaotic and this newly found ordered unstable regimes is shown in
Fig. 15 as the green dashed line. It corresponds to the fastness parameter ωs ≈ 0.45.

The frequency of oscillations in the ordered unstable regime depends on the accretion
rate. When the accretion rate increases, the inner disk moves closer to the star, and the fre-
quency of oscillations increases (and vice versa). This mechanism may be important for
understanding the high-frequency oscillations in AMXPs, for which a frequency-luminosity
correlation has been observed (e.g., Papitto et al. 2007). Ordered rotation of “tongues” prob-
ably reflects an ordered rotation of the density waves in the inner disk; however this issue
should be studied further. The QPO radiation may come from the inner disk waves, from the
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Fig. 17 An example of accretion in the ordered unstable regime. Top panels: Consecutive views of xy slices.
The color background shows the density distribution, and the lines show where the kinetic plasma parameter
βt = 1. Bottom panels: The light curve from the rotating hot spots calculated at an inclination angle i = 45◦
(bottom left panel), the Fourier transform obtained from analysis of the light curve (bottom middle panel),
and the wavelet transform obtained from analysis of the light curve (bottom right panel). From Blinova et al.
(2015)

ordered tongues, or from the rapidly-rotating hot spots which glide along the surface of the
slower-rotating star.

In the chaotic unstable regime, the whole system of chaotic-looking tongues rotates with
the angular velocity of the inner disk. This phenomenon could be detected in AMXPs, where
the observations cover many rotational periods of the neutron star. This ordered rotation of
the system of chaotic spots could induce a QPO with a frequency νQPO that increases when
the inner disk moves inward. During this motion, the unstable tongues become more and
more ordered, and the AMXP switches gradually to the ordered regime of unstable accretion.
During this process, the quality factorQ= νQPO/�νQPO increases. In fact observations do
indicate that the quality factor of QPOs usually increases with the frequency of QPO (e.g.,
Barret et al. 2007).

In young stars accretion in the ordered unstable regime is expected during periods of
enhanced accretion rate, that is, during EXor and FUor stages of evolution (see, e.g., review
by Audard et al. 2014). Any short-period oscillations may be connected with rotation of the
hot spots associated with ordered unstable tongues. Recent X-ray observations of the young
star V1647 Ori during two accretion outbursts revealed a ∼ 1 day period that is very short
for a young star, and corresponds almost to the stellar rotation break-up period (Hamaguchi
et al. 2012). Numerical models suggest that this type of variability could be connected with
the ordered unstable regime of accretion. Future search of the short-term variability in young
stars would be helpful for understanding processes during their accretion outburst, like in
FUors and EXors.

In the above simulations the unstable regime has been investigated in case of α-disks. In
the future, similar studies should be performed with the MRI-driven turbulent disks.

2.5 Accretion onto Stars with Larger Magnetospheres

The simulations described in the above sections are relevant to stars with relatively small
magnetospheres, such as CTTSs and AMXPs, where the size of the magnetosphere is only
a few times larger than the radius of the star. However, the magnetospheres are larger for
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Fig. 18 An XZ-slice in the
density distribution in the case of
accretion onto a star with a large
magnetosphere (rm ≈ 12R�).
The lines are sample magnetic
field lines. From Romanova et al.
(2014)

Fig. 19 A 3D view of matter
flow onto a star with a large
magnetosphere. The color
background shows the density
distribution in the equatorial
slice. The green translucent layer
shows the density distribution in
3D. From Romanova et al. (2014)

intermediate polars, rm/R� � 10, and much larger for X-ray pulsars. A special set of simula-
tions has been performed to investigate the disk-magnetosphere interaction in systems with
larger stellar magnetospheres, where the magnetospheric radius rm > 10R� (Romanova et al.
2014). Much larger values of the stellar magnetic moments were taken for these simulations.

The slice of the density distribution in Fig. 18 shows that the disk matter stops at the
distance rm ≈ 12R� and flows onto the star in two funnel streams, which are narrow in the
vertical direction. Figure 19, on the other hand, shows that the funnel stream is wide in the
horizontal direction. The corotation radius rcor = 20R� is large compared to the magneto-
spheric radius, rm ≈ 12R�, and accretion through R–T instabilities is expected. Simulations
show that the matter in the inner disk penetrates through the external layers of the magneto-
sphere due to the R–T instability, and this instability is observed at the disk-magnetosphere
boundary. However, the unstable tongues only penetrate the outer parts of the external mag-
netosphere, while the matter flows onto the star in two ordered funnel streams. Each funnel
stream may split into several streams, because matter flows into the funnel stream from
higher-density regions (i.e., from the unstable tongues; see Fig. 19).

2.6 Accretion onto Stars with Complex Magnetic Fields

Measurements of the surface magnetic fields of CTTSs indicate that they have a complex
structure (e.g., Johns-Krull et al. 1999; Johns-Krull 2007). Furthermore, measurements of
the magnetic fields of nearby low-mass stars using the Zeeman–Doppler technique show that
their fields are, also, often complex (e.g., Donati and Collier Cameron 1997; Donati et al.
1999; Jardine et al. 2002). The observed surface magnetic field is often approximated with
a set of multipoles whose magnetic moments have different misalignment angles relative to
the rotational axis (i.e., different tilts), as well as different phases in the longitudinal direction
(e.g., Jardine et al. 2002). The surface magnetic field of a star with a complex magnetic field
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Fig. 20 Left panel: the XZ-slice of the density distribution and sample magnetic field lines in the case where
the dipole and quadrupole magnetic moments are aligned and both are tilted by an angle Θ = 30◦ relative to
the rotational axis. Right panel: A 3D view of matter flow onto a star for which the quadrupole moment is
tilted about the dipole moment by 45◦ . From Long et al. (2007, 2008)

can be approximated by a superposition of tilted dipole, quadrupole, octupole, and higher
order multipoles: B� = Bdip +Bquad +Boct + · · · .

A star with a quadrupole or octupole magnetic field will also truncate the disk, albeit at
smaller distances from the star (compared to that of a pure dipole field). The magnetospheric
radius can be derived in analogy with the case of a pure dipole field (see Eq. (2)). For
simplicity, we assume that the primary axis of the multipolar field is aligned with the rotation
axis, and therefore that the n-th multipolar component of the magnetic field can be written in
the form Bn ∼ μn/rn+2. From the balance of the largest stresses B2/8π = ρv2

φ , and taking
vφ = vKep, we obtain:

r(0)m,n = knμ
4

4n+3
n Ṁ− 2

4n+3 (GM�)
− 1

4n+3 , (8)

where kn ∼ 1 is a coefficient that can be different for different multipoles. This formula can
be applied in the cases of aligned multipoles, and it can also be used for estimates of the
magnetospheric radius in the more general case in which the multipole is not aligned with
the rotational axis. We should note that the Bz = 0 in the disk plane for aligned fields of
2n-th order multipoles, such as a quadrupole field (Long et al. 2007), and matter could flow
directly onto the star in the disk plane. So rm,n does not reflect where the inflowing matter
stops, but only the size of the magnetosphere. Gregory (2011) studied accretion onto stars
with the complex magnetic fields semi-analytically, suggesting a fixed configuration of the
field and showed that complex paths of matter flow are expected.

A number of global 3D MHD simulations have been performed with the goal of better
understanding accretion onto stars with complex, non-dipole magnetic fields. Initial simula-
tions were performed to study the superposition of the dipole and quadrupole fields (Long
et al. 2007, 2008). These simulations show that matter partially accretes onto the star near
the magnetic poles, and partially to the ring associated with the quadrupole component of the
field. Figure 20 shows an example of simulations where the dipole and quadrupole moments
are aligned (left panel) and misaligned (right panel). In the misaligned case, the magnetic
field looks more complex than in the aligned case.

In the case of a superposition of the dipole and octupole fields, usually even a small
dipole field determines the magnetospheric accretion, because the octupole field decreases
with the distance rapidly (Bn ∼ r−5). That is why, to demonstrate accretion onto a star with
octupolar field, the dipole component has been taken to be very small for demonstration (see
Fig. 21; Long et al. 2012). In this case, the matter accretion forms two equatorial belts.
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Recent measurements of the surface magnetic field in CTTSs have shown that, in several
stars, the dominant components of the field are dipole and octupole, while quadrupole and
higher-order components are smaller (Donati et al. 2007, 2008). Using stellar parameters
obtained from these observations, the modeling of accretion onto the observed stars was
somewhat simplified. Figures 22 and 23 show 3D MHD simulation results for two observed

Fig. 21 A 3D view of the
magnetic field distribution, as
well as a density slice in the
equatorial plane, in the case of
accretion onto a star with a
predominantly octupolar field.
The colors along the field lines
represent different polarities and
strengths of the field. The thick
cyan and orange lines represent
the rotation and octupole moment
axes, respectively (from Long
et al. 2012)

Fig. 22 Left two panels: The magnetic field of BP Tau in the 3D MHD model. Right panel: The density
distribution in the XZ-plane. The color of the field lines represents the polarity and strength of the field. The
cyan, white, and orange lines represent the rotational axis, the dipole moment, and the octupole moment,
respectively. From Long et al. (2011)

Fig. 23 Left two panels: The magnetic field of V2129 Oph in the 3D MHD model (from Romanova et al.
2011b). Right panel: The density distribution in the XZ-plane (from Alencar et al. 2012)
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CTTSs: BP Tau, where the octupole component is small (Long et al. 2011), and V2129 Oph,
where the octupole component is relatively large (Romanova et al. 2011b).

2.7 Modelling Accretion onto the CTTS BP Tau

The surface distribution of the magnetic field of the CTTS BP Tau has been measured with
the Doppler spectro-polarimetry technique (Donati et al. 2008). The observed surface mag-
netic field has been decomposed into spherical harmonics, and it was found that the field is
mainly poloidal with only 10 % of the total magnetic energy contained within the toroidal
field. The poloidal component can be approximated by dipole (n= 1) and octupole (n= 3)
moments, which each comprise 50 % and 30 % of the magnetic energy, respectively. Other
multipoles (up to n < 10) have only 10 % of the total magnetic energy. Donati et al. (2008)
concluded that the magnetic field of BP Tau is primarily composed of dipole and octupole
moments, with Bdip = 1.2 kG (Θdip ≈ 20◦) and Boct = 1.6 kG (Θoct ≈ 10◦), respectively.

Long et al. (2011) performed global 3D MHD simulations of accretion onto a model
star with parameters close to those of BP Tau: M� = 0.7M�, R� = 1.95R�, and a rotational
period of P� = 7.6 days (corresponding to a corotation radius of rcor ≈ 7.5R�). In this 3D
model, the magnetic field has been approximated using superposed tilted dipole and oc-
tupole moments, with polar magnetic field amplitudes of 1.2 kG and 1.6 kG, respectively.
Comparison of the dipole and octupole fields (using Eq. (8)) shows that, in BP Tau, the
dipole field dominates almost up to the surface of the star.

Figure 22 shows the distribution of the magnetic field near the star (left panel) and at
larger distances from the star (middle panel). The right panel shows that matter flows from
the disk onto the star in two funnel streams. However, near the stellar surface, the octupole
component slightly alters the funnel streams such that matter is deposited closer to the mag-
netic poles than those originating from a pure dipole. Moreover, the hot spots are rounder
relative to the crescent-shaped hot spots associated with the pure dipole case. The shape and
position of hot spots obtained in numerical simulations were in good agreement with those
obtained from observations (Long et al. 2011).

2.8 Modelling Accretion onto V2129 Oph, and Comparisons of Spectra

In another example, accretion onto a modeled star with parameters close to CTTS V2129
Oph has been investigated (Romanova et al. 2011b). This star has a mass of M� = 1.35M�,
a radius of R� = 2.1R�, and a rotational period of P� ≈ 6.5 days. The magnetic field of
this star is dominated by a dipole component of Bdip ≈ 0.9 kG and octupole component of
Boct ≈ 2.1 kG, both of which are tilted at small angles about the rotational axis (Donati et al.
2011).

Figure 23 (left two panels) shows the initial distribution of the magnetic field. The oc-
tupole component of the field dominates near the star, while the dipole component dominates
at larger distances. The dipole and octupole fields are equal at approximately 1.6R�. Sim-
ulations show that matter flows onto the star in two funnel streams above and below the
dipole component of the magnetosphere (see the slice of the density distribution in the right
panel of Fig. 23). However, in the region where the octupole field dominates, the streams
are redirected by the octupolar field toward higher latitudes on the surface of the star

Three-dimensional simulations provide us with the dynamical characteristics of mat-
ter flow around magnetized stars (the distribution of, e.g., density, velocity, temperature).
However, for comparisons with observations, it is important to calculate the spectrum of
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Fig. 24 An example of the restructuring grid used in the radiative transfer code TORUS in the case where the
funnel stream density and other parameters are determined by the analytical formulae from Hartmann et al.
(1994) (left panel, from Kurosawa et al. 2004) and from 3D MHD simulations (right panel)

Fig. 25 Top panels: The emissivity of the funnel flow calculated in the Hβ spectral line. Bottom panels:
A comparison of the observed spectrum in Hβ line (blue line) with the modeled spectrum (black line). From
Alencar et al. (2012)

the modeled star. To calculate the radiation from the modeled matter flow and, subse-
quently, the spectrum in the Hydrogen lines, the 3D Monte Carlo radiative transfer code
TORUS has been used (e.g., Harries 2000; Kurosawa et al. 2004, 2008). The results of
3D MHD simulations (density, velocity etc. distribution) were projected onto the adap-
tive mesh refinement grid of the TORUS code (see Fig. 24). Figure 25 (top panels) shows
the emission of the funnel streams calculated in the Hβ spectral line shown for differ-
ent phases of stellar rotation. The bottom panel of the same figure compares the mod-
eled and observed spectra of the Hβ line. The plot shows that the observed and modeled
spectra are in good agreement (Alencar et al. 2012). This is an exciting example where
a 3D MHD model, combined with a 3D stellar radiative transfer model, with realistic
parameters has been compared with detailed observations and resulted in a good match.
This model shows that global 3D simulations can properly describe realistic matter flow
in CTTSs, and that the 3D radiative transfer code TORUS can provide realistic spectra.
These comparisons of simulations with observations also act as a “proof of concept” of the
magnetospheric accretion paradigm, suggested earlier theoretically (e.g., Camenzind 1990;
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Fig. 26 Left panel: The initial configuration of the magnetic field in V2129 Oph on a large scale. Middle
panel: The magnetic field configuration at t = 9. Right panel: A top view of the magnetic field configuration.
From Romanova et al. (2011b)

Königl 1991). Of course, this is an example of stable accretion, for which the magneto-
spheric and corotation radii are similar in value, which is typical for the stable accretion
case.

Simulations also predict the magnetic configuration of V2129 Oph on a larger scale (see
Fig. 26). The disk-magnetosphere interaction leads to the winding and inflation of the exter-
nal magnetic field lines, which thread the disk at radii r � rm. The figure shows that a strong
azimuthal component of the field is present, and that magnetic tower structures form about
the rotational axis.

2.9 Summary and Future Outlook on Magnetospheric Accretion

As discussed in the above subsections, 3D simulations have shown, for the first time, how
matter flows onto stars with a tilted dipole, and onto stars with the complex magnetic field.
This has allowed direct modeling of the structure of the funnel stream, and the position and
shapes of the hot spots. Specific simulations were performed for CTT stars with realistic
parameters, BP Tau and V2129 Oph, and the spectrum has been calculated for V2129 Oph
using the 3D radiative transfer code TORUS. Comparisons with observations have shown ex-
cellent match, providing a strong substantiation of the magnetospheric accretion paradigm.

Numerical simulations also led to discovery of two distinct states, characterized by stable
vs. unstable regimes of accretion. The unstable regime may help explain the short-term
variability, with characteristic time of a few events per rotational period, that is observed in
a significant number of CTTSs.

The above research concentrated on the processes at the disk-magnetosphere bound-
ary and the magnetospheric accretion. Inflation of the field lines is also modeled, but the
high coronal density assumed means it is matter-dominated, effectively suppressing possible
magneto-centrifugal mechanisms for driving outflows. Future 3D simulations should con-
centrate on regimes with density low enough to allow magnetically driven outflows. Future
simulations can also aim at modeling of stars with larger magnetospheres, in order to better
understand accretion onto intermediate polars, as well as X-ray pulsars. Both steps would
require more computing power, because larger parts of the simulation region will be cov-
ered by both a magnetically dominated corona, and a magnetically dominated, large-scale
magnetosphere. Within more computationally tractable 2.5D (axisymmetric) simulations,
the next sections describe such investigations of outflows from disk-accreting magnetized
stars.
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Fig. 27 A sketch illustrating the physical processes in the vicinity of accreting magnetized stars. The inner
disk matter may flow onto a star in funnel streams (blue arrows), or it may fly away from the disk-magne-
tosphere boundary either in centrifugally-driven X-winds or magnetically-driven conical winds (purple and
green arrows, respectively). Matter may also flow from the surface of the star in the form of stellar wind, or
from the disk in the form of the disk wind (orange and red arrows, respectively). Sketch by M.L Comins

3 Outflows from the Disk-Magnetosphere Boundary

Different theoretical models have been proposed to explain the winds and jets from accreting
stars (see review by Ferreira et al. 2006). Figure 27 demonstrates a few different possibili-
ties. Outflows can be accelerated by a magneto-centrifugal mechanism along the field lines
threading the disk at different distances from the star and tilted by > 30◦ about the z-axis
(e.g., Blandford and Payne 1982); or they can originate at the disk-magnetosphere boundary
(Shu et al. 1994; Romanova et al. 2009). Stellar winds may also contribute to an outflow if
part of the accreting matter is redirected into a stellar wind (Matt and Pudritz 2005, 2008).

In this section, we concentrate on outflows from the disk-magnetosphere boundary. We
show results from two scenarios: (1) when the star rotates rapidly in the propeller regime
and the rapidly rotating magnetosphere drives outflows; and (2) when the star rotates slowly
but the field lines are bunched up at the disk-magnetosphere boundary during episodes of
enhanced accretion, in which case the matter flows into a conically shaped wind (e.g., Ro-
manova et al. 2009).

3.1 Propeller-Driven Outflows

The propeller regime, wherein rcor < rm, was studied in 2.5D MHD simulations in the cases
of α-disks (Romanova et al. 2005b, 2009; Ustyugova et al. 2006) and turbulent disks (Lii
et al. 2014), in which the turbulence is driven by the magneto-rotational instability (MRI,
Balbus and Hawley 1991, 1998). We consider these cases in Sects. 3.1.1 and 29.

3.1.1 Propeller Regime Studied with α-Disks

The propeller regime has been initially modelled in terms of α-disks, assuming both axisym-
metry and north-south symmetry, using a code with spherical coordinates. In most simula-
tion runs, the viscosity parameter is taken to be α = 0.1–0.3, which allows a relatively high
rate of matter flow toward the propelling magnetosphere. Magnetic diffusivity is also incor-
porated, using a formalism analogous to viscous diffusion, now proportional to a diffusivity
parameter αd < 1 (e.g., Bisnovatyi-Kogan and Ruzmaikin 1976). Such a diffusivity mimics
more complex processes, such as 3D instabilities at the disk-magnetosphere boundary, and
is important because it allows penetration of inner disk matter onto field lines of the external
magnetosphere. Most simulations (Romanova et al. 2005b, 2009; Ustyugova et al. 2006).
take a diffusivity coefficient αd = 0.1; the dependence on αd has been studied in a special
set of simulation runs by Ustyugova et al. (2006).
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Fig. 28 Left panel: The density and velocity distribution in the propeller regime. The numbers correspond to
CTTSs (Romanova et al. 2009). Right panel: A 3D rendering showing magnetic field lines and density levels
corresponding to different velocities

The propeller may be “strong”—where the magnetosphere rotates much more rapidly
than the inner disk (fastness parameter ωs � 1)—, or weak—where the angular velocities
of the magnetosphere and the disk are comparable (ωs ∼ 1). For a weak propeller, most of
matter accretes onto the star, while the angular momentum is transferred outward along the
disk by viscosity (e.g., Sunyaev and Shakura 1977; Spruit and Taam 1993). For a strong
propeller, significant amounts of matter can be redirected from the inner disk to a direct
outflow (Illarionov and Sunyaev 1975; Lovelace et al. 1999). For a case of very strong
propeller (with fastness parameter is ωs ≈ 4, and rcor = 1; Romanova et al. 2009), Fig. 28
(left panel) shows a simulation snapshot during an outflow episode. Analysis of forces shows
that the conical part of outflow is centrifugally driven, while magnetic forces also drive a
smaller mass flux into a magnetically-dominated, better-collimated Poynting jet (Lovelace
et al. 1991, 2002). Some accretion is also possible, due to the 2D nature of the propeller
regime, wherein matter may flow around the centrifugally-rotating magnetosphere.

Propeller-driven outflows are expected at the early stages of stellar evolution, wherein the
star still rotates rapidly and retains a strong magnetic field. A strong propeller may redirect
most of the disk matter into the outflows. It is possible that the powerful jets from young
(Classes 0 and I) stars are connected with such a propeller stage in young star evolution.
These stars are usually hidden inside dusty envelopes of forming stars, and it is presently
difficult to test this hypothesis. It is also possible that the outflows observed in class II young
stars (CTTSs) can also be connected with the propeller regime of accretion. Observations
of jets from CTTSs show that they have an “onion-skin” velocity distribution, for which the
outflow velocity is higher in the axial regions and decreases away from the axis (e.g., Bac-
ciotti et al. 1999; Dougados et al. 2000). Similar onion-skin structure is seen in simulations
of outflows from propelling star (see Fig. 28, right panel), and in simulations by Goodson
et al. (1997).

3.1.2 Propeller Regime in Case of Accretion from Turbulent Disks

In the case of MRI-driven turbulent disks, the inward disk accretion can be conveniently
provided by this turbulence. However, the MRI-driven turbulence does not provide the dif-
fusivity at the disk-magnetosphere boundary. Some matter penetration is associated with the
reconnection events between the stellar field lines and the field lines of the turbulent cells
(Romanova et al. 2011b), but this does not provide significant diffusivity. Therefore, in ax-
isymmetric simulations an α-type diffusivity is often added, but only to the region where the
disk interacts with the magnetosphere (Lii et al. 2014). Actually, most simulation runs of Lii
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et al. (2014) assume no explicit diffusivity (αd = 0), so that only the very small numerical
diffusivity provides the interaction between the disk and magnetosphere. Such small diffu-
sivity leads to long episodes of the matter accumulation at the disk-magnetosphere boundary,
punctuated by rare events of accretion onto the star. Figure 29 shows an example of outflow
for the strong propeller case, with ωs ≈ 2 and rcor = 1.3. Along with the strong episodic
outflows are evident, intervals of matter accumulation and accretion are also evident. Matter
accumulates and accretes when a sufficient amount of matter reaches the corotation radius.
As discussed in Sect. 2.3.4, the MRI-driven disk behaves as matter-dominated disk. In this
propeller case, matter of the disk simply flows above the rapidly rotating magnetosphere of
the star. In these propeller simulations, top-bottom symmetry was not assumed, thus allow-
ing matter to flow both above or below the rapidly-rotating magnetosphere, while pushing
the magnetosphere in the opposite direction (see also analysis of this phenomenon in Ro-
manova et al. 2011b). The direction of the outflows also changes episodically.

In test simulations with larger diffusivity (αd = 0.1) in the disk-magnetosphere region,
the interaction between the disk and the magnetosphere is stronger, and more matter is
ejected to the outflows, while smaller amount of matter accretes onto the star (Lii et al.
2014). In both types of simulations of the propeller regime, the disk-magnetosphere in-
teraction has a cyclic character. Initially, the inner disk matter accumulates, then diffusively
penetrates the inner parts of the magnetosphere, where it acquires angular momentum; some
of the matter is then ejected to a centrifugally-driven wind, while some accretes onto the star.
After this, the magnetosphere expands, and the cycle repeats (see also Goodson et al. 1997;
Goodson and Winglee 1999). Compared with Goodson et al. (1997), simulations show
many more oscillation cycles. This cyclic oscillations are different from cyclic accre-
tion discussed for dead disks, where only weak propellers are considered, and where
the excess of angular momentum flows into the dead disk (e.g., Spruit and Taam 1993;
D’Angelo and Spruit 2010). There are also similarities: accretion occurs when the inner
disk reaches the corotation radius. However, the propeller-driven oscillations are expected on
much smaller time-scales compared with the dead disk oscillations, because in the propeller-
driven oscillations only the inner part of the disk oscillates, while in dead disks much larger
parts of the disk are usually involved.

In cases of both turbulent and α-type disks, the strength of the propeller strongly depends
on the fastness parameter ωs . The estimated value of ωs is only approximate, because the
inner disk strongly oscillates, causing the values of rm and ΩK(rm) to vary in time. The
range of strengths of the propellers varies depending on the fastness parameter. When ωs is
a few times larger than unity, then the propeller is strong and most of the disk matter can be
ejected into outflows. When ωs ≈ 1, the propeller is weak and most of the matter accretes
onto the star.

The outcome of the propeller regime also strongly depends on the diffusivity at the disk-
magnetosphere boundary. The diffusivity should be sufficiently high, so that the matter of the
inner disk can interact with the magnetosphere. When the diffusivity is very low, the rapidly-
rotating magnetosphere and slowly-rotating disks do not exchange angular momentum, and
outflows are not possible. We suggest that, in more realistic 3D simulations, the diffusivity is
not very small, because three-dimensional instabilities such as Kelvin–Helmholtz and mag-
netic interchange instabilities will lead to mixing of the disk matter with the magnetosphere.

3.1.3 Matter Fluxes and Oscillation of the Inner Disk

The amounts of matter flowing onto the star and into the winds varies according to the
strength of the propeller. Figure 30 shows an example of these fluxes in the case of a strong
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Fig. 30 Top left panel: The matter fluxes onto the star, Ṁs , and into the wind, Ṁw . Top middle panel: The
angular momentum fluxes carried from the star to the wind by the magnetic field, L̇sf, and by matter, L̇sm.
L̇wf is the angular momentum flux carried by the field to the wind. Top right panel: The angular momentum
flux carried by the matter to the wind. The bottom panels show the same fluxes as the top panels, but “zoomed
in” to focus on a particular period of time in the simulations. The dimensionless time-scale can be converted
to dimensional one by multiplying the dimensionless time by P0 from Table 1. From Romanova et al. (2009)

propeller, calculated in the case of an α-disk. Figure 30 (panel a) shows the matter fluxes
onto the star, Ṁs , and into the winds, Ṁw , integrated over a surface with radius r = 10. The
matter flux into the wind is much larger than that onto the star, Ṁw � Ṁs , implying that
almost all of the disk matter is ejected from the system into the outflows. If the star rotates
more slowly, then the fraction of the matter flux going into the wind decreases, and a larger
portion of the matter accretes onto the star (see Ustyugova et al. 2006 for dependences of
matter fluxes on Ω�, B�, α, and αd ).

Both fluxes strongly vary and show episodic enhancement of accretion and outflows.
The interval between the strongest outbursts increases when the diffusivity coefficient αd
decreases (Ustyugova et al. 2006). The bottom panels of Fig. 30 show the same fluxes as
the top panels, but “zoomed in” to focus on a particular time period in the simulation. The
time interval between the strongest outbursts in the propeller regime is �t ≈ 50–70 (in
dimensionless units). For protostars and CTTSs (P0 = 1.04 days), this time corresponds to
(�t)outb = 52–73 days. In some young stars (e.g., CTTS HH30/XZ Tau), the outbursts into
the jet occur at intervals of a few months. This implies that episodic ejections to the propeller
wind may be responsible for some of the outbursts. In application to accreting neutron stars
(AMXPs), we take into account the reference time-scale P0 = 1.3 ms (see Table 1) and
obtain the dimensional time-scale (�t)outb ≈ 65–90 ms. Therefore, rapid variability on this
and smaller time-scales is expected in AMXPs in the propeller regime. This time-scale is
larger, if the diffusivity at the disk-magnetosphere boundary is smaller, and vice versa. The
longer time scale between bursts is also expected in case of the larger fastness ωs of the
propeller.

3.1.4 Angular Momentum Outflow and Spinning-down of Young Stars

A star in the propeller regime loses its angular momentum along the field lines that originate
at the surface of the star. Some of these field lines are strongly inflated and a part of the an-
gular momentum flows into the magnetically-dominated Poynting flux jet (e.g., Ustyugova
et al. 2006). The other set of field lines originating on the star connect the star to the disk
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Table 1 Reference values for different types of stars. We choose the mass M , radius R∗ and equatorial
magnetic field B∗ of the star. The reference length is R0, the reference velocity is Keplerian velocity at R0,
the reference time-scale P0 is the period of rotation at R0. The reference density ρ0 is determined at R0.
Reference matter flux Ṁ0 and angular momentum flux L̇0 are derived from other reference values (see
details in Romanova et al. 2009). To apply the simulation results to a particular star one needs to multiply the
dimensionless values from the plots by the reference values from this table

CTTSs White dwarfs Neutron stars

M (M�) 0.8 1 1.4

R∗ 2R� 5000 km 10 km

R0 (cm) 2.8× 1011 1.0× 109 2× 106

v0 (cm−1) 1.95× 107 3.6× 108 9.7× 109

P0 1.04 days 17.2 s 1.3 ms

B∗ (G) 103 106 109

ρ0 (g cm−3) 4.1× 10−13 1.2× 10−9 1.7× 10−6

Ṁ0 (M�yr−1) 2.0× 10−8 1.3× 10−8 2.0× 10−9

L̇0 (erg s−1) 3.4× 1036 1.6× 1035 1.2× 1033

and are only partially inflated. A fraction of the angular momentum can also flow out of the
star along these field lines (see also Zanni and Ferreira 2013). The middle panels of Fig. 30
show the dimensionless values of the angular momentum fluxes out of the star, calculated at
the stellar surface. The angular momentum is primarily carried by the Poynting stresses of
the magnetic field (see the red curve for L̇sw in the middle panels), while the direct angular
momentum carried by the matter is negligibly small (see the black curve for L̇sm, also in
the middle panels). Panels b and c also shows the angular momentum fluxes to the outflows
(calculated at the radius r = 10R� from the star) carried by the field, L̇wf, and by the mat-
ter, L̇wm. The angular momentum carried by the field to the outflow, L̇wm, is approximately
equal to the angular momentum out of the surface of the star, L̇sw .

In young solar-type stars, the propeller mechanism may be responsible for their spinning
down from near critical rotation, which is expected right after their formation, to less than
10 % of this speed, observed in CTTSs (e.g., Romanova et al. 2005b). If a rapidly rotating
protostar has a magnetic field strength of a few kG, then it is in the strong propeller regime
and can rapidly lose angular momentum. Estimations show that if a protostar rotates initially
with period of P� = 1 day and has a magnetic field of B = 3× 103 G, then it will lose most
of its angular momentum to propeller outflows during the time scale of τ ≈ 3× 105 years.
If the magnetic field is 1 kG, then this time-scale increases up to τ ≈ 3× 106 years. This is
shorter than typical lifetime of CTTSs, which is∼ 107 years. Therefore, if the magnetic field
of protostars is sufficiently strong, then the propeller mechanism may be responsible for the
fast spinning-down of these protostars to the slow rotation speeds observed in CTTSs.

3.1.5 Propeller Regime in Transitional Millisecond Pulsars

In accreting neutron stars the propeller regime is expected at the end of the accretion out-
burst, when the accretion rate decreases, and the truncation radius of the disk can be larger
than the corotation radius. For example, in AMXP SAX J1808.4-3658, 1 Hz flaring os-
cillations have been observed at the end of an outburst (van Straaten et al. 2005). These
oscillations may be caused by the inner disk oscillations in the propeller regime (Patruno
et al. 2009; Patruno and D’Angelo 2013). For the typical AMXP, the time-scale of spinning
down is estimated to be τ ≈ 2.5× 107 years. This time scale is shorter than the expected
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lifetime of the accreting millisecond pulsars. However, these stars spend relatively little time
in the propeller regime.

Recently discovered ‘transitional millisecond pulsars’, which switch between an ac-
cretion stage and a radiopulsar stage (e.g., Papitto et al. 2013; Ferrigno et al. 2014;
Linares 2014), support the earlier suggested scenario that millisecond radiopulsars represent
recycled pulsars that are re-spun-up by disk accretion in the binary system (Alpar et al. 1982;
Bisnovatyi-Kogan and Komberg 1974). Such pulsars are observed as accreting millisecond
X-ray pulsars during periods of high accretion rate, and as radiopulsars during periods of
low accretion rate. In these stars, the propeller stage is inevitable and is expected between
these two regimes. In fact, strong rapid oscillations in X-ray have been observed in the tran-
sitional pulsar AMXP IGR J18245-2452, which may be associated with the propeller regime
(Ferrigno et al. 2014). Similar oscillations have been observed in another transitional pul-
sar PSR J1023+0038 (e.g., Patruno et al. 2014). At the same time, enhanced radiation in
the radio band has been observed during this stage, which is interpreted as possible outflow
from the system. Strong oscillations of the inner disk and outflows were predicted earlier
in theoretical and numerical models (e.g., Lovelace et al. 1999; Romanova et al. 2005b;
Ustyugova et al. 2006; Lii et al. 2014).

These new discoveries present an opportunity to compare models with observations, both
to test and constrain the models and open up a new puzzles. For example, X-ray pulsations
were found in PSR J1023+0038 during its very dim state, when the X-ray luminosity was
about factor 100 lower than during the main accretion state, when the pulsar is expected to
be in the propeller regime (e.g., Archibald et al. 2015; Papitto and Torres 2015). Different
explanations were proposed to solve this puzzle (see Archibald et al. 2015). But one key
point is that the formal condition for the propeller regime, rm > rcor only applies to an ide-
alized, one-dimensional picture, wherein vertical centrifugal barrier prevents any accretion
onto propelling star. In an axisymmetric, two-dimensional approach, the centrifugal barrier
is restricted by the closed magnetosphere of the star. In other parts of the simulation region,
matter of the corona rotates more slowly, and therefore disk material can flow above/below
this rapidly-rotating magnetosphere and accrete onto the stellar surface. In addition, a small
amount of coronal matter may precipitate onto the star along the inflated coronal field lines.
Such residual 2D accretion represents an important difference from the idealized 1D picture
the propeller regime: Of course, more matter accretes in case of the weaker propeller regime,
but even in a strong propeller regime, some matter accretes onto the star (see Fig. 30). This
may explain X-ray pulsations of PSR J1023+0038 during very dim state. Detailed com-
parisons of axisymmetric simulations with observations may explain variability and other
features of transitional pulsars at their propeller stage. However, even more advanced, three-
dimensional simulations of the propeller regime are required to model this properly. On the
other hand, current X-ray telescopes do not yet provide sufficient temporal resolution (about
10 ms) to detect the time variability found in such models.

Similar flaring oscillations have been observed in a few cataclysmic variables, e.g., in
AE Aqr (e.g., Mauche 2006) which indicated that these stars may also be in the propeller
regime during a part of their life-time. It is often suggested that this CV periods of accretion
alternate with periods of ejection (e.g. Wynn et al. 1997).

3.2 Conical Winds from the Disk-Magnetosphere Boundary

Recent numerical simulations reveal a new type of wind that can be important in stars with
any rotation rate, if the magnetic flux of the star is compressed by the disk matter at the disk-
magnetosphere boundary (see Fig. 31.) This situation is possible, if the inward radial veloc-
ity of the disk matter is larger than velocity of the diffusive penetration of the disk matter
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Fig. 31 Left panel: An example
of accretion in which the velocity
of the radial flow of matter
towards the star, vrad, is
comparable to the velocity of the
diffusive penetration of the disk
matter through the field lines of
the outer magnetosphere, vd.
Right panel: An example in
which vrad � vd, the field lines
are bunched by the accreting
matter, and the situation is
favorable for outflows

Fig. 32 The color background
shows the poloidal current, which
results from the large azimuthal
component of the magnetic field
lines above the disk. The
magnetic pressure gradient force
FM ∝−∇(rBφ)2 drives matter
into cone-shaped outflows. From
Romanova et al. (2009)

through the field lines of the magnetosphere (Romanova et al. 2009; Königl et al. 2011; Lii
et al. 2012). Simulations show that if the incoming matter compresses the magnetosphere of
the star, the field lines inflate due to the differential rotation between the disk and the star, and
conically shaped winds flow out of the inner disk. These winds are driven by the magnetic
force, FM ∝−∇(rBφ)2 (see Fig. 32), which arises from the wrapping of the field lines above
the disk (Lovelace et al. 1991). The wind is also gradually collimated by the magnetic hoop-
stress, and it can be strongly collimated when the accretion rate is large (Lii et al. 2012).

Conical winds model differ from earlier proposed X-winds model (Shu et al. 1994) in
several respects.13 Conical winds are expected in stars where the accretion rate strongly
increases during the accretion outburst episodes, such as in AMXPs, and in sub-classes of
young stars EXors and FUors, where the accretion rate in the disk increases dramatically
(see review by Audard et al. 2014). In fact, in FU Ori itself, Hα shows a strong blueshifted
absorption, providing direct evidence for outflows. The conical wind model has been applied
to FU Ori star and compared with the empirical model based on the spectral analysis of the
winds in FU Ori (Calvet et al. 1993). A reasonably good agreement has been found between
these models (Königl et al. 2011). Therefore, the conical winds represent an attractive model
to explain outflows in stars wherein the accretion rate strongly increases in time. However,

13(1) In the X-wind model, one of the necessary requirements is the condition rm = rcor, that is the inner
disk should rotate with the angular velocity of the magnetosphere. In conical winds model, there is no such
restriction: a star may rotate much more slowly than the inner disk, with rm	 rcor. (2) In the X-wind model
matter is driven by the centrifugal force and overall situation is closer to the weak propeller regime; in conical
winds model the driving force is mainly the magnetic pressure arising from the winding of the magnetic field
lines above the inner parts of the disk.
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Fig. 33 Left panel: The matter flux distribution, sample field lines and homogeneous velocity vectors in a
conical wind. Middle panel: The spectrum from a conical wind calculated for the He I λ10830Å spectral line
using the radiative transfer code TORUS. Right panel: The spectrum of the He I λ10830Å line observed in
the wind from the CTTS CY Tau. From Kurosawa and Romanova (2012)

Fig. 34 3D MHD simulations of conical winds from the disk-magnetosphere boundary when the dipole
moment of the star is tilted at Θ = 30◦ show the wavy structure of the inner wall of the conical shell wind.
The green background shows one of the density levels, and the lines show sample magnetic field lines of the
tilted magnetosphere

this model should be tested in 3D simulations to check the role of 3D instabilities at the
disk-magnetosphere boundary. The strength of the winds will probably depend on the ratio
between the inward penetration of matter through instabilities (as discussed in Sect. 2.4),
and outward flow of matter due to the winding of the field lines and action of the magnetic
pressure force. Both processes are expected to occur on the time-scale comparable with the
Keplerian time-scale. Global 3D simulation are required to further investigate conical winds.

The observational properties of conical winds, applied to CTTSs, were investigated by
Kurosawa et al. (2011) and Kurosawa and Romanova (2012). In these studies, the spectra of
the H and He lines were calculated using the radiative transfer code TORUS. These simula-
tions show that conical winds produce a narrow blue absorption component in the spectrum
(see Fig. 33). Such a blue component is frequently observed in the spectra of CTTSs (e.g.,
Edwards et al. 2006).

Conical winds were also studied in test global 3D simulations where the magnetic axis
of the stellar dipolar field has been tilted by the angle Θ = 30◦ about the rotational axis
(Romanova et al. 2009). These simulations show that, in spite of the tilted magnetosphere,
the winds form a conical structure about the rotational axis. However, the interaction of the
inner disk with the tilted magnetosphere develops a spiral pattern within the cone-shaped
wind (see Fig. 34).

Reprinted from the journal 382



Accretion, Outflows, and Winds of Magnetized Stars

Fig. 35 Left panel: a density slice and sample field lines show the result of an axisymmetric simulation
of accretion onto a star with superposed dipole and quadrupole magnetic fields. Right panel: a sketch of
accretion and outflow from such a system (from Lovelace et al. 2010)

3.3 Asymmetric and One-Sided Outflows

In stars with a complex magnetic field, outflows may be asymmetric due to the top-bottom
asymmetry of the magnetic field (e.g., Wang et al. 1992). For example, the superposition of
an axisymmetric dipole field with a quadrupole field leads to a configuration in which the
magnetic flux is larger on one side of the equatorial plane than the other (see Fig. 35, right
panel). Axisymmetric simulations of the propeller regime show that stronger outflows are
observed on the side where the magnetic flux is larger (see left panel of Fig. 35). In this case,
the matter and energy fluxes will be systematically higher in one direction and lower in the
other direction. One-sided outflows are observed in a number of young stars (e.g., Bacciotti
et al. 1999).

Axisymmetric simulations of the entire region also show that, even in the case of a pure
dipole field, outflows are usually one-sided. However, the direction of the outflows switches
frequently, and therefore the averaged matter and energy fluxes of the outflows above and be-
low the equatorial plane are expected to be approximately equal in both directions (Lovelace
et al. 2010). Recent simulations of the propeller regime in the case of MRI-driven accretion
have also shown that the outflows are one-sided, but that the wind switches sides much less
frequently (Lii et al. 2014).

3.4 Future Outlook on Outflows from the Disk-Magnetosphere Boundary

In the above subsections, outflows from the disk-magnetosphere boundary were modeled in
two scenarios for which matter flows from the disk-magnetosphere boundary: rapidly ro-
tating stars in the propeller regime and slowly-rotating stars (conical winds). Most of the
simulations described were performed using an axisymmetric approximation. Future simu-
lations should expand to full three dimensions, so that the disk-magnetosphere interaction
through instabilities can be taken into account. Also, outflows at larger scales should be
further studied.
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4 Wind-Fed Magnetospheres from Magnetized Massive Stars

Massive, luminous, hot stars lack the hydrogen recombination convection zone that in-
duces the magnetic dynamo cycle of cooler, solar-type stars. Nonetheless, modern spec-
tropolarimetry has revealed that about 10 % of O, B and A-type stars harbor large-scale,
organized (often predominantly dipolar) magnetic fields ranging in dipolar strength from
a few hundred to tens of thousand Gauss. Petit et al. (2013) recently compiled an exhaus-
tive list of 64 confirmed magnetic OB stars with Teff � 16 kK, along with their physical,
rotational and magnetic properties; see Fig. 38 below.

This section summarizes efforts to develop dynamical models for the effects of such
large-scale surface fields on the radiatively driven mass outflow from such OB stars. The fo-
cus is on the properties and observational signatures (e.g. in X-ray and Balmer line emission)
of the resulting wind-fed magnetospheres in closed loop regions, and on the stellar rotation
spindown that results from the angular momentum loss associated with magnetically torqued
wind outflow from open field regions. In this way magnetic fields can have a profound ef-
fect on the star’s rotational evolution, giving rotation periods ranging from weeks to even
decades, in strong contrast to the day-timescale periods of non-magnetic massive stars.

The inside-out building of these wind-fed magnetospheres is in some way complemen-
tary to the outside-in nature of the accretion-fed magnetospheres discussed in previous sec-
tions. But there are also some interesting similarities in the role of the characteristic magne-
tospheric and corotation radii, which in this case are identified below (see Eqs. (9) and (10)
in Sects. 4.1 and 4.2) as the Alfvén radius RA and the Kepler radius RK. In particular, the
relative sizes of these radii again plays a key role in determining the magnetospheric char-
acteristics, in this case leading to dynamical magnetospheres (DM) when RA < RK, and
centrifugal magnetospheres (CM) when RA >RK. The trapping of high-speed wind outflow
also leads to strong shocks and so X-ray emission that can be much harder and stronger than
generally seen for cases of non-degenerate stellar accretion.

4.1 Wind Magnetic Confinement Parameter and Alfvén Radius

MHD simulation studies (e.g., ud-Doula and Owocki 2002; ud-Doula et al. 2008) show
that the overall net effect of a large-scale, dipole magnetic field in diverting such a hot-star
wind can be well characterized by a single wind magnetic confinement parameter and its
associated Alfvén radius,

η∗ ≡
B2
eqR

2∗
Ṁv∞

; RA

R∗
≈ 0.3+ (η∗ + 0.25)1/4, (9)

where Beq = Bp/2 is the field strength at the magnetic equatorial surface radius R∗, and Ṁ
and v∞ are the fiducial mass-loss rate and terminal speed that the star would have in the
absence of any magnetic field. This confinement parameter sets the scaling for the ratio of
the magnetic to wind kinetic energy density. For a dipole field, the r−6 radial decline of
magnetic energy density is much steeper than the r−2 decline of the wind’s mass and energy
density; this means the wind always dominates beyond the Alfvén radius, which scales as
RA ∼ η1/4

∗ in the limit η∗ � 1 of strong confinement.
As shown in Fig. 36, magnetic loops extending above RA are drawn open by the wind,

while those with an apex below RA remain closed. Indeed, the trapping of wind upflow
from opposite footpoints of closed magnetic loops leads to strong collisions that form X-
ray emitting, magnetically confined wind shocks (MCWS; Babel and Montmerle 1997a,

Reprinted from the journal 384



Accretion, Outflows, and Winds of Magnetized Stars

Fig. 36 2D MHD simulation for magnetic channeling and confinement of radiatively driven stellar wind
from a non-rotating hot-star with η∗ = 15 (and so RA ≈ 2.3R∗), showing the logarithm of density ρ and
temperature T in a meridional plane. At a time 80 ksecs after the initial condition, the magnetic field has
channeled wind material into a compressed, hot region about the magnetic equator, much as envisioned in
the Magnetically Confined Wind Shock (MCWS) paradigm of Babel and Montmerle (1997a, 1997b). But
by a time of 180 ksecs, the cooled equatorial material is falling back toward the star along field lines, in a
complex ‘snake’ pattern. The darkest areas of the temperature plots represent gas at T ∼ 107 K, hot enough
to produce relatively hard X-ray emission of a few keV. The model reproduces quite well the observed X-ray
properties of θ1 Ori C (Gagné et al. 2005)

1997b). The post-shock temperatures T ≈ 20 MK are sufficient to produce the moderately
hard (∼ 2 keV) X-rays observed in the prototypical magnetic O-star θ1 Ori C (Gagné et al.
2005). As illustrated by the downward arrows in the density plot at a simulation time t =
180 ksec, once this material cools back to near the stellar effective temperature, the high-
density trapped material falls back onto the star over a dynamical timescale.

4.2 Orbital Rotation Fraction and Kepler Co-rotation Radius

The dynamical effects of rotation can be analogously parameterized (ud-Doula et al. 2008)
in terms of the orbital rotation fraction, and its associated Kepler corotation radius,

W ≡ Vrot

Vorb
= Vrot√

GM∗/R∗
; RK =W−2/3 R∗ (10)

which depend on the ratio of the star’s equatorial rotation speed to the speed to reach orbit
near the equatorial surface radius R∗. Insofar as the field within the Alfvén radius is strong
enough to maintain rigid-body rotation, the Kepler corotation radius RK identifies where
the centrifugal force for rigid-body rotation exactly balances the gravity in the equatorial
plane. If RA < RK, then material trapped in closed loops will again eventually fall back to
the surface, forming a dynamical magnetosphere (DM). But if RA >RK, then wind material
located between RK and RA can remain in static equilibrium, forming a centrifugal magne-
tosphere (CM) that is supported against gravity by the magnetically enforced co-rotation. As
illustrated in the upper left schematic in Fig. 37, the much longer confinement time allows
material in this CM region to build up to a much higher density than in a DM region.

For full 2D MHD simulations in the axisymmetric case of a rotation-axis aligned dipole,
the mosaic of color plots in Fig. 37 shows the time vs. height variation of the equatorial mass
distribution �m/�r for various combinations of rotation fractionW and wind confinement
η∗ that respectively increase upward and to the right. This illustrates vividly the DM infall
for material trapped below RK and RA, vs. the dense accumulation of a CM from confined
material near and above RK, but below RA.
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Fig. 37 Left: Sketch of the regimes for a dynamical vs. centrifugal magnetosphere (DM vs. CM). The lower
panel illustrates the case of a slowly rotating star with Kepler radius beyond the Alfvén radius (RK > RA);
the lack of centrifugal support means that trapped material falls back to the star on a dynamical timescale,
forming a DM, with shading illustrating the time-averaged distribution of density. The upper panel is for more
rapid rotation with RK < RA, leading then to a region between these radii where a net outward centrifugal
force against gravity is balanced by the magnetic tension of closed loops; this allows material to build up to the
much higher density of CM. Right, Upper: Contour plot for density at arbitrary snapshot of an isothermal 2D
MHD simulation with magnetic confinement parameter η∗ = 100 and critical rotation factor W = 1/2. The
overlay illustrates the definition of radial mass distribution, �m/�r , within 10◦ of the equator. Right, Lower:
Density plots for log of �m/�r , plotted versus radius (1–5 R∗) and time (0–3 Msec), for a mosaic of 2D
MHD models with a wide range of magnetic confinement parameters η∗, and 3 orbital rotation fractions W .
The horizontal solid lines indicate the Alfvén radius RA (solid) and the horizontal dashed lines show Kepler
radius RK (dashed)

4.3 Comparison with Observations of Confirmed Magnetic Hot-Stars

For the 64 observationally confirmed magnetic hot-stars (Teff � 16 kK) compiled by Petit
et al. (2013), Fig. 38 plots positions in a log–log plane of RK vs. RA. The vertical solid line
representing η∗ = 1 separates the domain of non-magnetized or weakly magnetized winds to
left, from the domain of stellar magnetospheres to the right. The diagonal line representing
RK = RA divides the domain of centrifugal magnetospheres (CM) to the upper right from
that for dynamical magnetospheres (DM) to the lower left. Let us now consider how these
distinctions in magnetospheric properties organize their observational characteristics.

4.3.1 Balmer-α Line Emission from DM and CM

Figure 39 plots these observed magnetic stars in a diagram comparing the ratio RA/RK vs.
stellar luminosity, with now the symbol coded to mark the presence (light shading) or ab-
sence (black) of magnetospheric Hα emission. The horizontal solid line marks the transition
between the CM domain above and the DM domain below, while the vertical dashed line
marks the divide between O- and B-type main sequence stars. Note that all O-stars show
emission, with all but one (Plaskett’s star, which has likely been spun-up by mass exchange
from its close binary companion; Grunhut et al. 2013.) located among the slow rotators
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Fig. 38 Classification of 64 observationally confirmed magnetic massive stars in terms of magnetic confine-
ment vs. rotation fraction, characterized here by a log–log plot of Kepler radius RK increasing downward
vs. Alfvén radius RA increasing to the right. The labeled ID numbers are sorted in order of decreasing ef-
fective temperature Teff, with stellar identities given in Table 1 of Petit et al. (2013). Stars to the left of the
vertical solid line have only weakly magnetized winds (with η∗ < 1), Star below and left of the diagonal
solid line have dynamical magnetospheres (DM) with RA <RK, while those above and right of this line have
centrifugal magnetospheres (CM) with RA > RK. The additional upper and right axes give respectively the
corresponding spindown timescale τJ, and maximum spindown age ts,max, as defined in Section 4.4. Rapidly
rotating stars above the horizontal dotted line have a maximum spindown age ts,max that is less than one
spindown time τJ

with a DM. By contrast, most B-type stars only show emission if they are well above the
RA/RK = 1 horizontal line, implying a relatively fast rotation and strong confinement that
leads to a CM.

The basic explanation for this dichotomy is straightforward. The stronger winds driven
by the higher luminosity O-stars can accumulate even within a relatively short dynamical
timescale to a sufficient density to give the strong emission in a DM, while the weaker winds
of lower luminosity B-stars require the longer confinement and buildup of a CM to reach
densities for such emission. This general picture is confirmed by the detailed dynamical
models of DM and CM emission that motivated this empirical classification.
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For the slowly rotating O-stars HD 191612 and θ1 Ori C (here with respective ID num-
bers 4 and 3), both 2D and 3D MHD simulations (Sundqvist et al. 2012; ud-Doula et al.
2013) of the wind-fed DM reproduce quite well the rotational variation of Hα emission. For
the 3D simulations of θ1 Ori C, Fig. 40 shows how wind material trapped in closed loops
over the magnetic equator (left panel) leads to circumstellar emission that is strongest dur-
ing rotational phases corresponding to pole-on views (middle panel). For a pure dipole with
the inferred magnetic tilt Θ = 45◦, an observer with the inferred inclination i = 45◦ has
perspectives that vary from magnetic pole to equator, leading in the 3D model to the ro-
tational phase variations in Hα equivalent width shown in the right panel (shaded circles).
This matches quite well both the modulation and random fluctuation of the observed equiv-
alent width (black dots), though accounting for the asymmetry about minimum will require

Fig. 39 Location of magnetic
massive stars in a log–log plot of
RA/RK vs. stellar luminosity.
The symbol shadings mark the
presence (pink or shaded) or
absence (black) of
magnetospheric Hα emission,
with empty symbols when no Hα
information is available. The
vertical dashed line represents
the luminosity transition between
O-type and B-type main
sequence stars. The horizontal
dotted line and the diagonal
dot–dashed line show division of
the CM domain according to
potential magnetospheric leakage
mechanisms

Fig. 40 3D MHD model of the dynamical magnetosphere for the young, slowly rotating (15.4-day period)
O7V star θ1 Ori C (ud-Doula et al. 2013). The left panel shows a snapshot of wind structure drawn as isoden-
sity surface, colored to show radial component of velocity. The middle panels shows the predicted equatorial
and polar views of Hα line-center surface brightness, along with corresponding line-flux profiles. The right
panel compares the observed rotational modulation of the Hα equivalent width (black) with 3D model pre-
dictions (red) assuming a pure-dipole surface field tilted by Θ = 45◦ to the rotation axis, as viewed from the
inferred observer inclination of i = 45◦
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Fig. 41 Observational signatures of the CM in the moderately fast rotator (1.2-day period) B2V star σ Ori E,
compared with results from the RRM model (Townsend and Owocki 2005). The top row shows surface maps
of Hα emission and resulting emission line profiles at the marked rotational phases. The lower-row density
plots are associated dynamic Hα spectra, showing the variations relative to the photospheric profile over two
rotation periods of ∼ 1.2d ; white indicates emission, and black absorption. The left panel is based on echelle
observations of the star, while the central bottom panel is the prediction from the RRM model. The low-
er-right line plot shows the Strömgren u-band light curve of σ Ori E, revealing the eclipse-like dimmings that
occur when its two magnetospheric clouds transit in front of the star. The solid line indicates the predictions
of an early RRM model

future, more detailed models that include a secondary, higher-order (non-dipole) component
of the inferred surface field.

4.3.2 The Rigidly Rotating Magnetosphere (RRM) Model

In modeling the CM of more rapidly rotating, strongly magnetic B-stars like σ Ori E, a key
challenge stems from the fact that their wind magnetic confinement parameters are gen-
erally of order η∗ ∼ 106 or more, far beyond the maximum η∗ ≈ 103 achieved with di-
rect MHD simulations, which are limited by the Courant stability criterion. As an alterna-
tive for this strong-field limit, Townsend and Owocki (2005) developed a Rigidly Rotating
Magnetosphere (RRM) model that uses a semi-analytical prescription for the 3D magneto-
spheric plasma distribution, based on the form and minima of the total gravitational l-plus-
centrifugal potential along each separate field line. Townsend et al. (2005) applied this RRM
model to synthesize the emission from material trapped in the associated CM of σ Ori E. Fig-
ure 41 compares the predicted variation of the dynamic emission spectrum over the 1.2 day
rotational period with that obtained from echelle observations of the star. The agreement
is again very good, providing strong general support for this RRM model for Hα emission
from the CM of σ Ori E.
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Fig. 42 Snapshots from an RFHD model of σ Ori E, showing the spatial distribution of magnetospheric
emission measure in three different temperature bins: optical (T < 106 K), soft X-ray (106 K< T < 107 K)
and hard X-ray (T > 107 K). The plot on the right shows the corresponding differential emission measure,
for models with (thin) and without (thick) thermal conduction

Fig. 43 Scaling of X-ray luminosities Lx (for energies Ex > 0.3 keV) with stellar bolometric luminosity
Lbol (center), for X-ray simulations with (solid) and without (dashed) inverse Compton cooling (from ud–
Doula et al. 2014). The left and right schematics illustrate the effect of “shock retreat” in reducing the strength
and hardness of X-rays in lower luminosity stars with lower mass loss rate and thus less efficient radiative
cooling

The basic RRM concept has been further developed in a successor Rigid Field Hydro-
dynamics (RFHD) model (Townsend et al. 2007), wherein the time-dependent flow along
each individual field line is simulated using a 1D hydro code. By piecing together indepen-
dent simulations of many different field lines (typically, several thousand!), a 3D picture
of a star’s magnetosphere can be constructed at modest computational cost, leading in turn
to predictions for not only Hα but also for X-ray emission (and other wind-related observ-
ables) of magnetospheres in the strong-field limit, as shown Fig. 42. A powerful aspect of
both the RRM and RFHD models is that, within the strong field limit, they are in principle
applicable to arbitrary field topologies, not just the oblique dipole configurations considered
so far. Thus, for example, they could be used to model the magnetosphere of HD 37776,
which harbors high-order multipoles (Kochukhov et al. 2011).

4.3.3 MHD Scalings for X-Ray Luminosity from MCWS

For the DM cases without dynamically significant rotation, ud-Doula et al. (2014) carried
out a MHD simulation parameter study with a full energy equation to compute the X-ray
luminosity Lx that results from magnetically confined wind shocks (MCWS). The central
panel of Fig. 43 plots the ratio Lx/Lbol vs. the bolometric luminosity Lbol for models with
magnetic confinement η∗ = 10 and 100. The dashed curves assume the post-shock cooling
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Fig. 44 Left: Compilations by Nazé et al. (2014) of X-ray luminosity in the 0.5–10.0 keV band, plotted vs.
the log of mass-loss rate, as inferred from stellar parameters using the formula from Vink et al. (2000). Filled
blue dots correspond to O stars, black empty triangles to B stars, and crosses and downward-pointing arrows
to faint detections and upper limits on the X-ray luminosity, respectively. The dotted and dashed lines show
associated X-ray luminosities predicted from the X-ray Analytic Dynamical Magnetosphere (XADM) model
of ud-Doula et al. (2014), scaled by 10 % efficiency, for the two indicated sets of magnetic field and wind
parameters bracketing the parameters of the sample. Right: Direct comparison between the observed X-ray
luminosity of magnetic stars (as in left panel) and the predicted values using the XADM model, assuming
the cited overall efficiency factors. The agreement is best for slowly rotating DM stars without centrifugal
support (open symbols); rapid rotators, with color indicating level of centrifugally supported CMs, tend to
have higher Lx . Stars of particular interest are labeled according to their identification number in Table 1 of
Nazé et al. (2014)

is purely by radiative emission, while the solid curves account also for the effects of inverse
Compton cooling. For the most luminous stars, Lx scales in proportion to the wind mass
loss rate, which for line-driven winds follows Ṁ ∼ L1.6

bol; but at lower Lbol, the lower Ṁ
means the radiative cooling becomes inefficient. As illustrated in the left vs. right schematic
panels of Fig. 43, the larger cooling layer forces a “shock retreat” back to lower, slower wind
outflow, leading to weaker shocks, and so lower, softer X-ray emission.

These MHD simulation results of ud-Doula et al. (2014) were also used to calibrate an
‘X-ray Analytic Dynamical Magnetosphere’ (XADM) analysis for how the overall X-ray
luminosity scales with stellar magnetic field strength and wind mass loss rate. For the subset
of relatively slowly rotating magnetic OB stars modeled in these MHD simulations, Fig. 44
shows that, when modified by an overall duty cycle efficiency factor to account for extended
intervals of infall of trapped material without much X-ray emission, this XADM scaling
gives remarkably close agreement with empirical trends inferred by Nazé et al. (2014).

4.4 Magnetic Wind Braking, Spindown Time, and Spindown Age

Let us now turn to the issue of rotational spindown from magnetic wind braking. In this
regard, the case of σ Ori E provides a key testbed, because extended photometric monitoring
of the timing of magnetospheric clouds transiting in front of the star (Townsend 2008; see
also lower right panel of Fig. 41) has allowed a direct measurement of the change in rotation
period, yielding a spindown time of 1.34 Myr (Townsend et al. 2010). This is remarkably
close to the spindown time predicted previously by ud-Doula et al. (2009), based on the
same 2D MHD aligned-dipole parameter study used for Fig. 37.
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This MHD study showed that the angular momentum carried out by a magnetically
torqued stellar wind follows the same simple, split-monopole scaling law derived for the
Sun by Weber and Davis (1967), J̇ = 2

3ṀΩR
2
A—with, however, the Alfvén radius RA now

given by the dipole scaling RA ∼ η1/4
∗ , instead the oft-quoted, stronger scaling (RA ∼ η1/2

∗ )
for a split monopole. This leads to an associated general formula for the rotational braking
timescale,

τJ ≡ IΩ
J̇
= 3

2
f τmass

(
R∗
RA

)2

≈ 0.15
τmass√
η∗
. (11)

Here τmass ≡M/Ṁ is the stellar mass loss timescale, and f ≈ 0.1 is a dimensionless mea-
sure of the star’s moment of inertia I ≡ fMR2∗ .

If we assume for simplicity a fixed radius R∗ and moment of inertia factor f ≈ 0.1, as
well as a constant angular momentum loss rate J̇ , then the stellar rotation period P will
simply increase exponentially with age t from its initial value, P (t)= Poet/τJ . This can be
used to define a star’s spindown age, ts , in terms of the spindown time τJ, and its inferred
present-day critical rotation fraction W = Porb/P relative to its initial rotation fraction Wo,
ts = τJ lnWo/W . Taking the initial rotation to be critical,Wo = 1, yields a simple upper limit
to the spindown age,

ts,max = τJ ln(1/W). (12)

If the initial rotation is subcritical,Wo < 1, then the actual spindown age is shorter by a time
�ts = τJ lnWo.

In Fig. 38 the upper axis gives the spindown timescale τJ (normalized by the value in a
non-magnetized wind), while the right axis gives the maximum spindown age ts,max (nor-
malized by the spindown time). Stars above the horizontal dotted line have a maximum
spindown age that is less than a single spindown time. Together with the RA/RK vs. lumi-
nosity plot in Fig. 39, we can identify some important features and trends:

• All the most rapidly rotating stars are cooler B-type with weak winds, and thus weak
braking, despite their strong field. The two most extreme examples (ID 45 and 47) may
be very close to critical rotation, and so provide a potential link to Be stars, which have
not been found to have strong ordered fields, but for which rapid rotation is linked to
decretion into an orbiting Keplerian disk.

• The only rapidly rotating O-star is Plaskett’s star (ID 6), which has likely been spun up by
mass exchange with its close binary companion (Grunhut et al. 2013). Many O-stars have
very long rotation period, e.g. 538 days for the field star HD 191612 (ID 4), suggesting
substantial main-sequence spindown by wind magnetic braking, with a spindown age
comparable to its estimated main-sequence age.

• In contrast, the young Orion cluster star θ1 Ori C (ID 3) has a moderately slow (15.4-
day period) rotation, but is generally thought to be about 1 Myr old (Hillenbrand 1997;
Scandariato et al. 2012), much less than its maximum spindown age ts,max ≈ 3τJ ≈
10 Myr. Thus its zero-age main-sequence (ZAMS) rotation was likely already quite slow,
suggesting significant pre-main-sequence braking, e.g. by pre-main-sequence (PMS)
disk-locking, or through a PMS jet and/or wind, as discussed in Sect. 3.1.2 above.

To reinforce the last point, the recent survey of Herbig Ae/Be stars by Alecian et al.
(2013a, 2013b) concludes that magnetic HeAeBe stars have a slower rotation than those
without a detected field. Among their sample of non-magnetic stars they further find that
those with lower mass evolve toward the ZAMS with a constant angular momentum,
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whereas higher mass (> 5M�) stars show evidence of angular momentum loss during their
PMS evolution, most likely as a result of their stronger, radiatively driven mass loss.

4.5 Future Outlook

The above shows there has been substantial progress in our efforts to understand the physical
and observational properties of massive-star magnetospheres. But there are still important
gaps in this understanding and key limitations to the physical realism of the models devel-
oped. The following lists some specific areas for future work:

• 3D MHD of Non-Axisymmetric Cases: Thus far all MHD simulations, whether run in 2D
or 3D, have been restricted to cases with an underlying axial symmetry, assuming a purely
dipole field either without dynamically significant rotation, or with rotation that is taken
to be aligned with the magnetic dipole axis. Fully 3D simulations are needed for both
the many stars with an oblique dipole, as well as cases with more complex, higher-order
multi-pole fields.

• Spindown from oblique dipoles or higher-order multipoles: An important application of
these 3D MHD models will be to analyze the angular momentum loss from oblique dipole
fields, as well as from higher-order fields. This will allow determination of generalized
spindown scalings for complex fields, and provide the basis for interpreting anticipated
future direct measurements of magnetic braking in stars with tilted-dipole or higher multi-
pole fields.

• Non-Ideal MHD and magnetospheric leakage: In MHD simulations of slowly rotating
magnetic stars with a DM, the dynamical infall of material back to the star balances the
mass feeding from the stellar wind, yielding an overall mass and density that is in quite
good agreement with absorption and emission diagnostics. By contrast, in CM simula-
tions the much longer confinement and mass buildup is limited only by eventual centrifu-
gal breakout of regions beyond the Kepler radius (Townsend and Owocki 2005), and this
now leads to an overall predicted CM mass and density that significantly exceeds values
inferred by observational diagnostics. To understand better the mass budget of CM’s, it
will be necessary to investigate additional plasma leakage mechanisms, such as the field
line interchange transport that is thought to be key to mass balance of planetary mag-
netospheres (Kivelson and Southwood 2005). In addition to comparison with emission
diagnostics of individual stars, this should aim to derive general scaling laws that can ex-
plain the trends for Balmer emission seen in Fig. 39, particularly the boundary between
Hα emission and absorption in B-type stars.

• Rapid rotation and gravity darkening: To model the rapidly rotating magnetic B-stars
with W = Vrot/Vorb > 1/2, there is a need to generalize the lower boundary condition for
both MHD and RFHD models to account for stellar oblateness, while also including the
effect of gravity darkening for the wind radiative driving. This will also allow a link to Be
stars, to constrain upper limits on the dynamical role of (undetected) magnetic fields in
their quite distinctively Keplerian (vs. rigid-body) decretion disks. This will also provide
a basis for applying such MHD models to PMS disks of HeAeBe stars.
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Abstract In this review we describe recent observational and theoretical developments in
our understanding of pulsar winds and pulsar-wind nebulae (PWNe). We put special em-
phasis on the results from observations of well-characterized PWNe of various types (e.g.,
torus-jet and bowshock-tail), the most recent MHD modeling efforts, and the status of the
flaring Crab PWN puzzle.

Keywords Pulsars: general · ISM: jets and outflows · MHD · Radiation mechanisms:
non-thermal · Acceleration of particles

1 Observations of PWNe

1.1 Introduction

Only ∼ 1 % of the total pulsar spin-down luminosity is emitted as pulsed electromagnetic
radiation, the majority of the spin-down luminosity of a pulsar being carried away by a
relativistic and highly magnetized pair plasma. These particles are generally believed to
be accelerated and randomized in their pitch angle either upstream or at the pulsar wind
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termination shock. The radiation produced but these particles downstream of the termination
shock is often seen as a pulsar-wind nebula (PWN).

Most of the recent progress in our understanding of PWNe has been spurred by X-ray
and TeV γ -ray observations. The majority of PWNe has been discovered in one of these
bands, and many are seen in both (see Kargaltsev et al. 2013b). To study PWN emission,
it is important to disentangle the pulsar and pulsar wind contributions either by spatially
resolving the nebula from the pulsar or by isolating the PWN component in the spectrum
(e.g., the PWN contribution is expected to dominate in TeV). High-resolution images from
Chandra X-ray Observatory (Chandra) revealed two dominant PWN morphologies: torus-
jet and bowshock–tail.1 In addition, a few objects with varying and puzzling morphologies
can be seen in Chandra images (Kargaltsev and Pavlov 2008). The PWN properties (size,
morphology, and spectrum) can be expected to depend on the pulsar parameters (spin-down
properties, pulsar velocity, and the angles between the spin, magnetic dipole, and velocity
vectors) and on the environment (e.g., ambient pressure, magnetic field, and radiation field).
The limited angular resolution of the ground-based TeV arrays (such as H.E.S.S. and VER-
ITAS) does not allow us to detect TeV emission from the same particles that produce bright
and compact X-ray nebulae in the vicinity of the pulsar. Instead, TeV images reveal much
larger structures filled with the aged particles that may have accumulated over substantial
part of pulsar’s lifetime (see de Jager and Djannati-Ataï 2009). The TeV emission is usually
attributed to inverse Compton (IC) scattering of background optical/IR photons off aged
electrons, although, in denser environments, the contribution of neutral pion decay to the
γ -rays emission could play an important role (if the pulsar winds indeed contain the so far
elusive relativistic protons).

A general overview of PWN physics and X-ray observations was presented by Gaensler
and Slane (2006) and Kargaltsev and Pavlov (2008), while PWN theory was recently re-
viewed by Amato (2014) and Bucciantini (2014). Here we focus on some of the most recent
observational results2 and their implications (Sect. 1), discuss the latest theoretical advances
in MHD modeling (Sect. 2), and review the non-MHD scenarios that can explain the puz-
zling Crab PWN flares (Sect. 3).

1.2 The Crab and Vela PWNe as Prototypes of Young PWNe in SNRs

The Crab and Vela PWNe are often considered to be archetypal representatives of torus-
jet PWNe. Since the Vela PWN is a factor of 10–20 older than the Crab PWN, one can
look for evolutionary changes by comparing the two.3 PWNe of this type are usually found
around young pulsars whose velocities are smaller than the speed of sound inside their host
SNRs. These environments can be characterized by relatively high pressures and temper-
atures (Bamba et al. 2010). There is also evidence that pulsars powering torus-jet PWNe
are likely to have substantial misalignment between the spin and magnetic dipole axes (e.g.,
Crab and Vela pulsars; Moffett and Hankins 1999 and Johnston et al. 2005, respectively)
which may play a pivotal role in formation of this type of morphology.

1Such classification is possible only for sufficiently bright and relatively nearby PWNe.
2A more detailed overview of the observational properties of population of relic PWNe can be found in
Kargaltsev et al. (2013b).
3Since the PWN properties and evolution depend on the environment, one should not forget that the progen-
itor and SNR properties may be quite different for the Crab and Vela pulsars.
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1.2.1 Multiwavelength Properties of the Crab

The Crab nebula has been studied with nearly all major telescopes since its discovery
(see Hester 2008 and references therein). However, it was not until the Hubble Space
Telescope (HST; Hester et al. 1995) and Chandra (Weisskopf et al. 2000) era when the
intricate and complex structure of the nebula was revealed (see Fig. 1 for the feature
nomenclature introduced by Hester et al. 1995). These observations have also shown that
the bright inner part of the nebula is very dynamic, with apparent velocities correspond-
ing to up to 0.5c (in projection onto the sky) as measured, e.g., from the shifts in wisp
positions (Hester et al. 2002). The changes in the nebula are more complex than sim-
ple translational motion (e.g. steady expansion). They include variations in brightness
(e.g., Inner Knot; Melatos et al. 2005) and shape (e.g., Sprite; Bietenholz et al. 2004;
Hester et al. 2002). The wisp shapes can also be very different and while most of the wisps
can be described as a ripple pattern with ripples moving away from the pulsar some of
the wisps appear at the same location (e.g., Thin Wisp in Fig. 1). The prominent south-
eastern (SE) jet (see Fig. 1) also shows quite remarkable changes in its shape, based on
X-ray images (taken over 14-year baseline), which could be explained by either preces-
sion of the curved jet or by the motion of kinks along the jet (Weisskopf 2012). Finally,
the unexpected detection of γ -ray flares by Fermi LAT and AGILE (Buehler et al. 2012;
Abdo et al. 2011b; Tavani et al. 2011) suggests a significant energy release rate (which can
reach 4 × 1036 erg s−1; Buehler et al. 2012) on timescales of hours (Mayer et al. 2013);
however, it was not possible so far to pinpoint the location of the flaring region because
of the lack of a “smoking gun” at lower frequencies. Consequently, the lack of informa-
tion about the site of the flare in the PWN has led to a variety of models being suggested
(see Sect. 3). Given the lack of contemporaneous variability at lower frequencies, it might
be possible that some of the energy released during the process associated with the γ -ray
flares will manifest itself as more gradual flux changes at lower frequencies4 occurring
on much longer timescales (e.g., hard X-ray variability reported by Kouzu et al. 2013;
Wilson-Hodge et al. 2011).

As a baseline for further comparison a multiwavelength (MW), high-resolution snap-
shot of the Crab PWN was obtained within a single day (Krassilchtchikov et al. in prep.;
K+15 hereafter). Figure 2 shows Chandra, HST (NIR, optical), and Karl G. Jansky Very
Large Array (JVLA) images from this latest MW campaign. These data can also be used to
measure the contemporaneous spectra of the prominent PWN features. Both the radio and
optical (broad-V band) images reveal prominent filaments of which only some are coincident
(which implies different MW spectra). Also, the SE jet (“1” in Fig. 2), which is prominent
in the X-ray image, appears to have counterparts in the optical and NIR images but not in
the radio image, confirming the earlier findings of Bietenholz et al. (2004). On the other
hand, a jet-like structure (“2” in Fig. 2) located to the east of the SE X-ray jet in the JVLA
image does not have an X-ray or NIR counterpart and coincides with one of the thermal
optical filaments.5 Finally, in the NIR image, to the west of the X-ray jet there is another
bright linear feature (“3” in Fig. 2) extending southward from pulsar. The feature has a
radio counterpart, a very faint X-ray counterpart, and does not coincide with any of the
optical filaments. The lack of X-ray counterpart (label with numbers on Fig. 1) suggests that
emission from this feature must be synchrotron continuum produced by a cooled population

4See animation at http://home.gwu.edu/~kargaltsev/Crab.html.
5Overall, the large degree of correlation between the radio structure and optical filaments suggests than most
of the radio emission is related to the SNR filaments.

401 Reprinted from the journal

http://home.gwu.edu/~kargaltsev/Crab.html


O. Kargaltsev et al.

Fig. 1 The top panel introduces the most prominent features of the Crab PWN and their “conventional”
names (from Hester et al. 1995). The bottom left panel shows the 12.5 ks exposure image obtained with
HST ACS F550M. The image has been produced by a combining series of auxiliary images obtained during
the 09/2005–12/2005 polarimetry campaign (Hester 2008). The F550M filter avoids any strong emission
lines and provides a relatively unobstructed view of the synchrotron nebula. The “?” mark enigmatic feature
discussed in Sect. 1.2.1 (also labeled as “3” in Fig. 2, top right panel). Notice that the feature labeled as the
counter-jet in the F550M image also appears to show large variability in the difference image (shown in the
bottom right panel) produced from 2 JVLA observations obtained on 2001 April 16 and 2012 August 26
(from Bietenholz et al. 2014)
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Fig. 2 False color MW images of the Crab PWN (see the legends in the panels) based on the observations
described and analyzed in K+15. Numbers refer to the PWN features mention in the text

of X-ray particles. It is, however, difficult to explain the presence of this low-energy feature
in the conventional axisymmetric paradigm with equatorial and polar outflows, where only
one jet and one counter-jet are expected.6 On the other hand, the “line-free” (F550M) optical
image shown in Fig. 1 supports the axial outflow paradigm by revealing better than ever the
other side of the axial “backbone” of the torus (dubbed as a counter jet, or NW jet). We note
that at the brightness/contrast level chosen in the F550M image (Fig. 1, bottom left panel)
the counterpart of the SE X-ray jet is barely seen, while the NW jet and the SE “jet-like”
feature (see above) are clearly seen. Similar to the SE X-ray jet, the counter-jet appears to be
hardly discernible in the radio images (see e.g., right panel in Fig. 3) but it stands out in the
2-epoch difference image produced by Bietenholz et al. (2014) (bottom right panel in Fig. 1).
Finally, the counter-jet is so faint in X-rays (if preset at all) that it cannot be discerned from
the torus emission. Therefore, the frequency-dependent differences in brightness between
the jet and counter-jet appear to be more complex than those expected for a simple scenario
with the frequency-invariant Doppler boost (see e.g., Schweizer et al. 2013).

K+15 found that the location of the bright optical/NIR wisp (“4” in Fig. 2) only approxi-
mately coincides with the X-ray ring,7 and the wisp brightness in the NIR image drops much

6However, one can imagine that the jet stayed at one position (“3” in Fig. 2) for a long time and then relatively
quickly moved to the other position (“1” in Fig. 2).
7The outer edge of the optical/NIR wisp is about 1′′ further away from the pulsar, with the X-ray ring emission
trailing behind or possibly being sandwiched between the bright wisp and the fainter wisp.
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Fig. 3 Left: 12.5 ks exposure image of the Crab PWN obtained with HST ACS F550M. The image has been
produced by combining a series of auxiliary images obtained during the 09/2005–12/2005 polarimetry cam-
paign (Hester 2008). The F550M filter avoids any strong emission lines and provides a relatively unobstructed
view of the synchrotron nebula. Right: JVLA image of the Crab (from Bietenholz et al. 2014)

faster with the distance from the symmetry axis of the nebula compared to the X-ray ring
brightness. This supports the Schweizer et al. (2013) findings (based on earlier optical and
X-ray monitoring) who concluded that the X-ray and optical emission must be produced by
different populations of particles. Furthermore, according to Schweizer et al. (2013), the fits
with the Doppler-boosted tilted ring model require noticeably different (higher) flow veloc-
ities for the optical wisps (≈ 0.9c) compared to the X-ray wisps, which made Schweizer
et al. (2013) question the simple “boosted-ring” model (see, however, Olmi et al. 2015).
K+15 also found that for most individual features of the PWN (e.g., wisps) the NIR-optical-
FUV spectra are significantly harder than the contemporaneously measured X-ray spectra
suggesting cooling breaks whose frequencies are feature-dependent.

The overall morphology of the Crab nebula has been reproduced in the relativistic
magnetohydrodynamic simulations with anisotropic energy flux (most recently by Volpi
et al. 2008; Camus et al. 2009; Porth et al. 2014). The simulated images display wisp-
like features and variable structures along the symmetry axis due to the Doppler boost-
ing of the emission from the oblique termination shock that has been associated with the
Crab’s Inner Knot (Komissarov and Lyubarsky 2003; see, however critique in Melatos
et al. 2005). On the other hand, some challenges to the MHD models still remain (Büh-
ler and Blandford 2014). The predicted bright arc due to the emission from the relativistic
post-shock flow originating from the termination shock (Komissarov and Lyubarsky 2003;
Del Zanna et al. 2006) is absent in the X-ray images where we instead see the patchy (likely
consisting of multiple knots) inner ring which may or may not appear to be brighter on the
northwestern side (depending on the observation epoch). In this sense the optical (or NIR)
images featuring a bright wisp NW of the pulsar appear to be in a better correspondence
with the predictions of the MHD models. The models also predict co-spatial small-scale
structures in the optical and X-rays while this is generally not observed (see above). Only
parts of the X-ray inner ring are seen in the optical and most (if not all) optical wisps also do
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not appear to have X-ray counterparts (e.g., the Thin Wisp8 labeled in the top panel of Fig. 1
is lacking any nearby counterpart while other wisps are offset from the possibly associated
X-ray bright features; see Schweizer et al. 2013 and K+15). Therefore, it yet remains to be
shown whether more advanced models can fully capture the rich MW structure and vari-
ability of the Crab PWN. It seems that a complex injection spectrum is required to achieve
this, hinting that there may be multiple acceleration sites throughout the PWN with possibly
different acceleration mechanisms. The most recent, advanced 3D models predict somewhat
disordered structure of the magnetic field and suggest the need for the in-situ particle ac-
celeration outside the termination shock region (Porth et al. 2014). Diffusion transport may
become more important in the case of disordered magnetic field.

1.2.2 Multiwavelength Properties of the Vela PWN

The Vela pulsar is a factor of 20 older than Crab, hence some evolutionary differences are
expected. In addition, the differences can be attributed to a different progenitor type, differ-
ent ISM, and different properties of the pulsar (e.g., magnetic field, angles between the spin
and magnetic dipole axis, or the orientation and magnitude of the pulsar velocity). Figure 4
(bottom left) shows a deep Chandra ACIS image of the Vela PWN (see also zoomed-in view
of the compact nebula in Fig. 5) produced by combining images from the latest observational
campaign (comprised of eight 40 ks observations taken with one-week intervals; see Durant
et al. 2013). The overall morphology of the bright compact PWN can be described as an ax-
isymmetric double-arc structure with two axial jets having different brightnesses and widths.
The bright, compact X-ray PWN is located inside the larger double-lobe radio PWN (Dod-
son et al. 2003). Interestingly, the radio lobes appear to be filled by fainter X-ray emission
which is particularly clearly seen in the ACIS hard band (1–8 keV; see Fig. 4) thus sug-
gesting that the radiating particles have not cooled too much. Therefore, the pure advection
model proposed by Kennel and Coroniti (1984a) may need to be augmented with some other
transport mechanism (e.g., diffusion) capable of moving energetic particles away from the
pulsar more rapidly. We also note that the bright, double-lobed radio nebula is surrounded
by a much larger (∼ 2◦ in diameter) radio-emitting structure called Vela X (see Sect. 1.5.4)
which is filled with bright filaments and fainter diffuse continuum (Fig. 4, bottom right).

1.2.3 The Crab and Vela PWNe: Similarities and Differences

The double-arc X-ray morphology of the Vela PWN is quite different from the Crab PWN,
with its single ring, and torus (likely comprised of multiple wisps) seen in the ACIS images
(see Fig. 4). These differences can hardly be attributed to the larger age of the Vela PWN (be-
cause the X-ray emission from compact PWN mostly comes from freshly injected electrons)
or different ambient (SNR) medium properties (these could become progressively more im-
portant further away from the termination shock). It is also unlikely to be due to the differ-
ence in the angles between the pulsar spin axis and the line of sight because these angles are
believed to be similar (127◦ for Vela (Helfand et al. 2001) and ≈ 120◦ for Crab (Weisskopf
et al. 2012)). The only other important parameters could be the angle between the spin and
magnetic dipole9 axis (still rather poorly constrained, e.g., ∼ 43◦ for Vela (Johnston et al.

8Here we are following nomenclature introduced by Hester et al. (1995), see Fig. 1 (top panel).
9In principle, the magnetic field may deviate from the dipolar configuration more for the Vela pulsar than for
the Crab pulsar. Indeed, braking indices, n, of the Crab (n= 2.5) and Vela (n= 1.4) are very different, and
the Vela pulsar is much more “glitchy” compared to Crab.
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Fig. 4 Comparison of the Crab and Vela PWNe. The top panels show the combined X-ray (red) and radio
(blue) images of the Crab (top left) and Vela (top right) PWNe. The bottom panels show X-ray and radio
images of the Vela PWN. The Chandra ACIS image (bottom left) shows that faint X-ray emission seems to
fill in the radio lobes (shown by the contours). The larger radio image on the right shows the entire Vela X
complex (radio image from Frail et al. 1997) within the Vela SNR. The inset shows the compact radio nebula
(blue color) and brightest part of the X-ray nebula (red)

2005) and ≈ 45◦–70◦ for Crab [(Lyne et al. 2013)]) and different pulsar velocities10 (the
projected onto the sky velocities are 60d0.3 and ∼ 120d2 km s−1 for Vela and Crab, respec-
tively11). These velocities are smaller than the typical sound speed inside the young SNR,
and therefore the Mach number M should be � 1 for both pulsars.12 Thus the differences
in the compact PWN morphologies are more likely to be attributed to the different angles

10The parameter that determines to what degree a PWN is affected by the pulsar motion is the ratio of the
pulsar velocity to the local ambient sound speed (Mach number M). The medium within the younger Crab
SNR is hotter than in the Vela SNR.
11Here the distances are scaled as d0.3 = d/(300 pc) and d2 = d/2,000 pc.
12It is likely that the Mach number is somewhat larger for the Vela PWN where we see some effect of the
motion (Pavlov et al. 2003).
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Fig. 5 Deep Chandra ACIS and HRC (inset) images of the compact Vela PWN (Levenfish et al. 2013)

between the spin and magnetic dipole axis. It is also possible that the different degrees of
deviation of the NS magnetic field from that of an ideal, centered dipole have some impact
on the PWN. Even for the compact parts of the PWNs some of the differences in X-ray
morphologies could still be attributed to the longer synchrotron cooling time for the Vela
PWN which is expected to have weaker magnetic field (Pavlov et al. 2003).

We also note that the physical connection between the bright inner jets in the Vela PWN
and the fainter large-scale outer jets (see e.g., Fig. 4 bottom left panel) has not been es-
tablished yet. The bright SE inner jet of the Vela pulsar suddenly appears out of the or-
thogonal bar-like feature (shock in the polar backflow? See Komissarov and Lyubarsky
2003) at about 5.4′′ from the pulsar and then nearly as abruptly fades away at about
10.5′′ from the pulsar (see Fig. 5, left panel). In the very deep Vela PWN image the
outer jets are visible up to much larger scales (
 2–3′); however, we do not see any
smooth transition from the inner axial jets and hence we cannot establish a firm link be-
tween the two (except that both structures are extending along the PWN symmetry axis13).
Note that simulated X-ray images based on MHD models (e.g. Del Zanna et al. 2006;
Camus et al. 2009) do not show such structures. In the Crab PWN the dynamical feature
called “Sprite” (possibly an analog of the bar feature in the Vela PWN) seems to be the
place from which the SE jet originates. However, the Crab’s SE jet does not undergo any
dramatic transitions in brightness until it bends and terminates at about 1.2′ from the pulsar.
Morphologically, this “kinked” jet resembles the outer jets of the Vela PWN rather than the
straight and bright inner jets. This leaves no obvious analog to the bight inner jets of the
Vela PWN in the Crab PWN. As it has been discussed by Pavlov et al. (2003) and Durant
et al. (2013), the fact that the NW outer jet of the Vela PWN is brighter than the SE jet is at
odds with the 3D orientation inferred from the arc brightness distribution. The optical image
of the Crab in Fig. 1 demonstrates a similar discrepancy assuming that the above mentioned
optical “counter-jet” is the actual NW jet.

Unfortunately, the compact Vela PWN has not been detected in the optical despite con-
siderable efforts (Mignani et al. 2003; Moran et al. 2014) hence direct comparison with the
Crab PWN is not possible in this band. Zyuzin et al. (2013) recently reported the extended

13In the Radhakrishnan and Deshpande (2001) model the arcs are the traces of the particle beams from the
two magnetic poles and the inner jets are the Doppler-boosted projections of the beams.
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feature seen in the NIR (Ks band) which could be associated with bar at the base of the SE jet
or could be analog of the Crab’s inner knot. However, this result still requires confirmation.

It is also interesting to contrast the radio morphologies of the Crab and Vela PWNe. The
filamentary structure of the Crab resembles that of Vela X, however, the latter has a much
larger angular extent (r ≈ 60′ for Vela vs. ≈ 2.2′) and it is much more asymmetric. On the
other hand, the Vela PWN is a factor of 7 closer (hence, it should appear larger) and a factor
of 10–20 older (hence, it had more time to expand). Therefore, the different angular sizes are
not surprising. We also note that in the Vela PWN the TeV emission comes from the region
of brightest radio filament (Frail et al. 1997; Aharonian et al. 2006b) which is filled with
the ejecta (based on the X-ray spectra; LaMassa et al. 2008) thus providing denser target for
the putative relativistic hadrons that might be present in the pulsar wind. Therefore, it may
turn out that some of the prominent thermal Crab filaments are TeV bright. If confirmed, it
could provide evidence for the elusive hadronic component in pulsar winds (Arons 1998).
Unfortunately, current resolution of the HESS and VERITAS telescopes does not allow to
test this hypothesis (the existing data only suggest that the TeV emission is confined to
within < 1.7′ from the pulsar; Aharonian et al. 2006d). Although it is plausible that the
filamentary radio morphology from the Crab PWN is analogous to that of Vela X, there is
no analogy in the Crab for the compact radio PWN found in Vela by Dodson et al. (2003).
The ATCA images reveal a double lobe structure, with the lobes being on each side of the
X-ray PWN symmetry axis. The radio lobes, extending out to 3′–4′, exceed the size of the
X-ray arcs by a factor of 5 but they nonetheless appear to be filled with faint X-ray emission
well seen in the harder (1–8 keV) band (see Fig. 4). Even if a similar structure in the Crab
would be smaller by a factor of 10–100, it would have been resolved in the JVLA images
(unless it is much fainter than the filamentary structure). We also note that no wisp-like
structures are seen in the X-ray, optical, or radio images of the Vela PWN.

The X-ray spectral indices of the Crab and Vela PWNe are very different. Figure 6 shows
spectral maps for the Crab and Vela PWNe. One can see that the spectra are the hardest
(photon indices are the smallest) for the inner ring (in Crab PWN) or for the arcs (in Vela
PWN) suggesting that these structures are associated with freshly injected accelerated parti-
cles. Interestingly, for the outer arc in Vela PWN the spectrum softens noticeably away from
the symmetry axis while this is not the case for the inner arc in the Vela PWN or the inner
ring in the Crab PWN.

1.3 Bow Shocks and Tails: PWNe Around Supersonically Moving Pulsars

Pulsar average 3D velocities have been found to be ∼ 400 km s−1 for isotropic velocity dis-
tribution (see Hobbs et al. 2005). This implies that the majority of pulsars stay within their
host SNR environment for a few tens of thousands years although some particularly fast-
moving pulsars can leave it earlier. Once the pulsar leaves the SNR,14 it moves in a very
different environment which has a much lower sound speed. For comparison, the sound
speed in the middle-aged SNR(such as Vela SNR) can be on the order of a few hundred
km s−1. The transition between the two very different environments should have a dramatic
effect on the PWN of the high-speed pulsar. Once the pulsar is moving in the medium where
its speed substantially exceeds the ambient sound speed (i.e. Mach number M= vp/cs � 1,
where vp and cs are the pulsar and sound speeds, respectively), the PWN shape should be
strongly distorted by the ram pressure of the medium. If initially the wind was isotropic
(this is obviously a great oversimplification, see above) the PWN would acquire a cometary

14Alternatively, an old SNR can break-up and dissolve.
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Fig. 6 Photon index maps for
Crab (Mori et al. 2004) and Vela
PWNe (Kargaltsev et al. 2013a)
obtained from Chandra ACIS
data. The color bar at the bottom
shows photon index values

shape with the pulsar wind being confined to within the surface formed by the contact dis-
continuity (CD) separating the shocked ambient medium and the shocked pulsar wind (see
Fig. 7). Typically, it is assumed that the pulsar wind is shocked in the termination shock
(TS) at distances, rs , substantially smaller than the distance to the contact discontinuity, rcd ,
even at the apex of the bowshock (see Fig. 7). For very fast moving pulsars rcd may be-
come so small that for some of the X-ray emitting electrons the gyration radius, rg , would
become ∼ rs ∼ rcd which may lead to leakage of the electrons from the apex of the bow-
shock (Bandiera 2008; see also below). Numerical simulations by Bucciantini et al. (2005)
indicate high flow speeds (� vp) in the shocked pulsar wind outflow behind the moving pul-
sar, suggesting that an extended pulsar wind tail should form.15 For realistically anisotropic
pulsar winds (with equatorial and polar outflows), in addition to the Mach number, the ap-
pearance of the head of the bow shock PWNe and properties of the pulsar tails (to within

15The simulations of Bucciantini et al. (2005) do not extend further than 25rcd,0 (where rcd,0 is the scant-off
distance at the apex of the bowshock) from the pulsar due to numerical challenges. Also, the model neglects
the impact of the magnetic field on the flow dynamics. It is reasonable to expect that the pulsar tail physics
may have some similarities with that of leptonic AGN jets for the case when the pulsar spin axis are parallel
to its velocity vector (except that magnetic hoop stress may turn out to be larger in the case of pulsar tails).
Therefore, some of the AGN jet simulations may be relevant for the pulsar tails.
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Fig. 7 A schematic representation of PWNe around the pulsar at rest (left) and supersonically moving pulsar
(right) for an idealized case of isotropic pulsar wind

a few rs from the pulsar) should also depend on the angle between the velocity vector and
the spin axis of the pulsar. These effects have been investigated numerically by Vigelius
et al. (2007) in the limit of non-relativistic 3D hydrodynamics who found that the bow
shock morphology is only weakly affected by the pulsar-wind momentum flux anisotropy
but the morphology of the pulsar wind flow in the tail is strongly affected.16 On the other
hand, the ambient medium non-uniformity was found to be greatly affecting the bow shock
symmetry and shape. Overall, Vigelius et al. (2007) concluded that “the anisotropy of the
wind momentum flux alone cannot explain the observed bow shock morphologies”. The
simulations also show that Kelvin-Helmholtz (KH) instabilities can develop if the ambient
medium exhibits a large pressure gradient. These could be further amplified if the relativis-
tic nature of the pulsar wind flow is taken into account due to the increased velocity shear
(Bucciantini et al. 2005). In such situation it is possible that the shocked ambient material
can be entrained in the pulsar wind flow altering its structure, dynamics, and emission prop-
erties. The entrainment of ambient matter in the pulsar wind is largely an unexplored area
(see, however, Lyutikov 2003). Further simulations of bow shock PWNe taking into account
all these effects (relativistic velocities, ambient medium non-uniformity and entrainment,
pulsar wind anisotropy and dynamical role of the magnetic fields, 3D geometry and insta-
bilities) can provide a realistic picture for comparison with the observations. It may also be
possible to make progress by advancing the analytical models of these outflows. Romanova
et al. (2005) has constructed a model of a pulsar magnetotail for the axisymmetric case
(the pulsar velocity is co-aligned with its spin axis). In this model the pulsar wind remains
collimated at large distances from the pulsar forming a magnetotail where an equiparti-
tion is reached between the magnetic energy and the relativistic particle energy. The model
predictions for the shape of the magnetotail appear to agree with the data in some cases
(e.g., PSR J1101–6101; Halpern et al. 2014 and PSR J1747–2958; Gaensler et al. 2004;
Yusef-Zadeh and Gaensler 2005) and disagree in others (e.g., PSR J1509–5850; Kargalt-
sev et al. 2008), possibly, discriminating between the axisymmetric and non-axisymmetric
cases.

16The simulations by Vigelius et al. (2007) only extended for a few rcd,0 from the pulsar, much smaller than
the scales of extended tails seen in X-rays.

Reprinted from the journal 410



Pulsar-Wind Nebulae

Fig. 8 X-ray (red) and radio (blue) images of pulsar tails produced from archival Chandra and JVLA data.
The J1509-5850 radio image is based on the Ng et al. (2010) analysis of Australia Telescope Compact Array
observation

Fig. 9 Chandra ACIS images of the head regions of B0355+54, J1509–5058, and Mouse PWNe (left to
right). Notice very different morphologies of B0355+54 and J1509–5058 PWNe. The images are produced
from archival Chandra data

Chandra and XMM-Newton observations provided for the first time X-ray images of
PWNe around supersonically moving pulsars (see examples in Figs. 8, 9, 10, and 11). Some
of these images display structures (see e.g., Figs. 8 and 9) that are broadly consistent with
the theoretical expectations. Indeed, in the X-ray images shown in Fig. 8 one can identify
bright PWN heads accompanied by much fainter extended tails (see Fig. 8). Interestingly,
the X-ray bright PWN head may or may not be bright in the radio (cf. PWN of PSR J1747–
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Fig. 10 570-ks Chandra ACIS
image of Geminga PWN (Posselt
et al. in prep.)

Fig. 11 Puzzling PWN morphologies are seen in the Chandra images of three high-speed pulsars. The
arrows show pulsar proper motion directions. In two cases (left panels) the extended structures are orthogonal
to the pulsar proper motion. For PSR J0357+3205 (right panel) the extended X-ray emission brightens further
away from the pulsar while it is very dim in the immediate vicinity of the pulsar (shown in the inset). See
Pavan et al. (2014); De Luca et al. (2013); Johnson and Wang (2010) for detailed analysis

2958 (“Mouse”) and PWN of PSR J1509–5058). Radio polarimetry of two extended tails
(Mouse and J1509–5058; Yusef-Zadeh and Gaensler 2005 and Ng et al. 2010) shows that
the magnetic field direction is predominantly transverse in the case of the J1509–5058 tail
and aligned with the tail in the case of the Mouse tail. This may suggest that the spin axis is
more aligned with the velocity vector for J1509–5058 than for the Mouse pulsar (see Fig. 3
from Romanova et al. 2005). Recently, deep, high-resolution observations with Chandra re-
vealed interesting structures of the bright bow shock PWN heads. Images of J1509–5058
and B0355+54 PWNe, shown in Fig. 9, exhibit contrasting morphologies. The head of the
B0355+54 PWN shows symmetric, filled “mushroom cap” morphology with emission be-
ing somewhat brighter near the center than on the sides. On the other hand, the head of the
J1509–5058 PWN, comprised of two bent arcs resembling a bow structure (the arcs, how-
ever, do not quite connect to the pulsar), is mostly “empty” except for the slight extension

Reprinted from the journal 412



Pulsar-Wind Nebulae

just behind the pulsar. This structure remarkably resembles that of the nearby (d ≈ 250 pc)
Geminga PWN (see Fig. 10) as it would be seen at a much larger distance of J1509–5058
(d ≈ 4 kpc). The bow-shaped X-ray emission can either be associated with the forward
shock in the ambient medium (unlikely, because the pulsar velocity must be very high to
produce X-rays by heating ISM) or pulsar jets. In the latter scenario the outflows from
J1509–5058 and Geminga must be dominated by the luminous jets rather than the equatorial
component (cf. Crab and Vela PWNe). This may be difficult to reconcile in the Komissarov
and Lyubarsky (2004) model where the jet formation is intimately connected to the diverted
by the magnetic field hoops stress equatorial outflow (backflow) which helps to collimate
the polar outflow. Furthermore, the recent 3D simulations (see Sects. 2.2 and 2.3) suggest
reduced axial compression and weaker jets compared to the 2D simulations. On the other
hand, most numerical simulations are designed to reproduce the Crab and Vela structures
with a large angle between the NS magnetic dipole and spin axis. If this angle is small, the
outflow dynamics could be substantially different. If the side arcs of J1509 are indeed jets,
it would also be difficult to explain the ordered helical magnetic field morphology in the ex-
tended tail (revealed by the radio polarimetry; Ng et al. 2010) because such a structure would
be more natural for the axially symmetric case (Romanova et al. 2005). Thus, although it is
plausible that qualitative morphological differences in the appearances of compact PWNe
can be attributed to the geometrical factors (i.e. angles between the line-of-sight, velocity
vector, spin axis, and dipole axis), these dependencies are yet to be understood.

Particularly interesting and puzzling is the transition region between the bright PWN
head and the faint extended tail. For instance, in the B0355+54 PWN (“Mushroom”) the
drop in the surface brightness at the trailing edge of the Mushroom “cap” is nearly as sharp
as at the leading edge (this makes it unlikely to be due to the synchrotron burn-off). In the
conventional (isotropic pulsar wind) bow-shock tail models this could be associated with
the back surface of the bullet-shaped termination shock (Bucciantini et al. 2005; Gaensler
et al. 2004). However, this interpretation does not appear to work for the J1509–5058 PWN
which lacks the emission from putative back surface of the termination shock. The transition
is also much smoother in the Mouse PWN (see Fig. 9, right panel). The B0355+54 PWN
image also shows much fainter, narrow “stem” attached to the Mushroom cap which makes
it tempting to associate the bright trailing edge of the Mushroom cap with the equatorial
termination shock that has been pushed back by the ram pressure. In this scenario the stem
and the brighter middle part of the Mushroom cap would be associated with polar outflow
(a jet). However, even in this case the drop in the brightness at the trailing edge of the
Mushroom cap may be too abrupt. For instance, in the deep Chandra images of the compact
Vela PWN one can see the effect of the motion onto the inner ring (commonly associated
with the termination shock) with the particles being blown back off the inner ring (see Fig. 5,
right panel). We do not observe such a smooth transition behind the Mushroom “cap”.

The PWNe behind several very fast-moving pulsars display puzzling morphologies (see
Fig. 11). These are the “Lighthouse nebula” with PSR J1101-6101 (Halpern et al. 2014;
Pavan et al. 2011; Tomsick et al. 2012), the “Guitar nebula” with PSR B2224+65 (John-
son and Wang 2010; Hui and Becker 2007), and the “Turtle nebula” with PSR J0357+3205
(Marelli et al. 2013). The first two display bizarre extended features orthogonal to the pul-
sar’s proper motion directions. The third PWN represents a long and luminous tail in the
direction opposite to that of the pulsar’s motion; however, close to the pulsar the tail is very
faint (undetectable) with no sign of a bright “head” (or compact nebula) near the pulsar
(cf. Mouse, B0355+54, or J1509–5058 PWNe). Similar puzzling behavior is seen for PSR
J1101-6101 in the Lighthouse PWN. To explain these structures, several hypothesizes have
been suggested. Sideways structures in PSRs J1101-6103 and B2224+65 could be pulsar
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jets (e.g., Johnson and Wang 2010; Pavan et al. 2014), although the one-sidedness and high
X-ray efficiencies (LX/Ė) of these structures remain puzzling. The leakage of the wind par-
ticles from the apex of the bow shock pushed too close to the termination shock may be an
alternative possibility (Bandiera 2008). In the latter case, the morphologies of the sideways
features are expected to follow the morphology of the magnetic field in the surrounding
ambient medium (which, in these cases, is the ISM well outside the pulsar’s host SNRs).

The bowshock PWNe with tails are often found around older pulsars moving fast through
the rarefied ISM (perhaps due to the observational bias; see KP08). Unlike torus-jet PWNe,
the bowshocks are often seen in Hα . However, Hα bowshocks and bright X-ray tails
are rarely seen together (exceptions are PSR J1741-2054, PSRs J2124-3358, and binary
B1957+20). The scarcity of such cases suggests that the pre-ionization of the oncoming
ISM by the high-energy radiation from the compact PWN and/or pulsar can play an im-
portant role. The cases with both Hα and radio emission are also very rare but this may be
due to the limited number of objects observed sufficiently deep in the radio. The sizes of
extended pulsar tails can reach 7–8 pc in X-rays (e.g., PWN of PSR J1509–5850) and up
to ∼ 17 pc in radio (e.g., Mouse PWN). These two PWNe, well studied both in X-rays and
radio, show remarkably contrasting behavior. The Mouse PWN appears to be the brightest
closer to the pulsar both in radio and X-rays while the radio emission from the J1509–5850
PWN is lacking near the pulsar and becomes brightest only a few arc minutes away from
the pulsar (see Fig. 8). The morphology of the radio PWN of PSR J1101–6101 is similar
to that of J1509–5850 radio PWN. Furthermore, the radio polarization measurements indi-
cate that in the Mouse tail the magnetic field direction is predominantly parallel to the tail
(Yusef-Zadeh and Gaensler 2005), in the J1509–5850 PWN it is mostly perpendicular to the
tail (Ng et al. 2010). The differences may be related to different angles between the pulsar
velocity and spin axes in these two PWNe.

PWNe with Hα bow shocks are particularly interesting because the Hα emission allows
one to map the structure of the forward shock not only in coordinate space but also in
velocity space through the measurements of the Doppler shifts in hydrogen lines across the
forward shock (Romani et al. 2010; Brownsberger and Romani 2014). For instance, Romani
et al. (2010) performed spectroscopic observations for J1741–2054 and measured the radial
velocities up to 
 50 km s−1 consistent with the bowshock model implying pulsar speed of
∼ 150–200 km s−1 and inclination angle17 of about 75◦ (see also Auchettl et al. 2015).

Measurements of spectral line (Hα or/and Hβ ) fluxes can provide accurate diagnostics
of the ambient medium density if other parameters (pulsar velocity Vpsr, distance to the
pulsar d , and the stand-off distance rcd ) are well constrained. A nearby millisecond PSR
J0437–4715 with Ė = 5.5× 1033 erg s−1 represents an example of such kind. The pulsar,
located at the (parallax) distance of d = 156 pc and moving with Vpsr = 134 km s−1 (for
the inclination i = 53◦ inferred from the bowshock shape), shows a prominent Hα bow
shock (Fig. 12) with a stand-off distance rs = 2.2 × 1016 cm. This implies ISM density
nH = Ė/4πcr2

s mHV
2

psr = 0.1 cm−3. For slow (Vpsr < 103 km s−1) bowshocks the Hα yield
(i.e., number of Hα photons per incoming neutral) is εHα = 0.6(v/100 km s−1)−1/2 accord-
ing to Heng and McCray (2007) and the Hα flux fHα ≈ 0.0074(v/134 km s−1)1/2(rs/2.2×
1016 cm)2(d/156 pc)−2(nH/0.1 cm−3)ξHI photons cm−2 s−1 (see e.g., Chatterjee and
Cordes 2002; Brownsberger and Romani 2014). The measured Hα flux from the J0437–
4715’s bow shock apex, fHα = 6.7 × 10−3 photons cm−2 s−1 (Brownsberger and Romani
2014), implies that the neutral H fraction ξHI ≈ 0.9. This is somewhat surprising because
the classical Strömgren radius for the ionizing radiation produced by the pulsar appears

17The angle between the line of sight and the pulsar velocity vector.
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Fig. 12 Hα (left) and far-UV (right) images of the bow shock around PSR J0437–4715. Faint, amor-
phous diffuse emission seen around the pulsar in the right panel is the instrumental artifact (thermal glow
of HST/SBC detector) while the structure seen at the bottom is a background galaxy. Both right and left panel
images show the same area of sky. (Rangelov et al. in prep.)

to be much larger than the distance to the Hα bowshock apex indicating that the classical
formula is probably inapplicable when ionizing radiation is X-rays. PSR J0437–4715 bow
shock is the only one from which the far-UV (FUV; see Fig. 12) emission has been detected
(other pulsars with Hα bowshocks may simply be too far, so FUV photons are easily ab-
sorbed). The measurement of the FUV spectral slope, α ∼ 1.5 (for Fν ∝ ν−α), suggests a
non-thermal emission mechanism (likely synchrotron) apparently coming from the vicinity
of the forward shock (FUV and H-alpha bow-shocks coincide within the measurements er-
rors, 
 0.5′′). This is puzzling because it either implies acceleration of the ambient medium
electrons to very high energies or escape of the pulsar wind electrons into the forward shock
zone. The latter would imply that these electrons, invisible (in the FUV) inside the bow
shock, for some reason become FUV emitters in the forward shock region. No firm detec-
tion of X-ray emission has been reported for the pulsar wind of J0437–4715 yet, although
an analysis of archival Chandra ACIS data indicates that a compact, r 
 2′′–3′′, asymmetric
(most of the emission is ahead of the pulsar) PWN with the luminosity of 3.8× 1028 erg s−1

may be present (Rangelov et al. in prep.).
So far B1951+32, J1509–5850, and J2124–3358 are the only three solitary pulsars where

both X-rays and Hα have been detected. However, in J1509–5850, Hα emission is believed
to come from the photo-ionized medium rather than from the bow shock (see the discus-
sion in Brownsberger and Romani 2014) and for B1951+32 the surrounding environment
is complex due to possible contribution to Hα from the filaments of the host SNR CTB 80.
Therefore, it is important to perform deep H-alpha imaging and spectroscopy of nearby pul-
sars with X-ray bow shocks to study the connection between the pulsar wind and shocked
ambient medium regions.

1.4 PWNe in Binaries

Sufficiently energetic non-accreting binary pulsars may be able to power detectable PWNe.
In binary systems, in addition to the pulsar parameters, the PWN morphology and appear-
ance would depend on the properties of the binary companion and parameters of the binary
orbit. Even if the companion star is lacking any wind itself (e.g., it is a cold white dwarf or
old low-B neutron star) the pulsar wind will be affected by the ram pressure due to its own
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orbital motion if the ram pressure caused by the orbital motion is comparable to or larger
than the ambient pressure (or ram pressure due to the motion of the binary as a whole).
Thus, binary motion can strongly affect the pulsar wind flow (and morphology of the mag-
netic field) downstream of the termination shock or even the termination shock itself (see
e.g., Bosch-Ramon et al. 2012; Zabalza et al. 2013). If the companion star has a powerful
wind the interaction becomes even more complex with the outcome critically dependent on
the ratio of momentum fluxes of the two winds η = Ėc−1/Ṁwvw (where Ṁw and vw are
the mass loss rate and the massive star wind velocity), a key parameter in colliding wind
binaries (see Dubus 2013). If η� 1, the pulsar wind dominates (e.g., for B1957+20—the
original “black widow” system) while in the opposite case the companion star wind will
be dynamically dominant. In general, η can vary with the orbital position (1) if the pulsar
wind (or the massive star wind) is anisotropic, and the spin axis of the pulsar (or the massive
star) do not coincide with the orbital angular momentum vector or (2) if the orbit is highly
eccentric.

The most famous example of a pulsar binary system where all these effects play a sig-
nificant role is LS 2883 with the young energetic pulsar B1259–63 (B1259 hereafter) in
an eccentric 3.4-year orbit around a massive O-star. Although direct observations of pulsar
wind in B1259 may not be feasible (except perhaps for the VLBI imaging observations;
see Moldón et al. 2012), there are indirect ways to learn about the pulsar and stellar wind
properties and their interaction. These include multi-wavelength spectrum and flux measure-
ments as a function of orbital phase (Chernyakova et al. 2014), pulsar radio signal variabil-
ity measurements (Shannon et al. 2014 and references therein), and, a high-resolution X-ray
imaging, which recently revealed a dynamic structure associated with the binary (Kargaltsev
et al. 2014b). An X-ray emitting cloud was found to be moving away from the binary (see
Fig. 13) with the velocity of ≈ 0.07c (Pavlov et al. 2015), which, together with the lack of
deceleration, implies either a hadronic cloud with very large mass � 1027n(d/2.3 kpc)2 g
moving in the O-star wind with density n or a lighter cloud moving in the rapidly expand-
ing, unshocked relativistic pulsar wind (implies η� 1 in the polar O-star wind). The former
scenario implies that the cloud was ejected from the binary during the 2011 periastron pas-
sage, when the pulsar interacted with the excretion disk of the massive O-star. However, the
corresponding kinetic energy of the cloud must be very large, ∼ 2× 1045 erg, and it must
have been launched via a complex interaction between the pulsar wind and excretion disk of
the O-star with the energy source being problematic (pulsar’s Ė can only provide∼ 1042 erg
during the disk passage). The latter scenario is at odds with the common assumption of η� 1
for such kind of binaries but it does not require extreme values of mass and energy for the
cloud (Pavlov et al. 2015).

We note that there are other systems where pulsars (albeit these may not be as young and
energetic) might orbit massive (often Be or O type) stars, and it is plausible that other TeV
gamma-ray binaries (e.g., LS 5039, LS I +61 303, and HESS J0632+057) also host pulsars
(Dubus 2013; Kargaltsev et al. 2014a and references therein). Indeed, Durant et al. (2011)
reported evidence for amorphous arc minute-scale X-ray emission with a hard spectrum
around LS 5039 which was interpreted as synchrotron radiation from ultrarelativistic (pulsar
wind?) particles escaping from the system.

Among other types of binaries which can shed light on the properties of pulsar winds at
smaller distances from the pulsar through the interaction with the companion are the famous
double pulsar (see e.g., Arons et al. 2005), recently reported very eccentric binary with PSR
J2032+4127 (Lyne et al. 2015), and black widow pulsar B1957+20 (Huang et al. 2012).
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Fig. 13 Chandra observations (on MJD 55912, MJD 56431, and MJD 56696 left to right) of LS
2883/B1259-63 reviling the relativistic, v = (0.074± 0.006)c, motion of cloud ejected from the binary. See
the corresponding movie at http://home.gwu.edu/~kargaltsev/B1259.html

1.5 PWN Spectra

It is commonly accepted that radio-to-MeV emission in PWNe is the synchrotron emission.
This naturally explains the observed high degree of polarization in X-rays, optical, and radio
(Moran et al. 2013; Bietenholz et al. 2004; Weisskopf et al. 1978). Multiwavelength observa-
tions and modeling show that IC scattering on Cosmic Microwave Background and NIR/IR
background starts to dominate PWN spectra in GeV (Acero et al. 2013) and completely
dominates synchrotron at TeV energies (Atoyan and Aharonian 1996, Volpi et al. 2008,
Olmi et al. 2014, and Gelfand et al. 2009; see the Crab and Vela PWN spectra in Fig. 14
for example). The theoretical models of particle acceleration and non-thermal emission in
PWNe predict, in the ideal MHD framework, a cutoff around 150 MeV (see Sect. 3.1).
These models well reproduce the observed cutoff in the Crab Nebula spectrum (see left side
of Fig. 14). However, the slow acceleration rates of ideal MHD models (as, e.g., diffusive
shock acceleration) do not allow fast variability in the nebular emission (see Sect. 3 for
Crab flares). The questions about the location and distribution of acceleration sites as well
as acceleration mechanism in the pulsar winds and PWNe also remain open (see Sect. 2.4).

If the pulsar wind contains relativistic protons, it is possible that hadronic emission (due
to neutral pion decay) contribution can become appreciable in dense environments (Bartko
and Bednarek 2008). Multiwavelength emission from bow shock PWNe (including pulsar
tails) produced by pulsars moving in a low-density ISM (outside their host SNRs) should
be purely leptonic. However, surprisingly few of these objects have been detected in TeV
(one of the deepest limits, 0.1 % of Ė in 1–10 TeV, is obtained with VERITAS for the tail
of B0355+54; Brett McArthur, private communication). Recent review of the observational
X-ray and TeV properties for the population of 91 PWNe can be found in Kargaltsev et al.
(2013b).

1.5.1 Spatially Resolved X-Ray Spectra

Deep Chandra ACIS observations of a few bright PWNe allow us to create spectral maps
with high-spatial resolution (Kargaltsev et al. 2013a). These maps are expected to provide
manifestation of synchrotron burn-off (X-ray spectra should become softer farther away
from the pulsar) which depends on the strength of magnetic field and bulk flow speed (Ken-
nel and Coroniti 1984b; Wang et al. 2001; Reynolds 2009) but they may also contain signa-
tures of spatially distributed (in-situ) particle acceleration or rapid particle diffusion. These
spectral maps demonstrate that the pulsar spectra measured just downstream of the termina-
tion shock can differ substantially. From Table 1 one can see that although for the Crab PWN
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Fig. 14 Multiwavelength spectra of the Crab (left; from Volpi et al. 2008) and Vela PWN (right; spectrum
from r = 6′ from pulsar shown in color while the relic Vela X plerion spectrum is in grey; from Mattana et al.
2011)

Table 1 Photon indices (Γ ) and electron SED slopes (p = 2Γ − 1) measured from Chandra ACIS data for
the innermost regions in 9 bright PWNe (Kargaltsev et al. 2014c)

PWN Γ p

Crab 1.80± 0.05 2.6

Vela 1.30± 0.05 1.6

3C58 1.9± 0.07 2.8

G320.4-1.2 1.4± 0.1 1.8

Kes 75 1.9± 0.1 2.8

G21.5-0.9 1.40±0.06 1.8

G11.2-0.3 1.5± 0.1 2.0

CTB 80 1.7± 0.1 2.4

G54.1+0.3 1.50± 0.05 2.0

the inferred (assuming synchrotron emission model) slope of the electron SED, p = 2Γ −1,
is consistent with the p = 2.1–2.8 expected from the commonly invoked Fermi acceleration
mechanism (Achterberg et al. 2001; Sironi and Spitkovsky 2009a, 2011b), for the Vela PWN
the spectrum is much harder (p ≈ 1.6) suggesting that a different mechanism might be at
work (e.g., magnetic reconnection; Sironi and Spitkovsky 2014). At least some of the long
pulsar tails (e.g., tail of PSR J1509–5850) tend to show very little evidence of cooling (in
terms of spectral softening in X-rays) which either suggests ongoing in-situ acceleration
along the tail or extremely fast bulk flow (Klingler et al. in prep.).

1.5.2 X-Ray and TeV Efficiencies of PWNe

The substantial number of PWNe detected in X-rays and TeV allows one to investigate the
population properties. Here we will only consider X-ray and TeV radiative PWN efficien-
cies (ηγ,X = Lγ,X/Ė) and refer the readers to Kargaltsev et al. (2013b) for the analysis of
other TeV and X-ray properties of PWNe. Figure 15 (based on the information collected
in Tables 1–3 in Kargaltsev et al. 2013b, with some updates) shows the X-ray and TeV lu-
minosities of PWNe (and PWN candidates for TeV). Notice a very large spread of X-ray
efficiencies and a noticeably smaller spread for the TeV efficiencies. While there is a clear
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correlation between Ė and ηX there is no noticeable correlation in TeV. Finally, the majority
of PWNe that are underluminous in X-rays appears to be around γ -ray loud, radio-emitting
pulsars with small magnetic inclination angles (based on Rookyard et al. 2014).

1.5.3 Search for New PWNe in GeV γ -Rays

PWNe are the most numerous source class that emerged from the H.E.S.S. Galactic Plane
Survey (Carrigan et al. 2013), and about 100 PWNe or PWNe candidates are known in
X-ray. Nevertheless only very few sources are detected in the MeV–GeV range, because
this energy range falls between the tail of the synchrotron emission and the rising part of
the IC emission and because of the lack of sensitive instrumentation with good angular res-
olution. Often, the search for PWN at GeV energies has to be carried out in the presence of
γ -ray-loud pulsar by looking for the off-pulse emission which could come from the PWN
(see Abdo et al. 2013). In Acero et al. (2013), a search for GeV emission from 58 TeV
PWNe and unidentified sources was performed, with the requirements of (1) good GeV and
TeV spectrum connection and (2) extended emission. A total of thirty sources were detected
in the GeV range, for energies above 10 GeV; among them, 11 sources are PWN candidates,
and three are reliably identified as new PWNe. These new sources are associated with young
(age between 1 and 30 kyr) and powerful pulsars with Ė between 1036 and 1039 erg s−1. It
is interesting to study how the multiwavelength properties of the PWNe evolve with the
properties of the host pulsar. It was found in Acero et al. (2013) that there is no correla-
tion between the GeV luminosity and the age and the spin-down luminosity of the pulsars,
and the same for the GeV-to-TeV luminosity ratio. On the other hand, the GeV-to-X-ray
luminosity ratio appears to increase with age. Even less is known about PWN emission at
the MeV energies due to the poor imaging capabilities of the MeV telescopes. The dip is
expected to occur at these energies in the spectra of ∼10 to ∼100 kyr-old PWNe which are
most frequently found in X-rays and TeV. Measuring the cut-off energy of the synchrotron
spectrum in hard X-rays constrains maximum energies of the electrons in PWNe.

1.5.4 Multiwavelength Spectra

Spatially-resolved spectroscopy is primarily done in X-rays, thanks to the superb resolution
of Chandra. It remains rather challenging to obtain spatially-resolved spectral measurements
at other frequencies. In the optical-NIR this is primarily due to the faintness of the PWN
emission (except for the Crab PWN) and contamination by various background sources. In
the radio, this is challenging because of the interferometric nature of high-resolution obser-
vations and difficulties in combing the requirements of imaging both the large- and small-
scale structures. At higher energies (MeV, GeV and TeV), the resolution of the existing tele-
scopes is often insufficient to resolve PWNe, and in those cases when large relic PWNe can
be resolved (Aharonian et al. 2006e; Abramowski et al. 2012) the limited signal-to-noise
ratio typically precludes spatially resolved studies (see, however, Aharonian et al. 2006a;
Van Etten and Romani 2011). Therefore, the MW spectra of most PWNe are, by neces-
sity, spatially-integrated which in many cases introduces bias and systematic uncertainties
that are difficult to account for (Van Etten and Romani 2011). Indeed, as one can see from
Fig. 14, the MW spectrum of the compact Vela PWN is very different from the MW spec-
trum of the relic plerion Vela X (which may be a peculiar one in other respects also, see
below). The PWN luminosities shown in Fig. 15 are calculated for very different regions
in most PWNe and therefore should be treated as such (i.e. cannot be treated as if both
X-ray and TeV photons are emitted from the same PWN region). If both TeV and X-ray
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Fig. 15 Top: X-ray luminosities of PWNe and PWN candidates vs. pulsar’s Ė. TeV PWNe and TeV PWN
candidates are shown in red. The dotted straight lines correspond to constant X-ray efficiencies; the upper
bound, logLcr

X
= 1.51 log Ė − 21.4, is shown by a dashed line (Kargaltsev et al. 2012). The PWNe detected

in GeV by Fermi are marked by stars. Blue filled circles are the pulsars with confidently measured small
(< 10◦) magnetic inclination angles from Rookyard et al. (2014). Bottom: TeV luminosities of PWNe and
PWN candidates vs. pulsar’s Ė. Thin error bars mark questionable associations. The PWNe undetected in
X-rays are marked by circles. PWNe detected by Fermi are marked by stars. The dotted lines correspond
to constant values of the TeV γ -ray efficiency ηγ = Lγ /Ė. The detection of TeV emission from Geminga
region is, so far, based solely on Milagro result (Abdo et al. 2009) which has not been confirmed by any other
observatories (e.g., VERITAS)
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efficiencies (luminosities) of PWNe are compared to those derived from a one-zone PWN
model, one should be aware of the limitations of this approach. Multi-zone models, taking
into account both advection and diffusion, appear to be the next logical step in theoretical
development and in preparation for Cherenkov Array Telescope (CTA; see e.g., Fortson and
CTA Consortium 2015).

As an example (albeit possibly an unusual one) of a relic PWN one can consider Vela X.
The nearby Vela SNR (∼ 8◦ in diameter) has a large region of non-thermal radio emission
surrounding the Vela pulsar (see e.g., Bock et al. 1998). One of the brightest radio filaments
in Vela X, positioned at the southwest of the pulsar, was detected in X rays with ROSAT,
ASCA, Suzaku, and XMM-Newton (Markwardt and Ögelman 1995, 1997; Mori et al. 2008;
LaMassa et al. 2008) and, more recently, in GeV γ -rays with AGILE (Pellizzoni et al. 2010)
and Fermi LAT (Abdo et al. 2010b) and very high energies (0.5–70 TeV) with HESS (Aha-
ronian et al. 2006c) and CANGAROO (Enomoto et al. 2006). The bright X-ray and VHE
emission regions are positionally coincident (they sometimes referred to as a “cocoon”), and
have been commonly dubbed a relic PWN displaced to the south by the unequal pressure
of the reverse shock propagating within the SNR. However, subsequent deeper observations
with H.E.S.S. (Abramowski et al. 2012) and Fermi LAT (Grondin et al. 2013) revealed a
fainter extended emission whose morphology appears to correlate with the the double-lobe,
large (∼ 2◦ in extent) structure found at 61 GHz in the WMAP images. This yields strong
support to the scenario where two different populations of electrons are needed to reproduce
the radio/GeV halo and the X-ray/TeV cocoon, respectively (de Jager et al. 2008).

2 Theory of PWNe

2.1 General Properties of Pulsar Winds and Structure of PWNe

Theoretical studies of PWNe concentrated on interaction of the relativistic pulsar wind with
the surrounding plasma. The morphology of nebulae is described in the scope of magneto-
hydrodynamic (MHD) models, which proved to be very successful. In order to understand
the radiation spectra, one has to develop realistic particle acceleration models; this is a much
more difficult task. Here we shortly review the recent development of the PWNe theory; for
more comprehensive reviews, see, e.g. Kirk et al. (2009); Arons (2012); Bühler and Bland-
ford (2014).

The general features of PWNe are basically dictated by the physics of the pulsar wind:

– The pulsar wind is composed predominantly of electron-positron pairs, may be with some
admixture of ions. The pair content of PWNe suggests that the pair density in the wind
is rather high, more than enough to ensure that the wind could be described as an MHD
flow (de Jager et al. 1996; Bucciantini et al. 2011).

– The wind is strongly magnetized; most of the energy is transferred, at least initially, as
Poynting flux.

– The wind is highly anisotropic: the Poynting flux is maximal in the equatorial belt and
goes to zero at the axis (Michel 1973; Bogovalov 1999; Tchekhovskoy et al. 2013).

– An obliquely rotating magnetosphere produces variable electromagnetic fields that prop-
agate in the wind as MHD waves; specifically in the equatorial belt, where the magnetic
field changes sign every half of period, the so called striped wind is formed.

The PWN is in fact a bubble filled predominantly by relativistic particles and magnetic
fields; it is inflated by the pulsar wind that continuously pumps into the surrounding medium
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the energy in the form of relativistic particles and magnetic fields. Within the nebula, the
fields and the particles are roughly in equipartition therefore the main question is how the
Poynting flux in the pulsar wind is converted into the energy of particles (the so called
σ -problem).

Even though the details of the energy transformation process remain obscure, the gen-
eral picture is robust: most of the energy is transferred in the wind by alternating electro-
magnetic field; and the energy is transferred to the plasma when the alternating field
dissipates. This conclusion follows from the strong anisotropy of the MHD wind, in
which energy is predominantly transferred in the equatorial belt where the striped wind
is formed. Of course the fraction of the energy transferred by alternating fields depends
on the angle between the magnetic and rotational axes of the pulsar: an aligned rotator
does not produce alternating fields at all whereas the energy from a perpendicular rota-
tor is totally transferred by alternating fields. Due to the strong anisotropy of the pul-
sar wind, most of the energy is transferred by alternating fields even in a moderately
oblique case. Komissarov (2013) calculated the fraction of the energy flux due to alter-
nating fields making use of the split monopole model of the pulsar wind (Michel 1973;
Bogovalov 1999), in which the Poynting flux is distributed as sin2 θ , where θ is the polar
angle. He found that even if the angle between the rotational and magnetic axes is 45◦, as
much as 72 % of the total energy is transferred by alternating fields. In real pulsar winds,
this fraction is even larger because the Poynting flux in the wind from a rotating dipole
magnetosphere is more concentrated to the equatorial belt than in the monopole wind; ac-
cording to numerical simulations by Tchekhovskoy et al. (2013), the angular distribution of
the Poynting flux is close to sin4 θ in this case.

Even though the dissipation mechanisms for variable fields in pulsar winds are still
debated, one has to stress that the particle Larmor radii within the nebula significantly
exceed the wavelength of the waves in the pulsar wind. Therefore these waves could
not penetrate into the nebula in any case; even if they survive within the wind, they
dissipate at the termination shock front (Lyubarsky 2003b; Pétri and Lyubarsky 2007;
Sironi and Spitkovsky 2011a). Therefore the post-shock flow must be the same as it would
be if the dissipation has already been fully completed in the wind. The structure of the
nebula is determined by the distribution of the total energy and mean magnetic field in the
wind. In the equatorial belt, where most of the energy is transferred, the mean field is weak
therefore relatively weakly magnetized plasma is injected into the nebula in this region. At
higher latitudes, the magnetic field does not change sign and the variable magnetic fields
could propagate in the form of fast magnetosonic waves. These waves efficiently decay as a
result of non-linear steepening (Lyubarsky 2003a) however, they could not transfer a large
fraction of the Poynting flux so that the flow magnetization in this region remains large even
after they decay.

Taking into account the above properties of the pulsar wind, the observed morphol-
ogy of PWNe, and first of all the characteristic disk-jet structure (Weisskopf et al. 2000;
Gaensler and Slane 2006), is naturally explained (Lyubarsky 2002). Namely, the disk is
formed by the relatively weakly magnetized equatorial flow, which transfers most of the
energy. In the Crab, such a disk is clearly seen in the Chandra map because the X-ray
emitting electrons rapidly loose their energy thus making X-rays a tracer for the freshly in-
jected plasma. In other PWNe, like Vela, the disk may even not be seen at all because the
high energy electrons fill a much larger volume. The high latitude flow remains magnetized
therefore it is compressed by the magnetic hoop stress to form a jet-like feature at the axis.
An important point is that in the highly relativistic, super-sonic (more exactly, super-fast-
magnetosonic) wind, the magnetic collimation is inefficient; the “jet” is formed beyond the
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termination shock where the flow is decelerated. Inasmuch as the pulsar wind is anisotropic,
the termination shock is highly non-spherical: it lies much closer to the pulsar in the polar
regions than in the equatorial belt; therefore the “jet” appears to originate from the pulsar
(see also Bogovalov and Khangoulian 2002).

This general conjecture has been confirmed by axisymmetric MHD simulations (Komis-
sarov and Lyubarsky 2004; Del Zanna et al. 2004, 2006; Volpi et al. 2008; Bucciantini et al.
2011). These simulations were able to explain also nontrivial features of the fine structure,
such as a mysterious knot, which is located within 1′′ from the Crab pulsar (Hester et al.
1995). Namely, the knot is a Doppler-beamed emission from the patch of the highly oblique
termination shock where the post-shock flow is still relativistic and directed towards the ob-
server (Komissarov and Lyubarsky 2004). Simulations with a better resolution and therefore
with a lower numerical viscosity (Camus et al. 2009) revealed bright fine filaments moving
away from the termination shock with a good fraction of the speed of light. These are highly
reminiscent of the so-called wisps of Crab nebula (Hester et al. 1995).

In spite of all these successes, important basic problems have remained unresolved.
Namely, axisymmetric simulations reproduce the observed structure of the nebula only if the
wind magnetization at high latitudes was chosen to be relatively small, significantly smaller
than one could expect from theoretical considerations. This discrepancy was resolved only
recently when fully 3D simulations have been performed (Porth et al. 2014). Let us describe
these recent developments in more details.

2.2 The σ -Problem and 3D Simulations of PWNe

The problem of the magnetic to the plasma energy transformation in pulsar winds is gen-
erally referred to as the σ -problem because the flow magnetization, defined as the ratio of
the Poynting to the plasma energy fluxes, is typically denoted by σ . The pulsar wind starts
as a highly Poynting dominated (σ ∼ 104–106); on the other hand, there is a pervasive be-
lief that one can account for the morphology of PWNe, including the remarkable jet-torus
structure, only if just upstream of the termination shock, σ does not exceed 0.01. Such a
tremendous drop in the flow magnetization looks so mysterious that the problem was some-
times referred to as the σ -paradox. However, one has to stress that what we really need to
consider is the mean field because alternating fields inevitably decay. As it was mentioned
above, they transfer most of the energy in the pulsar wind therefore the magnetization due
to the mean field is not large, which makes the σ -problem not so severe. Let us discuss the
issue in a bit more details.

First of all one has to stress that the strong constraints on the wind magnetization at
the termination shock mentioned above were obtained in spherically or axially symmetric
models of PWNs (Rees and Gunn 1974; Kennel and Coroniti 1984a; Emmering and Cheva-
lier 1987; Begelman and Li 1992). The reason for the required low value of σ is that in
these models, the magnetic field strength grows with radius within the nebula so that the
field would exceed the equipartition value and pinch the flow too much if the magnetization
at the termination shock is not extremely small. The behavior of the magnetic field could
be easily understood if one takes into account that the field in the far zone of the wind is
practically azimuthal, and in the axisymmetric flow, the field lines remain coaxial circular
loops. The radius of the field line increases when the flow expands, the field strength being
determined by the conservation of the magnetic flux within the toroidal magnetic tube. At
the termination shock, the flow compresses so that the magnetic field increases three times.
The flow within the nebula is subsonic therefore the pressure and the density of the plasma
do not change significantly. Therefore the volume of the toroidal magnetic tube remains
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Fig. 16 Formation of the polar
outflow in the 3D MHD
simulations by Porth et al.
(2014). The colour images show
the distribution of lgβ in the yz
plane, where β is the ratio of the
thermal to the magnetic pressure.
The black lines show the
momentary streamlines and the
red line the termination shock

roughly constant. In this case, the cross section of the tube decreases when the tube radius
increases, which implies an increase in the magnetic field roughly linearly with the radius.

Taking into account that the size of the nebula is about an order of magnitude larger
than the radius of the termination shock, one finds that in the axisymmetric flow, the field
strength in the main body of the nebula exceeds that in the wind just upstream of the shock
∼ 3 × 10 = 30 times whereas σ grows roughly three orders of magnitude. The problem
can be alleviated if the kink instability destroys the concentric field structure in the nebula
(Begelman 1998). Then the magnetic loops could come apart and one expects that in 3D,
the mean field strength is not amplified much by expansion of the flow. In this case, σ just
upstream of the termination shock might not need to be so unreasonably small as was found
in axisymmetric models.

This idea can be checked only by 3D simulations of plasma flow within the nebula. As the
first step, Mizuno et al. (2011) simulated the 3D evolution of a simple cylindrical model of
PWNe developed earlier by Begelman and Li (1992). This model describes a static cylindri-
cal configuration with a relativistically hot plasma such that the thermal pressure is balanced
by the hoop stress of a purely toroidal magnetic field. The simulations clearly demonstrated
that the kink instability does develop in the system and destroys the regular concentric struc-
ture of the magnetic field thus relaxing the hoop stress and triggering magnetic dissipation.
This proves that 3D effects play crucial role in the evolution of PWNe. However, these sim-
ulations do not claim to model PWN, simply because the continuous injection of magnetic
flux and energy into PWN by their pulsar winds is not accounted for.

The first realistic 3D simulations of PWNe were performed by Porth et al. (2014). They
used qualitatively the same setup as in 2D simulations, namely, the nebula is pumped by
a strongly anisotropic pulsar wind with the magnetization determined only by the mean
magnetic field as if the alternating component of the field has completely dissipated. The
difference was in the magnetization at high latitudes, where the magnetic field does not
change sign. In 2D simulations, the observed morphology was reproduced only if the high
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Fig. 17 Field lines in the 3D
simulations by Porth et al.
(2014). The lines are coloured
according to their orientation,
sections with dominating
azimuthal component being blue
and those with dominating
poloidal component being red.
The surface of the termination
shock is also shown, using the
magenta contour

latitude σ was chosen to be as small as 0.1 even though according to the pulsar wind theory,
it should remain significant, not less than a few. Porth et al. (2014) took σ = 1÷ 3 at high
latitudes, as it should be.

According to the results of their 3D simulations, the azimuthal component of the mag-
netic field is still dominant in the inner part of the nebula, which is filled mainly with freshly
injected plasma. The hoop stress of this field is still capable of producing noticeable axial
compression close to the termination shock and driving polar outflows, required to explain
the Crab jet, and jets of other PWNe (Fig. 16). However, these are much more moderate
than in 2D models. In the main body of the nebula, the highly organized coaxial configu-
ration of magnetic field is largely destroyed by the kink instability (Fig. 17) therefore the
global evolution of the PWN in 2D and 3D cases differs radically (Fig. 18). If the high
latitude magnetization is large, the 2D models develop extremely strong polar jets, which
burst through the supernova shell. In contrast, in the 3D models the z-pinch configuration is
destroyed by the kink instability so that the polar outflows are less powerful and eventually
lose collimation, as observed.

Important observational constraints are imposed by polarization measurements that re-
veal a high degree of polarization in the central part of the Crab nebula with the polarization
vector parallel to the pulsar axis, which may be considered as direct evidence for the az-
imuthal field (Hester 2008). The simulations do show that in spite of the strong disruption of
the azimuthal magnetic field, the polarization remains substantial, particularly in the inner
part of the nebula. The polarization direction on the scale of the torus clearly indicates an
azimuthal field because the photon magnetic vector appears to curve around the torus.

The 3D simulations also show a bright knot, which was discovered in the previous 2D
simulations (Komissarov and Lyubarsky 2004) and identified with the inner knot observed
in the Crab nebula (Hester et al. 1995). This emission comes from the immediate vicinity of
the termination shock, it is highly Doppler beamed and originates in the high-speed part of
the post-shock flow. A correlation was found between the knot position and the flux, such
that brighter states correspond to a smaller offset between the knot and the location of the
pulsar, which is in excellent agreement with the recent optical observations of Crab’s knot
(Moran et al. 2013). The simulated polarization degree and polarization angle in the knot
also agree with observations.

The termination shock is found to be unsteady due to an intricate feedback mechanism
between the shock and the nebula flow. The inhomogeneities, formed in the post-shock flow
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Fig. 18 Dependence of the total
pressure distribution, lgptot , on
the imposed symmetry (Porth
et al. 2014). The upper panel
shows the pressure distribution in
the xz plane of the 3D
simulations and the lower panel
in the corresponding 2D run. One
sees that the strong axial
compression observed in 2D
simulations is an artifact of the
imposed symmetry

as a result of this variability, appear as wisps emitted from the shock location, in a qualitative
agreement with the observations of the Crab nebula.

In the main body of the nebula, the kink instability not only destroys the regular magnetic
field structure; the excited turbulence yields efficient magnetic dissipation. In simulations,
this occurs at the grid scale via numerical resistivity. To become efficient, it requires creation
of ever smaller scale structures in the magnetic field distribution. However, it is important
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that the processes which drive the development of such structures occurs on scales above
the grid scale so that the dissipation rate is determined sufficiently accurately. The simula-
tions with doubled resolution show the same dissipation rate, which suggests that the high
degree of dissipation observed in these simulations is not far from being realistic. This also
agrees with the observations of synchrotron and inverse-Compton emission of the Crab neb-
ula, which show that the magnetic field is energetically sub-dominant to the population of
relativistic electrons by a factor of ∼ 30 (Hillas et al. 1998).

The above results suggest that the magnetic dissipation inside PWNe is a key factor of
their dynamics. Combined with the magnetic dissipation in the striped zone of the pulsar
wind, it allows to reconcile the observations of the Crab nebula with the expected high
magnetization of such winds, thus finally resolving the long-lasting σ -problem.

2.3 The Structure of the Highly Magnetized Region in PWNe

Even after decay of the alternating fields, the pulsar wind remains highly magnetized at
high latitudes. The energy and momentum flux in this domain of the wind is relatively small
therefore the termination shock approaches significantly closer to the pulsar near the axis
than at the equator. This region is not quite well resolved in simulations; they just show rapid
disruption of the flow by the kink instability. On the other hand, the highly magnetized region
is of special interest because the recently discovered strong, short gamma-ray flares from
the Crab nebula (Abdo et al. 2011b; Tavani et al. 2011) are generally attributed to a rapid
magnetic energy release via, e.g., reconnection (see Sect. 3), which assumes a magnetically
dominated region within the nebula. Lyubarsky (2012) developed a simple model clarifying
the structure of the high latitude flow.

In a highly magnetized flow, only weak shocks could arise therefore the termination
shock at high latitudes is weak; and the postshock flow in this region remains radial and
relativistic. Lyubarsky (2012) found a simple analytical solution for such a relativistic post-
shock flow. According to this solution, the flow initially expands and decelerates but even-
tually becomes to converge because the magnetic hoop stress is not counterbalanced either
by the poloidal field or by the plasma pressure. In the converging flow, magnetic energy is
converted into the plasma energy therefore the plasma accelerates and heats. If the flow re-
mained axisymmetric, it would eventually be focused at the axis, the magnetic energy being
transferred to the plasma. The focus occurs on the axis of the system at the distance from
the pulsar ∼ θ2

0 a, where θ0 is the opening angle of the highly magnetized part of the wind,
a the equatorial radius of the termination shock. This point may be identified with the base
of the observed jet.

An important point is that in a converging flow, even small perturbations eventually de-
stroy the regular structure. The reason is that if converging loops are initially shifted one
with respect to another by a displacement much less than their radius, the distortion be-
comes strong when the radius of the loops approaches the initial displacement. One has to
conclude that when the axisymmetric flow is focused into a point at the axis, the magnetic
loops inevitably come apart close enough to the converging point giving rise to a specific
turbulence of shrinking magnetic loops. Hence one can expect that the energy of the highly
magnetized part of the pulsar wind is released in a small region close to the converging
point; this gives rise to the observed jet. Relativistic turbulent motions in highly magnetized
plasma imply E ≈ B so that in the energy release region, particles could be efficiently ac-
celerated either via the second order Fermi mechanism or via the magnetic reconnection.
Therefore the synchrotron gamma-ray emission in the hundreds MeV band, both persistent
and flaring, could come from a small region at the base of the jet.
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2.4 The Unsolved Problem: Origin of PWN Spectra

One sees that the overall morphology of PWNe is now well understood in the scope of MHD
models. However, our ignorance of the physical processes giving rise to particle accelera-
tion forces us to treat the injection particle spectra in PWNe as free parameters (Del Zanna
et al. 2006; Volpi et al. 2008; Olmi et al. 2014), and this freedom in interpreting the data
limits the level of scrutiny to which MHD models can be subjected. The radiation spectrum
carries information about the particle acceleration processes. Most of the observed radiation
(from the radio up to a few hundred MeV) is synchrotron emission, with only the peak in
the very high energy gamma-ray band being attributed to the inverse Compton scattering of
synchrotron photons off high-energy electrons and positrons. The observed strong polariza-
tion in the radio, optical and X-ray bands is a supporting evidence for the synchrotron origin
of the nebula emission.

The synchrotron part of the spectrum may be described as a broken power-law. The
generic observational feature of PWNe is a flat radio spectrum, Fν ∝ ν−α , with α between
0 and 0.3, extending in some cases out to the infrared. At high frequencies, the spectrum
softens, and in the X-ray band, α > 1. Such an injection spectrum suggests an unusual ac-
celeration process. The observed radio spectrum implies a power-law energy distribution of
injected electrons, N(E) ∝ E−κ , with a shallow slope 1 < κ < 1.6. Such an energy distri-
bution is remarkable in that most of the particles are found at the low energy end of the
distribution, whereas particles at the upper end of the distribution dominate the energy den-
sity of the plasma. Specifically in the Crab Nebula, the observed emission spectrum implies
that the particles in the energy range from Emin < 100 MeV to Ebreak ∼ 1 TeV are injected
into the nebula with a spectral slope κ = 1.6, so most of the injected energy (∼ 5 ·1038 erg/s)
is carried by TeV particles, whereas ∼ 100 times more particles are found at low energies of
less than 100 MeV. This means that the acceleration process somehow transfers most of the
total energy of the system to a handful of energetic particles, leaving only a small fraction
of the energy for the majority of the particles. This is not what one would normally expect
from the conventional first-order Fermi acceleration process, in which the particle flow is
randomized at the shock and only a fraction of the upstream kinetic energy is deposited in
highly accelerated particles.

Lyubarsky (2003b) proposed that the flat energy distribution is formed in the course of
the particle acceleration by driven reconnection of the alternating magnetic field at the pulsar
wind termination shock. As a model for such a process, Lyubarsky and Liverts (2008) have
performed PIC simulations of driven magnetic reconnection in a pair plasma. Two stripes
of opposite magnetic polarity were compressed by means of an external force, which would
imitate the effect of a shock. They found that driven magnetic reconnection can produce
flat non-thermal particle spectrum, with κ ≈ 1. Realistic 3D PIC simulations of the shock
in a striped wind were performed by Sironi and Spitkovsky (2011a). They found that the
spectrum of accelerated particles depends on the parameter ξ = λ/σrl , where λ is the stripe
wavelength, rL =mc2Γ/eB the Larmor radius corresponding to the upstream Lorentz factor
of the flow, Γ , and the upstream magnetic field, B . It turns out that broad particle spectra
with flat slopes (1 < κ < 2) could be formed by the shock-driven reconnection only if the
above parameter is not less than a few hundreds. In the opposite case, the spectrum resembles
a Maxwellian distribution.

Note that σΓ is in fact the Lorentz factor the particles would achieve if the whole spin-
down energy were equally distributed between them. Therefore the parameter ξ is in fact
equal, to within a numerical factor, to the ratio of the pulsar light cylinder radius to the
Larmor radius acquired by the particles when a significant fraction of the Poynting flux is
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converted to the plasma energy. The latter is generally very large because the magnetic field
at the pulsar wind termination shock is weak therefore ξ could hardly exceed unity. The
condition for the formation of the non-thermal tail could be achieved only if the pulsar wind
is overloaded by pairs; then the energy per particle may be small enough so that the Larmor
radius remains small. At present, there is no reason, neither observational not theoretical,
to believe in such an necessary extraordinary large pair production in pulsars. Therefore the
problem of flat particle energy spectra in PWNe remains unsolved.

3 Implications of the Crab Flares

The rapid variability is now a well-established intrinsic property of the Crab Nebula in the
GeV gamma-ray band18 (Tavani et al. 2011; Abdo et al. 2011b). The flares were not pre-
dicted by the models and they generally do not fit in the framework of the classical the-
ory of pulsar wind nebulae and particle acceleration. This unexpected phenomenon is also
a challenge for observers, because the Nebula is routinely used as a standard candle for
cross-calibrating X-ray and gamma-ray instruments. We explain why the flares are so chal-
lenging for the models of the Crab Nebula in Sect. 3.1, and we briefly review some of
the current attempts to model the flares in Sect. 3.4 (see also the reviews by Arons 2012;
Bühler and Blandford 2014).

3.1 The Puzzling Features of the Flares

With more than 6 years of data, we know that the mysterious engine at the origin of the
gamma-ray flares turns on about once or twice a year for about a week.19 Outside of these
spectacular events, identified as the “flares”, the > 100 MeV lightcurve remains apparently
restless with continuous small variations of the flux (Buehler et al. 2012; Striani et al. 2013),
as if the engine never really switches off. The duration of the flares indicates that the emitting
region must be surprisingly small compared with the size of the Nebula. For a typically
week-long episode, the length-scale of the accelerator is of order ctflare ∼ 1016 cm, i.e., much
smaller than the size of the termination shock radius, which is of order 0.1 pc. The brightest
events present intra-flare variability timescales as short as about 8 hrs (see Fig. 19, and Balbo
et al. 2011; Buehler et al. 2012; Mayer et al. 2013), which put even more severe constraints
on the size of the particle acceleration site. Consequently, a tiny fraction of the Crab Nebula
is radiating ∼ 10 times more flux than the entire quiescent Nebula in the GeV band. During
the April 2011 flare, the gamma-ray flux peaked at about 1 % of the spin-down power of the
pulsar (Lsd = 5× 1038 erg/s) (Buehler et al. 2012). This is putting strong constraints on the
energetic budget required to power the flares.

The gamma-ray flare spectrum appears at the high-energy end of the quiescent syn-
chrotron spectrum, and extends up to about 1 GeV. The flaring component is usually at-
tributed to synchrotron radiation emitted by 1015 eV (or PeV) electron-positron pairs in a
∼ milli-Gauss magnetic field. Other radiative processes such as inverse Compton scatter-
ing or Bremsstrahlung are far too inefficient to cool down the particles over the duration
of the flare.20 It was already known that the Crab Nebula accelerates particles up to PeV

18The X-ray flux of the Crab Nebula is also variable but to a ∼ 10 % level over a year-timescale (Wilson-
Hodge et al. 2011). This will not be discussed here, because this phenomenon does not appear to be directly
connected to the flares.
19See http://fermi.gsfc.nasa.gov/ssc/data/access/lat/msl_lc/source/Crab_Pulsar.
20The flux of the inverse-Compton component above > 100 GeV remains constant during the flares
(H.E.S.S. Collaboration et al. 2014; Aliu et al. 2014).
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Fig. 19 Gamma-ray lightcurve
above 100 MeV of the April
2011 super-flare, measured by
the Fermi-LAT (Buehler et al.
2012). The horizontal dashed
blue line shows the “quiescent”
synchrotron flux > 100 MeV

energies (e.g., de Jager and Harding 1992). What is new, however, is the evidence that
such particles are accelerated over such a short timescale (the rise and decay timescales
of the flares range between 6 hours and few days). In fact, the gyration time of the PeV
particles is of order the duration of the flare themselves. Hence, the particles must be ac-
celerated over a sub-Larmor timescale, i.e., the acceleration process must be extremely
efficient. Diffuse shock-acceleration is not adequate to explain the flares because it op-
erates only over multiple gyrations of the particles moving back and forth through the
shock front. In addition, the inferred flaring particle spectrum can be as hard as dN/dγ ∝
γ−1.6 (Buehler et al. 2012) which is inconsistent with the steep power-law (i.e., of index
� −2) usually expected in diffuse shock-acceleration (e.g., Blandford and Eichler 1987;
Sironi and Spitkovsky 2009a).

3.2 Multiwavelength Follow-up of Crab PWN Flares

During the gamma-ray flares the Crab was observed in radio, infrared, optical, X-ray and
TeV energies, but no substantial variation in the flux emission at these wavelengths was mea-
sured. After the discovery of the gamma-ray flares, the Chandra X-ray observatory started
to observe the Crab approximately every month. Five observations were carried out during
the major gamma-ray flare of April 2011. The bright Anvil region (see Fig. 1) and several
other regions (that are known to be active) exhibit time variability during the flaring activity
time. Nevertheless, despite these hints in the X-ray data, there is no evidence for statistical
significant variations associated with the flare (Weisskopf et al. 2013). The near-IR observa-
tions performed by Keck’s NIRC2 revealed that the inner knot (knot-1) was slightly brighter
when compared to previous observations. Indeed knot-1, which is the brightest feature from
the Nebula in the near infrared energy band, was reported to show flux variation at this
wavelength of the order of 
 35 %. However this variation is well within the range typi-
cally observed from this region. The radio observations performed with VLA did not reveal
anything interesting. No other point source, a part from the pulsar, was found. Therefore, no
“smoking gun” has been identified from the X-ray, near-IR and radio observations.

In terms of X-ray and optical counterparts of the Crab flares, we can describe two sce-
narios:

1. A simultaneous brightening of X-rays and optical locations associated with the gamma-
ray flares. This scenario would favor “shock-driven” power-law models of particle accel-
eration;
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2. A delayed response of the optical/X-ray emission, with a timescale that depends on the
radiative cooling properties of the accelerated particle population. This scenario would
favor an extremely efficient acceleration mechanism, likely to saturate the particle energy
to a maximum value, and that could be modeled with a quasi-monoenergetic particle
distribution;

The absence of a strongly enhanced X-ray and/or optical location in the Nebula in coinci-
dence with the gamma-ray flares tends to exclude the first scenario. However in Weisskopf
et al. (2013) the possibility to model the photon spectrum of the flare of April 2011 with
a power-law with index Γ ∼ 1.3 connecting gamma rays and X rays was investigated and
could not be ruled out.

Because of the poor angular resolution of gamma-ray telescopes, localizing the emission
site of the Crab flares is a big challenge. Several regions can be considered as candidate for
the acceleration and emitting region. Among them, we can identify 3 particularly interesting
possibilities:

1. instabilities in the Anvil at the South-East jet base. Variability in this region was de-
tected by optical and X-ray observations both during the September 2010 and April 2011
gamma-ray flares (Tavani et al. 2011; Weisskopf et al. 2013). MHD simulations of the
Crab South-East jet (Mignone et al. 2013) revealed substantial jet deviation and mag-
netic dissipation. The jet, fed by highly magnetized and relativistic plasma (σ ∼ 1–10,
Mignone et al. 2013), could be a region of magnetic reconnection. Kink instability in the
jet could trigger magnetic reconnection and consequent particle acceleration.

2. tearing mode and reconnection on the termination shock “ring”. This region is known
to be highly variable. The three most variable spots during the April 2011 flare are lo-
cated along the ring. The highly variable wisps are observed to originate from this region.
Recent simulations (Porth et al. 2014) recently proposed that efficient magnetic recon-
nection could take place in the Nebula right after the termination shock;

3. variation in the observed emission from knot-1. Variability up to ∼ 20–30 % is known.
Its variability is interpreted as a variable Doppler factor δ, but no indication for optical
variability has been observed so far. Simulations (Camus et al. 2009; Komissarov et al.
2007) show that at 100 MeV the inner knot is the brightest feature of the Nebula, and that
the magnetic field can be up to 10 times larger than the average Nebular magnetic field.

3.3 Proposed Models of the Flares

It is usually expected that synchrotron spectrum observed in astrophysical sources cuts off
far below 100 MeV (Blumenthal and Gould 1970; Guilbert et al. 1983). This limit is given by
the balance of two antagonist forces acting on the particles: (i) the accelerating electric force,
and (ii) the radiation-reaction-force opposite to the particle’s motion due to the emission of
synchrotron photons. Hence, there is a maximum energy limited by synchrotron losses rather
than by the size of the accelerator (e.g., Aharonian et al. 2002; Medvedev 2003). Then, one
can show that the maximum (critical) synchrotron photon energy should be

εsync
max =

9mec
2

4αF

(
E

B⊥

)
≈ 160×

(
E

B⊥

)
MeV, (1)

where me is the rest mass of the electron, αF ≈ 1/137 is the fine structure constant, E the
electric field, and B⊥ the magnetic field perpendicular to the particle’s direction of mo-
tion. A particle accelerated above the radiation reaction limit would radiate away most
of its energy within a sub-Larmor cycle. In most cases, ideal MHD applies, E 	 B ,
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Fig. 20 Measured gamma-ray
spectra of the Crab Nebula in the
1 MeV–10 GeV band. Black
data-points show the “quiescent”
spectra of the Nebula. The green,
magenta, and blue points are
respectively the > 100 MeV
spectra during the April 2011,
September 2010 and February
2009 flares measured by the
Fermi-LAT (Bühler and
Blandford 2014). The red solid
line is the spectra obtained with
3D PIC simulations with
radiation reaction of a
reconnecting current sheet in the
Crab Nebula (Cerutti et al. 2014).
The model assumes that the
Nebula is 2 kpc away

so the synchrotron spectrum should cut 	 100 MeV. This rule of thumb generally ap-
plies well to astrophysical sources, and in particular to the quiescent Crab Nebula where
the synchrotron spectrum turns over at about the 100 MeV limit (de Jager et al. 1996;
Abdo et al. 2010a). However, the flaring emission is systematically extending significantly
above 160 MeV, up to about 1 GeV (see Fig. 20). Unless the emitting region moves at highly
relativistic speeds (� 0.9 c), it implies that E � 5B⊥, suggesting that a non-ideal MHD pro-
cess may be at work. This is, once again, difficult to explain with classical models of particle
acceleration.

All of the estimates derived above from observations are quite conservative, in a
sense that we ignored the effect of beaming (geometrical or relativistic), spatial and/or
temporal inhomogeneities. Every model proposed so far is taking advantage of one or
more of these effects to alleviate the tight constraints imposed by the flares. For in-
stance, one feature commonly invoked in models is a strong inhomogeneity of the flar-
ing region, in particular in the magnetic field structure. Bykov et al. (2012) proposed
that the flares occur around the equatorial belt where the annihilation of the striped pul-
sar wind at the shock accelerates particles (Lyubarsky 2003b; Pétri and Lyubarsky 2007;
Sironi and Spitkovsky 2011a) and, crucially for this model, generates magnetic turbulence.
They find that a concentration of fluctuating magnetic field can generate an intermittent,
strongly polarized gamma-ray signal that is most pronounced at the high-energy end of the
synchrotron spectrum. In this model, synchrotron photons above 100 MeV can be emitted
if the magnetic field varies over a timescale shorter than the synchrotron cooling time of the
particles which is determined only on the RMS value of the field. The observed gamma-
ray variability would then be given by the statistical properties of the magnetic fluctuations
(lifetime, amplitude).

The model by Teraki and Takahara (2013) also relies on a highly inhomogeneous tur-
bulent flow, but in which the coherence length of the magnetic field, λB , is extremely
short compared with the cooling length of the particles and even compared with the for-
mation length of the synchrotron photons, λsync = mec

2/eB � λB .21 In this regime, the
particles emit the so-called “jitter” radiation rather than the classical synchrotron radi-
ation (see, e.g., Medvedev 2000). The cooling rate of the particles is identical to syn-

21This might be challenging to achieve in relativistic shocks (Sironi and Spitkovsky 2009b).
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chrotron but the emitted spectra can differ significantly. In particular, the critical pho-
ton energy increases by a factor εjitt/εsync ∼ λsync/λB � 1 in the jitter regime, and hence
> 100 MeV gamma rays could be emitted even by particles below the radiation reac-
tion limit. In addition, jitter radiation can produce a harder spectrum than synchrotron,
specifically, Fν ∝ ν instead of Fν ∝ ν1/3 for a mono-energetic population of particles.
However, we note that jitter radiation is not needed to explain the flare spectra. So
far, observations are fully consistent with synchrotron radiation (Buehler et al. 2012;
Weisskopf et al. 2013), but this could be tested in the future.

A more natural way to explain the Crab flares is to invoke a relativistic bulk motion of
the flaring region with a modest Lorentz factor Γ � 2. Indeed, the relativistic motion of
the source can boost � 100 MeV synchrotron photons emitted in the co-moving frame by
a ∼ Γ factor above the radiation reaction limit (Yuan et al. 2011; Bednarek and Idec 2011;
Komissarov and Lyutikov 2011; Lyutikov et al. 2012; Clausen-Brown and Lyutikov 2012).
A Doppler boost would also relax the tight constraints on the size of the region and the
duration of the flare in the co-moving frame, and beam the emission in the frame of the
observer which would also help at reducing the energetic constraints.22 Lastly, the Doppler
beaming would explain the observed correlation between the gamma-ray flux and the cut-
off energy in the spectra during the April 2011 flare (Buehler et al. 2012). Although this
simple solution solves many problems at once, there is still no definite evidence that such a
relativistic flow exists in the Crab Nebula. Observations show only mildly relativistic flows
with proper motion of order half the speed of light (e.g., Hester 2008). However, in principle,
highly relativistic flows could emerge in the polar regions of the Nebula because the relativis-
tic shock is oblique and magnetized (weak shock) at high latitudes (e.g., Lyubarsky 2012;
Komissarov 2013). In particular, Komissarov and Lyutikov (2011) argued that the flares
may originate from the emission from the oblique shock Doppler-boosted towards the ob-
server, that they associate with the well-known bright compact structure near the pulsar (the
so-called “inner knot”). Unfortunately, the brightness of the knot does not show any vari-
ations correlated with the gamma-ray flares (see Tavani et al. 2011; Lobanov et al. 2011;
Weisskopf et al. 2013 and references therein) contrary to what the model predicts.

Alternatively, Uzdensky et al. (2011) proposed that magnetic reconnection could ac-
celerate particles well above the radiation reaction limit, and hence result in the emission
of > 100 MeV synchrotron radiation. Indeed, as pointed out by Kirk (2004), inside a re-
connection layer the magnetic field is small and even vanishes at its center while the re-
connection electric field is maximum, i.e., we are in the situation where E � B . Thus,
in principle, a particle trapped deep inside the reconnection layer could be linearly accel-
erated by the electric field to arbitrary high energies with little synchrotron losses. The
maximum energy of the particle would be limited only by the length of the reconnection
layer L, i.e., Emax ∼ eEL= eβrecB0L where βrec =E/B0 is the dimensionless reconnection
rate, E is the reconnection electric field and B0 is the reconnecting magnetic field. Using
a test-particle approach with prescribed static fields, Contopoulos (2007) and Cerutti et al.
(2012a) showed that the high-energy particles are naturally trapped and confined deeply
inside the layer, where they follow the relativistic analog of Speiser orbits (Speiser 1965;
Uzdensky et al. 2011). This scenario was successfully tested using state-of-the-art particle-
in-cell (PIC) simulations of 2D and 3D relativistic reconnection with guide field and, more
importantly, with the radiation reaction force (Cerutti et al. 2013, 2014). Furthermore, these
studies revealed that a natural outcome of relativistic reconnection is the strong beaming and
bunching of the energetic particles (see also Cerutti et al. 2012b). The combination of both

22This solution is often proposed to account for the ultra-rapid gamma-ray flares in blazars.
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effects results in several bright ultra-rapid synchrotron flares above 100 MeV consistent with
the observed intra-flare variability (� 6 hrs) if, by chance, the beam crosses the line of sight
of a distant observer. Thanks to beaming, this model can also explain the overall energetics
of the flares (Fig. 20), the flux/cut-off energy correlation and, at least qualitatively, the hard
particle spectrum.23

The reconnection scenario works best in a highly magnetized flow (i.e., σ � 1) which
may be hard to find in the nebula, except in the polar regions and in the jets. As predicted
by Begelman (1998) and as recently shown by Mizuno et al. (2011); Porth et al. (2014);
Mignone et al. (2013), the polar regions and the jets are subject to kink instabilities which
results in important magnetic dissipation (see Sect. 2.2), and may ultimately power the Crab
flares (Cerutti et al. 2012a; Lyubarsky 2012; Komissarov 2013; Mignone et al. 2013).

3.4 Comparison with GeV Flares in the PSR B1259–63/LS 2883 Binary

The gamma-ray binary PSR B1259−63 that contains a 48-ms pulsar in a 3.4-yrs eccen-
tric orbit around an O star (see Sect. 1.4), is a well-known TeV gamma-ray emitter (Aha-
ronian et al. 2005; H.E.S.S. Collaboration et al. 2013). The very-high energy radiation is
often interpreted as inverse Compton scattering of the UV stellar photons on relativistic
pairs accelerated near the shock front between the pulsar wind and the stellar wind (e.g.,
Tavani and Arons 1997; Kirk et al. 1999; Khangulyan et al. 2007). The model predicts
a maximum of GeV gamma-ray emission close to periastron which was indeed observed
for the first time by the Fermi-LAT during the 2010 periastron passage (Tam et al. 2011;
Abdo et al. 2011a). A few weeks after the peak of the periastron emission faded away,
and against all expectations, a bright flare appeared in the Fermi data. The flare is about
10-times brighter than the predicted emission at periastron, which represents a gamma-ray
luminosity comparable to the pulsar spin-down power. A radiative efficiency close to 100 %
is in principle achievable with inverse Compton scattering, but the density of stellar pho-
tons is far too low to explain the flux at these phases, unless there are extra sources of
radiation close to the pulsar (see, e.g., Khangulyan et al. 2012; Dubus and Cerutti 2013),
or significant Doppler boosting of the emission towards the observer (Dubus et al. 2010;
Kong et al. 2012). The flare peaks at 300 MeV and is seen only in the GeV band, which sug-
gests that the particle energy distribution must be very narrow. These properties remind us of
the Crab-flare events (see Sect. 3.1). Although both flares share similar properties, they have
also important differences. The week-long flares in the Crab reach at most 1 % of the Crab
pulsar spin-down power, whereas the highest day-average flux reaches nearly 100 % of the
pulsar spin-down flux during flaring period associated with the second disk passage. Unlike
Crab PWN the flares in B1259–63 appear to be periodic. i.e. they occurred at similar binary
phases (close to the second disk passage) during the past two binary cycles (Tam et al. 2015;
Caliandro et al. 2015).

While it may be that the underlying nature of flares in both cases is the synchrotron radi-
ation associated with reconnection in the magnetized relativistic plasma, the details should
differ. In the Crab PWN, the reconnection can be driven by the growth of instabilities or other
random process, while in B1259–63, it can be driven by the magnetic field distortion and
compression caused by the pulsar passage through the excretion disk. It is possible that the
reconnection happens in the tail of the PWN after the pulsar passage through the disk which
could explain the delay between the GeV flare and the peak of X-ray flux (Tam et al. 2015;

23Recent studies show that reconnection produces hard particle spectra dN/dγ ∝ γ−1, γ−1.5 for σ � 1
(Sironi and Spitkovsky 2014; Guo et al. 2014; Werner et al. 2014).
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Caliandro et al. 2015). An alternative scenario, considered by Khangulyan et al. (2012),
where the flare is due to the IC radiation associated with the increase in volume occupied
by the unshocked pulsar wind when the excretion disk is strongly perturbed, also remains
a possibility. One may be able to differentiate between the two scenarios once the γ -ray
variability timescales and the state of the disk during the pulsar passage are better probed by
the observations.
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Abstract Magnetic fields are fundamental to the dynamics of both accretion disks and the
jets that they often drive. We review the basic physics of these phenomena, the past and
current efforts to model them numerically with an emphasis on the jet-disk connection, and
the observational constraints on the role of magnetic fields in the jets of active galaxies on
all scales.
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1 Introduction

The topic of this workshop was the diverse astrophysical phenomena enabled by the
strongest magnetic fields in the Universe. Gamma ray bursts and magnetars provide two
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examples of extreme phenomena where extraordinarily strong fields are manifest. However,
the concept of “strong” is relative. A magnetic field may be weak in the sense that the en-
ergy density associated with the field is small compared to other energies, e.g., thermal,
rotational, gravitational. Such “weak” magnetic fields can, however, enable phenomena that
otherwise would not be possible. In this contribution we consider just such an example,
namely accretion disks and the jets they produce. Magnetic fields are fundamental to both
accretion and outflows, and while in some specific cases the magnetic fields may be strong
in the conventional sense of total energetics, for the most part the fields are likely to be
relatively weak by those same conventional metrics. Nevertheless, magnetic fields play the
central dynamic role.

Gravity is the dominant force in creating the structure in the universe. When gravity is
combined with angular momentum, the result is a disk. Since some angular momentum will
inevitably be present, disks are arguably the most basic type of object in the universe. Other
structures, such as stars, result from disks that have somehow shed most of their angular mo-
mentum. Accretion is also a major astrophysical power source. As Lynden-Bell observed
(Lynden-Bell 1969), the gravitational energy available in black hole accretion greatly ex-
ceeds that available through nuclear reactions, with efficiencies anywhere from 6–40 %mc2,
versus less than 1 % for nuclear fusion.

Direct observational evidence for magnetic fields in accretion disks is very limited (mea-
surements exist, e.g., for FU Orionis, Donati et al. 2005). The strongest case for magnetic
fields is theoretical. We know from observations that disks accrete at rates that require con-
siderable internal stress to transport angular momentum. As we shall discuss, this requires
magnetic fields.

Indirect evidence for magnetic fields in accreting systems comes from observations of
highly collimated outflows, or jets. Jets are one of the most striking signatures result-
ing from accretion, and are seemingly ubiquitous; they are associated with young stars,
micro-quasars or X-ray binaries (MQs, XRBs), and active galactic nuclei (AGN). The cur-
rent understanding of jet formation is that outflows are launched by magnetohydrodynamic
(MHD) processes in the close vicinity of the central object (Blandford and Payne 1982;
Pudritz and Norman 1983; Pudritz et al. 2007; Shang et al. 2007) It is furthermore clear
that accretion and ejection are related to each other. Jets may be a consequence of ac-
cretion, but accretion may, in turn, be a consequence of a jet. Accretion occurs when gas
loses some of its angular momentum, and one very efficient way to remove angular mo-
mentum from a disk is to eject it vertically into a jet or outflow (Wardle and Königl 1993;
Ferreira and Pelletier 1993; Li 1995; Ferreira 1997). Not all details of the physical processes
involved are completely understood yet.

In stellar sources, a central stellar magnetic field is surrounded by a disk carrying its own
magnetic flux. Such a geometrical setup can be found in young stars, cataclysmic variables,
high-mass and low-mass X-ray binaries, and other micro-quasar systems. Systems such as
AGN or μ-quasars have a black hole at their center, and a black hole cannot have an in-
trinsic magnetic field. The surrounding accretion disk, however, can support the magnetic
flux needed for jet launching. In this case, the interaction of the black hole itself with the
ambient field may launch a highly magnetized Poynting flux-driven axial flow (Blandford
and Znajek 1977).

Although jets are found in a wide range of systems, from protostars to AGN, from the
observational point of view protostellar and relativistic jets are quite different. For protostars
we can measure Doppler-shifted forbidden line emission to obtain gas velocities, densities or
temperatures, and these provide a good estimate on the mass flux of the outflow. Evidence
concerning the magnetic field, however, is mainly indirect: magnetic flares of large-scale
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protostellar stellar magnetic fields indicate that protostellar jets originating from an area
close to the star, originate in a magnetized environment. As noted above, in a few objects
there are direct measurements of the strength or orientation of magnetic fields in the disks
(e.g. Donati et al. 2005; Stephens et al. 2014). Concerning the jet magnetic field, direct ev-
idence is less clear. So far an estimate is available for only one source, HH80/81, obtained
from observed synchrotron emission (Carrasco-González et al. 2010). The situation is com-
pletely reversed for relativistic jets. While there is plenty of information concerning the jet
magnetic field structure, and some constraints on field strengths, speeds are harder to mea-
sure, there is no direct measure of the mass fluxes involved, and the magnetic properties of
the accretion flow are not directly observable. We do not even know for certain whether the
matter content of these jets is leptonic or hadronic (Sect. 5).

While protostars and AGN are the most common jet sources known, the typical character-
istics of jet systems—the existence of an accretion disk and a strong magnetic field—are also
present in other astrophysical sources, namely in cataclysmic variables, high mass or low
mass X-ray binaries, and pulsars. Resolved Chandra imaging of the Crab (Hester et al. 2002)
and the Vela pulsar (Pavlov et al. 2003) do indeed show elongated, highly time-variable but
persistent structures emerging along the rotational axis of these systems. Whether these
structures are similar to the jets observed in protostars and AGN or are features intrinsic to
the pulsar wind nebula is not yet clear. Persistent jets are not widely observed in cataclysmic
variables (either in the highly transient dwarf novae or the more stable nova-like objects),
although there are reports of unresolved, steep-spectrum radio emission, consistent with jet
activity, in both types of system (Körding et al. 2008, 2011). It is not clear why jets are
not more commonly observed in these systems, although some jet launching models sug-
gesting explanations exist in the literature (Soker and Lasota 2004). One basic reason may
be the lack of axisymmetry in cataclysmic variables, as this is thought to be another major
condition to launch a jet for a considerable period of time (Fendt and Cemeljic 1998). Alter-
natively, the observability of jet-related synchrotron emission depends strongly on the local
environment of the jet, and it is possible that the conditions for this emission to be observed
are simply not typically met in CVs.

In this workshop proceeding we will review the many fundamental roles played by
magnetic fields in accretion and outflows, both from a theoretical and an observational
point of view. The principal processes involved in jet formation can be summarized
as follows (Blandford and Payne 1982; Pudritz and Norman 1983; Pudritz et al. 2007;
Shang et al. 2007),

(1) Jets are powered by gravitational energy released through accretion and by rotational
energy of the disk and/or the central star (or black hole). Magnetic flux is provided by
the star-disk (or black hole-disk) system, possibly by a disk or stellar dynamo, or by the
advection of the interstellar field. The star-disk system also drives an electric current.

(2) Accreting plasma is diverted and launched as a plasma wind (from the stellar or disk
surface) coupled to the magnetic field and accelerated magneto-centrifugally.

(3) Inertial forces wind up the poloidal field inducing a toroidal component.
(4) The jet plasma is accelerated magnetically (conversion of Poynting flux).
(5) The toroidal field tension collimates the outflow into a high-speed jet beam.
(6) The plasma velocities subsequently exceed the speed of the magnetosonic waves. The

super-fast magnetosonic regime is causally decoupled from the surrounding medium.
(7) Where the outflow meets the ISM, a shock develops, thermalizing the jet energy.

The overall process as outlined above is complex and takes place over a wide range of
both length- and time-scales. Due to this complexity, the aspects of the jet problem have to
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Fig. 1 Model sketch of MHD jet
formation, indicating the six
generic problems to be solved:
launching, acceleration, and
collimation; disk structure;
magnetic field origin; asymptotic
interaction; central spine jet

be tackled independently. One may distinguish six principal topics (Fig. 1), roughly corre-
sponding to the stages in the overall picture described above. These include:

(1) The accretion disk structure and its evolution, including thermal effects and the origin
of turbulence.

(2) The origin of the jet magnetic field, possibly through a disk dynamo, a stellar dynamo,
or by the advection of ambient magnetic field.

(3) The ejection of disk material into wind, thus the transition from accretion to ejection.
(4) The collimation and acceleration of ejected material into jets.
(5) The propagation of the asymptotic jet, its stability and interaction with ambient medium.

A related question is the feedback of jets on star or galaxy formation.
(6) The possible presence and impact of a central spine jet, e.g. a stellar wind or black hole

jet, in comparison to a jet originating with the disk. Under what circumstances are disk
jets and spine jets present or absent?

In this article we begin by describing the theoretical support for the role of magnetic
fields in the accretion disk itself (Sect. 2). We then discuss the modeling of magnetically
driven jets (Sect. 3) and their relationship to the disk (Sect. 4). Observational constraints on
field properties and their relation to models are discussed in Sect. 5. Our conclusions are
presented in Sect. 6.

2 Magnetic Fields and Accretion Disks

We begin with the accretion disk itself, and the fundamental role played by magnetic fields.
Throughout the history of disk theory, “shedding the angular momentum” has been easier
said than done. The absence of an obvious mechanism to do so was considered a serious
objection to Laplace’s disk hypothesis for solar system formation, for example. By the time
that the basic theory of accretion was laid out by Shakura and Sunyaev (1973) and Lynden-
Bell and Pringle (1974) it was accepted that Nature accomplished the transport of angu-
lar momentum by some means, though that means was unknown to astronomers. Shakura
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and Sunyaev introduced the “alpha viscosity” parameterization as a means of sidestep-
ping the uncertainty. In this model the internal stress is proportional to the total pressure,
TRφ = αP .

The physical viscosity in the gas within an accretion disk is known to be far too small
to account for observed accretion rates. If the disk were turbulent, however, the Reynolds
stresses associated with that turbulence could transport angular momentum at the necessary
rate. This seemed like a straightforward solution to the problem. Because the viscosity is
so small, the Reynolds number (ratio of characteristic velocity times a characteristic length
divided by the viscosity) of the gas is correspondingly huge, and in terrestrial contexts high
Reynolds number flows are generally turbulent. But gas in Keplerian orbits is stable to per-
turbations by the Rayleigh criterion, which simply requires that angular momentum increase
with radius, dL/dR > 0. The positive epicyclic frequency associated with Keplerian orbital
flows is strongly stabilizing, and it is not energetically favorable for turbulence to develop
and be sustained from the background angular momentum distribution (Balbus et al. 1996;
Balbus and Hawley 1998).

The linear stability of Keplerian flows was, of course, recognized early on as a difficulty
for the creation of turbulence in disks. However, it was known that in the laboratory simple
shear flows display nonlinear instability. Balbus et al. (1996) argued that this nonlinear insta-
bility represented the boundary between the Rayleigh-stable and Rayleigh-unstable regimes;
when the epicyclic frequency goes to zero the linear response vanishes, leaving nonlinear
terms as the lowest order effect. Given the importance of the question of the nonlinear sta-
bility of hydrodynamic Keplerian flow, several groups have carried out fluid experiments.
Ji et al. (2006) examined the stability of a Rayleigh-stable Couette flow and found no ev-
idence of significant turbulence. Paoletti and Lathrop (2011), on the other hand, found a
breakdown into turbulence in their experiment. The experiments of Schartman et al. (2012)
found no transition to turbulence, and attributed the Paoletti and Lathrop (2011) results to
turbulence generated at the end caps of the Couette cylinder, a conclusion further supported
by the numerical simulations of Avila (2012). More recent laboratory experiments by Ed-
lund and Ji (2014) are also consistent with stability. While work will no doubt continue on
this important issue, at the moment the weight of the theoretical and experimental data lie
with the nonlinear hydrodynamic stability of Keplerian flow.

2.1 Basic MRI Physics

It was, of course, recognized early on that magnetic fields could transport angular momen-
tum through Maxwell stresses, −BrBφ/4π , but unless the magnetic pressure were near the
thermal pressure, it was expected that the effective α would be relatively small. As it turns
out, magnetic fields render the disk linearly unstable to the magneto-rotational instability
(Balbus and Hawley 1991, MRI) even when (and, indeed, only when) the magnetic field is
weak. The MRI can be visualized intuitively in the form of a spring connecting two orbiting
masses (Balbus and Hawley 1998), one in a slightly lower orbit than the other. Because an-
gular velocity decreases with R, Ω ∝ R−3/2, the inner mass pulls ahead of the outer mass.
This causes the spring to stretch; the tension force pulls back on the inner mass, and pulls
forward on the outer. The effect of this is to transfer some angular momentum from the in-
ner to the outer mass, but in doing so the inner mass drops to a lower orbit, increasing its
angular velocity, increasing the relative separation of the masses and increasing the spring
tension force. The process runs away unless the spring is strong enough to force the masses
to remain together, which happens only if the tension exceeds the orbital dynamical force. If
we replace the spring with a magnetic field, the spring tension is replaced with the magnetic
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tension associated with the Maxwell stress. In a magnetized disk the linear stability require-
ment is no longer the Rayleigh criterion, but is instead a requirement that angular velocity
increase outward, dΩ/dR > 0. A Keplerian disk is unstable.

There are several remarkable properties of the MRI. One is that the question of stability
does not depend on the magnetic field strength or orientation. The stability criterion,

(k · vA)
2 >− dΩ

2

d lnR
, (1)

includes the magnetic field through the Alfv́en speed vA but only in combination with a
wavenumber vector k. Hence, for any magnetic field, however weak, one can find an unsta-
ble wavenumber so long as Ω decreases with R.

The stability criterion for a Keplerian disk is

2π

λMRI
vA >

√
3Ω, (2)

which indicates that the unstable wavelengths, λMRI, are those that are longer than the dis-
tance an Alfvén wave travels in one orbit. The growth rate of the MRI is proportional to
k · vA, peaking at a value of 3

4Ω for Keplerian disks for a wavelength (Balbus and Hawley
1998)

λMRI = 4√
15

2πvA
Ω

. (3)

As a practical matter, for an increasingly weak field, λMRI should eventually fall to a scale
small enough that ideal MHD no longer applies. When the MRI wavelengths are comparable
to the resistive scale, for example, the field diffuses through the gas faster than the instability
can grow, resulting in stabilization. At the other extreme, namely the strong field limit, the
shortest unstable wavelength must fit into the disk. When λMRI is comparable to the scale
height of the disk, H , then vA ∼ cs , where cs is the sound speed. This is a strong field
indeed, and this condition is often expressed in terms of the plasma β parameter, which is
the ratio of the thermal to magnetic pressure, as β ≤ 1. Strong fields do not necessarily mean
a stable, quiet disk, however. First, when β < 1 the fields are dynamically important and can
transport angular momentum directly, possibly through a wind or a jet (see, for example,
Lesur et al. 2013). Second, the stability condition on a toroidal field requires the Alfvén
speed to be comparable to the orbital speed, rather than the sound speed; confining fields of
this strength within a disk would seem to be problematic.

To conclude, disks for which the gas has sufficient conductivity as to be magnetized will
be linearly unstable to the MRI. The action of the MRI is to transfer angular momentum
outward through the disk, precisely what is needed for accretion.

2.2 MRI-Driven Turbulence

The linear analysis establishes that Keplerian orbits are unstable in the presence of a weak
magnetic field. For any further understanding of the properties of an unstable disk we must
turn to numerical simulations. Accretion simulations can be global or local. Global simula-
tions model the whole disk, or at least a region of significant radial extent. Local simulations,
on the other hand, attempt to focus on the properties of the gas within a small region of the
disk. For accretion disks, local simulations use an approximation known as the shearing box
(Hawley et al. 1995). The shearing box domain is assumed to be centered at some radial
location R that has an orbital frequency Ω(R). The size of the box is taken to be much
less than R so that one can assume a local Cartesian geometry. The tidal gravitational and
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Coriolis forces are retained. Radial boundary conditions are established by assuming that
the box is surrounded by identical boxes sliding past at the appropriate shear rate. Through
use of the shearing box approximation one can study the details of MRI-driven turbulence
on scales that are much smaller than the scale height of the disk or the radial distance from
the central star.

Extensive shearing box simulations have led to the following general conclusions:

• The MRI leads to MHD turbulence characterized by an anisotropic stress tensor: the Rφ
magnetic stress component, TRφ , is large, which leads to significant radial transport of net
angular momentum (Hawley et al. 1995).

• A net Reynolds stress is also present in the turbulence, and it too transports angular mo-
mentum, but the Maxwell stress is consistently larger than the Reynolds stress by a factor
of 3–4. If the magnetic fields are removed, the turbulence quickly dies out (Hawley et al.
1995).

• Time and space variations in the turbulence can be large. The turbulence is chaotic (Win-
ters et al. 2003). Characterizing the stress in terms of an α parameter makes sense only in
a space- and time-averaged sense.

• The stress is proportional to the magnetic pressure, TRφ = αmagPmag, with an αmag =
0.4–0.5. This implies that the traditional Shakura-Sunyaev value is α ∼ 1/β , where β
is determined by Pmag, the total magnetic pressure in the turbulent flow.

• The magnetic energy typically saturates at a value β ∼ 10–100. This is somewhat depen-
dent on the character of the background magnetic field. Simulations with net vertical field
tend to saturate at stronger field values.

• The local model is valid in so far as the energy released by the stresses is thermalized
promptly, on an eddy turnover time-scale of order Ω−1 (Simon et al. 2009). The rapid
thermalization of the energy is required for α-disk theory to be applicable (Balbus and
Papaloizou 1990).

• The MRI acts like an MHD dynamo in that it sustains positive magnetic field energies in
the face of considerable dissipation (Hawley et al. 1996). Further, stratified shearing box
simulations exhibit a behavior that can be modeled as an α–Ω dynamo (Brandenburg et al.
1995; Gressel 2010; Guan and Gammie 2011). This is, however, a small-scale dynamo;
shearing box simulations have not provided any evidence for the existence of a dynamo
capable of producing a large scale field.

• In simulations that include resistivity and viscosity, the amplitude of the MRI-driven tur-
bulent fluctuations and the resulting angular momentum transport are a function of mag-
netic Prandtl number. Turbulence is not sustained for PM < 1 (Lesur and Longaretti 2007;
Simon and Hawley 2009), i.e., when the resistivity is greater than the viscosity.

The local simulations tell us a considerable amount about the MRI and the resulting
turbulence, but they cannot address questions of a global nature, such as the net accretion
rate into the central star, losses due to winds and outflows, and the mechanisms by which
jets might be generated. We know, however, that disks will be magnetized, and this implies
the possibility of jet generation from the disk. In the next section we discuss the modeling
of such jets.

3 Magnetic Jets from Disks—Theory and Simulations

For jet theory and simulation researchers typically consider only a subset of the issues listed
in Sect. 1 and employ a variety of simplifications. An early example of a jet simulation
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that focused on the propagation of the jet and interaction with the surrounding medium is
given by Norman et al. (1982) who carried out some of the first high-resolution simulations
of hydrodynamic axisymmetric cylindrical jet flows. Some of the earliest simulations of
questions related to jet launching, collimation in relation to disk properties were given by
Uchida and Shibata (1984) (see also Shibata and Uchida 1985; Uchida and Shibata 1985).

Since those early efforts, considerable work has been done on MHD jet modeling. One
may distinguish i) between steady-state models and time-dependent numerical simulations,
and also ii) between simulations considering the jet formation only from a fixed-in-time disk
surface and simulations considering also the launching process, thus taking into account disk
and jet evolution together.

Clearly, many jet properties depend on the mass loading of the jet, which can only be
inferred from a treatment of the accretion-ejection process. While numerical simulations
of the accretion-ejection structure potentially provide the time-evolution of the launching
process, a number of constraints that were found, had been discovered already by previous
steady state models (see below).

3.1 Magneto-centrifugal Disk Winds

Steady-state modeling of magneto-centrifugally launched disk winds have mostly followed
the self-similar Blandford and Payne (1982) approach (e.g. Contopoulos and Lovelace
1994a; Contopoulos 1994b). Some fully two-dimensional models have been proposed (Pel-
letier and Pudritz 1992; Li 1993), including some that take into account the central stellar
dipole (Fendt et al. 1995). Further, some numerical solutions have been proposed by e.g.,
Wardle and Königl (1993); Königl et al. (2010); Salmeron et al. (2011) in weakly ionized
accretion disks that are threaded by a large-scale magnetic field as a wind-driving accretion
disk. They have studied the effects of different regimes for ambipolar diffusion or Hall and
Ohm diffusivity dominance in these disk. Self-similar steady-state models have also been
applied to the jet launching domain (Wardle and Königl 1993; Ferreira and Pelletier 1993;
Li 1995; Ferreira 1997; Casse and Ferreira 2000) connecting the collimating outflow with
the accretion disk structure. In particular, the fact that large scale magnetic fields need to
be close to equipartition in order to launch jets via the Blandford-Payne mechanism is now
well accepted, but was first established with self-similar studies (Ferreira and Pelletier 1993;
Li 1995; Ferreira 1997). A similar comment can be made also concerning the turbulent mag-
netic diffusivity required in accretion disks.

In addition to the steady-state approach, the magneto-centrifugal jet formation mecha-
nism has been the subject of a number of time-dependent numerical studies. In particular,
Ustyugova et al. (1995) and Ouyed and Pudritz (1997) demonstrated the feasibility of the
MHD self-collimation property of jets. Among these works, some studies have investigated
artificial collimation (Ustyugova et al. 1999), a more consistent disk boundary condition
(Krasnopolsky et al. 1999; Anderson et al. 2005), the effect of magnetic diffusivity on colli-
mation (Fendt and Cemeljic 2002), the impact of the disk magnetization profile on collima-
tion (Fendt 2006; Pudritz et al. 2006), or the impact of reconnection flares on the mass flux
in jets from a two-component magnetic field consisting of a stellar dipole superposed on a
disk magnetic field (Fendt 2009).

In the context of core-collapse gamma-ray bursts, Tchekhovskoy et al. (2008) studied the
acceleration of magnetically-dominated jets confined by an external medium and demon-
strated that jets gradually accelerate under the action of magnetic forces to Lorentz factors
Γ � 1000 as they travel from the compact object to the stellar surface. However, Komis-
sarov et al. (2009) pointed out an important problem: such confined, magnetized jets were
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too tightly collimated for their Lorentz factors to be consistent with observations. Does this
mean that gamma-ray burst jets are not magnetically powered? It turns out that magnetized
jets are still viable: as they exit the star and become deconfined, they experience an ad-
ditional, substantial burst of acceleration that brings their properties into agreement with
observations (Tchekhovskoy et al. 2010a).

In the context of stellar jets, Ramsey and Clarke (2011) studied the large-scale jet for-
mation process spanning the whole range from the disk surface out to scales of more
than 1000 AU. Further extensions of this model approach have included the implemen-
tation of radiation pressure by line forces as applied to jets in AGN (Proga et al. 2000;
Proga and Kallman 2004) or massive young stars (Vaidya et al. 2011), which may well
affect acceleration and collimation of the jet material. Simulations of relativistic MHD jet
formation were presented by Porth and Fendt (2010) finding collimated jets just as for the
non-relativistic case (above). Applying relativistic polarized synchrotron radiative transport
to these MHD simulation data through postprocessing yields mock observations of small-
scale AGN jets (Porth et al. 2011).

The stability of the jet formation site has been studied using 3D simulations for the non-
relativistic (Ouyed et al. 2003) and the relativistic case (Porth 2013). Self-stabilization of
the jet formation mechanism seems to be enforced by the magnetic “backbone” of the jet,
the very inner highly magnetized axial jet region. These studies complement simulations
investigating the stability of jet propagation on the asymptotic scales. Here, usually a colli-
mated jet is injected into an ambient gas distribution, either for the non-relativistic (Stone
and Norman 1992; Todo et al. 1993; Stone and Norman 1994; Stone and Hardee 2000) or
the relativistic (Mignone et al. 2010; Keppens et al. 2008) case.

In the aforementioned studies, the jet-launching accretion disk is taken into account as a
boundary condition, prescribing a certain mass flux or magnetic flux profile in the outflow.
This may be a reasonable setup in order to investigate jet formation, i.e. the acceleration and
collimation process of a jet. However, such simulations cannot tell the efficiency of mass
loading or angular momentum loss from disk to jet, or cannot determine which kind of disks
launch jets and under which circumstances.

It is therefore essential to extend the jet formation setup and include the launching pro-
cess in the simulations—that is, to simulate the accretion-ejection transition. Clearly, this
approach is computationally much more expensive. The typical time scales for the jet and
disk region differ substantially; disk physics operates on the Keplerian time scale (which
increases as R3/2), and on the even-longer viscous and the diffusive time scales. The jet
follows a much faster dynamical time scale. As this approach is also limited by spatial
and time resolution, jet launching simulations to date have employed a rather simple disk
model—namely, an α-prescription for the disk turbulent magnetic diffusivity and viscosity,
and without considering radiative effects.

Numerical simulations of the launching of MHD jets from accretion disks have been
presented by Kudoh et al. (1998); Kato et al. (2002) and Casse and Keppens (2002); Casse
and Keppens (2004). These simulations treat the ejection of a collimated outflow out of an
evolving disk through which a magnetic field is threaded. To prevent the field from accret-
ing itself, the disk is resistive, allowing the field to slip through. Zanni et al. (2007) further
developed this approach with emphasis on how resistive effects modify the dynamical evo-
lution. An additional central stellar wind was considered by Meliani et al. (2006). Further
studies have concerned the effects of the absolute field strength or the field geometry, in par-
ticular investigating field strengths around and below equipartition (Kuwabara et al. 2005;
Tzeferacos et al. 2009; Murphy et al. 2010). These latter simulations follow several hundreds
of (inner) disk orbital periods, providing sufficient time evolution to also reach a (quasi)
steady state for the fast jet flow.
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Parameter studies have been able to disentangle the effects of magnetic field strength
(magnetization) and magnetic diffusivity (strength, scale height) on mass loading and jet
speed (Sheikhnezami et al. 2012). Tzeferacos et al. (2013) considered how entropy affects
the launching process, in particular how disk heating and cooling influence the launching
process. They find that heating at the disk surface enhances the mass load, as predicted in
the steady state modeling by Casse and Ferreira (2000).

Most jets and outflows are observed as bipolar streams. Very often, observations show
asymmetrical jets and counterjets. For protostellar jets one exception is HH 212, which
shows an almost perfectly symmetric bipolar structure (Zinnecker et al. 1998). For rela-
tivistic jets Doppler beaming may play a role for the observed jet asymmetries, and, in fact,
many well-behaved jets can be modeled on the assumption that Doppler beaming domi-
nates the apparent asymmetry (Laing and Bridle 2014). However, environmental asymme-
tries must be also considered. It is therefore interesting to investigate the evolution of both
hemispheres of a global jet-disk system in order to see whether and how a global asymmetry
in the large-scale outflow can be governed by the disk evolution. Fendt and Sheikhnezami
(2013) have been able to trigger jet asymmetries by disturbing the hemispheric symmetry
of the jet-launching accretion disk and find mass flux or jet velocity differences between jet
and counter jet of up to 20 %.

von Rekowski et al. (2003) and von Rekowski and Brandenburg (2004) investigated the
origin of the magnetic field driving the jet by including a mean-field disk dynamo in the
star or in the disk. Asymmetric ejections of stellar wind components were found from offset
multi-pole stellar magnetospheres (Lovelace et al. 2010). The most recent work considers
the time (> 5× 105 dynamical time steps) evolution on a large spherical grid (> 2000 inner
disk radii), including the action of a mean-field disk dynamo that builds up the jet mag-
netic field. A variable dynamo action may cause the time-dependent ejection of jet material
(Stepanovs and Fendt 2014; Stepanovs et al. 2014).

The main jet launching processes seem to be well understood, in the sense that a large
number of independent simulation studies give consistent results. Several issues are not yet
resolved, however. These include: (i) the origin of jet knots, and (ii) the coupling of the
small scale disk physics to the global jet outflow. In the end there is a good chance that
the answers to both questions are interrelated. A full numerical simulation that addresses
these questions would require substantial effort, including full 3D, high resolution, and more
complete physics, in particular the treatment of thermal effects. First steps in this direction
have already been taken.

Concerning the origin of jet knots, it is still unclear whether knots are signatures of in-
ternal shocks of jet material launched episodically with different speed, external shocks of
jet material with the ambient medium, or re-collimation shocks. One observation supporting
the intrinsic origin of jet knots is that of the jet of HH 212, which shows an almost perfectly
symmetric bipolar structure with an identical knot separation for jet and counter jet (Zin-
necker et al. 1998). Such a structure can only be generated by a mechanism intrinsic to the
jet source.

The knot separation in protostellar jets typically corresponds to time scales of τkin 

10–100 yrs. By contrast, a typical time scale for the jet launching area would be about 10–
20 days, that is the Keplerian period close to an inner disk radius of 0.1 AU. This time
scale increases up to one year if the jet launching radius is larger, say up to 3–5 AU (Frank
et al. 2014). However, outflows launched from such large radii would probably not achieve
the high velocities of 300–500 km s−1 observed for jets. Thus, the mechanism responsible
for the jet knots must be intrinsic to the disk, and triggered by a physical processes on a
rather long time scale. Candidates are disk thermal (FU Orionis) or accretion instabilities, a
mid-term variation of the jet-launching magnetic field, or MRI-active/dead disks.
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Fig. 2 Time evolution of the
inflow-outflow structure for a
dynamo-generated disk magnetic
field. Shown is the density (top,
colors, in logarithmic scale), and
poloidal velocity (bottom, colors,
linear scale), the poloidal
magnetic flux (thin black lines),
and the poloidal velocity vectors.
The dynamical time step is about
105, while the dynamo time scale
(switch on/off) is 103. Two
ejections of material launched at
�t = 2000 are more easily seen
in the velocity figure (below),
than in the top figure, which
shows a slightly later time when
the preceding knot has left the
grid already. Length units is the
inner disk radius of ∼ 0.1 AU.
Figure taken from Stepanovs and
Fendt (2014)

The simulations of Stepanovs et al. (2014) provide an example of episodic knot ejections.
They apply an α–Ω mean-field disk dynamo to generate the jet launching magnetic field.
In contrary, all previous simulations of this kind start with a strong initial magnetic field
distribution. The episodic ejections are triggered by switching on and off the dynamo term
every 2000 dynamical time steps (Fig. 2).

The idea of a connection between the small scale disk physics and the global disk outflow
is motivated by the fact that jet launching relies on both the existence of a large scale mag-
netic field and the existence of a (turbulent) magnetic diffusivity, which allows for accretion
through the field lines, for angular momentum transfer, and, essentially, also for the mass
loading onto the jet magnetic field. The disk turbulence is a result of the magnetorotational
instability (MRI, see above) and thus of the small scale physics.

First results combining a mixed numerical-analytical treatment indicate that large scale
MRI modes may produce magnetically driven outflows, however, these flows seem to be
3D-unstable (Lesur et al. 2013), and thus may be a transient effect. On the other hand, local
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numerical simulations suggest that magnetocentrifugal winds can be launched when the
MRI is suppressed, in spite of the low magnetization ∼ 10−5 (Bai and Stone 2013a, 2013b).
In this case, outflows are launched from the disk surface region where the plasma β is about
unity. This is also what Murphy et al. (2010) have observed in global launching simulations.
Lesur et al. (2013) have found that the MRI near equipartition does not lead to turbulence,
but can be responsible for jet launching.

The overall goal is still to answer the question: what kind of disks launch jets and what
kind of disks do not? It is clear from statistical arguments for both protostars and extragalac-
tic sources that jets are a relatively short-lived phenomenon. The typical jet propagation time
scale for protostellar jets is about τdyn ≡ Ljet/Vjet 
 104 yrs, while protostellar disks live
some 106 yrs. A similar argument can be raised for AGN jets based on the fact that there
are far more radio-quiet AGN (quasars) than radio-loud AGN (jet sources), although at least
some types of radio-loud AGN appear to be almost continuously in an ‘on’ state. So far,
modeling has not provided an answer to this question.

4 Black Hole Accretion, Fields and Jets

4.1 Simulating the Black Hole Jet

As we have seen, a plethora of models and simulations have demonstrated the ability of
magnetic fields to launch, accelerate and collimate jet outflows. But simulations designed to
study jets have, as discussed in the previous section, typically used one or another specific
set of initial or boundary conditions that pre-suppose a disk structure, a mass-energy flux,
a magnetic field configuration, or some combination of these. An alternative approach is to
focus not on the jet, but on the accretion disk itself and see when and under what circum-
stances a jet might develop from the flow.

Most global simulations begin with an orbiting axisymmetric hydrostatic equilibrium
(torus) a few tens of gravitational radii from the black hole. The initial magnetic field is
entirely contained within the matter, so that there is no net magnetic flux and no mag-
netic field on either the outer boundary or the event horizon. A favorite configuration
consists of large concentric dipolar loops (Hawley 2000; McKinney and Gammie 2004;
De Villiers et al. 2005; Hawley and Krolik 2006; McKinney 2006). The development of the
MRI subsequently leads to the establishment of outflows from the disk. The wind generation
seems to be largely an outcome of thermodynamics. In simulations that do not include cool-
ing, the combination of the heat released from accretion and the buildup of magnetic pres-
sure lead to pressure-driven outflows. In the absence of a large scale vertical field through
the disk, however, this wind is neither collimated nor unbound.

Global simulations have nevertheless produced jets that are consistent with the
Blandford-Znajek mechanism, through the creation of a substantial axial field that threads
the black hole. For example, in a model that begins with a torus containing dipolar field
loops, differential rotation rapidly generates toroidal field. This field increases the total pres-
sure within the torus, driving the its inner edge inward. As the field is stretched radially, the
Maxwell stress transports angular momentum outward, further enhancing the inflow. Sub-
sequent evolution carries the inner edge of the disk, and the magnetic field within, down to
the black hole. The field expands rapidly into the nearly empty funnel region along the black
hole axis. Gas drains off the field lines and into the hole leaving behind a low β axial field.
Frame dragging by the rotating hole powers an outgoing Poynting flux. The power of the
Poynting flux jet is determined by the spin of the black hole and the strength of the magnetic
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field (Blandford and Znajek 1977), as we discuss below. The simulated jet’s power matches
well with the predictions of the Blandford-Znajek model (McKinney and Gammie 2004;
McKinney 2005; Tchekhovskoy et al. 2011).

The matter content within the Blandford-Znajek jet is very small; the angular momentum
in the disk material is too great to enter the axial funnel. In the simulations the jet density is
typically set by the value assigned to the numerical vacuum. How these jets become mass-
loaded in Nature is still something of an open issue. Since the boost factor of the jet is
determined by the mass loading, Γ is typically large, e.g., Γ ∼ 10 (McKinney 2005). No
particular weight can be given to any value of Γ found in simulations, although it is safe to
say that the feasibility of values as large as those observed (Sect. 5) has been demonstrated.

Although there is no appreciable matter within the funnel, some of the field lines that
lie just outside the funnel pass through the accretion flow, and those field lines can accel-
erate matter outward in a collimating flow. This “funnel wall jet” was observed in early
pseudo-Newtonian simulations (Hawley and Balbus 2002), and is a regular feature of fully
relativistic jet simulations, e.g., Hawley and Krolik (2006).

Because the field lines in the jet rotate, the jet carries angular momentum as well as en-
ergy away from the black hole. The angular momentum flux can be large, comparable to that
brought down by accretion (Gammie et al. 2004; Hawley and Krolik 2006; Beckwith et al.
2008). One potentially important consequence of this was noted by Gammie et al. (2004)
who pointed out that electromagnetic angular momentum flux in the jet rises so steeply with
black hole spin that it may limit a/M to 
 0.93 (see also McKinney and Gammie 2004;
Hawley and Krolik 2006; Beckwith et al. 2008) or even down to � 0.1, as we discuss below
(Tchekhovskoy et al. 2012; Tchekhovskoy 2015). The possibility that magnetic fields could
play such an important role in black hole physics is certainly in keeping with the spirit of
this workshop!

For a magnetic field strength B at the event horizon, jet power is (roughly) given by the
magnetic energy density, B2, times jet cross-section at its base, r2

g (where rg = GM/c2 is
the black hole gravitational radius andM its mass), times the speed v ∼ c at which the field
moves out (Blandford and Znajek 1977; Tchekhovskoy et al. 2010b),

Pjet ∼ (a/M)2B2r2
gc∼

(
a2c/M2r2

g

)
Φ2 = kΦ2, (4)

where the effect of black hole rotation is in the (a/M)2 pre-factor, and the magnetic field
is expressed in terms of the flux Φ ∼ Br2

g . Since in the course of an observation M and a
usually do not change appreciably, the factor k = a2c/M2r2

g is a constant, and all changes
in jet power are due to changes in the magnetic flux, Φ .

What is the possible range of Φ and the corresponding range of Pjet? The lower limit
is clear: zero magnetic flux leads to zero power. But what sets the maximum value of Φ?
In the simulations of Beckwith et al. (2009) the black hole field strength is comparable to
the (mostly gas) pressure in the inner disk, β ∼ 1, suggesting that, in general, equiparti-
tion holds. This further suggests that even higher black hole magnetic field strengths are
possible for more energetic accretion flows. Tchekhovskoy et al. (2011) carried out numer-
ical simulations of black hole disk-jet systems designed specifically to address the question
of maximum field strength. The simulation begins with an initial thick, hot, large scale
torus (as shown in Fig. 3(a, b)). Because of the large torus size, it contained a particularly
large amount of magnetic flux, much larger than in previous work. Figure 3(a, b) shows
the initial condition, compared with initial conditions typically used in previous simulations
(Fig. 3(c)). Using these initial conditions Tchekhovskoy et al. (2011) found that magnetic
flux on the black hole saturated at an equipartition point, one where the magnetic pres-
sure was sufficient to halt accretion against the inward pull of gravity. In other words, the
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Fig. 3 Panels (a) and (b) show a meridional slice of density with color (red shows high, blue low den-
sity, see color bar) and magnetic field lines with black lines for the initial conditions of the simulations of
Tchekhovskoy et al. (2011) The initial magnetic field is fully contained within the torus, and have a sufficient
amount of magnetic flux to saturate the black hole with magnetic flux and to lead to the development of a
magnetically-arrested disk (MAD). Panel (c) contrasts this initial condition with a typical initial condition
in earlier simulations where the torus extent is smaller, and the magnetic flux is reduced. This is labelled
“SANE” ICs, for “standard and normal evolution” (Narayan et al. 2012). Figure adapted from Tchekhovskoy
(2015)

dynamically-important magnetic flux obstructed the accretion and led to what is dubbed
a magnetically arrested disk, or a “MAD”; in such a condition no further flux could be
carried down to the hole. In contrast, models where magnetic field falls short of saturat-
ing the black hole were referred to as “SANE” accretion models, for “standard and nor-
mal evolution” by Narayan et al. (2012). In the MAD simulation Φ and Pjet are greatly
increased, as we discuss below (Tchekhovskoy et al. 2011, 2012; McKinney et al. 2012;
Tchekhovskoy 2015).

How do such strong magnetic fields manage to stay in force-balance with the disk? As
in previous disk simulations, e.g., Beckwith et al. (2009), the black hole field strength is
comparable to the total pressure in the disk. In MADs, magnetic and gas pressures in the
disk are comparable, β ∼ 1, but the much stronger black hole magnetic field in the MAD
case compresses the inner disk substantially, so the inner regions of MAD disks are actually
over-pressured compared to previous simulations by a factor of ∼ 5–10.

Figure 4 shows the structure of the simulated disk-jet system. An accretion disk around
the central black hole leads to a pair of jets that extend out to much larger distances than the
black hole horizon radius and are collimated into small opening angles by outflows from the
disk (not shown). Jet magnetic field is predominantly toroidal, which reflects the fact that
the jets are produced by the rotation of the black hole, which twists the magnetic field lines
into tightly-wound helices.

Even though the accretion disk and the jets turn out to be highly time-variable, in a time-
average sense the structure of the flow is remarkably simple. The poloidal magnetic field
lines are shown with black solid lines in Fig. 4(b). The group of field lines highlighted in
green connects to the black hole and makes up the twin polar jets. As discussed above, these
field lines have little to no gas attached to them; disk gas cannot cross magnetic field lines
and has too much angular momentum to enter the funnel. The large Poynting flux and very
small inertia yields highly relativistic velocities. The field lines highlighted in blue connect
to the disk body and make up the magnetic field bundle that produces the slow, heavy disk
wind, whose power is much smaller than Pjet for rapidly spinning black holes.

The jet power can be characterized by the outflow energy efficiency η as

η= Poutflow

Ṁc2
. (5)
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Fig. 4 Panel (a): A 3D rendering of a MAD disk-jet simulation. Dynamically-important magnetic fields are
twisted by the rotation of a black hole (too small to be seen in the image) at the center of an accretion disk. The
azimuthal magnetic field component clearly dominates the jet structure. Density is shown with color: disk
body is shown with yellow and jets with cyan-blue color; jet magnetic field lines are cyan bands. The image
size is approximately 300rg × 800rg . Panel (b): Vertical slice through a MAD disk-jet simulation averaged
in time and azimuth. Ordered, dynamically-important magnetic fields remove the angular momentum from
the accreting gas even as they obstruct its infall onto a rapidly spinning black hole (a/M = 0.99). Gray
filled circle shows the black hole, black solid lines show poloidal magnetic field lines, and gray dashed lines
indicate density scale height of the accretion flow, which becomes strongly compressed vertically by black
hole magnetic field near the event horizon. The symmetry of the time-average magnetic flux surfaces is
broken, due to long-term fluctuations in the accretion flow. Streamlines of velocity are depicted both as thin
red lines and with colored “iron filings”, which are better at indicating the fine details of the flow structure.
The flow pattern is a standard hourglass shape: equatorial disk inflow at low latitudes, which turns around and
forms a disk wind outflow (labeled as “disk body” and “disk wind”, respectively, and highlighted in blue), and
twin polar jets at high latitudes (labeled as “jet” and highlighted in green). Figure taken from Tchekhovskoy
(2015)

Fig. 5 Comparison of jet energy efficiency obtained in MAD simulations, Pjet/Ṁc
2, which is shown with

green solid line, with previously reported approximations of simulated jet power: Hawley and Krolik (2006),
which is shown with black dash-dotted line (HK06), and McKinney (2005), which is shown with brown
dashed line (M05), plotted over the range 0 ≤ a/M ≤ 0.99. MADs can produce much more powerful jets
because they have the maximum possible amount of magnetic flux threading the black hole

For the MAD simulation, the accretion rate Ṁ fluctuates considerably, but does maintain
a well-defined average value. In the MAD flow, for a rapidly spinning black hole, a/M =
0.99, the total outflow power, Poutflow, which is the sum of the black hole powered jet, Pjet

and the disk powered wind, exceeds the accretion power, η > 1, i.e., net energy is extracted
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from the black hole (Tchekhovskoy et al. 2011). This is a promising result since high values
of jet power are consistent with or are preferred by observations (Rawlings and Saunders
1991; Ghisellini et al. 2010, 2014; Fernandes et al. 2011; McNamara et al. 2011; Nemmen
and Tchekhovskoy 2014).

The MAD flow hearkens back to the ion-torus model of Rees et al. (1982) where the
role of the thick torus is to confine and anchor the fields that extract rotational energy from
the hole, and accretion per se is near zero. This model was put originally forward as an
explanation for systems where high jet power is seen, but very little luminosity emerges
from the central engine. In the MAD flow, accretion continues at a non-zero rate regulated
by the magnetic interchange instability in the disk and the strength of the central magnetic
field.

Figure 5 compares an analytic approximation for Pjet in MAD simulations to some earlier
simulations (McKinney 2005; Hawley and Krolik 2006). Jet efficiency in the MAD case is
∝ a2, suggesting the ratio of magnetic flux squared to mass accretion rate is roughly constant
(Tchekhovskoy et al. 2012; Tchekhovskoy 2015). If MADs achieve the maximum possible
amount of magnetic flux threading the black hole then they have achieved the maximum
possible jet power for a given mass accretion rate (see Fig. 5). The other models show a
rapid rise as a/M approaches 1. Hawley and Krolik (2006) attribute this to greater local
field amplification for the extreme Kerr holes; the field has “room to grow,” and is a factor
of a few smaller than in the MAD simulations.

Efficiencies η > 1 can lead to spindown of the black hole. For example, in an AGN
accreting at 10 % Eddington luminosity, the central black hole is spun down to near-zero
spin, a/M � 0.1, in τ 
 3 × 108 years (Tchekhovskoy et al. 2012; Tchekhovskoy 2015).
This value is interesting astrophysically because it is comparable to a characteristic quasar
lifetime (Sect. 5). Over this time period, jets can extract a substantial fraction of the central
black hole spin energy and deposit it into the ambient medium. The central galaxy in the
cluster MS0735.6+7421 may be one such example (McNamara et al. 2009).

4.2 Origin of the Jet Field

Jets appear to require some large-scale magnetic field, in particular a net vertical field con-
nected either to the disk itself or the central star or black hole. This raises the question of
the origin of that field. In the jet-forming global simulations, the initial condition consists
of dipole loops embedded within initial orbiting gas, typically a torus of some thickness. In
essence, the subsequent evolution (which is a consequence of the initial conditions) transfers
the dipole field down to the black hole. Other initial field configurations, such as quadrupo-
lar, toroidal, smaller scale loops, have been found to be far less effective in creating jets
(Beckwith et al. 2008).

Simulations that produce jets rely on favorable initial conditions. What happens in Na-
ture? At least two possibilities exist. One is that the required field is generated in situ by
the disk itself through a dynamo process, as a natural consequence of accretion. Some ex-
ample dynamo models were discussed above (e.g., Fig. 2). The other possibility is that the
required field is carried into the central disk/star, from the companion star in a binary system
and from the interstellar medium in an AGN. The advantage of advection is that a relatively
weak net field at large radius could be significantly amplified simply by the geometric factor
in going from large to small radius. For example, magnetic fields at the edge of the sphere
of influence of a supermassive black hole, i.e., r ∼ 100 pc, are plausibly B ∼ μG. Sup-
pose these fields maintain their coherence over roughly a similar length scale. The magnetic
flux contained in patch of field this size, Φpatch ≈ 1035 G cm2, is much larger than the flux
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necessary to saturate a black hole with magnetic field, ΦMAD ≈ 1033.5 G cm2 (for a black
hole of mass M = 109M� accreting at 10 % of Eddington luminosity, Narayan et al. 2003;
Tchekhovskoy 2015).

Under what general circumstances can a net field be advected in by the accretion flow?
The question is traditionally framed in the terms used by van Ballegooijen (1989), namely
that accretion rate is set by the viscosity ν and the magnetic diffusion by the resistiv-
ity η. Whether or not a field can be advected inward depends on the magnetic Prandtl
number Pm = ν/η. If Pm exceeds 1 then field advection will not occur (see also Lubow
et al. 1994). In accretion disks the viscosity and resistivity are not the physical values,
but instead are effective values resulting from the turbulence (Guan and Gammie 2009;
Lesur and Longaretti 2009; Fromang and Stone 2009).

In global simulations, flux in the initial torus (e.g. Fig. 5) finds its way onto the black hole,
despite starting from a large radius. This suggests that geometrically-thick disks are capable
of transporting large-scale magnetic flux inward, at least from the distances of r ∼ 100rg .
In standard α-disk theory, infall rates are proportional to (h/r)2. If h/r is close to unity the
infall time becomes relatively rapid, and the inflow rate can exceed the diffusion rate. Thick,
radiatively inefficient flows, then, seem to have the best chance of transporting flux inward.

The question of whether a turbulent, radiatively efficient disk could transport flux inward
remains an interesting one. Beckwith et al. (2009) studied the question through a global
simulation of an initial orbiting torus with an h/r ∼ 0.1 embedded in a vertical magnetic
field. They found that there was no net flux transported through the disk itself; the turbu-
lence transported angular momentum and mass, but not net flux. Net flux was nevertheless
brought down to the black hole by a coronal inflow surrounding the accretion disk. Initially
the field lies along cylinders of constant rotation, but at high altitude B2/ρ is much larger
than deep inside the disk, and the field is subject to a finite-amplitude version of the MRI.
The sign relation between the radial field component and the toroidal field component is the
usual one, so the Maxwell stress has the right sign to transport angular momentum outward.
The angular momentum flux due to the Maxwell stress is large compared to the fluid angular
momentum density. Fluid elements at high altitude, both above and below the equator, are
therefore driven inward quickly, carrying half-loops of field with them. When one loop ap-
proaches the central black hole from above and outward while another approaches the disk
from below and outward, their local field directions are opposed, and they can reconnect.
Reconnection changes the field topology, creating a closed loop at larger radius and an open
field line at small radius. The open field line, the one carrying the net flux, is located where
the reconnection occurred, which is at a radius considerably smaller than the initial radius
of the field line. Thus, reconnection causes the flux to move inward in large jumps. All of
this takes place faster than the mean mass inflow rate within the disk at the vicinity of the
flux line’s initial position.

In a similar vein, Suzuki and Inutsuka (2014) carried out a series of simulations with a
relatively thick disk (sound speed ∼ 0.1 of the orbital speed) with an initial weak magnetic
field. In these simulations net vertical flux was carried inward by a rapidly infalling layer
near the disks surface. All these simulations transport net flux through a mechanism that
is governed by large-scale torques and resulting rapid inflows, rather than by small-scale
turbulence where the turbulent velocities exceed the mean inward drift velocity associated
with accretion. It appears plausible, therefore, that net inward flux transport can occur for
certain types of accretion flows.

Testing jet-generation models, including quantitative predictions for the magnetic flux
close to the black hole, fundamentally depends on observations that can give insights into
the field properties both at the jet base and further out. We discuss those in the following
section.
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5 Observational Constraints on Jet Magnetic Fields

5.1 Introduction: Basic Jet Properties

In this section we ask what the observational constraints are on the field strengths and con-
figurations in jets, and whether these observational results can be connected to jet-launching
models. (For a more detailed review of these issues see Pudritz et al. 2012; parts of that work
are summarized in this section.) We focus on relativistic AGN jets, since these are by far the
best-studied of the systems producing synchrotron radiation, and begin by setting out some
basic properties of the jets in radio-loud AGN.

AGN jets are fast outflows carrying kinetic powers that are estimated to be between
∼ 1042 and ∼ 1047 erg s−1 (e.g., Rawlings and Saunders 1991). Bulk speeds are known
to be highly relativistic on small scales (Γ ∼ 10–30, and perhaps higher in some objects:
Lister et al. 2009); on kpc scales some jets have decelerated to sub-relativistic speeds (Laing
and Bridle 2002) while in more powerful systems jets are at least mildly relativistic out
to hundred-kpc scales (Mullin and Hardcastle 2009) and may retain a highly relativistic
spine with Γ ∼ 10 out to those scales, though direct observational evidence for this remains
debatable (e.g., Tavecchio et al. 2000; Hardcastle 2006; Marshall et al. 2011; Konar and
Hardcastle 2013).

Jet composition remains an open question. Observations of synchrotron radiation require
relativistic leptons and magnetic fields to be present, but direct observational constraints on
the presence of a hadronic component are hard to obtain. Some indirect constraints suggest
that the bulk of the required energy for jets can be carried by the radiating leptons with-
out any need for additional components on scales from pc to kpc (e.g., Wardle et al. 1998;
Croston et al. 2005; Wykes et al. 2013), it is certain that all jets must entrain material from
stellar winds in the host galaxy (Bicknell 1994) so their composition may change with dis-
tance along the jet, and there is some evidence from pressure balance arguments that this is
indeed the case (Croston and Hardcastle 2014).

One important observational constraint on jet launching mechanisms comes from the fact
that they appear to be able to originate in AGN with a wide range of different properties. The
vast majority of radio-loud AGN are so-called ‘low-excitation radio galaxies’ which show
no evidence at any wavelength for a standard radiatively efficient accretion disk (Hardcastle
et al. 2009; Best and Heckman 2012). However, the existence of powerful radio-loud quasars
with L/LEdd ∼ 1 in the optical shows that radiatively inefficient accretion is not directly
connected to radio jet activity. In fact it appears that radio-loud AGN have a very wide range
of L/LEdd, even when jet power is taken into account (Mingo et al. 2014).

Finally, it is important to note that observations of synchrotron radiation require a particle
acceleration mechanism. There is indirect or direct evidence for local particle acceleration
on all scales of radio-loud AGN up to scales of tens of kpc. Shocks are almost certainly
implicated—some of the best-understood sites of particle acceleration, the hotspots of pow-
erful double radio galaxies, are clearly physically associated with the jet-termination shock
and show properties consistent with simple first-order Fermi acceleration (Meisenheimer
et al. 1997). However, other mechanisms may well be necessary to explain diffuse particle
acceleration distributed on scales of many kpc (e.g., Hardcastle et al. 2007). When interpret-
ing observations, it is necessary to bear in mind that the particles being observed at a given
location may owe their energy spectrum to acceleration in some region that is spatially quite
distinct.

Because jets can be persistent (ages of the order 108 years have been estimated for some
sources based on spectral or dynamical age estimates) they produce large-scale, long-lasting
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structures consisting of material that has passed up the relativistic jet (Scheuer 1974), gen-
erally called lobes or plumes. The physical conditions in these structures are to some extent
determined by the jet and so they give important clues to aspects of the jets that are hard
to investigate directly. Because the observational techniques used are rather different, it is
usual to discuss the large-scale lobes, the kpc-scale jets and the pc-scale jets separately, a
convention that we follow in the remainder of this section.

5.2 Observational Tools

The combination of relativistic leptons and magnetic field gives rise to synchrotron emis-
sion, while relativistic leptons and a photon field give us inverse-Compton emission. These
are the basic tools available to estimate the magnetic field properties in jets and their prod-
ucts.

Optically thin synchrotron radiation cannot on its own give a measurement of magnetic
field strength. For simplicity, let us represent the electron energy spectrum as a power law
with index p, so that N(E)=N0E

−p . Then the synchrotron emissivity in the optically thin
regime is given by

J (ν)= CN0ν
− (p−1)

2 B
(p+1)

2 (6)

where C is a constant depending only weakly on p. Equation (6) implies that the same
observed emissivity can be produced by any combination of the number density of elec-
trons (scaling as N0) and the strength of the field B . However, total intensity emission does
give important information about the magnitude of any spatial variation in field strength
(combined with electron density, energy spectrum etc) given the strong dependence on B of
emissivity (Eq. (6)). The direction of observed polarization in optically thin regions gives
us an (emission-weighted, line-of-sight integrated, projected) estimate of the local direction
of magnetic field, which is our best probe of the vector properties of the field, while frac-
tional polarization tells us about its ordering: for a uniform field the fractional polarization
for power-law electron energy index p is Π = (p+ 1)/(p+ 7

3 ).
Faraday rotation can complicate the interpretation of polarization. For the simple case of

an external Faraday screen, the rotation angle φ is given by

φ = c
2

ν2
K

∫ s

0
nthB.ds (7)

where K is a constant, nth is the number density of thermal electrons, and the inte-
gral is along the line of sight to the source. If the value of φ varies within the reso-
lution element, depolarization rather than simple rotation with φ ∝ λ2 will be observed.
In some cases, therefore polarized intensity, and in particular the dependence of frac-
tional polarization or position angle on frequency, actually tells us more about the fore-
ground magnetoionic medium (in the host or the Milky Way) than it does about the
source itself. The effects of internal and external Faraday-active media on polarization
are well understood in some simple analytic cases (Burn 1966; Jones and O’Dell 1977;
Cioffi and Jones 1980).

Optically thick synchrotron radiation is an essential tool for field strength measurements
on the pc scale; the turnover frequency for synchrotron self-absorption is sensitively depen-
dent on the magnetic field strength, with the absorption coefficient going as B(p+2)/2. How-
ever, as the turnover also depends on the normalization of the electron energy spectrum,
this method depends on good information about the structure of the components where the
turnover is observed.
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The combination of inverse-Compton and synchrotron emission gives an excellent con-
straint on the mean field strength, if both processes can be measured from the same region;
inverse-Compton emissivity depends only on the number density of electrons (for a known
photon field, often the CMB) so that the field strength may be directly estimated from the
synchrotron emissivity. Again, it is necessary to know the geometry of the emitting region
accurately,

Finally, if all else fails, it is traditional to resort to the assumptions of equipartition,

B2

8π
=
∫
EN(E)dE (8)

or minimum energy (Burbidge 1956)

Utot = B
2

8π
+
∫
EN(E)dE:

dUtot

dB
= 0 (9)

which, putting in B-dependent estimates of N0 from Eq. (6), give fairly similar magnetic
field values for a given volume emissivity. Until recently there has been little observational
justification for the equipartition assumption (though see below) and it should still be applied
with caution.

5.3 Observations: Large-Scale Components

In the large-scale lobes and plumes of radio galaxies the gold standard for field strength
measurements is the inverse-Compton technique. Large numbers of powerful (FRII: Fa-
naroff and Riley 1974) radio galaxies now have global lobe field strength measurements
(Kataoka and Stawarz 2005; Croston et al. 2005) using X-ray inverse-Compton measure-
ments made with XMM and Chandra. These imply field strengths close to, but somewhat
below, the equipartition values: a typical field strength in a lobe is of the order 10 μG. Fewer
such measurements exist for the lower-power FRI radio galaxies, in part because of their
typically brighter thermal environments but also because some part of their internal pres-
sure is probably provided by thermal material (Hardcastle and Croston 2010). However, a
magnetic field strength around 1 μG, again close to the equipartition value, has been esti-
mated for the nearby FRI radio galaxy Centaurus A based on Fermi γ -ray detections of its
large-scale lobes (Abdo et al. 2010).

Inverse-Compton observations also provide important evidence for the spatial intermit-
tency of the magnetic field: the inverse-Compton surface brightness (which, for scattering
of the CMB, depends only on the electron energy density and the line-of-sight depth) is seen
to be much more uniform than the synchrotron surface brightness (Hardcastle and Croston
2005). This is as expected if the lobes are turbulent with an energetically sub-dominant mag-
netic field, and similar effects are seen in numerical MHD modeling of lobes (Tregillis et al.
2004; Hardcastle and Krause 2014).

Turning to field direction, the apparent field directions inferred from polarization mea-
surements in the lobes are almost always perpendicular to the jet far away from the jet ter-
mination, with mean fractional polarization in the range 20–40 % at high frequencies. This
is consistent with the idea that a toroidal component of the field dominates on large scales,
as would be expected if an initially disordered field expands into the lobes, but compression
of a disordered field can give similar results (Laing 1980).
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5.4 Observations: kpc-Scale Jets and Termination Features

Inverse-Compton measurements of field strengths in jets are difficult because of the exis-
tence of in situ particle acceleration, which can give rise to high-energy (e.g. X-ray) syn-
chrotron emission. Arguments for high bulk speeds in kpc-scale jets, discussed above, as-
sume that the X-ray emission from these jets is synchrotron, but there is a degeneracy be-
tween the magnetic field strength and the (a priori unknown) jet speed and angle to the line
of sight, so that these observations are not very useful for measurements. In low-power jets,
where the dynamics are better understood, TeV γ -ray observations place some constraints
on magnetic field strength (Hardcastle and Croston 2011), implying B > 20 µG to avoid
over-producing the observed TeV emission. These models depend on a good knowledge of
the photon field, in this case the starlight at the centre of the elliptical host galaxy.

The magnetic field direction is much better understood. In powerful jets the field direc-
tion is almost universally along the jet (although it is not clear whether the synchrotron
emission from the jet is a reliable tracer of the jet itself—it may simply show a boundary
layer). In low-power jets, observations of polarization are essential to models that break the
degeneracy between jet speed and angle to the line of sight (Laing and Bridle 2002) and
when this is done it is found that the field tends to evolve from a predominantly longitudinal
configuration on the smallest scale to a predominantly toroidal one after jet deceleration:
no significant radial component is required by the models (Laing and Bridle 2014). Helical
field models on these scales for these well-studied low-power jets are ruled out by the lack
of transverse polarization asymmetry.

Powerful jets terminate in compact (1–10 kpc scale), bright features known as hotspots,
which are thought to trace the jet termination shock. As the downstream material should be
subsonic, and so at most mildly relativistic, hotspots are easier to understand than the jets
themselves. Their brightness means that they are good sources of inverse-Compton emission
via the synchrotron self-Compton process, producing X-ray emission (Harris et al. 1994).
Inverse-Compton modeling implies field strengths of the order 100 μG in hotspots of pow-
erful sources (Hardcastle et al. 2004; Kataoka and Stawarz 2005). Magnetic field structures
in hotspots, as revealed by high-resolution polarization imaging, are complex, but there is a
general tendency for the projected field direction to be perpendicular to the jet (Leahy et al.
1997).

5.5 Observations: pc-Scale Jets

Inverse-Compton methods are very uncertain on small scales—high-energy emission from
the jet is often hard to distinguish from emission from other components of AGN. In ob-
jects where this is not the case, such as blazars, the jet geometry, bulk speed and angle to
the line of sight are likely to be poorly known. Most methods for estimating the magnetic
field strength on parsec scales rely on inferences from very long baseline interferometry
(VLBI) in the radio, and hence on synchrotron emission. Typically, the parsec-scale radio
morphology of a bright AGN manifests a one-sided jet structure due to Doppler boosting,
which enhances the emission of the approaching jet. As noted above, Lorentz factors on
these scales can be high, Γ ∼ 10–30: constraints come from observations of apparent mo-
tions (Cohen et al. 2007; Lister et al. 2013) and from radio variability (Jorstad et al. 2005;
Hovatta et al. 2009; Savolainen et al. 2010).

The apparent base of the jet, which is often the brightest and least-resolved part, is
commonly called the core. As noted above, synchrotron self-absorption, which depends
on both the particle number density Ne and the magnetic field B , will affect the appear-
ance of the jet; the core is thought to represent the jet region where the optical depth is
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equal to unity. As the number density and magnetic field depend on distance from the jet
base, the position of the apparent core is expected to depend on observing frequency. This
is the basis of the core-shift method for estimating magnetic field strengths (Lobanov 1998;
O’Sullivan and Gabuzda 2009b), evaluating the relation between core flux at given fre-
quency and mass of black hole (Heinz and Sunyaev 2003), jet composition (Hirotani 2005),
and flow magnetization (Nokhrina et al. 2015). This method necessarily assumes that the jet
is well described by the simple, homogeneous conical jet models of Blandford and Königl
(1979). The latter assumption is supported by multi-frequency observations by Sokolovsky
et al. (2011).

As an alternative to the core-shift method, individual components of the jet can be fit-
ted with self-absorption models (e.g. Savolainen et al. 2008); this method is less model-
dependent but has larger random errors as a result of the uncertainties on component size,
geometry and Doppler factor. Magnetic field strengths derived by either method are of the
order 1 G on pc scales. Recently, Zdziarski et al. (2015) have proposed a “hybrid” method
of doing core-shift analysis which does not rely on the equipartition assumption, again ob-
taining similar magnetic field strength values.

On pc scales, the inferred jet magnetic field direction is normally either parallel or per-
pendicular to the jet direction (e.g. Lister and Homan 2005), with jets in more powerful
objects tending to have parallel fields. Misaligned polarization that is definitively not the
result of Faraday rotation is rare. The interpretation of these field structures varies: they
are often attributed to internal jet dynamics, e.g. shocks in the case of transverse appar-
ent field direction, but could equally well be the result of an underlying helical magnetic
field geometry with varying pitch angle (Lyutikov et al. 2005). (As noted above, helical
fields are expected in most jet generation models due to the toroidal component intro-
duced by field winding: see Sects. 1, 4.2.) As pointed out by Blandford (1993), the helical-
field model would be supported by observations of transverse gradients of Faraday rotation
across the jet, provided that there are thermal electrons in the jet or in its immediate en-
vironment to provide the required magnetoionic medium (Eq. (7)). Detection of such gra-
dients is observationally difficult, since the jets are poorly resolved, but they have been
observed in a number of objects (e.g., Asada et al. 2002; O’Sullivan and Gabuzda 2009a;
Croke et al. 2010). While their interpretation is still controversial (Taylor and Zavala 2010)
these gradients provide at least some direct evidence for helical field structures in the inner
parts of the jets.

5.6 Core-Shifts and Jet Magnetization

Two important MHD parameters for describing relativistic flows are the Michel magnetiza-
tion parameter σM and the multiplicity parameter λ. The first one tells us how strongly the
flow is magnetized at its origin, and it determines the maximum possible bulk Lorentz factor
of the flow. The second one is the dimensionless multiplicity parameter λ=Ne/NGJ, which
is defined as the ratio of the number density Ne to the Goldreich-Julian (GJ) number den-
sity NGJ =ΩB/2πce—the minimum number density needed for screening the longitudinal
electric field. These two parameters are connected with total jet power Pjet by equation (Be-
skin 2010)

σM ≈ 1

λ

(
Pjet

PA

)1/2

. (10)

Here PA =m2
ec

5/e2 ≈ 1017 erg/s is the minimum energy loss rate of a central engine which
can accelerate particles to relativistic energies.
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There are two theoretical models of plasma production in a jet. In the first one, pairs
are produced by two-photon collisions with photons with sufficient energy produced by the
inner parts of the accretion disk (Blandford and Znajek 1977). In this case we expect λ ∼
1010–1013, and Michel magnetization parameter σM ∼ 10–103. The second model of the pair
production is a cascade process in non-zero electric field in a region with the zero GJ plasma
density due to general relativity effects (Beskin et al. 1992; Hirotani and Okamoto 1998).
This model gives λ ∼ 102–103, and magnetization σM ∼ 1010–1013. So in both scenarios
the flow is strongly magnetized at its base, but this large difference in the estimates for
the magnetization parameter σM leads to two different pictures of the flow structure in jets.
Indeed, as has been shown by several authors (Beskin and Nokhrina 2006; Tchekhovskoy
et al. 2009; Komissarov et al. 2009), for well-collimated magnetically dominated MHD jets
the Lorentz factors of the particle bulk motion follows the relation

Γ ≈ r⊥/RL, (11)

where r⊥ is the distance from the jet axis, and RL = c/Ω is the light cylinder radius. The
relation (11) holds until the flow reaches the equipartition regime—the Poynting flux is ap-
proximately equal to the particle kinetic energy flux. Further acceleration is ineffective. For
ordinary jets r⊥/RL ∼ 104–105. As a result, using the universal asymptotic solution (11), one
can find that values σM ∼ 100 correspond to the saturation regime when there is approxi-
mately equipartition between the Poynting flux Pem and the particle kinetic energy flux Ppart.
On the other hand, for σM ∼ 1012 the jet remains magnetically dominated (Ppart 	 Pem).
Thus, the determination of the Michel magnetization parameter σM is a key point in the
analysis of the internal structure of relativistic jets.

The core-shift measurements described above (Gould 1979; Marscher 1983; Sokolovsky
et al. 2011; Pushkarev et al. 2012) might provide an observational way to probe λ and σM.
The ideal MHD flow of plasma with exactly the drift velocity in crossed electric and mag-
netic fields does not emit synchrotron radiation. However, some internal dissipative pro-
cesses, for example internal shocks and magnetic reconnection, can produce particles with
a non-thermal spectrum that can account for the observed emission. By measuring the
core-shift discussed in the previous subsection, one can obtain the combination of mag-
netic field magnitude Bcs and electron number density Ncs in the region with optical depth
equal to unity. On the other hand, Bcs and Ncs can be related through the flow magneti-
zation σ = σM/Γ − 1 (Tchekhovskoy et al. 2009) assuming that the flow is in the satura-
tion regime, i.e. σcs ≈ σM/2≈ Γcs (Beskin and Nokhrina 2006; Tchekhovskoy et al. 2009;
Komissarov et al. 2009). Combining the latter with the definitions of λ and σM, one can
obtain both λ and σM as a function of core-shift and total jet power Pjet. The latter can be
estimated by correlating the radio jet luminosity to total power needed to form the cavities
in surrounding gas (Cavagnolo et al. 2010). This analysis leads to estimates of λ∼ 1013 and
σ ∼ 10 (Nokhrina et al. 2015). The measurements of core-shift by Pushkarev et al. (2012)
thus allow the order of Michel magnetization at the jet base to be estimated, and it can be
concluded that the MHD flow on the observable scales are in the saturation regime, i.e. there
is no effective plasma acceleration by the MHD mechanism downstream. Moreover, the or-
der of σM correlates well with the estimated Lorentz factors of jet flows discussed above.

Recently, it has become possible to use the core-shift to measure the magnetic flux thread-
ing the jets and central black holes in a rather large sample of radio-loud active galactic
nuclei (Zamaninasab et al. 2014; Zdziarski et al. 2015). Dynamically-important black hole
magnetic fields were inferred, indicating that the central black holes of most if not all radio-
loud AGN are in a MAD state (Sect. 4.2). MADs have also been inferred in tidal disruption
events (Tchekhovskoy et al. 2014) and core-collapse gamma-ray bursts (Tchekhovskoy and
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Fig. 6 Magnetic field strengths on different size scales illustrated using a few well-studied objects on pc
and kpc scales. The size scale plotted here is the transverse radius of the component in which the field is
measured, not the distance from the nucleus (though in general the two scale). Data are taken from O’Sullivan
and Gabuzda (2009b), Savolainen et al. (2008), Hardcastle et al. (2004), Hardcastle and Croston (2010, 2011),
Croston and Hardcastle (2014), and Abdo et al. (2010). The solid line shows an arbitrarily normalized line of
B ∝ r−1—we would expect the normalization of this line to depend on the jet power so it is not surprising
that all points do not lie on the line

Giannios 2014). This suggests that MADs are perhaps not rare or unusual as their name
might imply, but possibly quite the opposite.

5.7 Observational Summary

To summarize, we now have relatively good information about the magnetic field strengths
on kpc scales, and excellent information about the vector properties of the field, which,
however, are probably not strongly connected to the field properties at jet generation. On
pc scales and below, magnetic field strengths are not as well constrained, but such con-
straints from, e.g., core-shift observations as we have are consistent with the expectations
from models, while polarization observations are certainly consistent with the presence of a
helical field structure on small scales.

The field strength constraints obtained for some of the objects discussed above are sum-
marized in Fig. 6, which shows a broad consistency with an r−1 scaling over the observable
∼ 7 orders of magnitude in physical scale. Fields of the order 104 G, and thus magnetic
fluxes ∼ 1033 G cm2 would be implied by an extrapolation to scales comparable to the grav-
itational radius of the central black hole. In principle, magnetic fluxes at this level could be
dynamically important (plasma β ∼ 1) and so could affect the flow of material in the disk as
discussed in Sect. 4.2.

6 Conclusions

Accretion disks and the jets they produce are fundamentally magnetic systems. A great deal
of progress has been made in the theory of these systems, and in obtaining their properties
from observation. We began by considering how the entire complex system is broken into
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different components for theoretical analysis. Where then do we stand with those compo-
nents?

First, accretion disks are turbulent, and that turbulence is almost certainly created by
the instability to the MRI. This MRI-induced turbulence produces internal stress that can
transport angular momentum at the rates required.

Although it seems clear that disks are magnetic, jets appear to require a more organized
magnetic field than is produced by MRI turbulence. The origin of the jet magnetic field
remains uncertain. A disk dynamo remains a possibility, and dynamo action has been seen
in some simulations, but the field produced is not the type required for jet launching. In the
case of stellar jets, the central star may also be the source of the required field through its
own internal dynamo. The possibility remains that the required field could be carried in from
large radii; however, MRI turbulence does not seem to accomplish that on its own. More
direct infall, taking place outside the turbulent disk proper, or in a hot, thick accretion flow
with relatively large infall velocities, could work if the resulting field is able to reconnect as
needed to establish the required topology on the central star or black hole, or through the
central accretion disk.

The general model of jets as magnetized, accelerated and collimated disk winds is well
established today by observations and theoretical investigations. While for young stars the
disk wind seems to play the major role in jet launching (Blandford-Payne), the jets from
AGN and other relativistic sources are plausibly dominated by processes energetically sup-
ported directly by the spinning black hole (Blandford-Znajek, Blandford and Znajek 1977),
and observations, at least on the smallest scales, show good consistency with the expec-
tations of this type of model, as discussed in Sect. 5. There are still many unknowns. For
example, the matter content of relativistic jets is as yet unclear, and in many cases their prop-
agation speed is poorly constrained; there is no direct measurement of the magnetic field of
jets from stars or of the accretion disk.

Global MHD simulations are able to treat the global jet launching that is the accretion-
ejection process. Usually an initial large-scale magnetic field has been assumed so far in
these models, only a few simulations were able to consider mean-field disk dynamo. How
such global, axisymmetric mean-field models match the disk microphysics and the respec-
tive local disk simulations, is still an open question. The magnetized disks considered in
jet launching simulations use a rather simple model for the (turbulent) magnetic diffusivity
or viscosity and also neglect radiation and radiative transport processes. However, all these
processes seem to be essential for the disk physics.

Future progress will clearly come from more sophisticated simulation models, consider-
ing the physical effects mentioned above. The codes and computational resources may not
yet be ready for such an ambitious goal, as the treatment of the additional physics will re-
quire new numerical methods, and also a higher numerical resolution, together with a fully
3D treatment.

Simulations have clearly demonstrated the viability of the Blandford-Znajek type jet
powered by a rotating black hole. Those simulations further suggest that a dipole field is
required, in addition to the rotating hole, and that the field strength is set by equipartition
with the surrounding pressure (gas, ram, magnetic) associated with the accretion disk. The
issue of the presence of such jets comes back to the origin of the axial black hole field, a
problem that remains uncertain, as discussed above.

Finally, we have seen that observations, particularly of AGN jets, are starting to provide
direct tests of jet-launching models through constraints on the bulk speed, particle con-
tent, kinetic power, and magnetic field strength and configuration of jets. Much progress
on at least some of these issues can be expected from the improvement in observational

473 Reprinted from the journal



J.F. Hawley et al.

capabilities at arcsecond resolutions (and thus generally kpc scales) to be provided by next-
generation radio facilities such as the upgraded JVLA and LOFAR, and in the future the
SKA. However, the most direct constraints remain those provided by long-baseline interfer-
ometers such as the VLBA and EVN, and continued support of these is vital if we are to be
able to make direct tests of jet models in the future.
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Abstract Gamma-Ray Bursts (GRBs) are the strongest explosions in the Universe, which
due to their extreme character likely involve some of the strongest magnetic fields in nature.
This review discusses the possible roles of magnetic fields in GRBs, from their central en-
gines, through the launching, acceleration and collimation of their ultra-relativistic jets, to
the dissipation and particle acceleration that power their γ -ray emission, and the powerful
blast wave they drive into the surrounding medium that generates their long-lived afterglow
emission. An emphasis is put on particular areas in which there have been interesting devel-
opments in recent years.
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1 Introduction

Gamma-ray Bursts (GRBs) are among the most extreme objects in the Universe. They are
the most luminous cosmic explosions, and therefore serve as beacons at the edge of the vis-
ible Universe that can be used as cosmic probes. GRBs provide short timescale insight into
end-stage stellar evolution, and serve as probes of extreme physics such as strong gravity,
very large densities and magnetic fields, extremely energetic particles, and relativistic bulk
motions. They are also promising sources of high-energy neutrinos and gravitational waves.

GRBs can be roughly divided into two main sub-classes: (i) Long-duration (� 2 s) soft-
spectrum bursts that are found in star-forming regions and are associated with broad-lined
Type Ic supernovae, implying a massive star progenitor, which is most likely low-metalicity
and rapidly rotating near this cataclysmic end of its life, and lives in a gas-rich environment
not far from where it was formed. In order to produce a GRB, the central engine must drive
a strong relativistic jet that bores its way through the stellar envelope and produces the GRB
well outside of the progenitor star; (ii) Short-duration (� 2 s) hard-spectrum bursts that are
thought to arise from the merger of a binary neutron star system (or a neutron star and a
stellar-mass black hole) that emits gravitational waves as it inspirals and coalesces, produc-
ing a central engine driven jet. Such systems live in low density environments, possibly with
a prior supernova kick that pushed them into the outskirts of their host galaxies. A third sub-
class, whose importance was realized only recently (Soderberg et al. 2006; Campana et al.
2006; Liang et al. 2007; Virgili et al. 2009; Bromberg et al. 2011, 2012; Nakar and Sari
2012), involves low-luminosity GRBs, whose overall isotropic equivalent radiated energy
is Eγ,iso � 1049 erg. They also typically have a smooth, single-peaked light curve, and their
νFν spectrum typically peaks at a lower than average photon energy (usuallyEp � 100 keV).
While observed rarely, because of their low luminosity, they are the most numerous group
in nature (in terms of their rate per unit volume). They most likely do not arise from the
same emission mechanism as regular long GRBs (e.g., Bromberg et al. 2012; Nakar and
Sari 2012).

The phenomenology of GRBs is generally separated into two observational phases: the
prompt emission and the afterglow. These two phases are traditionally differentiated largely
based upon instrumental measurement methods, but they do seem to also be physically
distinct—they arise from different emission mechanisms and occur at different distances
from the central source. However, the dividing lines between the prompt emission and the
afterglow have blurred in recent years. In the standard Fireball model (e.g., Piran 1999,
2004; Kumar and Zhang 2015), the prompt emission (i.e. the burst of γ -rays) is due to dis-
sipative internal shocks within the outflow, while the long-lived broadband afterglow is the
result of the jet driving a strong relativistic forward shock into the surrounding medium as
it decelerates and transfers its energy to the shocked external medium. Unless the outflow
is highly magnetized when it is decelerated by the external medium, this deceleration can
occur through a strong reverse shock that results in a bright optical flash, which is also some-
times detected (e.g., Akerlof et al. 1999; Sari and Piran 1999; Mundell et al. 2007b; Racusin
et al. 2008; Vestrand et al. 2014) just after the onset of the prompt emission, and decays
largely independently of the forward shock emission.

The field of GRBs is relatively young, with several revolutions in our understanding of
these objects thanks to new observations over the last two decades. The role of magnetic
fields in GRBs is relevant to many topics in this field. They affect the properties of the
compact object (neutron star and/or black hole) that powers the central engine, and how it
launches the jet. Magnetic fields may also play an important role in the acceleration and col-
limation of the relativistic jets in GRBs, as well as in their composition. They can contribute
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to the energy dissipation and particle acceleration that powers the prompt GRB emission,
and may play a key role in its emission mechanism. A strong magnetic field can suppress
the reverse shock and its emission. During the afterglow, the amplification of the weak mag-
netic field in the external medium by the afterglow shock and its subsequent behavior in the
shocked external medium downstream of the shock play a key role in the particle accelera-
tion by the shock and in the shaping of the afterglow emission. In fact, it seems hard to find
any important part of GRB physics where magnetic fields might be safely ignored.

In this review, we explore the evidence for extreme magnetic fields in GRBs, and how
magnetic fields are intertwined with our understanding of the mechanisms that produce the
relativistic jets that power these objects. As we cannot cover here all of the relevant topics
in detail, we have instead chosen to focus on specific topics in which there has been recent
progress (see e.g. Piran 2005, for an earlier review). First, in Sect. 2 a brief overview is given
on the progenitors of both long and short GRBs, with the main thrust being devoted to the
possible role of millisecond magnetars—newly born, very rapidly rotating and highly mag-
netized neutron stars—a topic that has recently received a lot of attention in the literature
and in the GRB community. Next, Sect. 3 discusses the dynamics of GRB jets. It starts with
long GRB jets as they bore their way out of their massive star progenitors, and then moves
on to discuss more generally the possible role of magnetic fields in the acceleration and col-
limation of GRB jets, both in steady-state and highly time-variable outflows, as well as in
the interaction of the jet with the external medium and the reverse shock. In Sect. 4 we dis-
cuss the role of magnetic fields in the dissipation and radiation that power the prompt γ -ray
emission, and what GRB observations can tell us about the conditions within the emitting
region. Finally, Sect. 5 is devoted to the role of magnetic fields in the afterglow. It focuses
on their effects on the afterglow and reverse shock emission and their polarization, and how
this can teach us about the magnetic field structure in the GRB outflow and its amplification
in the afterglow shock as well as its structure and possible decay further downstream of this
shock. Our conclusions are discussed in Sect. 6.

2 GRB Progenitors, Central Engine, and the Role of Magnetars

Long duration GRBs are associated with Type Ic supernovae (e.g., Woosley and Bloom
2006), which directly relate them to the death of massive stars stripped of their hydrogen
and helium. This supports the popular Collapsar model (Woosley 1993; MacFadyen and
Woosley 1999) in which a central engine lunches a relativistic jet that penetrates the stellar
envelope and powers the GRB. Typically, within the Collapsar models the central engine is
considered to be a an accreting newly-formed stellar-mass black hole at the center of the
progenitor star. The most popular model for short duration GRBs features the merger of two
neutron stars in a tight binary system (Eichler et al. 1989), which may again form a black
hole surrounded by an accretion disk as they coalesce. Therefore, in both long and short du-
ration GRBs, despite their very different progenitors, the central engine that is formed dur-
ing the explosion and launches the relativistic jets might still be similar in nature—accretion
onto a newly formed black hole.

An attractive alternative possibility that has gained popularity in recent years is that GRB
central engines may involve magnetars (Usov 1992; Duncan and Thompson 1992; Buc-
ciantini et al. 2008; Dall’Osso et al. 2009)—highly magnetized neutron stars with surface
magnetic fields of order B ∼ 1015 G, which in this case are newly born and very rapidly
rotating, with ∼ 1 ms periods (and hence dubbed millisecond magnetars). In this model the
main energy source is the neutron star’s rotational energy, and a very strong magnetic field
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is needed for a rapid extraction of this rotational energy and to channel it into a relativistic
outflow. A rapidly rotating neutron star may arise in the collapse of a rotating stellar core
and the magnetic field can be amplified in this collapse (e.g., Duncan and Thompson 1992).
As the magnetar’s energy is naturally extracted in the form of a Poynting flux (though this
flux is initially not significantly collimated) it naturally leads to a magnetically dominated
outflow. Collimation of the outflow into a narrow jet may, however, be facilitated by the
interaction of the outgoing strong magnetohydrodynamic (MHD) wind with the progenitor
star’s envelope (e.g., Bucciantini et al. 2007, 2008, 2009; Bromberg et al. 2014).

After the first ∼ 10–100 s or so from the neutron star formation, the neutrino-driven
winds subside and the baryon loading on the MHD wind significantly decreases. As a result
the initial wind magnetization parameter σ0 significantly increases and becomes � 1 (the
magnetization parameter σ is the Poynting-to-matter energy flux ratio, or proper enthalpy
density ratio). At this stage, the neutron star spin-down and its associate luminosity are
approximately given by the magnetic dipole in vacuum formula (which also approximately
holds in the force-free regime; Spitkovsky 2006),

L(t)= B2R6Ω4
0/(6c

3)

[1+ 2B2R6Ω2
0 t/(6Ic

3)]2 =
E0

t0(1+ t/t0)2 ≈ L0 ×
{

1 (t < t0),

(t/t0)
−2 (t > t0),

(1)

where I is the neutron star’s moment of inertia, R is its radius, B is the surface dipole mag-
netic field at the pole, Ω0 is the initial angular velocity, E0 ≈ 1

2 IΩ
2
0 is the initial rotational

energy, L0 =E0/t0 is the initial spin-down luminosity and

t0 = 3Ic3

B2R6Ω2
0

≈ 2× 103

(
B

1015 G

)−2(
P

1 ms

)2

s (2)

is the initial spin-down time (using typical values of R ≈ 10 km, I ≈ 1045 g cm2). This
spindown luminosity initially (at t < t0) has a plateau at L0, and then (at t > t0) falls off
as t−2. Both L0 and t0 can be tuned with the proper choice of the initial angular velocity Ω0

and the magnetic field B . With a choice of B ∼ 1015.5–16 G one can arrange t0 fit the prompt
duration in which case the magnetar is invoked to power the prompt GRB. With a lower
magnetic field of order 1014.5–15 G, t0 is of order several thousand seconds, comparable to
the duration of the plateau phase in some X-ray afterglows.

The magnetar model gained a lot of popularity with the discovery by Swift of plateaus
in the X-ray afterglow light curves of many GRBs (Nousek et al. 2006; Zhang et al. 2006),
whose shape resembles the overall shape of Magnetar’s spindown luminosity (Troja et al.
2007; Dall’Osso et al. 2009, 2011; Rowlinson et al. 2013, 2014). Somewhat surprisingly,
even though this tentative evidence1 for magnetar-like activity was obtained for the afterglow
phase, it was interpreted in the community as evidence for a magnetar operating as the main
source of energy for the prompt emission as well. Both interpretations face some difficulties.

The magnetic field needed to produce the prompt emission is larger by about one order
of magnitude than the one observed even in the strongest magnetars. This may not be that

1These plateaus have several alternative explanation, which are at least as compelling as the magnetar expla-
nation, such as promptly ejected slow material that gradually catches up with the afterglow shock (Nousek
et al. 2006; Granot and Kumar 2006), time-varying afterglow shock microphysical parameters (Granot et al.
2006), viewing angle effects (Eichler and Granot 2006), or a two-component jet (Peng et al. 2005; Granot
et al. 2006).
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puzzling as there is ample evidence of magnetic field decay in magnetars (Dall’Osso et al.
2012), and the observed magnetars are typically a few thousand years old. It is possible that
the magnetic fields of newborn magnetars are large enough.

A more serious problem concerns the energy budget. The rotational energy of a typical
neutron star, even when rotating at breakup velocity, is at best marginally sufficient to power
the most powerful GRBs (Cenko et al. 2010). This is especially so if we also take into
account the efficiency of converting this rotational energy into the prompt flux of γ -rays.
Of course, magnetars could still power less energetic GRBs. However, this would require
one to invoke two kinds of central engines, as a different energy source would be needed to
power the most energetic GRBs.

Even more perplexing is the situation concerning the longer duration plateaus in the
afterglow light curves. Here, the needed values of magnetic fields are indeed typical for
those arising in the observed magnetars, and the overall energy budget is reasonable as
well. However, another question arises: if a low magnetic field magnetar has powered the
afterglow plateau, then what has powered the prompt GRB? Can a magnetar fire twice? The
simple answer, according to Eq. (1), is no. This is as long as the magnetic field remains
constant during the slowdown time scale. However, one can come up with a fine-tuned
model in which the magnetic field decays on a timescale shorter than t0. In this case the
duration of the magnetar activity is not determined by t0, but by the magnetic field decay
time. Once the magnetic field has decayed, a second slower magnetar phase appears with a
new t0. Overall such a model requires a the magnetic field that is extremely large initially,
leading to the prompt emission and then it decreases, just at the right time (and before all
the rotational energy is exhausted) to a lower level in which the weaker magnetar powers
(using the remaining rotational energy) the afterglow plateau.

An alternative option is as follows: in the first ∼ 10–100 s or so after the formation
of the neutron star, the strong neutrino-driven winds cause a large baryon loading on the
MHD wind that prevents the formation of a very high initial magnetization (σ0 � 10–100).
Therefore, during at least part of this time the spindown luminosity can significantly deviate
from the form Eq. (1)—the formula for a magnetic dipole in vacuum—and may in fact be
significantly higher, and closer to the result for a magnetic monopole in vacuum, since most
of the magnetic field lines are opened by the strong baryon loading (e.g., Metzger et al.
2011). This can increase the spindown luminosity by a factor of ∼ (RL/R)2 ∼ 101.5, where
RL = c/Ω0 is the initial value of the light-cylinder radius. However, as in the early magnetic
field decay scenario mentioned above, also this solution would require fine tuning in order
to extract just the right amount of rotational energy over just the right timescale. Moreover,
in this case the bulk of the large amount of energy that is released on the timescale of
the prompt GRB is given to relatively low-σ0 baryon-rich material, which could not attain
sufficiently large asymptotic Lorentz factors that are needed to power a GRB.

Another possible solution to this problem was suggested recently (Rezzolla and Kumar
2015; Ciolfi and Siegel 2015)—the “time reversal model”, which postulates magnetar ac-
tivity for the plateau but an accretion disk for the prompt phase. According to this model,
first a magnetar with t0 ∼ 104 s is born and launches a fast MHD wind whose interaction
with slower matter that was ejected earlier produces the afterglow plateau. In this scenario
the magnetar is a supramassive neutron star, i.e. supported against gravitational collapse by
its very fast rotation, so once it spins down significantly it collapses to a black hole, and an
accretion disk that forms during this collapse powers the prompt emission.2 In spite of this

2This scenario is rather similar to the “supranova model” that was suggested much earlier (Vietri and Stella
1998, 1999).
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reversed time sequence the plateau is observed after the prompt emission because it involved
the interaction of the winds and this phase introduces a time delay (in the observer frame).
While it is appealing, this model requires the formation of a disk during the collapse of the
supramassive neutron star. However, Margalit et al. (2015) have recently argued that this is
impossible.

A different possible solution is if the prompt GRB is powered by the energy in a strong
initial differential rotation (Kluźniak and Ruderman 1998). The strong differential rotation
winds-up strong toroidal magnetic field loops, which are buoyantly pushed out of the neutron
star surface and power the prompt GRB. This lasts until they exhaust all of the differential
rotation energy on the timescale of the prompt GRB emission of long duration GRBs. The
rotational energy of the remaining uniformly rotating neutron star could then power the
plateaus on its longer magnetic dipole spindown time t0. This might possibly work for long
duration GRBs that are not too energetic (as the energy in differential rotation is somewhat
lower than the total rotational energy).

Recently, it was suggested that millisecond magnetars might also be at work in short
duration GRBs (e.g., Fan and Xu 2006; Rosswog 2007; Metzger et al. 2008; Rowlinson
et al. 2010, 2013; Bucciantini et al. 2012; Fan et al. 2013a; Gompertz et al. 2014). Newly
formed millisecond magnetars were suggested to produce the extended emission seen on a
timescale of ∼ 102 s in some short GRBs (e.g. Metzger et al. 2008; Bucciantini et al. 2012).
In this picture the initial short GRB spike may arise from short-lived accretion following
the merger. The extended emission is driven by the spindown power that is released over
∼ 102 s, and takes several seconds to break out of the surrounding mildly relativistic material
that is ejected quasi-isotropically during the merger. In this scenario, however, the jets that
power the short GRB itself (the initial hard spike) are launched within the first second or so
after the formation of a newly-born millisecond magnetar, when the neutrino-driven wind is
very vigorous, the magnetization is low (σ0 � 1), and the baryon loading is very significant
near the star and the inner accretion disc where the jet may be launched. It is therefore
unclear whether in this case the jets could eventually reach a high enough Lorentz factor to
produce the GRB. Moreover, in a binary merger the neutron star is formed extremely rapidly
rotating (near breakup), and its rotational energy of a few ×1052 erg is eventually injected
into the afterglow shock. This should naturally produce a bright afterglow emission while
the observed afterglows of short GRBs (either with or without an extended emission) are
typically much dimmer than those of long GRBs. While this might in part be attributed to
a lower external density on average, this cannot fully account for the dimmer afterglows of
short GRBs essentially over the entire broad-band spectrum, from radio to GeV energies.

3 Jet Propagation and Dynamics

The question of the jet composition is still a major issue in our understanding of GRBs.
It affects the location of the emission site, the mechanism of the emission and the particle
acceleration. There are two main possibilities that are commonly discussed in the literature:
a hydrodynamic jet and a Poynting flux dominated jet (for the jet dynamics discussed here
we do not make the distinction between baryonic and e± pairs particle content). The main
advantage of a hydrodynamic jet is fast and robust acceleration, which allows the jet to
reach very high Lorentz factors relatively close to the central source. Magnetic acceleration,
on the other hand, is slower and less robust. However, hydromagnetic jet launching implies
dynamically strong magnetic fields near the central source, which can naturally avoid ex-
cessive baryonic loading into the central part of the jet, and thus allow it to reach large
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asymptotic Lorentz factors far from the source. The required very small baryon loading is
hard to naturally achieve in a purely hydrodynamic jet. Here we focus on the possible role of
magnetic fields in the jet dynamics and propagation, while keeping in mind these two main
options for the jet composition.

3.1 Jet Propagation in the Stellar Envelope

In order to produce a regular GRB, a collapsar jet needs to successfully break out of its
progenitor star. After it breaks out, the jet can accelerate freely and eventually generate the
observed γ -ray photons far from the star in a region where they can escape (see Sect. 4).
Before it emerges from the stellar surface, the jet propagates inside the star by pushing the
stellar material in front of it, forming a bow shock ahead of the jet. The stellar material that
crosses this shock is heated and forms a cocoon around the jet, which in turn applies pressure
on the jet and collimates it. The collimated jet propagates at a different velocity than a freely
expanding jet. It continuously injects energy into the cocoon through a slower moving head
that forms at the front of the jet. The head dissipates the jet’s energy and channels it into
the cocoon. Therefore, the continuous propagation of the jet through the star depends on
the supply of fresh energy from the source. If the engine stops injecting energy, the head
will essentially stop propagating once the information about the energy cutoff will reach it,
and the jet will fail. The breakout time, tb, is defined as the time of the engine shutoff for
which the information about the shutoff reaches the jet’s head when it is at the edge of the
star. If the engine stops working at a time te < tb, the head will “feel” this cutoff while it is
inside the star and will stop propagating. In this case the jet will not break out and it will not
produce a regular GRB.3 Since the information travels outwards at very close to the speed of
light, the breakout time is related to the time at which the jet’s head reaches the outer edge
of the star through

tb =
∫ R∗

0

dz

βh(z)c
− R∗
c
≡ R∗
c

1− β̄h

β̄h
, (3)

where βh(z)c is the instantaneous velocity of the jet’s head at a distance z from the cen-
tral source (along its symmetry axis, using cylindrical coordinates), and β̄hc is its average
velocity.

Simple analytic solutions to Eq. (3) can be obtained in two limits: (i) a non-relativistic
limit, characterized by a proper speed (in units of c) uh = Γhβh 	 1 (where Γh is the
head’s Lorentz factor) in which tb 
 R∗/β̄hc, and (ii) the relativistic limit, character-
ized by uh � 1, in which tb 
 R∗/2Γ̄ 2

h c. The transition between these two limits occurs
when tb 
 R∗/c, which according to Eq. (3) corresponds to β̄h 
 1/2. The jet’s head
is initially sub-relativistic, but it accelerates in the steep density profile inside the star
(ξ = −d logρ/d log r > 2). Therefore, if the jet becomes relativistic at some radius, Rrel,
where uh 
 1, then it will remain so until it will break out.

In order to calculate the breakout time ones needs a proper model for the propagation of
the jet in the star. Such a model needs to consider the evolution of the jet and the cocoon self-
consistently, as they affect one another. The propagation velocity of the head is determined
by its cross section, which is set by the collimation of the jet. The head’s velocity, in turn,
controls the energy injection into the cocoon, which determines the collimating pressure.
The dynamics of this system can be described in a relatively simple way in two extreme

3A failed jet produces, most likely, a low-luminosity GRB when a shock wave generated by the dissipated
energy breaks out from the seller envelope.
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cases of a purely hydrodynamic jet and a purely electromagnetic (Poynting flux dominated)
jet.

3.1.1 The Breakout Time of Collapsar Jets

Close to the injection point the jet’s internal pressure, pj , is much larger than the cocoon’s
pressure, pc. Therefore, initially the jet material expands freely until the collimation point
where the jet’s pressure equals the cocoon’s pressure, pj = pc. Above this point the jet is
collimated by the cocoon’s pressure, and its behavior depends on its magnetization.

In the hydrodynamic case, the collimation of the jet leads to the formation of a collima-
tion shock at the base of the jet (e.g., Bromberg and Levinson 2007). Above this point the
jet maintains a roughly cylindrical shape due to a relatively uniform pressure in the cocoon
(e.g., Zhang et al. 2003; Matzner 2003; Bromberg et al. 2011). The jet material remains
relativistic with a roughly constant Lorentz factor Γj ∼ 1/θ0, where θ0 is the jet injection
(or initial) half-opening angle. At the head of the jet the relativistic jet material decelerates
abruptly through a strong reverse shock. Since the jet is roughly cylindrical upstream of the
reverse shock, the width of the head—its cylindrical radius rj and its corresponding cross-
section Σj = πr2

j , are set by the width and cross-section of the jet at the collimation point,
which are shown to be

Σj = πr2
j 


Ljθ
2
0

4cpc
, (4)

where Lj is the (one sided) jet luminosity. The velocity of the head was shown (Matzner
2003; Bromberg et al. 2011) to follow

βh = βj

1+ L̃−1/2
, (5)

where the dimensionless parameter

L̃= ρjhjΓ
2
j

ρa

 Lj

Σjρac3
, (6)

represents the ratio between the energy density of the jet (Lj/Σjc) and the rest-mass en-
ergy density of the surrounding medium (ρac2) at the location of the head. Here hj =
1 + 4pj/ρj c2 is the dimensionless specific enthalpy of the jet material just upstream of
the termination shock at the base of its head.

Bromberg et al. (2011) have obtained approximate analytic expressions for the propaga-
tion velocity of a hydrodynamic jet, and demonstrated that for typical stellar and jet prop-
erties, the jets head propagates at a velocity that is at most mildly relativistic. Therefore, in
this case the solution to Eq. (3) is in the transition region between the relativistic and the
non-relativistic limits, and can be approximated following (Bromberg et al. 2015). In order
to obtain a useful analytic solution, they approximated the exact integration (shown by the
dashed blue line in Fig. 1) by:

tb,hyd 
 6.5R∗,4R�

[(
Lj

Lrel

)−2/3

+
(
Lj

Lrel

)−2/5]1/2

s, (7)
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Fig. 1 The breakout time, tb, as a function of Lj calculated for a jet with an opening angle θj = 7◦, and a

star with a mass M∗ = 15M�, radius R∗ = 4R� and a power-law density profile ρ ∝ r−2.5. The gray solid
curve tracks the exact integration of Eq. (3), the red and magenta lines show the analytic approximation for
the non relativistic and the relativistic cases respectively. The dashed blue line follows the smoothed analytic
solution for tb from Eq. (7) (this figure is taken from Bromberg et al. 2015)

where Lrel is the transition luminosity between a non-relativistic and a relativistic case:

Lrel 
 1.6× 1049 R−1
∗,4R�M∗,15M�θ

4
0.84

(
3− ξ
0.5

)7/5(5− ξ
2.5

)4/5(7− ξ
4.5

)15/2

erg s−1. (8)

As canonical parameters we have used here a stellar mass of M∗ = 15M�, a stellar radius
R∗ = 4R� and we assume a power-law density profile: ρ∗ ∝ r−ξ with ξ = 2.5. Hereafter we
measure masses and radii in units of solar mass and solar radius respectively and use the
subscript ‘∗’ to denote properties of the progenitor star. For all other quantities we use the
dimensionless form Ax ≡A/10x measured in c.g.s units. For a typical collapsar (one sided)
jet luminosity of Lj ∼ 2 × 1049 erg s−1, and injection angle of θj = 7◦ the corresponding
breakout time is tb(Lrel)
 9 s.

In a Poynting flux dominated jet the situation is different. The cocoon’s pressure is typi-
cally strong enough to collimate the jet before it looses causal contact with the axis. In this
case the poloidal magnetic field is comparable to the toroidal field in the comoving frame of
the flow, and shocks are inhibited. This leads to a smooth transition of the jet material from
a free expansion state, close to the engine, to a collimated state. The jet material remains
in a strong causal contact also above the collimation point. Therefore as it approaches the
head, it does not shock. Moreover, it can be shown (Bromberg et al. 2014) that under these
conditions the jet’s proper velocity uj is approximately equal to the ratio of its cylindrical
radius rj and the light cylinder radius rL: uj 
 rj/rL, and the same also holds at the jet’s
head, uh 
 rh/rL. Therefore, the jet material gradually decelerates and becomes narrower
as it approaches the head until at the head its velocity matches that of the shocked stellar
material just behind the front tip of the bow shock. This deceleration and narrowing of the
jet towards its head is assisted by the fact that the cocoon’s pressure becomes larger closer
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to the head, as the bow shock is stronger there. This results in a jet head that is much nar-
rower than in the hydrodynamic case and therefore leads to a much faster propagation speed,
where the head’s proper speed uh is given by (Bromberg et al. 2014):

uh ∼ rh
rL
∼
{
a1/5 (uh 	 1),

a1/6 (uh � 1),
(9)

where the dimensionless quantity

a ≡ Lj

πρac3r2
L

= pL

ρac2
≈ 1.2

L50

ρ4r
2
L7

, (10)

is the ratio of the jet’s magnetic pressure at the light cylinder and the ambient medium’s rest
mass energy density near the head.4

Therefore, a Poynting flux dominated jet becomes relativistic at a radius Rrel deep inside
the star, even with a modest power (Bromberg et al. 2014):

Rrel

R∗

 1.4× 10−2

[
L−1

49.3M∗,15M�R
−3
∗,4R�r

2
L,7

(
3− ξ
0.5

)]1/ξ

. (11)

This implies that here only the relativistic asymptotic solution (uh ≈ a1/6) is relevant. The
corresponding breakout time is (Bromberg et al. 2015):

tb,mag 
 0.8L−1/3
49.3 M

1/3
∗,15M�r

2/3
L,7

(
0.5

3− ξ
)2/3

s. (12)

This time is much shorter than the breakout time of a hydrodynamic jet with a similar lumi-
nosity.

3.1.2 Observational Evidence for the Jet Breakout Time

After the jet emerges from the stellar envelope it dissipates its energy at a large distance and
produces the GRB. On average, the overall behavior of the prompt emission does not vary
significantly during the burst (the second half of the prompt emission is rather similar to the
first one). This suggests that the prompt emission arises at a more or less constant radius
and not in a propagating single shell. A single shell would have expanded by a factor of
∼ 10–100 during the duration of a burst and it is unlikely to maintain constant conditions
as it emits the prompt γ -ray emission over such a wide range of radii. This implies, in turn,
that the GRB activity follows the central engine’s activity (Sari and Piran 1997), and that the
GRB lasts as long as the central engine is active. Therefore, within the Collapsar model, the
observed GRB duration (usually denoted by T90, which measures the time over which the
central 90 % of the prompt photon counts are detected) is the difference between the engine
operation time, te , and the breakout time, tb, namely T90 = te − tb (not accounting for the
cosmological time dilation here).

The breakout time essentially serves as a threshold time: a regular GRB is formed only
if te > tb. Bromberg et al. (2012) have shown that in such a case one would expect a plateau
in the duration distribution of GRBs, dNGRB/dT90, at durations that are shorter than tb. The

4This analysis does not account for 3D effects that can slow down the head’s propagation speed (Bromberg
and Tchekhovskoy 2015).
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Fig. 2 The duration distribution, dNGRB/dT90 of BATSE (blue), Fermi (red) and Swift (green) GRBs. The
different curves are shifted in order to avoid overlap. The data bins are evenly spaced in logarithmic scale
with � log(T90) = 0.1. Bins with less than 5 events are combined with their neighbors in order to achieve
statistical significance. The black horizontal lines mark the bins that fit a plateau at a confidence interval up
to 2σ (this figure is taken from Bromberg et al. 2015)

logic behind this is as follow. At the time when the jet’s head breaches the edge of the star,
it is already disconnected from the engine and cannot transmit information backward to the
engine. In other words, the engine cannot “tell” when the jet breaks out of the star and we
do not expect that te and tb will be strongly related to each other. In fact, for a given tb
we expect to have a distribution of engine activity times, where some are shorter (te < tb)
and some are longer (te > tb) than tb. In this case the probability of observing a GRB with
duration T90 is equal to the probability that the engine will work for a time te = T90 + tb:
PGRB(T90)≡ Pe(te = T90 + tb). This probability has a simple description in two limits:

PGRB(T90)≈
{
Pe(tb) (T90 	 tb),

Pe(T90) (T90 � tb).
(13)

Now, if there is a dominant population of GRBs with a typical tb, then at short durations
PGRB(T90)→ Pe(tb)= const, we expect to get a plateau at durations T90 	 tb.

Figure 2 depicts the duration distribution, dNGRB/dT90, of BATSE5 (2100 GRBs), Fermi-
GBM6 (1310 GRBs) and Swift7 (800 GRBs). To fit a plateau in each data set (Bromberg
et al. 2015) looked for the maximal number of bins that are consistent with a plateau at a

5http://gammaray.msfc.nasa.gov/batse/grb/catalog/current/ from April 21, 1991 until August 17, 2000.
6http://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermigbrst.html, from July 17, 2008 until February 14, 2014.
7http://swift.gsfc.nasa.gov/archive/grb_table/, from December 17, 2004 until February 14, 2014.
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Fig. 3 The duration distribution, dNGRB/dT90 of the soft GRBs. The analysis is the same as in Fig. 2, only
the data from each satellite contains only events that are softer than the median hardness of the long GRBs
with durations T90 > 20 s. For BATSE, this corresponds to GRBs having a hardness ratio HR32 < 2.6, for
Fermi the GRBs have a power law spectral index <−1.5, and for Swift the GRBs have a power law spectral
index <−1.7. The analysis here updates the analysis in Bromberg et al. (2013) using a more complete recent
sample (this figure is taken from Bromberg et al. 2015)

confidence level ≤ 95 % (2σ ).8 The extent of the best fitted plateaus is 5–25 s in the BATSE
data (7.19/4 χ2/d.o.f.), 2.5–17 s in the Fermi-GBM data (10/5 χ2/d.o.f.), and 1–20 s in the
Swift data (15.85/9 χ2/d.o.f.). Bromberg et al. (2015) accounted for three free parameters in
the fit: the height of the plateau and the two opposite ends of the plateau line. The differences
between the maximal durations of the plateaus can be mostly attributed to the different
sensitivity and triggering algorithms of the different detectors.

At short durations, the plateau is concealed by the increasing number of non-Collapsar
(“short”) GRBs having a typical duration of less than a few seconds (Bromberg et al. 2013).
As non-Collapsars have on-average harder spectra than Collapsars (e.g. Kouveliotou et al.
1993), the relative number of non-Collapsars can be reduced by choosing a hardness thresh-
old (for each sample) and selecting only the events that are softer than this threshold. This
should lead to a less prominent “bump” at short duration. If the plateau is indeed an intrinsic
property of the (softer) Collapsars duration distribution, it should extend to shorter durations
in a softer subsample. To examine this effect they selected in each sample all the events that
are softer than the median hardness of long GRBs (T90 > 20 s) in the sample (see Bromberg
et al. 2013, for further details). Figure 3 shows the duration distribution of the soft GRB
subsamples. The plateaus indeed extend to much shorter durations than in the complete
samples, supporting our hypothesis. The extent of the best fitted plateaus is 0.4–25 s in the

8The confidence level is defined here as
∫ χ2

0 P(x, ν)dx, where P(χ2, ν) is the probability density function

of χ2 with ν degrees of freedom (Press et al. 1992).
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BATSE data (20.75/12 χ2/d.o.f.), 0.4–17 s in the Fermi-GBM data (8.7/10 χ2/d.o.f.) and
0.2–20 s in the Swift data (9.04/8 χ2/d.o.f.).

Taking a median redshift of z
 2 for Swift GRBs and z
 1 for Fermi-GBM and BATSE
bursts, Bromberg et al. (2015) find that in the GRBs’ rest frame, these plateaus extend up to
intrinsic durations of 7–12 s, consistent with the results obtained by Bromberg et al. (2012).
Note that the actual tb may be somewhat longer than the duration that marks the end of the
plateau, but it cannot be shorter. We use the duration interval of 7–12 s as our best estimate
for the typical tb.

3.1.3 Implications: The Jet Composition at Early Times

Equations (7), (8) and (12) use parameter values inferred from typical GRB jets, after ac-
counting for the jet opening angle (e.g., Bloom et al. 2003). From these equations it can
be seen that a breakout time of 7–12 s is consistent with that expected for a hydrody-
namic jet from a WR star with a radius of ∼ (3–6)R�. On the other hand, these breakout
times are too long for typical parameters expected for a Poynting dominated jet. To ac-
count for these breakout times, the light cylinder of the compact object at the base of the jet
should be of the order of rL 
 (2.5–5)× 108 cm, corresponding to an angular frequency of
Ωm 
 60–120 rad/s at the base of the jet. Such a frequency is too low to allow the engine to
power a typical GRB jet (Bromberg et al. 2015).

The conclusion arising from this analysis is that during most of its propagation within
the star the jet has a low magnetization and it propagates as a hydrodynamic jet (unless
3D effects significantly increase tb,mag). This result leads to some interesting implications
for the properties of long GRB central engines and the conditions at the base of the jets. One
possibility is that the jet is launched hydrodynamically at the source. The most probable
process for that is neutrino–anti-neutrino annihilation above the rotational axis of the central
engine (e.g. Eichler et al. 1989; Levinson and Eichler 1993). This scenario can work only if
the accretion rate is � 0.1 M� s−1, so that neutrino emission is large enough to power the
observed jets (Kawanaka et al. 2013; Levinson and Globus 2013). The high accretion rate
must be sustained throughout the entire duration of the GRB, which can last from tens to
hundreds of seconds. Though a duration of � 30 s seems to be consistent with such a model
(e.g. Lindner et al. 2010), its seems unlikely to be capable of powering longer duration
GRBs.

A second possibility is that the jet is launched Poynting flux dominated but it dissipates
most of its magnetic energy close to the source, and it then propagates as a hydrodynamic
jet. An appealing process for such efficient dissipation is the kink instability (Lyubarskij
1992; Eichler 1993; Spruit et al. 1997; Begelman 1998; Lyubarskii 1999; Giannios and
Spruit 2006). Bromberg et al. (2014), however, have shown via analytic considerations, that
collapsar jets are less likely to be disrupted by the kink instability. Thus a different process,
possibly internal to the jet, may be needed to dissipate the jet energy. A definite answer
will be obtained only via 3D numerical simulations, which are underway. In one such work,
Bromberg and Tchekhovskoy (2015) show that indeed kink instability is unlikely to disrupt
a typical collapsar jet. Nevertheless, kink modes can grow internally in the jet and lead
to efficient dissipation of the magnetic energy via reconnection of the magnetic field lines
without compromising the jets’s integrity. The outcome of such dissipation is a jet with an
equipartition between thermal and magnetic energy, which propagates more or less like a
hydrodynamic jet.

A third possibility is that the jet changes its character with time. Our conclusion con-
cerning the jet composition applies only to the initial phase, while its head is still within

493 Reprinted from the journal



J. Granot et al.

the stellar envelope. This phase, which lasts ∼ 10 s, must be predominantly hydrodynamic.
Once the jet has breached the star it can be Poynting flux dominated. This would require a
more complicated central engine that switches from one mode to another. While this seems
contrived, remarkably, some magnetar models suggest such a possibility (Metzger et al.
2011). One can also imagine accretion disk models that initially cool via neutrinos and later
on as the accretion rate decreases, become Poynting flux dominated (Kawanaka et al. 2013).
However, all such models require some degree of coincidence as the central engine does
not receive any feedback from the propagating jet and there is no a priori reason that the
transition from one composition to the other would take place just at the right stage.

3.2 Jet Steady State Acceleration

Magnetic acceleration and thermal acceleration are the two main competing mechanisms for
the acceleration of GRB jets or outflows. Thus, the acceleration mechanism is tightly related
to the outflow composition and in particular its degree of magnetization, which is both highly
uncertain and of great interest. In other sources of relativistic jets or outflows, there are
currently better constraints on the composition. Pulsar winds are almost certainly Poynting
flux dominated near the central source. This most likely also holds for active galactic nuclei
(AGN) and tidal disruption events, as in these sources the central accreting black hole is
supermassive, and therefore even close to it the Thompson optical depth, τT , may not be high
enough for thermal acceleration by radiation pressure (the main competition to magnetic
acceleration) to work efficiently (e.g., Ghisellini 2012). In GRBs or micro-quasars, however,
thermal acceleration could also work (since τT � 1 is possible, or even likely close enough
to the source), and the dominant acceleration mechanism is less clear.

First, let us consider the thermal acceleration of a steady, axisymmetric, and unmag-
netized flow that is initially relativistically hot with p� ρc2. Let the jet cross section be
Σ ∝ r2 where r is its cylindrical radius. The relativistic equation of state implies p ∝ ρ4/3,
while mass and energy conservation read ΓρcΣ = const and Γ 2(ρc2+ 4p)cΣ = const, re-
spectively (where we have assumed a relativistic velocity, β = v/c≈ 1). The ratio of the two
last expressions gives the Bernoulli equation—the total energy per unit rest energy (which is
conserved without any significant energy losses from the system), (1+ 4p/ρc2)Γ = const.
As long as the flow is relativistically hot (p� ρc2) it accelerates as Γ ∝ ρ/p ∝ ρ−1/3 ∝
Σ1/2 ∝ r . This reproduces the familiar result for a spherical or conical flow for which
Γ ∝ r ∝ z, i.e. the Lorentz factor grows linearly with the distance z from the central source.
Therefore, thermal acceleration is relatively fast, efficient and robust.

Let us now do a similar simple analysis for a cold and initially highly-magnetized flow,
with σ0 = B2

0/4πρ0c
2 � 1 (e.g., Komissarov 2011). Let the flow be steady, axisymmet-

ric, and ideal MHD (i.e. without magnetic dissipation). Let us consider the flow between
two magnetic flux surfaces defined by r and r + δr (which are both functions of z). Flux
freezing (ideal MHD) implies that the poloidal and tangential magnetic field components
scale as Bp ∝ 1/rδr and Bφ ∝ 1/δr , respectively, in the lab frame. Therefore, the tangential
field component rapidly dominates far from the source, so that B ≈ Bφ ≈ Γ B ′ where B ′
in the magnetic field in the comoving frame of the outflowing plasma (in which the elec-
tric field vanishes). Altogether this gives B = Γ B ′ ∝ 1/δr . Mass and energy conservation
read ΓρcΣ = const and Γ 2(ρc2+B ′2/4π)cΣ = const, respectively, whereΣ ∝ rδr . Their
ratio implies a total energy per unit rest energy of (1 + σ)Γ = (1 + σ0)Γ0 = Γmax where
σ = B ′2/4πρc2 ∝ r/Γ δr is the magnetization parameter. Therefore, this results in the fol-
lowing Lorentz factor evolution:

Γ

Γ0
= 1+ σ0

(
1− δr0

r0

r

δr

)
,

Γ

Γmax
= 1−

(
1− Γ0

Γmax

)
δr0

r0

r

δr
. (14)
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This immediately implies that for a conical (or spherical) flow, in which δr ∝ r and
δr/r = δr0/r0, the Lorentz factor essentially remains constant, Γ ≈ const, and the flow
hardly accelerates. This result can be understood by simple energy considerations. As long
as there is no expansion along the direction of motion, the volume of a fluid element scales as
∝ r2 while its magnetic energy density scales as ∝ B2 ∝ r−2, implying a constant magnetic
energy and no conversion into kinetic energy.

More generally, Eq. (14) implies that in order for the flow to accelerate, r/δr must
decrease, i.e. streamlines must diverge faster than conical. For power-law streamlines,
z = z0(r/r0)

α = z0[(r + δr)/(r0 + δr0)]α , one has r/δr = r0/δr0 so there is still no accel-
eration. If one allows the power law index to vary with r0 = r(z0), i.e. α = α(r0), then one
finds δr/r = (δr0/r0)[1− r0α′(r0)α−2(r0) ln(z/z0)], and the condition for acceleration be-
comes α′ = dα/dr0 < 0. Altogether one can see that such steady-state, axisymmetric ideal
MHD acceleration is quite delicate and requires a very particular configuration of the mag-
netic field lines. Satisfying this requirement is not trivial, and in particular it requires lateral
causal contact across the jet.

A key open question regarding outflows that start out highly magnetized near the cen-
tral source is how they convert most of their initial electromagnetic energy to other forms,
namely bulk kinetic energy or the energy in the random motions of the particles that also
produce the radiation we observe from these sources. It is suggested by observations of rel-
evant sources, such as AGN, GRBs or pulsar wind nebulae that the outflow magnetization
is rather low at large distances from the source. This is the essence of the well-known σ
problem—how to transform from σ � 1 near the source to σ 	 1 very far from the source.

It has been shown early on that a highly magnetized steady spherical flow accelerates
only up to an asymptotic Lorentz factor Γ∞ ∼ σ 1/3

0 , and magnetization σ∞ ∼ σ 2/3
0 (Goldre-

ich and Julian 1970) where σ0 � 1 is the initial value of the magnetization parameter σ ,
implying that most of the energy remains in electromagnetic form (a Poynting flux domi-
nated flow). This is valid for any such unconfined flow, i.e. where the external pressure is
effectively negligible. A sufficiently large external pressure can help collimate and acceler-
ate the flow. It has been found (Lyubarsky 2009, 2010b; Komissarov et al. 2009) that for a
power law external pressure profile, pext ∝ z−κ , the collimation and acceleration can proceed
in two distinct regimes.

For κ > 2, the weak confinement regime, the external pressure drops fast enough such
that the flow loses lateral causal contact while it is still highly magnetized, and from that
point on it becomes conical and essentially stops accelerating. This collimation-induced
acceleration increases Γ∞ and decrease σ∞ by up to a factor of ∼ θ−2/3

j compared to the
unconfined (quasi-spherical) case, where θj is the asymptotic jet half-opening angle. This
arises because lateral causal contact in the jet is maintained as long as θj does not exceed the
Mach angle, θj � θM ∼ σ 1/2/Γ , where energy conservation implies σΓ ∼ σ0 (for σ0 � 1
and Γ0 ∼ 1) as long as the flow remains highly magnetized (σ � 1).

For κ ≤ 2, the strong confinement regime, the external pressure drops slowly enough
that the jet maintains lateral causal contact throughout its collimation-induced acceleration
process. In this case about half of the initial magnetic energy is converted into kinetic energy
and the flow becomes only mildly magnetized, σ∞ ∼ 1, while the Lorentz factor approaches
its maximal possible value, Γ∞ ∼ σ0. In this regime the collimation and acceleration proceed
as Γ ∝ r ∝ zκ/4 and the jet remains narrow, Γ∞θj ∼ 1.

The main problem with this picture, however, is that even under the most favorable con-
ditions the asymptotic magnetization is σ∞ ≥ 1, which does not allow efficient energy dis-
sipation in internal shocks within the outflow (Lyubarsky 2009, 2010b; Komissarov et al.
2009). It has been found (Tchekhovskoy et al. 2010; Komissarov et al. 2010) that a sudden
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drop in the external pressure, as may occur when a GRB jet exits its progenitor star, can
result in a sudden additional acceleration that can lead to Γ∞θj � 1 as inferred in GRBs, but
still with σ∞ ≥ 1.

These important limitations of the “standard” steady, axisymmetric and non-dissipative
(or ideal MHD) acceleration have, on the one hand, led to the suggestion that the jets might
remain Poynting flux dominated at large distances from the source and the observed emis-
sion is the result of magnetic reconnection events rather than internal shocks (Blandford
2002; Lyutikov and Blandford 2003; Lyutikov 2006). On the other hand, other models sug-
gested increasing the acceleration efficiency by relaxing one of the standard assumptions,
such as axi-symmetry—leading to non-axisymmetric instabilities that randomize the mag-
netic field orientation (Heinz and Begelman 2000). Since a highly tangled magnetic field
effectively behaves like a relativistic fluid (with an adiabatic index of 4/3) this leads to effi-
cient acceleration, similar to thermal acceleration of relativistic outflows. What is more, both
the kink instability mentioned above (Drenkhahn and Spruit 2002), as well as other instabil-
ities (such as the Kruskal-Schwarzschild instability in a striped wind; Lyubarsky 2010a) can
lead to magnetic reconnection, i.e. gradual magnetic dissipation, which in turn enhances the
acceleration due to the conversion of magnetic to thermal energy, where the thermal pressure
efficiently accelerates the outflow.

3.3 Impulsive Magnetic Acceleration

Replacing the usual steady-state assumption by strong time-dependence is a natural al-
ternative. This impulsive regime was sparsely studied, and mainly in the non-relativistic
case (Contopoulos 1995). Recently, a new impulsive magnetic acceleration mechanism was
found that operates in the relativistic case (Granot et al. 2011), which can be much more
efficient than magnetic acceleration in steady flows, and can lead to low magnetizations,
σ 	 1, thus enabling efficient dissipation in internal shocks. This qualitatively different be-
havior of impulsive outflows can be very relevant for GRBs, as well as for other relativistic
jet sources such as tidal disruptions or flares in AGN or micro-quasars, or even giant flares
in soft gamma repeaters (SGRs, thought to be magnetars), which also triggered renewed in-
terest in this topic (e.g., Levinson 2010; Lyutikov 2011; Granot 2012a,b; Komissarov 2012).

Figure 4 (left panel) shows results for an impulsive magnetic acceleration test case:
a cold, initially uniform plasma shell (of with width l0, rest mass density ρ0 and magnetic
field B0), highly magnetized (σ0 = B2

0/4πρ0c
2 � 1) and at rest, with a conducting “wall” at

its back and vacuum in front of it. A strong, self-similar rarefaction wave forms at its front
(vacuum interface) and propagates towards its back, reaching the wall at t = t0 ≈ l0/c. By
this time the shell’s energy-weighted mean Lorentz factor and magnetization are 〈Γ 〉 ∼ σ 1/3

0

and 〈σ 〉 ∼ σ 2/3
0 . At t > t0 the shell detaches from the wall, keeps an almost constant width

(l ≈ 2l0) and accelerates as 〈Γ 〉 ∼ σ0/〈σ 〉 ∼ (σ0t/t0)
1/3 up to the coasting time tc = σ 2

0 t0.
At t > tc the shell coasts at 〈Γ 〉 ∼ σ0, its width grows (l/2l0 ∼ t/tc) and its magnetization
rapidly decreases (〈σ 〉 ∼ tc/t ), leading to complete conversion of magnetic to kinetic energy
that allows strong internal shocks to form that can lead to large radiative efficiencies.

3.4 Interaction with the External Medium and the Reverse Shock

Let us now consider the evolution of a similar shell in spherical geometry that propagates
into an external medium with a power-law density profile, ρext = AR−k , following Granot
(2012a). The main results are shown in the right panel of Fig. 4. The initial shell magne-
tization σ0 and density ρ0 ∝ 1/σ0 are allowed to vary while keeping fixed the values of
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Fig. 4 Left: test case for impulsive magnetic acceleration: the energy-weighted mean Lorentz factor 〈Γ 〉 of
a finite cold shell of plasma initially uniform (with width l0, rest mass density ρ0 and magnetic field B0),
highly magnetized (σ0 = B2

0/4πρ0c
2 � 1; σ0 = 30 was used here) and at rest, whose back leans against a

conducting “wall” while its front faces vacuum, versus the time t in units of the shell’s initial fast magne-
tosonic crossing time t0 ≈ l0/c. The analytic expectations (dotted and dashed-dotted lines) and the results of
numerical simulations (diamond symbols joined by a solid line) are in very good agreement. (This figure is
taken from Granot et al. 2011.) Right: evolution of the typical (or energy-weighted average) Lorentz factor Γ
with the distance R ≈ ct from the central source, for a finite shell similar to that described in the left panel,
but for a spherical shell propagating into an external medium with a power-law density profile, ρext =AR−k
(this figure is taken from Granot 2012a)

the initial time or length scale (t0 ≈ R0/c or R0), energy (E ∼ Lt0 ≈ LR0/c or power L),
and external density (k < 2 in this figure, and A or ρext(R0) = AR−k0 ), which imply fixed
Γcr ∼ (f0σ0)

1/(8−2k) where f0 = ρ0/ρext(R0) and Rcr ∼R0Γ
2

cr. Shown are the two dynamical
regimes most relevant for GRBs. The purple line shows regime I (1 < σ0 < Γcr or a suffi-
ciently low external density) where the shell initially expands as if into vacuum (as described
in the left panel) and only after becoming kinetically dominated and expanding radially is it
significantly decelerated by the external medium through a strong relativistic reverse shock,
that can produce a bright emission that peaks on a timescale larger than the duration of the
prompt GRB emission (the familiar low-σ “thin shell”; Sari and Piran 1995). Eventually,
most of the energy is transfered to the shocked external medium and the flow approaches
the Blandford and McKee (1976) self-similar solution.

In regime II (1< Γcr < σ0 < Γ
3(4−k)/2

cr ), depicted by the green line in the right panel of
Fig. 4, the shell is significantly affected by the external medium while it is still Poynting
dominated (at R > Ru ∼ R0(f0σ

−1/3
0 )3/(10−3k)), thus suppressing the reverse shock (which

is either non-existent or very weak). The shell remains highly magnetized and gradually
transfers its energy to the shocked external medium through pdV work across the contact
discontinuity up to Rcr, after which the flow approaches the Blandford-McKee solution. In
this regime no significant reverse shock emission is expected, and the onset of the afterglow
(i.e. the peak of the emission from the shocked external medium) is expected to be on a
timescale comparable to the prompt GRB duration (i.e. a high-σ “thick shell”).

In addition, there are other regimes not shown in this figure, but all of the regimes
are mapped in the relevant parameter space in Fig. 5. In regime III (1 < Γ 3(4−k)/2

cr < σ0)
the external density is high enough that there is no impulsive acceleration stage where
〈Γ 〉 ∝R1/3, and instead 〈Γ 〉 ∼ σ0/〈σ 〉 ∝ R(k−2)/4 at R0 < R < Rcr ∼ Rdec, and then ap-
proaches the Blandford-McKee solution (its observational signatures are expected to be
similar to regime II). In regime IV (Γcr < 1) the external density is so high that the flow
remains Newtonian all along (as might happen while the GRB jet is propagating inside a
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Fig. 5 Phase space diagrams of the different dynamical regimes: in the f0–σ0 plane for k < 10/3 (top left
panel), Γcr–σ0 plane for k < 10/3 (top right panel), f0–Γcr plane for k < 10/3 (bottom left panel), and in
the f0–σ0 plane for 10/3 < k < 4 (bottom right panel). Each regime is labeled and denoted by a different
color, and the borders between the different regimes are indicated by labeled thick black lines (this figure is
taken from Granot 2012a)

massive star progenitor). There is also an “exotic” regime II* that exists only in a highly
stratified external medium (10/3< k < 4).

Under realistic conditions, GRB variability times are in practice typically large enough
that the flow should first undergo quasi-steady collimation-induced acceleration that satu-
rates, and only later the impulsive acceleration kicks in and operates until the flow becomes
kinetically dominated (see Fig. 6). Moreover, one typically expects the outflow from the cen-
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Fig. 6 An illustration of the expected transition from (quasi-) steady collimation-induced acceleration near
the central source (in red) to impulsive acceleration further away from the source (in green). The energy
weighted mean Lorentz factor Γ is shown against the distance R from the central source, and a few critical
radii and Lorentz factors are indicated following the notations of Granot et al. (2011) and Granot (2012a)

tral source to consist of many sub-shells rather than a single continuous shell. The effects of
such multiple sub-shells in the outflow can be important, and the collisions between them
may provide efficient energy dissipation that can power the GRB emission (Granot 2012b;
Komissarov 2012). They may also allow a low-σ “thick shell”, i.e. a strong relativistic re-
verse shock peaking on a timescale comparable to the prompt GRB emission, which is not
possible for a single shell. For a long-lived source (e.g. AGN) with initial sub-shell widths
l0 and separations lgap, each sub-shell can expand by a factor of 1 + lgap/l0. Its magnetic
energy decreases by the same factor (where σ∞ ∼ l0/lgap), and may be converted to kinetic
or internal energy, or radiation. For a finite source activity time, the merged shell can still
expand further and convert more magnetic energy into other forms (even without interaction
with an eternal medium). Important related points that warrant further study are the transi-
tion from quasi-steady collimation-induced acceleration to impulsive acceleration, both in a
single shell and in multiple sub-shells, as well as the dissipation in the interaction between
sub-shells and its effect on the outflow acceleration and the resulting emission, such as a
possible photospheric spectral component.

4 Dissipation and Prompt Emission

As discussed above, GRBs must be associated with relativistic outflows ejected by a stellar
mass compact source, with a bulk Lorentz factor Γ � 100 in order to avoid the compactness
problem (Baring and Harding 1997; Lithwick and Sari 2001; Granot et al. 2008; Hascoët
et al. 2012b). This also naturally explains the afterglow through the deceleration of the
ejecta by the external medium, whereas the observed fast prompt variability implies that
the prompt emission must be produced by internal dissipation within the ejecta (Sari and
Piran 1997). Therefore, the analysis of the GRB prompt emission may provide valuable
information on magnetic fields within an ultra-relativistic jet. It can put unique constraints
on the state of the jet at the end of the acceleration phase, and more specifically on the
geometry of the magnetic field and the magnetization at a large distance to the central source,
where the γ -ray emission is produced. This is, however, a difficult task as it requires a full
understanding of the nature of the dissipative mechanisms and of the radiative processes at
work.

499 Reprinted from the journal



J. Granot et al.

There are several possible emission sites for the GRB prompt emission: (i) a component
can be emitted at the photosphere, where the ejecta becomes transparent to its own photons;
another component can be produced above the photosphere in the optically thin regime,
associated with either (ii) internal shocks propagating within the ejecta (Rees and Meszaros
1994); or (iii) magnetic reconnection (Thompson 1994; Spruit et al. 2001). These three
dissipative mechanisms extract energy, respectively, from the thermal, kinetic or magnetic
reservoirs. The expected prompt emission components are therefore strongly related to the
composition of the ejecta.

4.1 Photospheric Emission

4.1.1 Non-dissipative Photospheres

When internal dissipation below the photosphere is negligible, the expected thermal emis-
sion at the photosphere is well understood with precise predictions (Paczynski 1986; Good-
man 1986; Shemi and Piran 1990; Meszaros et al. 1993). Only few theoretical uncertainties
remain, mainly related to the lateral structure of the jet (see e.g. Lundman et al. 2013; Deng
and Zhang 2014). Assuming that the photosphere is above the saturation radius, the pho-
tospheric radius is given by (Mészáros and Rees 2000; Mészáros et al. 2002; Daigne and
Mochkovitch 2002; Hascoët et al. 2013)

Rph 
 κĖ

8πc3Γ 3(1+ σ) 
 3× 1013 κ0.2Ė53

Γ 3
2 (1+ σ)

cm, (15)

where κ0.2 is the matter opacity in units of 0.2 cm2 g−1, Γ = 100Γ2 is its bulk Lorentz
factor, Ė = 1053Ė53 erg s−1 is the isotropic equivalent jet power, and σ is the magnetization
parameter at the end of the acceleration, so that Ė/(1+σ) is the isotropic equivalent kinetic
power. The observed photospheric luminosity and temperature are

Lph 
 εthĖ

(
Rph

Γ R0

)−2/3

and Tph 
 T0

1+ z
(
Rph

Γ R0

)−2/3

, (16)

where the initial temperature equals T0 = (εthĖ/4πσR2
0)

1/4. Here εth is the thermal frac-
tion of the jet power at the base of the flow, located at the initial radius R0, and 1 − εth

is therefore the initial magnetic fraction. In the case of a passive magnetic field carried by
the outflow without contributing to the acceleration, the initial thermal fraction εth and the
magnetization at the photosphere σ are related by σpassive = σ0 = (1− εth)/εth. An efficient
magnetic acceleration leads to σ < σpassive (Spruit et al. 2001). The predicted spectrum is
quasi-thermal, with an exponential cutoff at high-energy and a power law at low-energy
with a photon-index of α 
 0.4, which differs from the α = 1 slope of the Raleigh-Jeans
spectrum due to the peculiar geometric shape of a relativistic photosphere (Goodman 1986;
Beloborodov 2011).

4.1.2 Dissipative Photospheres

If dissipation occurs below the photosphere, the emitted spectrum can be significantly dif-
ferent than the previous case: a high-energy tail can be produced by comptonization due to
the presence of relativistic electrons (Thompson 1994; Mészáros and Rees 2000; Rees and
Mészáros 2005; Giannios and Spruit 2007; Beloborodov 2010), and the low-energy slope
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can be modified by synchrotron radiation (Pe’er et al. 2006; Vurm et al. 2011). The resulting
observed spectrum may now appear non-thermal, with several components. This scenario
is more uncertain than the previous one. The nature of the sub-photospheric dissipative
mechanism must be identified, with several candidates: early internal shocks, gradual mag-
netic reconnection (Thompson 1994; Giannios and Spruit 2007), neutron-proton collisions
(Beloborodov 2010), etc. An important relevant issue is related to the photon production
efficiency and thermalization deep within the ejecta (Vurm et al. 2013).

4.2 Non-thermal Emission in the Optically Thin Regime

4.2.1 Electron Acceleration and Synchrotron Radiation

Non-thermal emission can be produced above the photosphere if some internal dissipation
processes can lead to efficient electron acceleration. In this case, two natural candidates
for the dominant radiative process are the synchrotron radiation and the inverse Compton
scatterings of synchrotron photons by relativistic electrons (SSC). However, the measure-
ment of the prompt γ -ray spectrum over a broad spectral range (keV-GeV) in a few bursts
by Fermi/GBM+LAT can rule out the possibility of SSC being dominant in the soft γ -ray
range, as it would lead either to a strong synchrotron peak at lower energy, or a strong second
inverse Compton peak at higher energy, which are not observed (Bošnjak et al. 2009; Piran
et al. 2009). Therefore, the discussion is focussed on the synchrotron radiation of relativistic
electrons, with several possible dissipation mechanisms responsible for the acceleration of
electrons.

4.2.2 Internal Shocks

If the magnetization at a large distance to the central source is sufficiently low, strong internal
shocks are expected to form and propagate within the ejecta due to the variability of the
ejected outflow. A large range of radii is expected,

Ris 
 2Γ 2c(tvar → tGRB)
 Γ 2
2

(
6× 1012tvar,−2 → 6× 1015tGRB,1

)
cm, (17)

where tvar,−2 is the shortest timescale of variability, in units of 10−2 s and tGRB,1 is the total
duration of the relativistic ejection, in units of 10 s. The shocks are expected to be mildly
relativistic, except for a very large amplitude of variation of the initial Lorentz factor. The
dynamics of the internal shocks phase has been studied in detail (Kobayashi et al. 1997;
Daigne and Mochkovitch 1998, 2000), from a simple ballistic approximation to a full hy-
drodynamical code, and is well understood. Up to fd 
 40 % of the kinetic energy can be
dissipated (for a low magnetization outflow, σ 	 1), depending again on the initial distribu-
tion of the Lorentz factor.

On the other hand, large uncertainties on the emission remain, due to the poor under-
standing of the microphysics of mildly relativistic shocks (for a recent review of relativistic
collisionless shocks see Sironi et al. 2015). It is usually parametrized by assuming that a
fraction εB of the internal energy is injected into an amplified random magnetic field at
the shock, whose structure is not known, and a fraction εe is injected into a fraction ζ
of electrons, which are therefore accelerated into a non-thermal distribution with slope p
(dNe/dγe ∝ γ−pe ). To reach the soft γ -ray domain by synchrotron radiation, the fraction of
accelerated electrons must be low, ζ � 10−2 (Daigne and Mochkovitch 1998; Bošnjak et al.
2009; Daigne et al. 2011; Beniamini and Piran 2013). On the other hand, values of εe close
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to equipartition (εe = 1/3) are required to explain the huge luminosities of GRBs. If the
radiative efficiency is high, a fraction fIS 
 fdεe 
 0.01–0.1 of the initial kinetic power
can be converted into radiation in internal shocks. With such assumptions, the non-thermal
emission in the comoving frame of the shocked regions can be computed with a detailed
radiative model including all the relevant processes, namely synchrotron radiation and slef-
absorption, inverse Compton scatterings and photon-photon annihilation. The contributions
of each internal shock can then be added with an integration over equal-arrival time surface
of photons to the observer in the source frame to produce synthetic light curves and spectra
that can be directly compared to observations. The predicted spectrum shows several com-
ponents, a strong synchrotron peak in the soft γ -ray range and a weaker inverse Compton
peak at higher energy (Bošnjak et al. 2009).

4.2.3 Magnetic Reconnection

If the magnetization at large distances remains high (σ � 1), then internal shocks are either
significantly suppressed or in some cases cannot form altogether (Mimica and Aloy 2010;
Narayan et al. 2011). In such cases, electrons may be accelerated predominantly in magnetic
reconnection sites. This scenario is even more uncertain (less understood) than the two pre-
vious ones (photosphere, internal shocks), but it is under extensive investigation (for a recent
review on relativistic magnetic reconnection see Kagan et al. 2015). Some authors consid-
ered a gradual reconnection starting at a small radius and extending up to Rrec ∼ 1013 cm
(Drenkhahn and Spruit 2002; Giannios 2008). In this case, most of the dissipation occurs be-
low the photosphere, corresponding to the dissipative photosphere scenario discussed above.
If, on the other hand, reconnection remains inefficient below the photosphere, it could occur
at larger radii in the optically thin regime. In the simulations by McKinney and Uzdensky
(2012), a catastrophic dissipation of the magnetic field occurs at Rrec 
 1013–1014 cm when
reconnection enters a rapid collisionless mode. Zhang and Yan (2011) proposed another sce-
nario where reconnection is triggered by internal shocks, the so-called ICMART model. The
typical radius may be as large as Rrec 
 1015 cm. The microphysics in the reconnection sites
is also uncertain. One expects many electron acceleration sites, which may move relativis-
tically in the outflow’s rest frame. The non-thermal electron distribution may be somewhat
harder than in shock acceleration (see e.g. Sironi and Spitkovsky 2014; Kagan et al. 2015),
and the acceleration process slower, which can lead to a different shape for the synchrotron
emission. Contrary to internal shocks, detailed calculations of the light curves and spectra
based on a detailed radiative model coupled to a dynamical simulation are not yet available.

4.3 Magnetic Field in Emission Sites

The models discussed above have very different implications for the magnetic field:

– Case 1: most of the prompt emission is due to a dissipative photosphere. Then, the mag-
netic field must be large enough at the photosphere to produce synchrotron radiation and
affect the low-energy spectrum. If this magnetic field is generated by the dissipation pro-
cess (e.g. shocks; Sironi et al. 2015), it is most probably random. Otherwise, an ordered
field must be present. The corresponding initial magnetization must either be low (other-
wise the photospheric emission is weak), or high with very efficient reconnection below
the photosphere, which then leads to a possible candidate for the sub-photospheric dissi-
pation process.

– Case 2: the prompt emission is mostly non-thermal, from an optically thin region:
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– For internal shocks to be the dominant dissipation process, the magnetization at large
distances from the source must be low. A random field is generated locally at the shock
front, where the electrons are accelerated. However, the magnetic field felt by the radi-
ating electrons must be considered far behind the shock front (as the radiative cooling
length is much larger than the plasma skin depth) where its strength and structure are
not well known.

– If reconnection dominates the dissipation then σ must be large far from the source. The
ordered field is destroyed at the reconnection sites, but if electrons have enough time to
migrate from their acceleration site before radiating, their emission may still be mostly
in the large-scale ordered field.

Observations of the GRB prompt emission, discussed in the next subsection, can put strong
constraints on these various emission models.

4.4 Constraints from the Observed Prompt Soft γ -Ray Emission

4.4.1 Light Curves

All the scenarios discussed above can reproduce the observed variable light curves. There
are, however, important differences:

– (Dissipative) photosphere: the emission radius is low (see Eq. (15)). Therefore the cur-
vature effect, i.e. the spreading of photon arrival times from different angles with respect
to the line of sight over an angular timescale tθ =R/2Γ 2c of a flash of photons emitted at
the same time and radius, is negligible: the observed light curve directly traces the activity
of the central engine.

– Internal shocks: the light curves trace the source activity (Kobayashi et al. 1997; Daigne
and Mochkovitch 1998), but two effects now affect the observed pulse shapes: the cur-
vature effect (due to a larger radius) dominates the pulse decay (Genet and Granot
2009; Willingale et al. 2010), and the radial or hydrodynamic timescale due to shock
propagation, tr = �R/2Γ 2c, dominates the pulse rise and overall shape (Daigne and
Mochkovitch 1998, 2003; Bošnjak and Daigne 2014).

– Reconnection: again, the light curve traces the source activity, with new effects due to
relativistic bulk motion in the local jet’s frame. Relativistic motions of emitting plasma
in the jet’s frame cause rapid variability (that should show up as a distinct component
in the Fourier power spectrum), while a slower envelope may arise from their combined
effect (Zhang and Zhang 2014) or from slower emitting plasma. This can be tested by
characterizing the observed variability. Analysis of GRB light curves shows a contin-
uum of timescales (see e.g. Beloborodov et al. 2000; Guidorzi et al. 2012), which does
not support the reconnection model of Zhang and Zhang (2014) (see however Gao et al.
2012). A possible concern appears if the emission is produced by many relativistically
moving emitters: the predicted pulse shape may be too symmetric compared to observa-
tions (Lazar et al. 2009). However, both concerns (the power spectrum and pulse shapes)
may be solved if the reconnection occurs in relatively ordered thin layers located between
anti-parallel regions in the outflow (with a geometry of thin quasi-spherical shells) and the
relativistic motions in the jet’s frame are limited to these layers (Beniamini and Granot
2015). Such a model may also account for many of the correlations that are observed in
the prompt emission.
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4.4.2 Polarization

Measuring the polarization in the γ -ray domain remains challenging. A very large degree
of polarization was claimed by Coburn and Boggs (2003), but it was later refuted by others
(Rutledge and Fox 2004; Wigger et al. 2004) as not being statistically significant. Only a
few later measurements (by INTEGRAL, GAP) are available, however with a low or mod-
erate significance (McGlynn et al. 2007; Götz et al. 2009; Yonetoku et al. 2011, 2012; Götz
et al. 2014). Such measurements (if reliable) can put constraints on the magnetic field ge-
ometry in the emission sites (e.g., Granot and Königl 2003; Granot 2003; Lyutikov et al.
2003; Nakar et al. 2003). Current observations seem to favor synchrotron radiation in an or-
dered field with patches, which would favor emission in the optically thin regime above the
photosphere. It is however not trivial to justify a highly ordered field in the internal shocks
model (a turbulent field at the shock is required for particle acceleration; The structure of
the field on intermediate scales between the plasma and the dynamical scales is less known),
or in the reconnection model (in principle the structured field is destroyed by reconnection,
but the remaining field can still possess significant structure and electrons may also radi-
ate somewhat outside of these localized reconnection regions). Either way, more definitive
polarization observations are needed before strong conclusions can be drawn.

4.4.3 Spectrum

The prompt soft γ -ray spectrum is usually fitted by a phenomenological model introduced
by Band et al. (1993), which consists of two power laws with low- and high-energy pho-
ton indices of α and β , smoothly connected at the peak energy Ep. This eliminates non-
dissipative photospheres for the dominant contribution to the emission, which puts a strong
constraint on the initial magnetization (low εth, Daigne and Mochkovitch 2002), favoring
magnetic acceleration of the outflow. The remaining scenarios for the prompt GRB emis-
sion are either a dissipative photosphere, or a combination of a weak photospheric emission
and a non-thermal component due to shocks or reconnection. The discussion is then fo-
cussed on the general shape of the spectrum, and the low-energy photon index α, which is
observed to be close to α 
 −1 (Preece et al. 2000; Kaneko et al. 2006; Nava et al. 2011;
Gruber et al. 2014).

– Dissipative photospheres: the value of α can be reproduced by adjusting the magnetiza-
tion, which controls the synchrotron emission at low energies. The theoretical instanta-
neous spectral peak is narrower than the observed time-integrated spectral peak, but the
comparison should be made using a theoretical time-integrated spectrum, which should
broaden it.

– Internal shocks: to reproduce the high luminosities and the short timescale variability of
GRBs, the radiating electrons must be in the fast cooling regime (Cohen et al. 1997; Sari
et al. 1998; Ghisellini et al. 2000), i.e. their radiative timescale must be shorter than the
dynamical timescale that governs the adiabatic cooling for the spherical expansion. This
leads to a predicted photon index α ≤ −3/2, in contradiction with observations (the so-
called “synchrotron line-of-death”, Preece et al. 1998). Another potential problem is that
the resulting spectrum is too broad around the peak. The two problems are naturally con-
nected. Several possibilities have been discussed to solve this issue: (i) inverse Compton
scatterings in the Klein-Nishina regime affect the cooling of electrons, leading to photon
indices α �−1 (Derishev et al. 2001; Wang et al. 2009; Nakar et al. 2009; Daigne et al.
2011). This puts a constraint on the strength of the magnetic field, which should be small,
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with εB � 10−3 (Daigne et al. 2011; Barniol Duran et al. 2012); (ii) in the marginally
fast cooling regime (Daigne et al. 2011; Beniamini and Piran 2013), where the radiative
timescale is close to the dynamical timescale but still below, the electron radiative effi-
ciency can remain large enough (� 50 %) to explain the observed luminosities, but the
synchrotron spectrum is strongly affected: the intermediate region of the spectrum below
the peak with a photon index−3/2 disappears and the slope α =−2/3 usually associated
with the inefficient slow cooling regime is measured. This regime is also favored by weak
magnetic fields; (iii) in the fast cooling regime, electrons radiate on timescales which are
long compared to the plasma scale at the shock front, but small compared to the dynam-
ical timescale. Then they experience a magnetic field that is not necessarily the same as
the turbulent field just behind the shock (see the structure of the magnetic field in the sim-
ulations, e.g. Keshet et al. 2009). If the field is decaying on this intermediate scale, it will
affect the synchrotron spectrum and can lead to a hard spectrum, with −1 � α � −2/3
(Derishev 2007; Lemoine 2013; Uhm and Zhang 2014; Zhao et al. 2014).

– Reconnection: the slow electron heating in the turbulent field can lead to hard syn-
chrotron spectra with α 
 −1 (Uhm and Zhang 2014). It is unclear if the expected
hard power-law index p � 1.5 of the non-thermal electron distribution (e.g., Sironi and
Spitkovsky 2014) can be identified in the observed spectrum. A potential issue is that
the presence of many emitting regions that move relativistically in random directions in
the jet’s fame might lead to much broader spectra than observed. This may be alleviated,
however, in models where these regions move predominantly along the thin reconnection
layer that is located between regions of oppositely-directed magnetic field in the flow,
normal to the jet’s bulk motion (Beniamini and Granot 2015).

Recently the description of observed GRB spectra in the soft γ -ray range has been greatly
improved by Fermi/GBM observations. An important result is the identification of signifi-
cant deviations from the Band spectrum, which seem to be related to the presence of a weak
thermal component9 below the dominant non-thermal one (see e.g. Ryde et al. 2010, 2011;
Guiriec et al. 2011; Burgess et al. 2011, 2014; Axelsson et al. 2012; Guiriec et al. 2013,
2015), as illustrated in Fig. 7. A natural explanation is to associate the quasi-thermal weak
component to a (non-dissipative) photosphere and the Band component to synchrotron radi-
ation from electrons accelerated either in shocks or in reconnection: Fig. 8 shows an example
of a synthetic burst with these two contributions in the case of internal shocks. The weakness
of the photospheric emission puts interesting constraints on the initial magnetization of the
outflow (Daigne and Mochkovitch 2002; Hascoët et al. 2013), favoring an efficient magnetic
acceleration, with a large range of initial magnetization in the GRB population, εth � 0.01
(σ0 � 100) in most cases where no detection is made and εth 
 0.01–0.1 (σ0 
 10–100) in
less frequent cases like GRB 100724B (Hascoët et al. 2013). GRB 090902B with εth 
 0.3–1
(σ0 � 2.3) remains an exception within long GRBs, and the short GRB 120323A appears as
an intermediate case between GRBs 100724B and 090902B with εth 
 0.1–0.5 (σ0 
 1–9)
(Guiriec et al. 2013). The fact that the photospheric emission seems brighter in the only case
of detection in a short GRB (GRB 120323A, Guiriec et al. 2013) may indicate a different ac-
celeration mechanism. If this interpretation is correct, these recent detections rule out purely
thermal acceleration (standard fireball) at least in long GRBs.

4.5 Constraints on a Poynting Flux Dominated Outflow

Several authors (Lyutikov 2006; Giannios and Spruit 2006; Zhang and Yan 2011) have pro-
posed that GRB jets are Poynting flux dominated all the way up to the emission region.

9Or possibly even a dominant photospheric component in the case of GRB 090902B.
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Fig. 7 Two examples of
quasi-thermal components
detected in GRB prompt spectra.
Top: a weak quasi-thermal
component at T 
 38 keV in the
long GRB 100724B (from
Guiriec et al. 2011). Bottom:
a quasi-thermal component at
T 
 12 keV in the short GRB
120323A (from Guiriec et al.
2013)

The prompt γ -rays arise, in this case, from a process that converts this magnetic energy
to radiation. Obviously, this cannot take place directly and one has to invoke some sort of
magnetic dissipation (e.g. reconnection) that converts the magnetic energy to accelerated
electrons (or electron-positron pairs) that emit the observed γ -rays. Particular support for
this idea came with the claim of strong polarization in the prompt emission by Coburn and
Boggs (2003), which was later refuted (Rutledge and Fox 2004; Wigger et al. 2004). Such
polarization could arise if the magnetic field is ordered and this will arise naturally if the
magnetic field is dominant (Granot and Königl 2003; Granot 2003; Lyutikov et al. 2003).

However, the efficiency of the synchrotron emission process poses serious constraints
on models in which the emission region is Poynting flux dominated (Beniamini and Piran
2014). Consider a Poynting flux dominated outflow and an observed (isotropic equivalent)
γ -ray luminosity Lγ . This luminosity immediately sets a lower limit on the strength of the
magnetic field B in the rest frame10 of the central source, Lγ < R2

emB
2c, where Rem is the

emission radius. Accelerated electrons effectively emit synchrotron radiation. The critical
issue here is that synchrotron emission is too efficient. The accelerated electrons cool so
rapidly in a strong magnetic field that their lower bands (X-rays and optical) synchrotron
emission would produce a signal that is much stronger than the observed emission in these
bands.

10The magnetic field in the jet’s frame is B ′ = B/Γ , where Γ is its bulk Lorentz factor.
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Fig. 8 An example of a synthetic GRB with the contribution from the photosphere and internal shocks com-
puted self-consistently. The photospheric emission is plotted in red, the non-thermal emission from internal
shocks in blue, the total in black. Top-left: initial distribution of the outflow Lorentz factor at the end of the
acceleration phase. Top-right: light-curves in the GBM energy range. Bottom-left: spectrum. Bottom-right:
spectral evolution (observed peak energy of the non-thermal component and temperature of the photosphere).
The dashed and dotted lines show the expected result when integrating the spectrum over different timescales.
The parameters are Ė = 1053 erg/s, εth = 0.03 (high initial magnetization, σ0 = 32.3), σ = 0.1 (low magne-
tization at large distance), R0 = 3× 107 cm (all panels are taken from Hascoët et al. 2013)

The observed prompt upper limits in the optical or the X-rays set strong constraints on
the conditions within the emitting region. First, if the observed γ -rays are due to some other
(non-synchrotron) emission process then this process must be extremely efficient and its
cooling time should be significantly shorter than the relevant synchrotron cooling time (see
e.g. Fig. 9).

Alternatively, if the observed prompt γ -ray emission is synchrotron then there must be a
rapid reaccelerating process that keeps the electrons with the right Lorentz factor so that they
would not cool too much and emit strongly in lower energy bands, in particular in soft X-rays
(Ghisellini and Celotti 1999; Kumar and McMahon 2008; Fan 2010). This requires strong
fine tuning as the Lorentz factor range in which the electrons must be kept is rather narrow
(a factor of ∼ 3–10). Multi-zone configurations in which the electrons escape the emitting
region before cooling and over-producing X-ray or optical emission are also a possibility
(e.g. as in the ICMRAT model Zhang and Yan 2011). Beniamini and Piran (2014) considered
several such two-zone toy models (in which electrons are accelerated in one region and emit
in the other) but proper conditions could not be found in any of them.
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Fig. 9 If the dominant γ -ray emission mechanism is not synchrotron, then in order for it to be able to tap a
significant fraction of the electrons’ energy its cooling time, tc, must be shorter than that due to synchrotron ra-
diation, tc,syn, which is depicted here by the contour lines. The observational constraints Fν,syn,opt < 1 mJy,

Fν,syn,X-ray < 1 mJy and νsyn,LATFν,syn,LAT < 10−7 erg s−1 cm−2 further constrain tc. Beyond the corre-
sponding lines, tc should be significantly shorter than tc,syn in order for the synchrotron not to overproduce
the upper limits on the optical, X-ray or GeV fluxes. Within the black region the synchrotron emission pro-
duces the observed prompt γ -rays. The conditions τT < 1,10 (dot-dashed lines; a Thompson optical depth
that is not too large) define general limits on the parameter space (see Beniamini and Piran 2014 for more
details)

These considerations pose severe constraints on prompt emission models that involve
Poynting flux dominated outflows. Any emission model in such a regime should satisfy
these constraints. Lacking a model that satisfies all these constraints, it is likely that if the
outflow is initially Poynting flux dominated then the magnetic energy is dissipated before
the emitting region, where it must be subdominant.

4.6 Spectral Diversity—Spectral Evolution

The peak energy Ep varies a lot from one GRB to another, from a few to tens of keV (X-ray
Flashes, X-ray Rich GRBs; Sakamoto et al. 2005) to over 10 MeV (Axelsson et al. 2012).
An important property is that short GRBs are harder with larger peak energies (Kouveliotou
et al. 1993; Guiriec et al. 2010). Spectral evolution is also found: when time-resolved spec-
troscopy is possible, the GRB spectrum is always found to strongly evolve during the prompt
phase (see e.g. Lu et al. 2012, Burgess et al. 2014, Guiriec et al. 2015 for recent analyses of
Fermi GRBs, or Preece et al. 2014 for a very bright case where the spectral evolution can be
studied in great detail); Ep typically varies over more than a factor of 30 within an individ-
ual pulse. Spectral and temporal properties appear correlated within GRB pulses: hardness
following the intensity, pulses being narrower and peaking earlier at higher energies, etc.

Both the spectral diversity between different GRBs and the spectral evolution within in-
dividual GRBs are hard to reproduce by models. Reconnection models are barely developed
enough to allow discussion of these observations. In dissipative photospheres, variations in
Ep are related to changes in the properties of the outflow ejection leading to a change in
the location of the photosphere (Pe’er 2008; Beloborodov 2013; Deng and Zhang 2014).
A potential issue is to explain how the dissipative process adjusts to always remain located
just below the photosphere (unless it always occurs over a wide range of radii, in which
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case it should also occur above the photosphere, so this would not be a pure photospheric
model). In internal shocks, the spectral evolution is reproduced qualitatively (Daigne and
Mochkovitch 1998, 2003; Asano and Mészáros 2011; Bošnjak and Daigne 2014), and can
even be reproduced quantitatively with some constraints on microphysics parameters (Bošn-
jak and Daigne 2014), which may indicate non-universal values in mildly relativistic shocks,
as suggested for instance by (Bykov and Meszaros 1996, see also Bykov et al. 2012). The
spectral diversity is also naturally explained by variations in the lifetime and variability of
the central engine (Barraud et al. 2005). The hardness-duration relation is well reproduced
(Daigne and Mochkovitch 1998; Bošnjak and Daigne 2014).

4.7 Constraints at Other Wavelengths

The discussion above was centered on observations in the soft γ -ray range, where the prompt
emission is observed in most GRBs. We discuss here briefly some additional constraints
coming from observations of the prompt emission at other wavelengths.

4.7.1 The End of the Prompt Emission: The X-Ray Early Steep Decay

Swift/XRT discovered in most GRB X-ray afterglows an early steep decay at the end of
the prompt phase, before recovering a plateau and/or a standard afterglow decay (Nousek
et al. 2006; Zhang et al. 2006; O’Brien et al. 2006). A natural explanation is provided by the
high-latitude tail of the prompt emission, once the on-axis emission has stopped (Kumar and
Panaitescu 2000; Genet and Granot 2009). It can reproduce the observed temporal decay and
spectral evolution (Liang et al. 2006; Willingale et al. 2010). This puts a strong constraint
on the emission radius at the end of the prompt phase, which may be fulfilled by internal
shocks, and also possibly by reconnection models if the radius is large enough (Hascoët
et al. 2012a). On the other hand, it is incompatible with photospheric models, which must
instead explain the rapid decay phase by a universal behavior of the central engine when it
is switching off.

4.7.2 Prompt GeV Emission

Fermi/LAT detects GeV emission in some GRBs (Ackermann et al. 2013). As detection
requires enough photons in its energy range (tens of MeV to � 300 GeV), it detects mainly
very bright GRBs, in terms of both their GeV fluence and their total fluence (and thus also
in terms of Eγ,iso). For the same reason, LAT detects a smaller fraction of short GRBs
compared to soft γ -ray instruments, since their fluence is typically much smaller than that
of long GRBs. Bright enough LAT GRBs show a distinct high-energy spectral component,
usually fitted by a power law (e.g., Abdo et al. 2009; Ackermann et al. 2010, 2013). The
observed variability in the prompt LAT light curve indicates an internal origin. It is followed
by a long-lasting emission (with a power law in time and energy) that likely originates from
the deceleration phase or early afterglow. In dissipative photospheric models, it is hard to
produce GeV photons due to strong γ γ annihilation. However, additional processes such as
later scatterings of prompt photons by the external medium can explain this GeV emission
(see e.g. Beloborodov et al. 2014). In reconnection models, spectral models cannot make
such predictions yet. In internal shocks, such multi-component spectra are expected (Guetta
and Granot 2003; Bošnjak et al. 2009; Asano and Mészáros 2012; Bošnjak and Daigne
2014); the fact that the GeV component is usually weaker than the soft γ -ray component
constrains the strength of the magnetic field, implying that it must be weak, εB � 10−2

(Daigne et al. 2011; Bošnjak and Daigne 2014).
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4.8 Prompt Emission Summary

The dissipation mechanism and radiative processes responsible for the prompt GRB emis-
sion are still not well understood due to the complex physics involved, both on large and
micro-scales. The lack of strong thermal components in GRB spectra suggests a high ini-
tial magnetization in GRB outflows, while prompt GRB observational constraints imply a
low magnetization in the emission region. Put together, this strongly suggests either very
efficient conversion of magnetic to kinetic energy, which leaves a low magnetization in the
emission region, and allows for efficient internal shocks (Granot et al. 2011; Granot 2012b),
or strong magnetic reconnection that converts magnetic energy to thermal energy and accel-
erates particles, and yet somehow leaves a low enough magnetization where these particle
radiate most of their energy.

A weak thermal emission can be produced at the photosphere, followed by a dominant
non-thermal emission at larger radii. Depending on the efficiency of the acceleration and
the resulting magnetization at large distances, the dissipation leading to the emission can
occur either in shocks or in magnetic reconnection. In both cases, the dominant radiative
process should be synchrotron emission. Only in the first case (internal shocks), detailed
simulations coupling a dynamical calculation with a detailed radiative model are available.
To have a good agreement between the observed spectrum and the predicted one, detailed
modeling is needed, where the strength and structure of the magnetic field play a crucial role:
moderately efficient inverse Compton scatterings in the Klein-Nishina regime are needed,
which requires a weak field, and a decay of the magnetic field far from the shock front is
also probably required.

An alternative is to explain the whole soft γ -ray emission by a dissipative photosphere.
Its nature, however, must then be elucidated. The magnetic field could again play a vital role,
via the magnetic reconnection below the photosphere, which is a natural candidate. Further
progress can come from more observations over a broad spectral range with time-resolved
spectroscopy, additional and firmer polarization measurements, and improvements in the
modeling of the expected spectrum and spectral evolution in each model. Unfortunately,
it remains limited by the current knowledge of the microphysics (structure of the magnetic
field, particle acceleration) in mildly relativistic shocks and magnetic reconnection (Sironi
et al. 2015; Kagan et al. 2015).

5 Magnetic Fields in the Afterglow

Eventually, the GRB outflow is decelerated by the external medium. It drives a strong
relativistic blast wave—the afterglow (or external forward) shock—into the surrounding
medium. It transfers most of its energy to the shocked external medium (via pdV work
across the contact discontinuity that separates them) at a distance Rdec from the central
source—the deceleration radius. Radiation from Rdec reaches the observer at the decelera-
tion time, Tdec. At R >Rdec the original outflow composition no longer affects the dynamics
(or emission) of the afterglow shock. However, the outflow magnetization can greatly affect
the reverse shock (or external reverse shock, as it is formed due to the interaction with the
external medium), whose strength and emission can be greatly suppressed if the outflow is
highly magnetized, σ(Rdec)� 1.

5.1 The Afterglow Emission

The dominant emission mechanism in the afterglow is thought to be synchrotron radiation,
which is produced by relativistic electrons accelerated at the afterglow shock that gyrate
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in the magnetic fields within the shocked external medium.11 Such a synchrotron origin of
the afterglow emission is strongly supported by the detection of linear polarization at the
level of ∼ 1–3 % in several optical or NIR afterglows (see Sect. 5.2), and by the shape of
the broadband spectrum, which consists of several power law segments that smoothly join
at some typical break frequencies. Figure 10 shows the possible resulting afterglow spectra.
Broadband (radio to γ -ray) afterglows fit such synchrotron spectra far better than the prompt
emission. The broad and mostly featureless smoothly broken power-law shapes of afterglow
spectra evolve and fade more slowly over time, and have characteristic frequencies that
vary as a power law with time, roughly according to the theoretically expected power-law
indices (Sari et al. 1998; Granot and Sari 2002). Synchrotron self-Compton (SSC)—the
inverse-Compton scattering of the synchrotron photons to (much) higher energies by the
same population of relativistic electrons that emits the synchrotron photons—can sometimes
dominate the afterglow flux in the X-rays (Sari and Esin 2001; Harrison et al. 2001), and
may affect the synchrotron emission by increasing the electron cooling.

Relativistic collisionless shock physics (e.g., how they amplify the magnetic field and
accelerate a non-thermal population of relativistic particles) are still not well understood
from first principles (e.g. Sironi et al. 2015). Thus, simple assumptions are usually made
that conveniently parameterize our ignorance. The electrons are assumed to be (instantly)
shock-accelerated into a power-law distribution of energies, dN/dγe ∝ γ−pe for γe > γm,
and then cool both adiabatically and due to radiative losses.12 The relativistic electrons are
assumed to hold a fraction εe of the internal energy immediately behind the shock, while
the magnetic field is assumed to hold a fraction εB of the internal energy everywhere in
the shocked region. Both the temporal and spectral indices depend on the power law index
p of the electron energy distribution. The temporal index (i.e. the rate of flux decay) also
depends on the circumburst density profile, which is parameterized in Fig. 10 as a power law
of index k with the distance R from the central source, ρext ∝ R−k , with k = 0 and k = 2,
respectively, corresponding to an ISM and a stellar wind—WIND. The temporal index can
also be affected by other factors, such as energy losses or injection into the afterglow shock,
the afterglow jet angular structure and the viewing angle relative to the jet symmetry axis,
or time evolution of the shock microphysics parameters εe and/or εB .

5.2 Polarization: Afterglow and Reverse Shock

The detection of linear polarization of a few percent in the optical and NIR afterglow of sev-
eral GRBs (see Covino et al. 2004, and references therein) was considered as a confirmation
that synchrotron radiation is the dominant afterglow emission mechanism. The synchrotron
emission from a fluid element with a locally uniform magnetic field is linearly polarized in
the direction perpendicular to the projection of the magnetic field onto the plane normal to
the wave vector. Since the source moves relativistically, one must account for aberration of
light when calculating the observed local direction of polarization. Figure 11 shows the pre-
dicted local polarization map from emission by an ultra-relativistic expanding shell, for two

11In an alternative scenario, the afterglow emission is dominated at early times by the contribution of a long-
lived reverse shock (Uhm and Beloborodov 2007; Genet et al. 2007), which allows to reproduce more easily
the observed diversity and variability, such as X-ray plateaus (Uhm et al. 2012; Hascoët et al. 2014) or X-ray
flares (Hascoet et al. 2015), though in this scenario a transition to forward shock dominance is expected at
late times but not observed.
12It is usually also further assumed that practically all of the electrons take part in this acceleration process
and form such a non-thermal (power-law) distribution, leaving no thermal component (which is not at all
clear or justified; e.g. Eichler and Waxman 2005).
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Fig. 10 The afterglow synchrotron spectrum, calculated for the Blandford and McKee (1976) spherical
self-similar solution, under standard assumptions, using the accurate form of the synchrotron spectral emis-
sivity and integration over the emission from the whole volume of shocked material behind the forward
(afterglow) shock (for details see Granot and Sari 2002, from which this figure is taken). The different panels
show the five possible broad band spectra of the afterglow synchrotron emission, each corresponding to a
different ordering of the spectral break frequencies. Each spectrum consists of several power-law segments
(PLSs; each shown with a different color and labeled by a different letter A–H) that smoothly join at the
break frequencies (numbered 1–11). The broken power-law spectrum, which consists of the asymptotic PLSs
that abruptly join at the break frequencies (and is widely used in the literature), is shown for comparison.
Most PLSs appear in more than one of the five different broad band spectra. Indicated next to the arrows are
the temporal scaling of the break frequencies and the flux density at the different PLSs, for a uniform (ISM;
k = 0) and stellar wind (WIND; k = 2) external density profile
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Fig. 11 The predicted polarization map for synchrotron emission from a thin spherical ultra-relativistic shell
expanding with a Lorentz factor Γ � 1. The double-sided arrows show the direction of the linear polarization
(the wave electric vector), while their length depends monotonically on the polarized intensity (in a non-trivial
way, for display purposes). The circle indicates an angle of 1/Γ around the line of sight to the central source,
and contains the region responsible for most of the observed flux. Left: for a magnetic field that is random
within the plane of the shell (normal to the radial direction), for which the polarization direction always
points at the center of the image, where the polarization vanishes (due to symmetry consideration). Right: for
an ordered magnetic field within the plane of the shell that is coherent over angular scales � 1/Γ (Granot
and Königl 2003). In this case the direction of the ordered magnetic field clearly breaks the symmetry around
the center of the image, resulting in a large net polarization. For simplicity, the map is for a constant emission
radius, rather than for a constant photon arrival time

different magnetic field structures: a magnetic field that is random within the plane normal
to the radial direction (left panel) as could be expected from a shock-produced field (e.g.,
Medvedev and Loeb 1999), and an ordered magnetic field normal to the radial direction
(right panel; as could be expected in the prompt or reverse-shock emission for a magnetic
field coherent on angular scales � 1/Γ that is advected from the central source).

The afterglow image is almost always unresolved, so we can only measure the (weighted)
average polarization over the whole image. Therefore, a shock produced magnetic field that
is symmetric about the shock normal will procure no net polarization for a spherical flow
(as in this case the polarization pattern across the image is symmetric around its center, and
the polarization averages out to zero when summed over the whole image). For a shock-
produced magnetic field, one thus needs to break this symmetry of the emission to produce
net polarization. A simple and natural way of doing this is considering a jet, or narrowly
collimated outflow (e.g., Sari 1999; Ghisellini and Lazzati 1999). In this picture a jet ge-
ometry together with a line of sight that is not along the jet symmetry axis (but still within
the jet aperture, in order to see the prompt GRB) is needed to break the symmetry of the
afterglow image around our line of sight. Other models for afterglow polarization include
a magnetic field that is coherent over patches of a size comparable to that of causally con-
nected regions (Gruzinov and Waxman 1999), polarization that is induced by microlensing
(Loeb and Perna 1998) or by scintillations in the radio (Medvedev and Loeb 1999), a small
ordered magnetic field component originating from the circumburst medium (Granot and
Königl 2003), clumps in the external medium (Granot and Königl 2003), or a very inhomo-
geneous jet angular structure—a “patchy shell” with “hot spots” (Granot and Königl 2003;
Nakar and Oren 2004). The many possible causes of polarization, and the degeneracy with
other factors makes it difficult to robustly determine the magnetic field structure in the emit-
ting region from afterglow polarization measurements. Nonetheless, a high degree of linear
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polarization with a stable position angle is hard to produce without a magnetic field that is
ordered on large scales.

The reverse shock has two main observational signatures: a sharply-peak “optical flash”
(e.g., Akerlof et al. 1999) on a timescale comparable to the prompt GRB T90, and a “ra-
dio flare” (e.g., Kulkarni et al. 1999; Frail et al. 2000; Berger et al. 2003) that peaks on
a timescale of a day or so after the GRB. In such cases, if the relatively bright observed
emission is indeed from the reverse shock, this implies that the outflow was not strongly
magnetized near the deceleration epoch, σ(Rdec)	 1. Moreover, the polarization properties
of the synchrotron emission from the reverse shock provide a powerful and unique probe for
the magnetic field structure in the original outflow. Early optical polarization measurements
from T � Tdec have finally been obtained in the last eight years or so (Mundell et al. 2007a,
2013; Steele et al. 2009).

On the one hand, there is a strict upper limit on the degree of linear polarization from
GRB 060418 of P < 8 % (2-σ ) at T = 203 s after the GRB trigger, while the deceler-
ation time suggested by the early optical light curve of this GRB is Tdec = 153 ± 10 s
(Molinari et al. 2007) and its prompt emission lasted only T90 = 52 ± 1 s. The fact that
Tdec/T90 ≈ 3 suggest a “thin shell” in this case, which is consistent with a moderate mag-
netization (σ(Rdec)	 1) that allows a strong reverse shock with bright emission. However,
the polarization is fairly low near Tdec = 153± 10 s (at T = 203 s), which suggests that ei-
ther the reverse shock emission even near its peak is for some reason greatly sub-dominant
compared to the (very weakly polarized) forward shock emission, or more likely that in this
GRB there is hardly any ordered magnetic field in the ejecta on angular scales � 1/Γ that
cover most of the visible region.

On the other hand, GRB 090102 had a prompt duration of T90 = 27 s and an optical
linear polarization of P = 10.2± 1.3 % in a 60 s exposure starting at T = 161 s after the
trigger time (Steele et al. 2009). Its optical light curve shows a power-law decay Fν ∝ t−α
with α = 1.50 ± 0.06 from T ∼ 40 s to T ∼ 1000 s and then flattens to α = 0.97 ± 0.03
(Gendre et al. 2010). This suggests a deceleration time Tdec � 40 s, well before the polariza-
tion measurement. However, the optical emission may be dominated by the reverse shock up
to the break time of ∼ 1000 s, and in particular during the polarization measurement. In the
latter case this might possibly explain the measured polarization as arising from an ordered
magnetic field component in the ejecta, though a purely ordered field on the scale of the
whole emitting region (angular scale � 1/Γ ) would produce a significantly larger polariza-
tion of several tens of percent (Granot and Königl 2003; Granot 2003; Lyutikov et al. 2003;
Nakar et al. 2003), which would suggest either a smaller magnetic field coherence length or
a dominant contribution from the much less polarized external forward shock emission.

Finally, GRB 120308A that lasted T90 ∼ 100 s (between T ≈−30 s and T ≈ 70 s post-
trigger) showed an optical linear polarization of P = 28 ± 4 % in an exposure between
T = 240 s and 323 s (Mundell et al. 2013), which gradually decreased to P = 16+5

−4 % over
the next ten minutes, while keeping an approximately constant position angle (to within
an accuracy of about 15◦). The optical light curve peaked at around T ∼ 300 s, during the
time bin in which the largest polarization was measured, and subsequently decayed, with a
possible transition from reverse to forward shock domination of the optical emission around
∼ 1000 s. This strongly suggests the presence of a large-scale ordered magnetic field in the
original GRB ejecta.

Observations of radio flares at roughly a day after the GRB have so far produced no
detection of polarization. However, these observations have enabled to set strict upper limits
on a possible linear or circular polarization (Granot and Taylor 2005). The strictest limits
are for GRB 991216, for which the 3-σ upper limits on the linear and circular polarization
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are Plin < 7 % and Pcirc < 9 %, respectively. These limits provide interesting constraints
on existing GRB models (Granot and Taylor 2005), and in particular are hard to reconcile
with a predominantly ordered toroidal magnetic field in the GRB outflow together with a
“structured” jet, where the energy per solid angle drops as the inverse square of the angle
from the jet axis, as is expected in some models in which the outflow is Poynting flux
dominated.

Recently, the detection of circular polarization was reported in the optical afterglow of
GRB 121024A by Wiersema et al. (2014). In particular, they measured a circular polariza-
tion of Pcirc = 0.61±0.13 % at T = 0.15 days after the GRB. The linear polarization during
that time was Plin ∼ 4 % implying a circular to linear polarization ratio of Pcirc/Plin ∼ 0.15.
A very recent detailed study that examined different assumptions for the magnetic field con-
figuration, jet geometry and electron pitch-angle distribution (Nava et al. 2015) concluded
that such a relatively high Pcirc/Plin ratio cannot be produced by synchrotron emission from
the afterglow (i.e. forward external) shock, which suggests an alternative origin.

5.3 Maximum Synchrotron Photon Energy

Since the afterglow emission from the shocked external medium is independent of the out-
flow composition, it can much more “cleanly” probe the physics of relativistic collisionless
shocks, and serve as a testbed for how the very weak upstream magnetic fields in the pristine
surrounding medium are amplified in the shock, and how the particles are accelerated in this
shock and radiate in the downstream magnetic field.

A recent challenge to the standard synchrotron afterglow scenario was raised by the ex-
ceptional GRB 130427A (Ackermann et al. 2014; Perley et al. 2014; Kouveliotou et al. 2013;
Maselli et al. 2014). This was a very energetic GRB (with an isotropic equivalent γ -ray en-
ergy of Eγ,iso = 1.4×1054 erg) and it occured relatively nearby (at redshift z= 0.34). There-
fore, it was extremely bright and in particular, it was detected by Fermi-LAT (100 MeV–
100 GeV) for nearly a day, including a 95 GeV photon several minutes after the burst and
a 32 GeV photon after 9 hours (Ackermann et al. 2014). Altogether, this GRB has a large
number of high-energy photons that clearly violate (Ackermann et al. 2014) the maximum
synchrotron photon energy limit,13

Esyn,max ∼ Γ

(1+ z)
mec

2

α
= 3.5

(
2

1+ z
)
Γ

100
GeV, (18)

which is obtained by equating the electron acceleration time to its synchrotron cooling time,
assuming that it is accelerated and radiates its synchrotron emission in same magnetic field
strength. This has been argued in order to rule out an afterglow synchrotron origin of the
late-time high-energy LAT photons, and in particular motivated suggestions for an origin in
a distinct SSC spectral component (e.g. Ackermann et al. 2014; Tam et al. 2013; Liu et al.
2013; Fan et al. 2013b).

However, Kouveliotou et al. (2013) have shown that the optical to GeV spectrum is con-
sistent with a single spectral component that very nicely matches the expectation for syn-
chrotron afterglow emission (Granot and Sari 2002, see Fig. 10). Figure 12 shows their
spectral fit, and demonstrates that there is hardly any room for a distinct (SSC) spectral
component to dominate the observed flux at the highest LAT energies (above several GeV

13The exact numerical coefficient depends on the exact assumptions, and in particular on whether the accel-
eration time is assumed to be a fraction of or a complete Larmor gyration time, which is in any case a very
fast acceleration, and arguably even unrealistically so. Here α ≈ 1/137 is the fine structure constant.
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Fig. 12 The optical to GeV spectrum of GRB 130427A fit with the afterglow synchrotron model of Granot
and Sari (2002). Broadband SEDs are shown during the first (top-panel) and the second (bottom-panel)
NuSTAR epochs. The Fermi/LAT upper-limits are shown as arrows and the extrapolation of the LAT flux light
curve is shown as a dashed magenta cross (only during the first epoch). The second epoch (bottom-panel) is
fit with a power law (black lines); the fit to the first epoch is scaled down and superposed on the second epoch
data for comparison (in gray) (this figure is taken from Kouveliotou et al. 2013)

or so, as is needed to avoid violating Esyn,max). This conclusion is strengthened by strict up-
per limits on the > 100 GeV flux measured by VERITAS at three different epochs near the
first NuSTAR observation (Aliu et al. 2014).

Therefore, this comprises very compelling evidence for a genuine violation of the
Esyn,max in this case, which is much harder to circumvent compared with previous
Fermi/LAT GRBs (Abdo et al. 2009; Piran and Nakar 2010; Atwood et al. 2013). Thus,
one should start to seriously consider how this limit can indeed be violated. A possible
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solution may lie in relaxing the assumption of a uniform magnetic field and instead allow-
ing for a lower magnetic field acceleration region and a higher magnetic field synchrotron
radiation region (e.g., Lyutikov 2010; Kumar et al. 2012). Such a situation might arise for
diffusive shock acceleration (Fermi Type I) if the tangled shock-amplified magnetic field
decays on a short length-scale behind the shock front (where most of the high-energy radi-
ation is emitted), while the highest energy electrons are accelerated in the lower magnetic
field further downstream (Kumar et al. 2012). In fact, such a scenario has recently been sug-
gested (Lemoine 2013; Lemoine et al. 2013), and also shown to significantly alleviate the
previously very high γ -ray radiative efficiencies inferred for most Swift GRBs (Beniamini
et al. 2015).

6 Conclusions

In this review we have demonstrated that magnetic fields clearly play a vital role in GRBs,
practically in every important aspect of this phenomenon. Here we briefly summarize some
of our main conclusions, and stress both what was learned so far, as well as what still needs
to be carefully studied. Following the main text, the discussion proceeds more or less in
order of increasing distance from the central source.

Magnetic fields most likely play a crucial role in the launching of GRB jets. Moreover,
hydromagnetic jet launching implies dynamically strong magnetic fields near the central
source, which can naturally help avoid an excessive baryonic loading into the jet. Such a low
baryon loading is essential in order for the jet to be able to reach sufficiently large Lorentz
factors (Γ � 100–500) that are inferred from prompt GRB observations. The jet launching
definitely requires many further detailed studies, also (semi-) analytic, but mainly numeri-
cal studies. The latter are, however, involved as they require general-relativistic magneto-
hydrodynamics (GRMHD) codes, coupled with neutrino, plasma and radiation physics.
Therefore, is it likely to take many years before such studies will provide definitive answers.

Millisecond-magnetar models for the GRB central engine, discussed in Sect. 2, face seri-
ous challenges that still must be overcome. Models where the GRB arises from the delayed
collapse of a supramassive millisecond magnetar (such as the “time reversal model”; Rez-
zolla and Kumar 2015; Ciolfi and Siegel 2015) face serious difficulty as this requires the
formation of a disk during this collapse, which was recently argued to not be possible (Mar-
galit et al. 2015). Producing both the prompt GRB emission and the X-ray plateau observed
by Swift in long GRBs is challenging for millisecond-magnetar models. Models invoking
millisecond magnetars in short GRBs also face many problems, such as how to produce the
short GRB, or hide the huge amount of rotational energy (a few ×1052 erg) that is injected
into the afterglow shock, while short GRB afterglows are very dim. More detailed studies of
the relevant physics, both analytic and numerical, are definitely needed in order to produce
more robust and realistic predictions that could be tested in more detail against the relevant
observations. A relatively simple example is that a highly-relativistic pulsar-like magnetar
MHD wind is invoked to explain the X-ray plateaus observed by Swift. However, most stud-
ies consider only the forward shock emission and ignore the emission from the MHD wind
itself (see, however, Dai 2004), which may involve magnetic reconnection and the result-
ing particle acceleration at the termination shock of the pulsar wind, similar to pulsar wind
nebulae (see, e.g., Lyubarsky and Kirk 2001; Lyubarsky 2003; Sironi and Spitkovsky 2014).
The birth process of a millisecond magnetar, either in the core-collapse of a massive star or
in a binary neutron star merger, and how it evolves in these messy environments, is obvi-
ously very involved but there is definitely a lot of room for improvement and new studies on
such systems.
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The GRB outflow composition, and in particular its degree of magnetization is an im-
portant open question. On the one hand, in Sect. 3.1 we have shown very compelling evi-
dence based on the theoretical jet propagation time in the progenitor star of a long GRB and
the observed GRB duration distribution, that the jet appears to have modest magnetization
(σ � 1) throughout most of the time it takes for it to bore its way out of the star. Moreover,
in Sect. 4.5 we argued based on the prompt GRB observations (both γ -ray detections and
upper limits in optical and soft X-ray) that the emission region has a low magnetization. On
the other hand, hydromagnetic jet launching is much more promising than a pure thermal
one, and can naturally help avoid excessive baryon loading, suggesting a high magnetization
near the source (σ0 � 1). A similar conclusion is also strongly suggested from the fact that
quasi-thermal components in the prompt GRB spectrum are typically highly sub-dominant
(see Sect. 4). Taking these two lines of evidence together, it appears that the magnetization
significantly decreases as the jet propagates from the source out to large distances. This
can occur through two main channels (or some combination of the two): (i) very efficient
conversion of magnetic to kinetic energy that leaves a low magnetization in the emission
region and allows for efficient internal shocks, through first quasi-steady and then impulsive
magnetic acceleration (see Fig. 6; Granot et al. 2011; Granot 2012b), or (ii) strong magnetic
reconnection that converts magnetic energy into thermal energy and accelerates particles,
and yet somehow leaves a sufficiently low magnetization where these particles radiate most
of their energy.

Magnetic fields can also play a very important role in the energy dissipation that leads to
the GRB emission. On the one hand, sufficiently low magnetization (σ < 1 or even σ � 0.1)
is needed for efficient energy dissipation in internal shocks. On the other hand, while a large
magnetization (σ > 1) effectively suppresses internal shocks, or the reverse shock, it can
lead to significant dissipation through magnetic reconnection under appropriate conditions
(e.g. if the source ejects outflow with a magnetic field that occasionally changes its polarity,
or through certain instabilities).

Another vital role of magnetic fields in GRBs is in particle acceleration. Within the out-
flow the magnetization can be high, allowing efficient magnetic reconnection, which can
directly convert a good fraction of the dissipated magnetic energy into the random motions
of the particles that it accelerates in this process. The exact magnetic field strength and ge-
ometry throughout the emission region also greatly affect the radiation of the accelerated
particles, and therefore their observable signatures. In particular, magnetic fields are vital to
the synchrotron emission, which dominates in the afterglow and also likely plays a key role
in the prompt GRB emission.

Both optically thin internal shocks as well as the external forward and reverse shocks
are collisionless, and mediated by electromagnetic fields (through collective plasma inter-
actions). Moreover, while the outflow itself typically has a large enough magnetic field for
efficient synchrotron radiation, the external medium has a very low magnetization that must
be significantly amplified at the afterglow shock front in order to produce the observed af-
terglow emission. Therefore, magnetic field amplification in relativistic collisionless shocks
and its possible decay behind the shock are vital for understanding the afterglow physics and
interpreting afterglow observations. Moreover they can strongly affect the particle accelera-
tion in the afterglow shock, and the resulting afterglow emission. Such physics might hold
the key to unravel a puzzle (see Sect. 5.3) arising from observations of the very bright and
relatively nearby long GRB 130427A, which show an apparent violation of the maximum
synchrotron photon energy limit, Esyn,max.

The different roles of magnetic fields in GRBs are numerous and diverse. Many of them
are only starting to be understood, while new roles are still being occasionally discovered.
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Since magnetic fields appear in almost all aspects of GRB physics, future studies of their
properties and effects are likely to greatly improve our understanding of GRBs, and lead to
fundamental progress.
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Abstract We review the physics of relativistic shocks, which are often invoked as the
sources of non-thermal particles in pulsar wind nebulae (PWNe), gamma-ray bursts (GRBs),
and active galactic nuclei (AGN) jets, and as possible sources of ultra-high energy cosmic-
rays. We focus on particle acceleration and magnetic field generation, and describe the recent
progress in the field driven by theory advances and by the rapid development of particle-in-
cell (PIC) simulations. In weakly magnetized or quasi parallel-shocks (i.e. where the mag-
netic field is nearly aligned with the flow), particle acceleration is efficient. The accelerated
particles stream ahead of the shock, where they generate strong magnetic waves which in
turn scatter the particles back and forth across the shock, mediating their acceleration. In
contrast, in strongly magnetized quasi-perpendicular shocks, the efficiencies of both parti-
cle acceleration and magnetic field generation are suppressed. Particle acceleration, when
efficient, modifies the turbulence around the shock on a long time scale, and the accelerated
particles have a characteristic energy spectral index of sγ 
 2.2 in the ultra-relativistic limit.
We discuss how this novel understanding of particle acceleration and magnetic field gener-
ation in relativistic shocks can be applied to high-energy astrophysical phenomena, with an
emphasis on PWNe and GRB afterglows.
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1 Introduction

In pulsar wind nebulae (PWNe), gamma-ray bursts (GRBs), and jets from active galactic
nuclei (AGNs), signatures of non-thermal processes are revealed by power-law radiation
spectra spanning an extremely wide range of wavelengths, from radio to X-rays, and beyond.
Yet, it is still a mystery how the emitting particles can be accelerated up to ultra-relativistic
energies and how the strong magnetic fields are generated, as required in order to explain
the observations. In most models, non-thermal particles and near-equipartition fields are
thought to be produced at relativistic shock fronts, but the details of the mechanisms of
particle acceleration and magnetic field generation are still not well understood.

Particle acceleration in shocks is usually attributed to the Fermi process, where parti-
cles are energized by bouncing back and forth across the shock. Despite its importance,
the Fermi process is still not understood from first principles. The highly nonlinear cou-
pling between accelerated particles and magnetic turbulence—which is generated by the
particles, and at the same time governs their acceleration—is extremely hard to incorpo-
rate in analytic models. Only in recent years, thanks to major breakthroughs on analytical
and numerical grounds, has our understanding of the Fermi process in relativistic shocks
significantly advanced. This is the subject of the present review.

Relativistic shocks pose some unique challenges with respect to their non-relativistic
counterparts. For example, the distribution of accelerated particles can no longer be ap-
proximated as isotropic if the shock is relativistic. In a relativistic shock, the electric and
magnetic fields significantly mix as one switches between upstream and downstream frames
of reference. And unlike non-relativistic shocks, where some aspects of the theory can be
tested by direct spacecraft measurements, relativistic shocks are only constrained by remote
observations. For recent reviews of relativistic shocks, see Bykov and Treumann (2011),
Bykov et al. (2012).

This chapter is organized as follows. First, we review recent analytical advances on the
theory of particle acceleration in relativistic shocks, arguing that the accelerated particle
spectrum and its power-law slope in the ultra-relativistic limit, sγ ≡−d logN/d logγ 
 2.2
(where γ is the particle Lorentz factor), are fairly robust (Sect. 2). Here, we assume a priori
that some magnetic turbulence exists on both sides of the shock, such that the Fermi process
can operate. Next, we describe the plasma instabilities that are thought to be most relevant
for generating this turbulence (Sect. 3), stressing the parameter regime where the so-called
Weibel (or “filamentation”) instability—which is often thought to mediate the Fermi process
in weakly magnetized relativistic shocks—can grow. Then, we summarize recent findings
from particle-in-cell (PIC) simulations of relativistic shocks, where the non-linear coupling
between particles and magnetic waves can be captured from first principles (Sect. 4). Fi-
nally, we describe the astrophysical implications of these results for the acceleration of ultra
high energy cosmic rays (UHECRs) and for the radiative signatures of PWNe and GRB af-
terglows (Sect. 5; for a review of PWNe, see Kargaltsev et al. 2015 in the present volume;
for a review of GRBs, see Granot et al. 2015 in the present volume). We briefly conclude in
Sect. 6.

2 Particle Acceleration in Relativistic Shocks

Diffusive (Fermi) acceleration of charged particles in collisionless shocks is believed to be
responsible for the production of non-thermal distributions of energetic particles in many
astronomical systems (Blandford and Eichler 1987; Malkov and Drury 2001, but see, e.g.
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Arons and Tavani 1994 for a discussion of alternative shock acceleration processes). The
Fermi acceleration process in shocks is still not understood from first principles: parti-
cle scattering in collisionless shocks is due to electromagnetic waves formed around the
shock, but no present analytical formalism self-consistently calculates the generation of
these waves, the scattering and acceleration of particles, and the backreaction of these parti-
cles on the waves and on the shock itself.

The theory of particle acceleration was first developed mainly by evolving the particle
distribution under some Ansatz for the scattering mechanism (e.g. diffusion in pitch angle),
within the “test particle” approximation, where modifications of wave and shock proper-
ties due to the high energy particles are neglected. This phenomenological approach proved
successful in explaining the spectrum of relativistic particle distributions inferred from ob-
servations, although a more careful approach is needed to account for the energy fraction
deposited in each particle species (electrons, positrons, protons, and possibly heavier ions),
and to test the Ansatz of the scattering prescription.

For non-relativistic shocks, the linear theory of diffusive particle acceleration, first devel-
oped in 1977 (Krymskii 1977; Axford et al. 1978; Bell 1978; Blandford and Ostriker 1978),
yields a power-law distribution d3N/d3p ∝ p−sp of particle momenta p, with a spectral
index

sp = sγ + 2= 3βu/(βu − βd). (1)

Here, β is the fluid velocity normalized to the speed of light c in the frame of the shock,
which is assumed planar and infinite, and subscripts u (d) denote the upstream (downstream)
plasma. For strong shocks in an ideal gas of adiabatic index Γ = 5/3, this implies sp = 4
(i.e. sγ = 2; constant energy per logarithmic energy interval, since p2d3N/d3p ∝ p−2), in
agreement with observations.

The lack of a characteristic momentum scale, under the above assumptions, implies that
the spectrum remains a power-law in the relativistic case, as verified numerically (e.g., Bed-
narz and Ostrowski 1998; Achterberg et al. 2001). The particle drift downstream of the shock
implies that more particles are moving downstream than upstream; this anisotropy is of or-
der of βu when measured in the downstream frame (Keshet and Waxman 2005). Thus, while
particle anisotropy is negligible for non-relativistic shocks, the distribution becomes highly
anisotropic in the relativistic case, even when measured in the more isotropic downstream
frame. Consequently, one must simultaneously determine the spectrum and the angular dis-
tribution of the particles, which is the main difficulty underlying the analysis of test particle
acceleration when the shock is relativistic.

Observations of GRB afterglows led to the conclusion that highly relativistic collision-
less shocks produce a power-law distribution of high energy particles with sp = 4.2± 0.2
(Waxman 1997; Freedman and Waxman 2001; Berger et al. 2003). This triggered a numeri-
cal investigation of particle acceleration in such shocks, showing that sp indeed approaches
the value of 4.2 for large shock Lorentz factors (γu ≡ (1− β2

u)
−1/2 � 1), in agreement with

GRB observations, provided that particle scattering is sufficiently isotropic.
The spectral index sp was calculated under the test particle approximation for a wide

range of shock velocities, various equations of state, and different scattering prescriptions.
This was achieved by approximately matching numerical eigenfunctions of the transport
equation between upstream and downstream (Kirk and Schneider 1987; Heavens and Drury
1988; Kirk et al. 2000), by Monte Carlo simulations (Bednarz and Ostrowski 1998; Achter-
berg et al. 2001; Ellison and Double 2002; Lemoine and Pelletier 2003; Niemiec and Os-
trowski 2004; Lemoine and Revenu 2006; Ellison et al. 2013), by expanding the distribution
parallel to the shock front (Keshet and Waxman 2005), and by solving for moments of the
angular distribution (Keshet 2006).

531 Reprinted from the journal



L. Sironi et al.

These studies have assumed rest frame diffusion in pitch angle or in the angle between
particle velocity and shock normal. These two assumptions yield similar spectra in the limit
of ultra-relativistic shocks (Ostrowski and Bednarz 2002). As discussed later in this re-
view, one expects these assumptions to hold at relativistic shocks. However, some scenarios
involve the conversion of the accelerated species into a neutral state and then back—e.g.
proton to neutron and then back to proton via photo-hadronic interactions (Derishev et al.
2003) or electron to photon and then back to electron through Compton and pair production
interactions (Stern and Poutanen 2008)—in which case the particle may have time to suffer
a large angle deflection upstream of the shock, leading to large energy gains and generically
hard spectra (Bednarz and Ostrowski 1998; Meli and Quenby 2003; Blasi and Vietri 2005).

For isotropic, small-angle scattering in the fluid frame, expanding the particle distribution
about the shock grazing angle (Keshet and Waxman 2005) leads to a generalization of the
non-relativistic Eq. (1) that reads

sp =
(
3βu − 2βuβ

2
d + β3

d

)
/(βu − βd), (2)

in agreement with numerical studies (Kirk et al. 2000; Achterberg et al. 2001) over the
entire range of βu and βd . In particular, in the ultra-relativistic shock limit, the spectral
index becomes

sp(βu→ 1, βd→ 1/3)= 38/9= 4.222 . . . (3)

The spectrum is shown in Fig. 1 for different equations of state, as a function of the shock
four-velocity γuβu.

The above analyses assumed that the waves scattering the particles move, on average,
with the bulk fluid velocity. More accurately, one should replace β by the mean velocity of
the waves that are scattering the particles. In the shock precursor (see Sect. 3.1), the scat-
tering waves are expected to be slower than the incoming flow, leading to a softer spectrum
(smaller βu in Eq. (2)).

Small-angle scattering can be parameterized by the angular diffusion function D ≡
〈(�θ)2/�t〉, where θ is the angle of the particle velocity, taken here with respect to the shock
normal, and angular brackets denote an ensemble average. The function D = D(θ,p, z)
should be specified on both sides of the shock, and in general depends on θ , on the particle
momentum p, and on its distance z from the shock front.

Fig. 1 Spectral index according
to Eq. (2) (Keshet and Waxman
2005, curves) and to a numerical
eigenfunction method (Kirk et al.
2000, symbols), as a function of
γuβu, for three different types of
shocks (Kirk and Duffy 1999):
a strong shock with the
Jüttner/Synge equation of state
(solid curve and crosses),
a strong shock with fixed
adiabatic index Γ = 4/3 (dashed
curve and x-marks), and for a
relativistic gas where
βuβd = 1/3 (dash-dotted curve
and circles)
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For scattering off waves with a small coherence length λ	 rL, where rL = (pc/eB) is
the Larmor radius, roughly (rL/λ)2 uncorrelated scattering events are needed in order to pro-
duce an appreciable deflection, so D ∼ r2

Lc/λ ∝ p2 (Achterberg et al. 2001; Pelletier et al.
2009). Here, B is the magnetic field, and e is the electron’s charge. Simulations (Sironi et al.
2013) confirm this scaling at early times; some implications are discussed in Sect. 4. The
precise dependence of D upon z is not well known. It is thought that D slowly and mono-
tonically declines away from the shock, as the energy in self-generated fields decreases.
However, the extents of the upstream precursor and downstream magnetized region are not
well constrained observationally, and in general are numerically unaccessible in the foresee-
able future.

For an evolved magnetic configuration, it is natural to assume that the diffusion function
is approximately separable in the form D = D(θ)D2(p, z). Here, D2 (which may be ap-
proximately separable as well, but see Katz et al. 2007) can be eliminated from the transport
equation by rescaling z, such that the spectrum depends only on the angular part D(θ).

The spectrum is typically more sensitive to the downstream diffusion function Dd than it
is to the upstreamDu. In general, an enhancedDd along (opposite to) the flow yields a softer
(harder) spectrum; the trend is roughly reversed for Du (Keshet 2006). Thus, the spectrum
may deviate significantly from that of isotropic diffusion, in particular in the ultra-relativistic
limit (Kirk et al. 2000; Keshet 2006). However, the spectral slope s is not sensitive to lo-
calized (in θ ) deviations of D from isotropy, at angles perpendicular to the flow (Keshet
2006). For roughly forward-backward symmetric scattering in the downstream frame, as
suggested by PIC simulations, s is approximately given by its isotropic diffusion value in
Eq. (2) (Keshet et al., in preparation).

Particle acceleration is thought to be efficient, at least in weakly magnetized or quasi-
parallel shocks, as discussed below. Thus, the relativistic particles are expected not only to
generate waves, but also to slow down and heat the bulk plasma (Blandford and Eichler
1987). As particles with higher energies are expected to diffuse farther upstream and slow
the plasma, lower-energy particles are effectively accelerated by a slower upstream. Con-
sequently, if the scattering waves are assumed to move with the bulk plasma, the spectrum
would no longer be a power-law. However, this effect may be significant only for mildly rel-
ativistic shocks, with Lorentz factors below γu ∼ 3 (Ellison and Double 2002; Ellison et al.
2013).

To understand the energy, composition, and additional features of the accelerated parti-
cles, such as the acceleration time and energy cutoffs, one must not only analyze the scatter-
ing of these particles (for example, by deriving D), but also address the injection problem,
namely the process by which a small fraction of particles becomes subject to significant
acceleration. Such effects were investigated using Monte-Carlo techniques (Bednarz and
Ostrowski 1998; Ellison et al. 2013), in the so-called “thermal leakage” model, where fast
particles belonging to the downstream Maxwellian are assumed to be able to cross the shock
into the upstream. More self-consistent results on particle injection based on PIC simula-
tions are presented in Sect. 4. To uncover the physics behind the injection and acceleration
processes, we next review the generation of electromagnetic waves in relativistic shocks.

3 Plasma Instabilities in Relativistic Shocks

3.1 The Shock Precursor

The collisionless shock transition is associated with the build-up of some electromagnetic
barrier, which is able to slow down and nearly isotropize the incoming unshocked plasma. In
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media of substantial magnetization,1 σ � 10−2, this barrier can result from the compression
of the background magnetic field (as a result of the Lorentz transformation to the frame
of a relativistic shock, the most generic configuration is that of a quasi-perpendicular field),
while at lower magnetizations, it is understood to arise from the generation of intense micro-
turbulence in the shock “precursor”, as explained hereafter and illustrated in Fig. 2.

At high magnetization, the gyration of the ambient particles in the background com-
pressed magnetic field can trigger a synchrotron maser instability, which sends precursor
electromagnetic waves into the upstream (Langdon et al. 1988; Hoshino and Arons 1991;
Hoshino et al. 1992; Gallant et al. 1992). As incoming electrons and positrons interact with
these waves, they undergo heating (Hoshino 2008; Sironi and Spitkovsky 2011b), but accel-
eration seemingly remains inefficient (Sect. 4.1).

At magnetizations σ � 10−2, the interpenetration of the incoming background plasma
and the supra-thermal particles, which have been reflected on the shock front or which are
undergoing Fermi cycles around the shock, leads to anisotropic micro-instabilities over an
extended region in front of the shock, called the “precursor” here. These instabilities then
build up a magnetic barrier, up to a level2 εB ∼ 10−2–10−1, sufficient to deflect strongly the
incoming particles and thus mediate the shock transition. This picture, first envisioned by
Moiseev and Sagdeev (1963), has been recently demonstrated in ab initio PIC simulations

Fig. 2 Phase diagram of relativistic collisionless shocks in the plane (γu,σ ); this figure assumes γu > 10 and
ξcr = 0.1, where the parameter ξcr = ecr/[γu(γu−1)n′mc2] characterizes the energy density of supra-thermal
particles (ecr) relative to the incoming energy flux, as measured in the shock rest frame. In region 1, the
shock transition is initiated by magnetic reflection in the compressed background field, while in regions 2–5,
the magnetic barrier is associated to the growth of micro-instabilities, as indicated. The solid diagonal line
indicates values of σ and γu above which the filamentation instability would not have time to grow, in the
absence of deceleration resulting from the compensation of the perpendicular current of the supra-thermal
particles gyrating in the background field. See Sect. 3.1 and Lemoine et al. (2014b) for a detailed discussion

1The magnetization is defined as σ = B2/[4πγu(γu − 1)n′mc2] in terms of B , the large-scale background
magnetic field measured in the shock front rest frame, and n′ , the proper upstream particle density. The mass
m ismp for an electron-proton shock, andme for an electron-positron shock, i.e. it corresponds to the mass of
the particles which carry the bulk of the inertia. For a perpendicular shock, in which the background magnetic
field in the shock frame is perpendicular to the flow, the magnetization can also be written as σ = (uA/c)

2,
with uA the Alfvén four-velocity of the upstream plasma.
2The parameter εB denotes the magnetization of the turbulence, εB = δB2/[4πγu(γu − 1)n′mc2], where δB
is the fluctuating magnetic field.
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(Spitkovsky 2005; Kato 2007; Spitkovsky 2008a). The generation of micro-turbulence in the
shock precursor is thus a key ingredient in the formation of the shock and in the development
of the Fermi process, as anticipated analytically (Lemoine et al. 2006) and from Monte Carlo
simulations (Niemiec et al. 2006), and demonstrated by PIC simulations (Spitkovsky 2008b;
Sironi and Spitkovsky 2009a, 2011b), see hereafter.

As seen in the background plasma (upstream) rest frame, the supra-thermal particles form
a highly focused beam, with an opening angle ∼ 1/γu and a mean Lorentz factor γ |u ∼ γ 2

u .
In contrast, boosting back to the shock frame, this supra-thermal particle distribution is now
open over ∼π/2, with a mean Lorentz factor γ |sh � γu, while the incoming plasma is highly
focused, with a mean Lorentz factor γu. A host of micro-instabilities can in principle develop
in such anisotropic configurations, see the general discussion by Bret (2009). However, in
the deep relativistic regime, the restricted length scale of the precursor imposes a strong se-
lection of potential instabilities, since a background plasma volume element remains subject
to the growth of instabilities only while it crosses the precursor. In the shock rest frame, this
time scale is t×,B 
 ω−1

c in the presence of a quasi-perpendicular background field3 (a com-
mon field geometry in relativistic flows), or t×,δB 
 γuε−1

B ω
−1
p (ωpλδB/c)

−1 if the scattering
is dominated by short scale turbulence of magnetization εB and coherence length λδB (as-
suming that the waves are purely magnetic in the rest frame of the background plasma),
see e.g. Milosavljević and Nakar (2006a), Lemoine and Pelletier (2010) and Plotnikov et al.
(2013). This small length scale implies that only the fastest modes can grow, which limits
the discussion to a few salient instabilities.

Before proceeding further, one should stress that the above estimates for t× do not ac-
count for the influence of particles accelerated to higher energies, which can propagate far-
ther into the upstream plasma and thus seed instabilities with smaller growth rate and on
larger spatial scales. While such particles do not carry the bulk of the energy if the spectral
index sγ > 2, it is anticipated that they should nevertheless influence the structure of the
precursor, see in particular Milosavljević and Nakar (2006a), Katz et al. (2007), Medvedev
and Zakutnyaya (2009), Pelletier et al. (2009) and Reville and Bell (2014) for general ana-
lytical discussions, as well as Keshet et al. (2009) for an explicit numerical demonstration of
their potential influence. Similarly, the above estimates do not make a distinction between
electron-positron and electron-ion shocks; in particular, it is understood that ωc and ωp re-
fer to the species which carries the bulk of the energy (i.e. ions for electron-ion shocks).
PIC simulations have demonstrated that in electron-ion shocks, electrons are heated in the
precursor to nearly equipartition with the ions, meaning that in the shock transition their
relativistic inertia becomes comparable to that of ions (e.g. Sironi et al. 2013); hence one
does not expect a strong difference between the physics of electron-positron and electron-ion
shocks from the point of view of micro-instabilities, and unless otherwise noted, this differ-
ence will be omitted in the following. The microphysics of electron heating in the precursor
nevertheless remains an important open question, see Gedalin et al. (2008, 2012), Plotnikov
et al. (2013) and Kumar et al. (2015) for recent discussions of this issue; indeed, the average
Lorentz factor of electrons at the shock transition directly impacts the peak frequency of the
synchrotron radiation of relativistic blast waves.

In the context of relativistic weakly magnetized shocks, the most celebrated instability
is the Weibel-like filamentation mode, which derives from the anisotropy of the particle
distribution function. In a simplified two-stream picture, as envisaged for the precursor of
relativistic collisionless shocks, particles of opposite charges are deflected by the Lorentz

3ωc ≡ eB|u/mc represents the upstream frame cyclotron frequency (and B|u is the magnetic field in the

upstream frame) while ωp ≡ (4πn′e2/m)1/2 denotes the plasma frequency.
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force of transverse magnetic field fluctuations into current filaments of alternate polarity
(e.g. Gruzinov and Waxman 1999; Medvedev and Loeb 1999; Brainerd 2000; Wiersma and
Achterberg 2004; Lyubarsky and Eichler 2006; Achterberg and Wiersma 2007; Achterberg
et al. 2007; Lemoine and Pelletier 2010, 2011; Bret et al. 2010; Rabinak et al. 2011; Nakar
et al. 2011; Shaisultanov et al. 2012). The current carried by the particles then positively
feeds the magnetic fluctuations, leading to fast growth, even in the absence of a net large-
scale magnetic field. In the rest frame of the background plasma, this instability grows in the
linear regime as fast as4 �ω
 ξ 1/2

cr ωp, with maximum growth on scales of the order of c/ωp;
in the filament rest frame, this instability is mostly of magnetic nature, i.e.  ω∼ 0. Several
branches of this instability have been discussed in the literature, in particular the “oblique
mode”, which involves a resonance with electrostatic modes. Even though this latter mode
grows slightly faster than the fully transverse filamentation mode, it suffers from Landau
damping once the electrons are heated to relativistic temperatures, while the transverse fil-
amentation mode appears relatively insensitive to temperature effects. Thus, at a first order
approximation, the transverse filamentation mode indeed appears to dominate the precur-
sor at very low magnetizations. Its non-linear evolution, however, remains an open ques-
tion; analytical estimates suggest that it should saturate at values εB 	 10−2 via trapping of
the particles (Wiersma and Achterberg 2004; Lyubarsky and Eichler 2006; Achterberg and
Wiersma 2007; Achterberg et al. 2007), while PIC simulations see a continuous growth of
magnetic energy density even when the non-linear filamentary structures have been formed
(e.g. Keshet et al. 2009; Sironi et al. 2013). Whether additional instabilities such as a kink-
ing of the filaments contribute in the non-linear phase thus remains debated, see for instance
Milosavljević and Nakar (2006b).

At moderate magnetization levels, another fast instability can be triggered by the perpen-
dicular current (transverse to both the magnetic field and the shock normal) seeded in the
precursor by the supra-thermal particles during their gyration around the background field
(Lemoine et al. 2014b,c). The compensation of this current by the background plasma on its
entry into the precursor leads to a deceleration of the flow, which modifies somewhat the ef-
fective timescale available for the growth of plasma instabilities, and destabilizes the modes
of the background plasma. The growth rate for this instability can be as large as �ω ∼ ωp,
indicating that it can compete with the Weibel filamentation mode at moderate magnetiza-
tions. If the supra-thermal particle beam carries a net charge (in the shock rest frame), or a
net transverse current, other similar instabilities are to be expected (e.g. Pelletier et al. 2009;
Casse et al. 2013; Reville and Bell 2014). The phase space study of Lemoine et al. (2014b)
concludes that the filamentation mode likely dominates at magnetization levels σ � 10−7,
while this perpendicular current-driven instability dominates at 10−3 � σ � 10−2; in be-
tween, both instabilities combine to form a complex precursor structure. Interestingly, these
results do not seem to depend on the shock Lorentz factor, in good agreement with PIC
simulations (Sironi and Spitkovsky 2009a, 2011b; Sironi et al. 2013).

Finally, one should mention the particular case of quasi-parallel (subluminal) configura-
tions: there, a fraction of the particles can in principle escape to infinity along the magnetic
field and seed other, larger scale, instabilities. One prime candidate is the relativistic gen-
eralization of the Bell streaming instability (e.g. Milosavljević and Nakar 2006a; Reville
et al. 2006), which is triggered by a net longitudinal current of supra-thermal particles; this
instability has indeed been observed in PIC simulations (Sironi and Spitkovsky 2011b). Of
course, such a parallel configuration remains a special case in the deep relativistic regime. In

4The maximal growth rate of the Weibel instability is related to the plasma frequency of the beam of supra-

thermal particles, ωpb, though �ω
 ωpb, with ωpb 
 ξ1/2
cr ωp.
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mildly relativistic shock waves, with γuβu ∼ 1, locally parallel configurations become more
frequent, hence one could expect such instabilities to play a key role in seeding large scale
turbulence.

3.2 Downstream Magnetized Turbulence

How the magnetized turbulence evolves downstream of the shock is an important question,
with direct connections to observations. The previous discussion suggests that the coher-
ence length of the fields generated in Weibel-like instabilities should be comparable to the
plasma skin-depth, c/ωp. However, magnetic power on such scales is expected to decay
rapidly through collisionless phase mixing (Gruzinov 2001), while modeling of GRB after-
glow observations rather indicates that magnetic fields persist over scales ∼ 107–109 c/ωp

downstream (Gruzinov and Waxman 1999).
In a relativistic plasma, small-scale turbulence is dissipated at a damping rate5 �ω 


−k3c3/ω2
p (Chang et al. 2008; Lemoine 2015) as a function of the wavenumber k, indicating

that small scales are erased early on. Larger modes can survive longer; power on scales
exceeding the Larmor radius of the bulk plasma decays on long, �ω ∝ k2 MHD scales
(Keshet et al. 2009). It is not clear at present whether the small-scale turbulence manages
to evolve to larger scales through inverse cascade effects (e.g. Medvedev et al. 2005; Katz
et al. 2007; Zrake 2014), whether it is dissipated but at a rate which allows to match the
observations (Lemoine 2013; Lemoine et al. 2013), or whether a large-scale field is seeded
in the downstream plasma by some external instabilities (e.g. Sironi and Goodman 2007;
Couch et al. 2008; Levinson 2009).

PIC simulations have quantified the generation of upstream current filaments by pinching
instabilities (e.g. Silva et al. 2003; Frederiksen et al. 2004; Jaroschek et al. 2005; Spitkovsky
2005, 2008a; Chang et al. 2008), and resolved the formation of shocks in two- and three-
dimensional (2D and 3D) pair plasma (Spitkovsky 2005; Kato 2007; Chang et al. 2008;
Keshet et al. 2009; Sironi and Spitkovsky 2009a, 2011b; Haugbølle 2011; Sironi et al. 2013)
and ion-electron plasma (Spitkovsky 2008a; Martins et al. 2009; Sironi et al. 2013). These
simulations revealed a rapid decay of the magnetic field downstream at early times (Gruzi-
nov 2001; Chang et al. 2008). Yet, a slow evolution of the plasma configuration takes place
on >103/ωp timescales, involving a gradual increase in the scale of the magnetic structures,
and consequently their slower dissipation downstream (Keshet et al. 2009).

This long-term evolution is driven entirely by the high-energy particles accelerated in the
shock; it is seen both upstream (e.g. in the precursor) and downstream, both of which become
magnetized at increasingly large distances from the shock, and with an increasingly flat
magnetic power-spectrum downstream (on large scales, where the power initially declines
with increasing wavelength; Keshet et al. 2009). A flatter magnetic power spectrum at the
shock implies a larger fraction of the magnetic energy stored in long-wavelength modes,
which may survive farther from the shock. Indeed, the index of a power-law spectrum of
magnetic fluctuations directly controls how fast the magnetic energy density, integrated over
wavenumbers, decays behind the shock (Chang et al. 2008; Lemoine 2015); the scale-free
limit corresponds to a flat magnetic power spectrum (Katz et al. 2007).

Properly capturing the backreaction of high energy particles requires large simulation
boxes and large particle numbers, to guarantee that the largest scale fields and the highest
energy particles are included. The largest available simulations at the present, with length L

5The shock crossing conditions imply that the relativistic plasma frequency of the shocked downstream
plasma is roughly the same as the plasma frequency of the upstream plasma; no distinction will be made
here between these quantities.
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Fig. 3 Pair plasma evolution within 1000c/ωp of the shock, from Keshet et al. (2009). The simulation is
performed in the downstream frame, and the upstream flow moves with a Lorentz factor γr = 15 (so, γr
is the relative Lorentz factor between the upstream and downstream regions). The normalized transverse

magnetic field sign(B)εB (color scale stretched in proportion to ε1/4
B

to highlight weak features) is shown

at (a) early (t1 = 2250ω−1
p ), and (b) late (t2 = 11925ω−1

p ) times. Here �x ≡ x − xsh is the distance from
the shock, with xsh (dashed vertical line) defined as the location of median density between far upstream
and far downstream. Also shown are the transverse averages (at t1, dashed blue, and t2, solid red) of (c) the
electromagnetic energy εEM ≡ [(B2 + E2)/8π ]/[(γr − 1)γrn′mc2] (with E the electric field amplitude in
the downstream frame, included in the definition of εEM because in the simulation frame the induced electric
field in the upstream medium is E ∼ B) normalized to the upstream kinetic energy, (d) density normalized
to the far upstream density nu = γrn′ , and (e) particle momentum γβ (with β the velocity in c units) in the
x-direction averaged over all particles (higher 〈γβx 〉) and over downstream-headed particles only

and time T scales of (Lωp/c)
2(T ωp)� 1011, show no sign of convergence at T � 104c/ωp

(Keshet et al. 2009; Sironi et al. 2013). This is illustrated in Fig. 3 for a pair-plasma shock
in 2D.

For magnetized shocks, the situation is different, as we describe below (Sironi et al.
2013). At strong magnetizations, and for the quasi-perpendicular field geometry most rele-
vant for relativistic flows, particle acceleration is suppressed, and the shock quickly reaches
a steady state. At low (but nonzero) quasi-perpendicular magnetization, the shock evolves
at early times similarly to the case of unmagnetized shocks (i.e. σ = 0). Particle acceler-
ation proceeds to higher and higher energies, and modes of longer and longer wavelength
appear. However, the maximum particle energy stops evolving once it reaches a threshold
γsat ∝ σ−1/4 (Sironi et al. 2013), and at that point the overall shock structure approaches a
steady state (Sironi et al. 2013).6

6This conclusion regarding the saturation of the maximum particle Lorentz factor at γsat has been tested in

electron-positron shocks having σ = 10−4–10−3 by Sironi et al. (2013), with the largest PIC study available
to date. We caution that further nonlinear evolution, beyond the timespan covered by current PIC simulations,
might be present in shocks with lower magnetization.
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4 PIC Simulations of Relativistic Shocks

Only in the last few years, thanks to important advances in numerical algorithms and com-
puter capabilities, plasma simulations have been able to tackle the problem of particle ac-
celeration in relativistic shocks from first principles. In the following, we describe the major
advances driven by large-scale PIC simulations in our understanding of particle acceleration
in relativistic shocks. PIC codes can model astrophysical plasmas in the most fundamen-
tal way (Birdsall and Langdon 1991; Buneman 1993; Spitkovsky 2005), as a collection of
charged macro-particles that are moved by the Lorentz force. The currents deposited by the
macro-particles on the computational grid are then used to solve for the electromagnetic
fields via Maxwell’s equations. The loop is closed self-consistently by extrapolating the
fields to the macro-particle locations, where the Lorentz force is computed.

Full PIC simulations can capture, from first principles, the acceleration physics of both
electrons and ions. However, such simulations must resolve the electron plasma skin depth
c/ωpe, which is typically much smaller than astrophysical scales. Hence, most simulations
can only cover limited time and length scales, and usually with low dimensionality (1D or
2D instead of 3D) and small ion-to-electron mass ratios (the ion skin depth c/ωpi is a factor
of
√
mi/me larger than the electron skin depth c/ωpe). The results discussed below pertain

to simulation durations of order ∼103–104ωpe in electron-positron shocks and ∼103ωpi in
electron-ion shocks (but with reduced mass ratios), so a careful extrapolation is needed to
bridge these microscopic scales with the macroscopic scales of astrophysical interest. Yet,
as we review below, PIC simulations provide invaluable insight into the physics of particle
injection and acceleration in astrophysical sources.

The structure of relativistic shocks and the efficiency of particle acceleration depend
on the conditions of the upstream flow, such as bulk velocity, magnetic field strength and
field orientation. PIC simulations have shown that the shock physics and the efficiency of
particle acceleration are insensitive to the shock Lorentz factor (modulo an overall shift in
the energy scale), in the regime γr � 1 of ultra-relativistic flows (e.g. Sironi et al. 2013).
Here, γr is the relative Lorentz factor between the upstream and downstream regions. Be-
low, we only discuss results for shocks where the upstream Lorentz factor with respect to
the downstream frame is γr � 5, neglecting the trans- and non-relativistic regimes that are
outside the scope of this review. We discuss the physics of both electron-positron shocks and
electron-ion shocks (up to realistic mass ratios), neglecting the case of electron-positron-ion
shocks presented by e.g. Hoshino et al. (1992), Amato and Arons (2006), Stockem et al.
(2012), which might be relevant for PWNe. As found by Sironi and Spitkovsky (2009a,
2011b), Sironi et al. (2013), for highly relativistic flows, the main parameter that controls
the shock physics is the magnetization σ . Below, we distinguish between shocks propagat-
ing into strongly magnetized media (σ � 10−3) and weakly magnetized or unmagnetized
shocks (σ � 10−3).

4.1 Particle Acceleration in Strongly Magnetized Shocks

For high magnetizations (σ � 10−3 in electron-positron flows, or σ � 3× 10−5 in electron-
ion flows), the shock structure and acceleration properties depend critically on the incli-
nation angle θ between the upstream field and the shock direction of propagation (Sironi
and Spitkovsky 2009a, 2011b). If the magnetic obliquity is larger than a critical angle θcrit,
charged particles would need to move along the field faster than the speed of light in order to
outrun the shock (“superluminal” configurations). In Fig. 4, we show how the critical angle
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Fig. 4 Critical obliquity angle
θcrit (measured in the down-
stream frame) that separates
subluminal and superluminal
configurations (Sironi and Spit-
kovsky 2009a), as a function of
the flow Lorentz factor γr and the
magnetization σ , as indicated in
the label. The filled black circle
indicates our reference case with
γr = 15 and σ = 0.1

θcrit (as measured in the downstream frame) depends on the flow velocity and magnetization.
In the limit of σ 	 1 and γr � 1, the critical obliquity approaches the value θcrit 
 34◦.

Only “subluminal” shocks (θ � θcrit) are efficient particle accelerators (Sironi and
Spitkovsky 2009a, 2011b; Sironi et al. 2013), in agreement with the analytical findings of
Begelman and Kirk (1990). As illustrated in Fig. 5, a stream of shock-accelerated particles
propagates ahead of the shock (panel (c)), and their counter-streaming with the incoming
flow generates magnetic turbulence in the upstream region (panel (b)). In turn, such waves
govern the acceleration process, by providing the turbulence required for the Fermi mecha-
nism. In the particular case of Fig. 5—a relativistic shock with γr = 15, σ = 0.1 and θ = 15◦

propagating into an electron-ion plasma—the upstream turbulence is dominated by Bell-like
modes (Reville et al. 2006; Lemoine and Pelletier 2010, 2011). The downstream particle
spectrum in subluminal shocks shows a pronounced non-thermal tail of shock-accelerated
particles with a power-law index 2 � sγ � 3 (panel (d)). The tail contains ∼5% of the
particles and ∼20% of the flow energy at time 2250ω−1

pi ; both values appear to be time-
converged, within the timespan covered by the simulations.

In contrast, superluminal shocks (θ � θcrit) show negligible particle acceleration (Gal-
lant et al. 1992; Hoshino 2008; Sironi and Spitkovsky 2009a, 2011b; Sironi et al. 2013).
Here, due to the lack of significant self-generated turbulence, charged particles are forced
to slide along the background field lines, whose orientation prohibits repeated crossings of
the shock. This inhibits the Fermi process, and in fact the particle distribution behind su-
perluminal shocks is purely thermal. The same conclusion holds for both electron-positron
and electron-ion flows. In electron-ion shocks, the incoming electrons are heated up to the
ion energy, due to powerful electromagnetic waves emitted by the shock into the upstream
medium, as a result of the synchrotron maser instability [studied analytically by Lyubarsky
(2006), and with 1D PIC simulations by e.g. Langdon et al. (1988), Gallant et al. (1992),
Hoshino et al. (1992), Hoshino (2008)]. Yet, such heating is not powerful enough to per-
mit an efficient injection of electrons into the Fermi acceleration process at superluminal
electron-ion shocks.
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Fig. 5 Structure of an electron-ion subluminal shock with γr = 15, σ = 0.1 and θ = 15◦ , from Sironi and
Spitkovsky (2011b). The simulation is performed in the downstream frame. The shock front is located at
x ∼ 725 c/ωpi (vertical dotted red line in panel (a)), and it separates the upstream region (to its right) from
the compressed downstream region (to its left). A stream of shock-accelerated ions propagates ahead of
the shock (see the diffuse cloud in the momentum space x − pxi of panel (c) to the right of the shock, at
x � 725 c/ωpi). Their interaction with the upstream flow (narrow beam to the right of the shock in panel (c))
generates magnetic turbulence ahead of the shock (see the transverse waves in panel (b), to the right of the
shock). In turn, such waves govern the process of particle acceleration. The particle energy spectrum (red for
ions, blue for electrons) is shown in panels (d) and (e) at two different locations, as indicated by the arrows
at the bottom of panel (c). The particle spectrum behind the shock (solid lines in panel (d)) is not compatible
with a simple thermal distribution (dashed lines), showing a clear non-thermal tail of high-energy particles,
most notably for ions. The highest energy ions can propagate ahead of the shock, where they populate a bump
in the upstream ion spectrum (red line in panel (e))

If magnetized superluminal shocks are responsible for producing the radiating particles
in astrophysical relativistic sources, the strong electron heating observed in electron-ion
shocks implies that the putative power-law tail in the electron spectrum should start from
energies higher than the ion bulk kinetic energy. For models of GRBs and AGN jets that
require a power-law distribution extending down to lower energies, the presence of such
shocks would suggest that electron-positron pairs may be a major component of the flow.

4.2 Particle Acceleration in Weakly Magnetized and Unmagnetized Shocks

Weakly magnetized shocks (σ � 10−3 in electron-positron flows, σ � 3× 10−5 in electron-
ion flows) are governed by electromagnetic plasma instabilities (see Sect. 3.1), that gener-
ate magnetic fields stronger than the background field. Such shocks do accelerate particles
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Fig. 6 Shock structure from the 3D PIC simulation of a σ = 10−3 electron-positron shock with γr = 15,
from Sironi et al. (2013). The simulation is performed in the downstream frame and the shock propagates
along +x̂. We show the xy slice of the particle number density (normalized to the upstream density), and
the xz and yz slices of the magnetic energy fraction εB . A stream of shock-accelerated particles propagates
ahead of the shock, and their counter-streaming motion with respect to the incoming flow generates magnetic
turbulence in the upstream via electromagnetic micro-instabilities. In turn, such waves provide the scattering
required for particle acceleration

self-consistently, regardless of the magnetic obliquity angle (Spitkovsky 2008a,b; Martins
et al. 2009; Haugbølle 2011; Sironi et al. 2013). The stream of shock-accelerated particles
propagates ahead of the shock, triggering the Weibel instability. The instability generates
filamentary magnetic structures in the upstream region, as shown in Fig. 6, which in turn
scatter the particles back and forth across the shock, mediating Fermi acceleration.

The accelerated particles in weakly magnetized shocks populate in the downstream re-
gion a power-law tail dN/dγ ∝ γ−sγ with a slope sγ ∼ 2.5, that contains ∼3% of the
particles and ∼10% of the flow energy.7 In electron-ion shocks, the acceleration process
proceeds similarly for the two species, since the electrons enter the shock nearly in equipar-
tition with the ions, as a result of strong pre-heating in the self-generated Weibel turbu-
lence (Spitkovsky 2008a; Martins et al. 2009; Sironi et al. 2013). In both electron-positron
and electron-ion shocks, the maximum energy of the accelerated particles scales in time as
γmax ∝ t1/2 (Sironi et al. 2013), as shown in Fig. 7. More precisely, the maximum particle
Lorentz factor in the downstream frame scales as

γmax 
 0.5γr(ωpet)
1/2 (4)

γmax,i ∼ γmax,eme

mi

 0.25γr(ωpit)

1/2 (5)

in electron-positron and in electron-ion shocks, respectively (Sironi et al. 2013). This scal-
ing is shallower than the so-called (and commonly assumed) Bohm limit γmax ∝ t , and it
naturally results from the small-scale nature of the Weibel turbulence generated in the shock
layer (see Fig. 6).

The increase of the maximum particle energy over time proceeds up to a saturation
Lorentz factor (once again, measured in the downstream frame) that is constrained by the
magnetization σ of the upstream flow according to

7These values are nearly independent of the flow composition and magnetization, in the regime of weakly

magnetized shocks. Also, they are measured at time ∼104 ω−1
pe in electron-positron shocks and at ∼103 ω−1

pi
in electron-ion shocks, but they appear remarkably constant over time, within the timespan covered by the
simulations.
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Fig. 7 Temporal evolution of the
downstream particle spectrum,
from the 2D simulation of a
γr = 15 electron-ion
(mi/me = 25) shock propagating
into a flow with magnetization
σ = 10−5, from Sironi et al.
(2013). The evolution of the
shock is followed from its birth
(black curve) up to ωpit = 2500
(red curve). In the top panel we
show the ion spectrum and in the
bottom panel the electron
spectrum. The non-thermal tails
approach at late times a power
law with a slope sγ = 3.0 for ions
and sγ = 2.5 for electrons (black
dashed lines in the two panels).
In the bottom panel, we overplot
the ion spectrum at ωpit = 2500
with a red dotted line, showing
that ions and electrons are nearly
in equipartition. Inset of the top
panel: mean downstream ion
(red) and electron (blue) energy,
in units of the bulk energy of an
upstream particle. The dashed
blue line shows the electron
energy at injection. Inset of the
bottom panel: temporal evolution
of the maximum Lorentz factor
of ions (red) and electrons (blue),
scaling as ∝ (ωpit)

1/2 at late
times (black dashed line)

γsat 
 4γr σ
−1/4 (6)

γsat,i ∼ γsat,eme

mi

 2γr σ

−1/4 (7)

in electron-positron and electron-ion shocks, respectively. The saturation of the maximum
particle energy is shown in Fig. 8 for a shock with σ = 10−3. Further energization is pre-
vented by the fact that the self-generated turbulence is confined within a region of thickness
LB,sat ∝ σ−1/2 around the shock (Sironi et al. 2013).

5 Astrophysical Implications

5.1 Acceleration of Ultra-High Energy Cosmic Rays

Relativistic shock waves have long been considered as prime candidates for the acceleration
of cosmic rays to the highest energies observed, E ∼ 1020 eV. Indeed, a naive extrapola-
tion of the acceleration time scale in the sub-relativistic regime (tacc ∼ tscatt/β

2
u , with tscatt

the scattering timescale) suggests that relativistic shocks (i.e. βu ∼ 1) accelerate particles
on shorter time scales than non-relativistic shocks (i.e. βu	 1), at a given tscatt. For given
radiative loss and escape time scales, this implies that relativistic shocks would be acceler-
ating particles to much higher energies than non-relativistic shocks. However, the situation
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Fig. 8 Time evolution of the downstream particle spectrum from the 3D PIC simulation of a σ = 10−3

electron-positron shock with γr = 15, from Sironi et al. (2013). The evolution of the shock is followed from
its birth (black curve) up to ωpet = 3000 (red curve). We overplot the spectrum at ωpet = 3000 from a 2D
simulation with the same parameters (red dotted line), showing excellent agreement at high energies. The inset
shows that the maximum particle Lorentz factor grows as γmax ∝ t1/2, before saturating at γsat ∝ σ−1/4. The
results are consistent between 2D (dotted) and 3D (solid)

is more complex than it appears; in particular, in relativistic shock waves, tscatt may be much
larger than usually assumed.

As mentioned repeatedly in the previous paragraphs, particle acceleration in the rela-
tivistic regime γuβu� 1 around a steady planar shock wave, operates only if intense micro-
turbulence has been excited in the shock precursor, as demonstrated analytically (Lemoine
et al. 2006), by Monte Carlo simulations (Niemiec et al. 2006) and by PIC simulations
(Sironi et al. 2013); consequences for the acceleration of particles to ultra-high energies
have been discussed in several papers, e.g. by Pelletier et al. (2008), Lemoine and Waxman
(2009), Lemoine (2011), Eichler and Pohl (2011), Bykov et al. (2012), Sironi et al. (2013)
or more recently by Reville and Bell (2014).

Scattering in small-scale turbulence leads to a downstream residence time tscatt ∼
r2
L/(λδBc), with rL the Larmor radius of the particle and λδB the coherence length scale of

the turbulence. This implies that the (shock frame) acceleration timescale tacc grows quadrat-
ically with the energy, which fits well the result seen in PIC simulations that the maximum
energy grows as the square root of time. In other words, as the particle energy grows, the
acceleration timescale departs more and more from the Bohm estimate, which is generally
used to compute the maximum energy. Comparing for instance the acceleration timescale,
which is at least equal to the above downstream residence time, with the dynamical timescale
r/γu in the shock rest frame (r denoting the radius of the shock front in the upstream rest
frame), one finds a maximum energy Emax � eδBr(γuλδB/r)1/2, with δB the strength of the
turbulent field expressed in the shock frame; the above maximal energy has been written in
the upstream (observer) frame. The factor in the brackets generally takes very small values,
because λδB ∼ c/ωp while r is a macroscopic length scale; this maximal energy is thus far
below the so-called Hillas estimate e δBr , which corresponds to a Bohm estimate for tscatt.

Another way to phrase the problem is as follows (see Lemoine and Waxman 2009 for
a discussion): assume that the acceleration timescale is written tacc = A rL/c, and derive
the maximum energy by comparing tacc with tdyn = r/(γβc) as above for a jet moving at
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velocity β towards the observer. Then one finds that acceleration of particles of charge Z to
1020E20 eV requires that the isotropic equivalent magnetic luminosity of the object exceeds:
LB � 1045 Z−2E2

20A2γ 2 erg/s, a very large number indeed, all the more so if A� 1. For
acceleration at ultra-relativistic shock waves, A is much larger than unity (while the Bohm
estimate corresponds to A∼ 1), with typical values A∼E/(γumpc2).

In summary, particle acceleration at ultra-relativistic shock waves does not appear fast
enough to produce particles of ultra-high energies. In particular, when the above arguments
are applied to the case of the external shock of a GRB, the maximal energy is found to be of
the order of 1016 eV (Plotnikov et al. 2013; Sironi et al. 2013; Reville and Bell 2014).

It is important however to note three caveats in the above arguments. One is that as
γuβu→ 1, i.e. for mildly relativistic shock waves, the nature of the turbulence remains un-
known and one cannot exclude that scattering would be closer to a Bohm estimate. Two facts
support such a speculation: (1) the precursor increases in size as γu diminishes, which sug-
gests that MHD-scale instabilities could arise and excite large scale turbulence; and (2) the
obliquity becomes less of a problem for mildly relativistic shock waves, suggesting that
large scale turbulence could possibly lead to acceleration in this regime. A second caveat is
the fact that PWNe are very efficient particle accelerators, even though one would expect the
opposite in the absence of reconnection or other dissipative processes, due to the large mag-
netization of the flow (Sect. 5.3). More precisely, synchrotron photons are observed with
energies as high as 100 MeV, which means that pairs are accelerated up to the radiation-
reaction limit, i.e. with an acceleration time scale close to the theoretical Bohm scaling.
Such empirical evidence suggests that ions could also be accelerated to very high energies,
if ions are indeed injected along with pairs in the wind. In the Crab Nebula, such a maximal
energy would be limited by the confinement in the nebular turbulence to values of the order
of 1017 eV (for Z = 1); more powerful nebulae, associated with young pulsars born with a
few millisecond periods, could however confine (and potentially accelerate) protons up to
the highest energies (Lemoine et al. 2014a). Finally, as the nonlinear evolution of weakly
magnetized or parallel shocks over long timescales is not yet understood, some of the above
estimates, pertaining e.g. to the diffusive properties and extent of the magnetic field, may be
altered on macroscopic times.

5.2 Radiative Signatures of Relativistic Blast Waves

In line with the previous discussion, one can compute the maximal energy for electrons
and derive the maximal synchrotron photon energy. Using an acceleration time scale tacc 

r2
L/(λδBc) and comparing to synchrotron losses in the self-generated micro-turbulence, char-

acterized by its magnetization εB , one derives a maximum synchrotron photon energy of the
order of a few GeV in the early phase of GRB afterglows, i.e. during the first hundreds of
seconds (Kirk and Reville 2010; Plotnikov et al. 2013; Lemoine 2013; Wang et al. 2013;
Sironi et al. 2013). Let us stress that in the latter study, this estimate has been derived from
PIC simulations with a self-consistent measurement of the acceleration time scale in the self-
consistent magnetic field. The synchrotron radiation of electrons accelerated at the external
ultra-relativistic shock of GRBs can thus produce the bulk of the long-lasting >100 MeV
emission detected by the Fermi satellite (e.g. Kumar and Barniol Duran 2009; Ackermann
2010; De Pasquale 2010; Ghisellini et al. 2010). The photons that have been observed with
energies in excess of �10 GeV probably result from inverse Compton interactions (Wang
et al. 2013). Interestingly, the recent GRB130427A has revealed a long-lasting emission
with a possible break in the spectrum at an energy of a GeV, characteristic of a turn-over
between the synchrotron and the synchrotron self-Compton components (Tam et al. 2013),
in good qualitative agreement with the above arguments.
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Other potential radiative signatures of the shock microphysics come from the small-scale
nature of the turbulence and its long-term evolution in the blast. As discussed in Sect. 3.2,
one notably expects this turbulence to relax through collisionless damping on hundreds of
c/ωp (Chang et al. 2008; Keshet et al. 2009; Lemoine 2015) while the electrons typically
cool on much longer length scales. In GRB external blast waves, the shocked region is typ-
ically 7–9 orders of magnitude larger than c/ωp in size, which leaves room for a substantial
evolution of εB , even if it decreases as a mild power-law in distance from the shock, as
suggested by the above studies. Since the electron cooling length depends on the inverse of
the electron Lorentz factor, particles of different initial Lorentz factors emit their energy in
regions of different magnetic field strength, leading to a non-standard synchrotron spectrum
(Rossi and Rees 2003; Derishev 2007; Lemoine 2013), which could in principle be used as a
tomograph of the evolution of the micro-turbulence downstream of the shock. Interestingly,
in this picture the decay index of the turbulence is related to the long-wavelength content
of the power spectrum of magnetic fluctuations at the shock front, which is unknown so far,
as it is known to be modified by the acceleration of higher energy particles (Keshet et al.
2009). Finally, it is interesting to note that the recent broad-band analysis of GRB after-
glows seen from the radio up to GeV energies has indeed revealed spectral signatures of a
decaying magnetic field (Lemoine et al. 2013), with a decay law scaling with distance from
the shock roughly as �x−0.5 (�x being the proper distance to the shock in the downstream
frame).

As discussed in Sect. 3.2, there are alternative possibilities however; it has been suggested
for instance that the turbulence could evolve in a self-similar way as a function of distance
to the shock, maintaining a uniform εB thanks to an inverse cascade process (Katz et al.
2007). It is also possible that external sources seed the blast with a large scale long-lived
turbulence, e.g. through a Rayleigh-Taylor instability at the contact discontinuity (Levinson
2009) or through small scale dynamos following the interaction of the shock front with
external inhomogeneities (Sironi and Goodman 2007; Couch et al. 2008). Hopefully, future
high accuracy observational data will provide diagnostics which can be confronted with
numerical simulations.

The possibility that the small scale nature of the turbulence gives rise to diffusive (or
jitter) synchrotron radiation rather than conventional synchrotron radiation has also attracted
attention (e.g. Medvedev 2000, 2006; Fleishman 2006; Mao and Wang 2011; Medvedev
et al. 2011; Kelner et al. 2013). In particular, jitter radiation has been proposed as a solution
for the fact that GRBs prompt spectra below the peak frequency are not always compatible
with the predictions of synchrotron emission (the so-called “line of death” puzzle, see Preece
1998). In the jitter regime, particles are deflected by less than 1/γ (γ is the electron Lorentz
factor) as they cross a wavelength λδB , implying that coherence of the emission is maintained
over several coherence cells of the turbulence. This regime thus takes place whenever the
wiggler parameter a ≡ eδBλδB/mc2 	 1, while the standard synchrotron approximation
becomes valid in the opposite limit. However, it is easy to verify that in the vicinity of the
shock a ∼ γ |sh, with γ |sh the average Lorentz factor of the supra-thermal electrons in the
shock rest frame, suggesting that jitter signatures must be weak.

The absence of jitter radiation in relativistic shocks has been demonstrated from first prin-
ciples by computing the radiation from particles in PIC simulations (Sironi and Spitkovsky
2009b), which produce spectra entirely consistent with synchrotron radiation in the fields
generated by the Weibel instability (Fig. 9). The so-called “jitter” regime is recovered only
by artificially reducing the strength of the fields, such that the parameter a becomes much
smaller than unity. So, if the GRB prompt emission results from relativistic unmagnetized
shocks, it seems that resorting to the jitter regime is not a viable solution for the “line of
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Fig. 9 Ab initio photon spectrum (thick solid lines) from the 2D PIC simulation of an unmagnetized (i.e.
σ = 0) pair shock. Red lines are for head-on emission (n̂ = x̂, along the shock direction of propagation),
blue lines for edge-on emission (n̂ = ŷ, along the shock front). The slope at low frequencies is 2/3 (black
long-dashed lines), proving that the spectra are consistent with synchrotron radiation from a 2D particle dis-
tribution (in 3D, the predicted slope of 1/3 is obtained). By separating the relative contribution of downstream
(x ≤ xsh; thin solid lines) and upstream (x ≥ xsh; dotted lines) particles, one sees that upstream particles con-
tribute significantly to the total emission (thick solid lines), especially at high frequencies. Frequencies are in
units of the plasma frequency ωp

death” puzzle. At frequencies above the peak, the synthetic spectra from PIC simulations
show, somewhat unexpectedly, that the contribution of the upstream medium to the total
emission is not negligible (Fig. 9), yet it is omitted in most models. This causes the radia-
tion spectrum to be flatter than the corresponding downstream spectrum, thus partly masking
the contribution of downstream thermal particles.

5.3 Radiative Signatures of Pulsar Wind Nebulae

The spectrum of PWNe consists of two components, where the low energy component,
most likely dominated by synchrotron, shows a cutoff at a few tens of MeV. The fact that
synchrotron emission reaches these energies, despite the rapid synchrotron cooling, implies
that particle acceleration in the nebula is an extremely fast process (de Jager and Harding
1992), which challenges our understanding of particle acceleration in relativistic shocks.

Around the equatorial plane of obliquely-rotating pulsars, the wind consists of toroidal
stripes of opposite magnetic polarity, separated by current sheets of hot plasma. It is still
a subject of active research whether the alternating stripes will dissipate their energy into
particle heat ahead of the termination shock, or whether the wind remains dominated by
Poynting flux till the termination shock (Lyubarsky and Kirk 2001; Kirk and Skjæraasen
2003; Sironi and Spitkovsky 2011a). If the stripes are dissipated far ahead of the termina-
tion shock, the upstream flow is weakly magnetized and the pulsar wind reaches a terminal
Lorentz factor (in the frame of the nebula) γr ∼ Lsd/mec

2Ṅ 
 3.7× 104Lsd,38.5Ṅ
−1
40 , where

Lsd ≡ 3× 1038Lsd,38.5 ergs s−1 is the spin-down luminosity, parameterized according to the
Crab (the Crab Nebula is the prototype of PWNe), and Ṅ = 1040Ṅ40 s−1 is the particle flux
entering the nebula, including the radio-emitting electrons (Bucciantini et al. 2011).

For electron-positron flows, as appropriate for pulsar winds, the maximum particle
Lorentz factor in the downstream frame increases with time as γmax ∼ 0.5γr (ωpt)

1/2 (see
Sect. 4). The plasma frequency ωp can be computed from the number density ahead of the
termination shock, which is nTS = Ṅ/(4πR2

TSc), assuming an isotropic particle flux. Here,
RTS ≡ 3× 1017RTS,17.5 cm is the termination shock radius. Balancing the acceleration rate
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with the synchrotron cooling rate in the self-generated Weibel fields, the maximum electron
Lorentz factor is

γsync,e 
 3.5× 108L
1/6
sd,38.5Ṅ

−1/3
40 ε

−1/3
B,−2.5R

1/3
TS,17.5. (8)

A stronger constraint comes from the requirement that the diffusion length of the highest
energy electrons be smaller than the termination shock radius (i.e. a confinement constraint).
Alternatively, the acceleration time should be shorter than RTS/c, which yields the critical
limit

γconf,e 
 1.9× 107L
3/4
sd,38.5Ṅ

−1/2
40 , (9)

which is generally more constraining than the cooling-limited Lorentz factor γsync,e . The
corresponding synchrotron photons will have energies

hνconf,e 
 0.17L2
sd,38.5Ṅ

−1
40 ε

1/2
B,−2.5R

−1
TS,17.5 keV (10)

which are apparently too small to explain the X-ray spectrum of the Crab, extending to
energies beyond a few tens of MeV. We conclude that Fermi acceleration at the termination
shock of PWNe is not a likely candidate for producing X-ray photons via the synchrotron
process, and valid alternatives should be investigated.

One possibility—magnetic dissipation of the striped pulsar wind in and around the shock
front itself—has been extensively studied, with the conclusion that particle acceleration
along extended X-lines formed by tearing of the current sheets may contribute to the flat
particle distribution (with spectral index sγ 
 1.5) required to explain the far infrared and
radio spectra of PWNe (e.g., Lyubarsky 2003; Sironi and Spitkovsky 2011a, 2012).8 Indeed,
hard particle spectra are found to be a generic by-product of magnetic reconnection in the
relativistic regime appropriate for pulsar winds (Sironi and Spitkovsky 2014; Sironi et al.
2015, see also Kagan et al. 2015 in the present volume). However, further acceleration to
gamma-ray emitting energies by the Fermi process cannot occur in the shock that terminates
the pulsar wind, if particle scattering depends only on the self-generated turbulence.

Yet, the steady-state hard X-ray and gamma-ray spectra of PWNe do look like the conse-
quences of Fermi acceleration—particle distributions with sγ 
 2.4 are implied by the ob-
servations. In this regard, we argue that the wind termination shock might form in a macro-
scopically turbulent medium, with the outer scale of the turbulence driven by the large-scale
shear flows in the nebula (Komissarov and Lyubarsky 2004; Del Zanna et al. 2004; Camus
et al. 2009). If the large-scale motions drive a turbulent cascade to shorter wavelengths,
back-scattering of the particles in this downstream turbulence, along with upstream reflec-
tion by the transverse magnetic field of the wind, might sustain Fermi acceleration to higher
energies.

Another “external” influence of reconnection on the shock structure, that might lead to
particle acceleration to higher energies, may be connected to the accelerator behind the re-
cently discovered gamma-ray flares in the Crab Nebula (Abdo 2011). Runaway acceleration
of electrons and positrons at reconnection X-lines, a linear accelerator, may inject energetic
beams into the shock, with the mean energy per particle approaching the whole open field
line voltage, �1016 V in the Crab (Arons 2012), as required to explain the Crab GeV flares.
This high-energy population can drive cyclotron turbulence when gyrating in the shock-
compressed fields, and resonant absorption of the cyclotron harmonics can accelerate the
electron-positron pairs in a broad spectrum, with maximum energy again comparable to the
whole open field line voltage (Hoshino et al. 1992; Amato and Arons 2006).

8Yet, as described by Sironi and Spitkovsky (2011a), this would imply an extremely high plasma flux in the
pulsar wind, well above the existing estimates.
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6 Conclusions

There has been significant progress in our understanding of relativistic shocks in recent
years, thanks to both analytical work and numerical simulations. The highly nonlinear prob-
lem of particle acceleration and magnetic field generation in shocks—with the accelerated
particles generating the turbulence that in turn mediates their acceleration—is being tackled
from first principles, assessing the parameter regime where particle acceleration in rela-
tivistic shocks is efficient. In this chapter, we have described the basic analytical formalism
of test particle acceleration in relativistic shocks, leading to the “universal” energy slope
sγ 
 2.2 in the ultra-relativistic limit; we have unveiled the most relevant plasma instabili-
ties that mediate injection and acceleration in relativistic shocks; and we have summarized
recent results of large-scale PIC simulations concerning the efficiency and rate of particle ac-
celeration in relativistic shocks, and the long-term evolution of the self-generated magnetic
turbulence. Our novel understanding of particle acceleration and magnetic field generation
in relativistic shocks has profound implications for the modeling of relativistic astrophysical
sources, most importantly PWNe, GRBs, and AGN jets.
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Abstract This review discusses the physics of magnetic reconnection—a process in which
the magnetic field topology changes and magnetic energy is converted to kinetic energy—
in pair plasmas in the relativistic regime. We focus on recent progress in the field driven
by theory advances and the maturity of particle-in-cell codes. This work shows that frag-
mentation instabilities at the current sheet can play a critical role in setting the reconnection
speed and affect the resulting particle acceleration, anisotropy, bulk flows, and radiation.
Then, we discuss how this novel understanding of relativistic reconnection can be applied
to high-energy astrophysical phenomena, with an emphasis on pulsars, pulsar wind nebulae,
and active galactic nucleus jets.
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1 Introduction

Magnetic reconnection is a common phenomenon in which the topology of magnetic field
lines is changed and magnetic energy is converted to kinetic energy. Interpretations of space
plasma measurements (e.g., Chen et al. 2008; Øieroset et al. 2011) and astronomical ob-
servations suggest that reconnection occurs in many places in the Universe. Because the
length scale of magnetic fields in astrophysical plasmas is extremely large, of order the size
of astrophysical sources, while low plasma resistivity means that the characteristic scale of
dissipation is very small, magnetic field lines are typically “frozen” into the astrophysical
plasma, inhibiting dissipation. The topological change in the field lines produced by recon-
nection can break flux freezing and facilitate dissipative energy conversion.

In this review, we focus on reconnection in pair plasmas in the relativistic regime, in
which the magnetic energy before the fields reconnect is significantly greater than the to-
tal enthalpy of the particles, so that the particles become relativistic when they enter the
reconnection region. This condition is precisely stated as

σ ≡ B2

4πmnc2wn
> 1 (1)

where B is the magnetic field, n is the total particle number density including all species,
and wn is the enthalpy per particle (assumed to be the same for both species), given by
wn = γ + P/(mnc2), where γ is the mean particle Lorentz factor and P is the particle
pressure.1

Relativistic reconnection may be of importance in astrophysical magnetically dominated
systems such as Pulsar Wind Nebulae (PWN), as well as relativistic jets in Active Galactic
Nuclei (AGN) or Gamma Ray Bursts (GRB) which may be magnetically dominated. The
observed radiation from such systems is typically highly energetic and nonthermal. Because
shock acceleration of particles through the Fermi process is likely to be inefficient in magnet-
ically dominated flows (Sironi and Spitkovsky 2011b; Sironi et al. 2013), it is expected that
reconnection is responsible for the acceleration of high energy particles and the production
of radiation in these magnetically dominated systems. The role of relativistic reconnection
in particle acceleration and radiation is a primary subject of this review.

This paper is organised as follows. In the remainder of Sect. 1, we review simple mod-
els of relativistic reconnection (Sect. 1.1) and discuss the physics of particle acceleration
in relativistic reconnection (Sect. 1.2). In Sect. 2, we discuss simulations of relativistic re-
connection and the resulting particle acceleration, anisotropies, and bulk flows. In Sect. 3,
we explore the application of relativistic reconnection in astrophysical systems; this section
includes predictions of the radiation spectrum resulting from reconnection in those systems.
Finally, in Sect. 4 we present our conclusions.

1.1 Models of Reconnection

We now discuss models of reconnection in detail. Whenever regions of opposite magnetic
polarity are present, Maxwell’s equations imply that there will be a current sheet in between.
In this current layer, magnetic field lines can diffuse across the plasma to reconnect at one or
more X-lines. During reconnection, magnetized plasma approaches the central plane of the

1If wn� 1 but σ < 1, the plasma is initially relativistic but reconnection is typically weak, so the relativistic
reconnection discussed in this review typically fulfills condition (1).
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current layer with an asymptotic inflow velocity vin, which is also known as the reconnection
velocity. After passing the X-line, plasma is expelled from the vicinity of the X-line to either
side at the outflow velocity vout, which is typically assumed to equal the characteristic speed
of magnetic disturbances in plasma, the Alfvén velocity vA. In the relativistic regime, vA =
c
√
σ/(1+ σ)∼ c. The dimensionless reconnection rate is usually defined as rrec ≡ vin/vout.
Outside of the current sheet, non-ideal effects are negligible and the magnetohydrody-

namic (MHD) condition

E+ 1

c
〈v〉 ×B= 0, (2)

holds, where E is the electric field, B is the magnetic field, and 〈v〉 is the mean particle
velocity.

In a steady-state configuration which is quasi-two dimensional and does not vary strongly
perpendicular to the plane of reconnection, the electric field throughout the reconnection
region Erec is uniform and can be found by applying the condition (2) outside the current
sheet, giving

Erec =−1

c
(vin ×B0), (3)

where B0 is the reversing magnetic field outside the current sheet. Because there is no ve-
locity flow inside the current sheet, the electric field there is sustained by some non-ideal
effect which is responsible for dissipation. The reconnection rate rrec may be related to the
electric field by the equation

rrec ≡ vin

vout
= Erec

(vA/c)B0
. (4)

1.1.1 Sweet-Parker Resistive and Kinetic Relativistic Reconnection

Defining δ and L to be the thickness and length of the current sheet, the conservation of
mass from the reconnection inflow to the outflow in an incompressible plasma requires

δ

L
= rrec = vin

vout
∼ vin

vA
. (5)

This equation is not always applicable to relativistic reconnection due to the possible
presence of relativistic bulk flows which violate the incompressibility assumption, but it
does apply in the simple steady-state models we discuss in this section.

In the Sweet-Parker resistive model of reconnection, L is taken to be the macroscopic
length scale of the magnetic field, while the thickness δ is determined by the dissipation rate
that can be sustained by resistivity. The dimensionless parameter that determines the impor-
tance of collisional resistivity is the Lundquist number S ≡ vAL/η, where η is the magnetic
diffusivity produced by resistivity. Lyubarsky (2005) has shown that the reconnection rate
for relativistic Sweet-Parker resistive reconnection is

rrec = δ

L
∼ 1√

S
, (6)

which is identical to the result for non-relativistic Sweet-Parker resistive reconnection. Since
the Lundquist number S is very large in astrophysical plasmas (depending on the application,
S ∼ 1020 may be a typical value), Sweet-Parker reconnection is extremely slow. On the
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other hand, solar flares are believed to be powered by magnetic reconnection requiring that
vin/vA ∼ 0.1!

Since the collisional resistivity is often extremely small in magnetically dominated as-
trophysical plasmas, kinetic effects resulting from individual particle motions are likely to
be more important than resistivity in many systems.

The characteristic frequency of kinetic effects is the plasma oscillation frequency ωp,
given by

ωp =
√

4πnq2

wnm
, (7)

where q is the charge of the particles. Kinetic effects become important on spatial scales
smaller than the corresponding inertial length c/ωp (also known as “skin depth”). Comisso
and Asenjo (2014) have shown that when kinetic effects are important, the reconnection rate
in the relativistic case is given by

rrec = c

ωpL
. (8)

Because c/ωp is small compared to the macroscopic scale L of the field lines, steady-
state Sweet-Parker kinetic reconnection is still relatively slow.

1.1.2 Fast Reconnection and the Tearing and Plasmoid Instabilities

There have been many attempts to identify effects that would result in current sheets with
smaller aspect ratios L/δ, to allow for faster reconnection. The most basic of these models
is the Petschek mechanism (Petschek 1964), which assumes that oblique slow shocks are
present around a central X-point, and they effectively limit the length of the reconnection
region. Simulations in the non-relativistic regime have found that this configuration is un-
stable unless an anomalous localised resistivity is present in the center of the reconnection
layer, i.e., at the X-line (Uzdensky and Kulsrud 2000). If the aspect ratio of the reconnection
region is larger than ∼100, oblique slow shocks can form at the end of the reconnection
exhausts (Liu et al. 2012; Higashimori and Hoshino 2012), but it is uncertain whether these
shocks are analogous to those in the Petschek model. Despite the difficulty in confirming
the viability of this mechanism, the name “Petschek reconnection” is often used to describe
fast reconnection because kinetic effects can produce an effective anomalous resistivity. Be-
low, we occasionally use the relativistic “Petschek” model derived by Lyubarsky (2005) to
parameterise the properties of fast reconnection in the relativistic regime.

Most other models of fast reconnection focus on the effects of instabilities in the current
layer. In any current sheet, the oppositely oriented fields constitute a source of free energy.
An important instability that draws on this energy is the tearing instability, which at the
same time mediates and is mediated by reconnection. The tearing instability produces an
alternating series of narrow X-lines where reconnection can occur, separated by large flux
ropes. In turn, steady reconnection equilibria contain thin current sheets, which themselves
can be unstable to the tearing instability. The nonideal effect that violates flux freezing to
produce reconnection at these X-lines may be collisional resistivity, or it may arise from
kinetic effects, so the tearing instability, like reconnection, can take both resistive and kinetic
forms. The growth rate of the tearing instability depends strongly on the width of the current
sheet. For fast growth, the sheet width must be comparable to those associated with resistive
or kinetic reconnection (Biskamp 2000; Pétri and Kirk 2007).
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A Sweet-Parker resistive current sheet is thin enough that a resistive instability of
the Sweet-Parker current sheet, called the plasmoid instability, may break the sheet into
X-lines and magnetic islands, thus lowering its aspect ratio L/δ and leading to rela-
tively fast reconnection rates rrec ∼ 0.01 even at high Lundquist numbers, for which the
unperturbed Sweet-Parker reconnection would be extremely slow (Loureiro et al. 2007;
Samtaney et al. 2009; Huang and Bhattacharjee 2010). However, the corresponding re-
connection rate in the relativistic case is significantly lower, rrec ∼ 0.0001 (Zanotti and
Dumbser 2011). In a long kinetic current sheet whose width is comparable to the skin
depth, the kinetic tearing instability can grow quickly and break up the current sheet
into X-lines and flux ropes, which can result in fast reconnection at rrec ∼ 0.1 (e.g., Birn
and Hesse 2001). A phase diagram of reconnection has been proposed uniting Sweet-
Parker and plasmoid configurations for resistive and kinetic reconnection, with the tran-
sition from resistive to kinetic reconnection occurring when the Sweet-Parker sheet width
approaches the skin depth, and the transition from Sweet-Parker to plasmoid configurations
occurring as the aspect ratio of the reconnection region increases (Ji and Daughton 2011;
Comisso and Asenjo 2014). The transition between resistive and kinetic regimes has been
proposed as a possible explanation of observed variability in reconnection sites (Goodman
and Uzdensky 2008) and the onset of fast reconnection far from the central engine in a
Poynting flux model of GRBs (McKinney and Uzdensky 2012). In this review, we focus
on the study of kinetic relativistic reconnection and the particle acceleration and radiation
that can be produced by such reconnection, because kinetic effects will often dominate in
relativistic magnetically dominated astrophysical plasmas, which are typically nearly colli-
sionless.

1.2 Particle Acceleration and Radiation in Reconnection

As discussed earlier, it is thought that magnetic reconnection is likely to be responsible for
the acceleration of particles in systems that are magnetically dominated. As particles cross
the current sheet at the X-line, they are forced to return into the current sheet by the reversing
magnetic field, following Speiser orbits (Speiser 1965). Particles following such orbits can
be accelerated in the direction perpendicular to the plane of reconnection (e.g. Zenitani
and Hoshino 2001) by the reconnection electric field. Other acceleration mechanisms, in
both X-lines and flux ropes, have been found in kinetic simulations; for a review of these
mechanisms see Oka et al. (2010), as well as the discussion in Sect. 2.3.

The energy gain per unit time for a charged particle accelerated electromagnetically is
given in general by

dW

dt
= qE · v∼ qEc. (9)

Particles accelerated in relativistic magnetically dominated systems are typically thought
to radiate via the synchrotron mechanism, which tends to place a fundamental constraint
on the maximum energy of electromagnetically accelerated particles. The total synchrotron
power emitted by a particle is given approximately by

dW

dt
∼ 2q4B2γ 2

3m2c3
. (10)

In regions where the MHD condition (2) holds, E ≤ B and setting E = B allows the deriva-
tion of a maximum γ for charged particles, which corresponds to a maximum radiation

559 Reprinted from the journal



D. Kagan et al.

frequency referred to as the synchrotron burnoff limit. However, during reconnection parti-
cles experiencing extreme acceleration at the X-line can spend most of their time deep in the
reconnection layer where E > B (Uzdensky et al. 2011). Thus, they are able to evade this
restriction and produce radiation beyond the burnoff limit, as we demonstrate in Sect. 3.1.

2 Particle-in-Cell Simulations of Reconnection

2.1 Numerical Setup

2.1.1 Numerical Techniques

The most common method for simulating the kinetic dynamics of a reconnecting plasma
involves the use of a particle-in-cell (PIC) code that evolves the discretized equations of
electrodynamics—Maxwell’s equations and the Lorentz force law. See Birdsall and Lang-
don (1991) for a detailed discussion of this method. PIC codes can model astrophysical
plasmas from first principles, as a collection of charged macro-particles that are moved
by integration of the Lorentz force. Each macroparticle represents many physical particles.
Currents associated with the macro-particles are deposited on a grid on which Maxwell’s
equations is discretized. Electromagnetic fields are then advanced via Maxwell’s equations,
with particle currents as the source term. Finally, the updated fields are extrapolated to the
particle locations and used for the computation of the Lorentz force, so the loop is closed
self-consistently. So long as current deposition is the only effect of the macro-particles on
the field quantities, charge conservation is ensured. This approach is capable of treating all
effects present in collisionless plasmas, including particle acceleration to high energies. To
ensure that kinetic effects are resolved in the simulation, it is necessary that the grid spacing
be much smaller than the skin depth c/ωp, and that the timestep be much smaller than the
corresponding timescale ω−1

p . To ensure that the momentum space distribution is adequately
sampled, keep particle noise at a low level, and reduce the effects of unphysical collisions
due to the relatively small number of particles in a Debye sphere, it is necessary that there
be several particles per cell for each particle species.

2.1.2 The Harris Current Sheet

The starting equilibrium of most reconnection simulations is the Harris current sheet, which
is an exact 1D equilibrium of plasma physics (Harris 1962). It is characterised by the field
profile

B= B0 tanh
y

δ
x̂+ κB0ẑ, (11)

where δ is the half-thickness of the current sheet, which must be of the same order as c/ωp

for fast reconnection to occur. The quantity κ sets the relative strength of a uniform “guide”
field (orthogonal to the reconnection plane) which may be present in realistic reconnection
configurations. For most of the discussion below, we will assume κ = 0 for the sake of
simplicity.

The particles within the current sheet in the Harris equilibrium are initialised in a drifting
Maxwell-Juttner thermal distribution in which positively and negatively charged particles
have equal and opposite bulk velocities β+ = −β− = β (in units of the speed of light) and

drifting Lorentz factors of γd = 1/
√

1− β2.
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The density profile of the Harris current sheet including both electrons and positrons in
the simulation frame is

n= n0 sech2 y

δ
. (12)

Pressure equilibrium requires that B2
0 = 8πn0T0, where T0 is the temperature of the parti-

cles (in units ofmc2) in the current sheet including the Boltzmann constant in the simulation
frame. Ampère’s Law requires that

β+ =−β− = B0/(4πn0qδ)(−ẑ). (13)

This simple configuration is unstable to the tearing instability and is useful for studying
reconnection. An additional uniform background population of particles with rest-frame
density nb and no drift velocity is typically added to the current sheet population. Thus, the
total density in the simulation frame of all particles in the middle of the current sheet is
n0 + nb , whereas the total density in the background plasma away from the current sheet
is nb . Using the expression for pressure equilibrium above allows us to express the value of
σ far from the current sheet as

σ = 2n0T0

nbwn,b
, (14)

where wn,b is the mean enthalpy of the particles in the background plasma. Note that the
value of n0T0 is a Lorentz invariant. This equilibrium can be modified while retaining the
same value of σb by increasing the temperature T0 and decreasing the value of n0/nb to
produce an equilibrium with less density contrast but a difference in temperature between
the populations; for a detailed discussion, see Melzani et al. (2013). This modification is
used in the simulations in this paper.

While the Harris sheet is the most common initial condition for studying reconnection, it
should be mentioned that there are other possibilities. Reconnection can be initialised using a
force-free current sheet (Guo et al. 2014), and dynamical scenarios such as X-point collapse
(Graf von der Pahlen and Tsiklauri 2014). Finally, fully three dimensional configurations
(Pontin 2011, and references therein) are likely to be the most realistic starting points for
simulation, but only a few PIC simulations have used such configurations (Baumann and
Nordlund 2012; Olshevsky et al. 2013).

2.2 Structure of the Reconnection Layer

We now present the structure and the dynamics of the reconnection layer, discussing the
results of 2D and 3D PIC simulations. We concentrate on the case of an electron-positron
plasma, which has been most widely explored in the literature, both in 2D (Zenitani and
Hoshino 2001, 2005, 2007; Zenitani and Hesse 2008; Jaroschek et al. 2004, 2008; Bessho
and Bhattacharjee 2005, 2007, 2012; Daughton and Karimabadi 2007; Lyubarsky and Liv-
erts 2008; Cerutti et al. 2012b, 2013; Werner et al. 2014) and in 3D (Zenitani and Hoshino
2008; Yin et al. 2008; Liu et al. 2011; Sironi and Spitkovsky 2011a, 2012; Kagan et al. 2013;
Cerutti et al. 2014b; Sironi and Spitkovsky 2014; Guo et al. 2014). The physics of relativistic
electron-proton reconnection, yet still at an early stage of investigation, shows remarkable
similarities with electron-positron reconnection (Melzani et al. 2014).

As described above, the reconnection layer is set up in Harris equilibrium, with the mag-
netic field reversing at y = 0. For the sake of simplicity, we discuss here the case of anti-
parallel fields, without a guide field component. The strength of the alternating fields is pa-
rameterized by the magnetization σ defined in Eq. (1). Here, we assume that the background
plasma far from the current sheet is cold, so wn ∼ 1 and σ = B2

0/4πmnbc
2.
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Fig. 1 Structure of the particle density in the reconnection layer at ωpt = 3000, from a 2D simulation of
σ = 10 reconnection presented in Sironi and Spitkovsky (2014)

Fig. 2 Structure of the reconnection layer at ωpt = 3000, from a 2D simulation of σ = 10 reconnection dis-
cussed in Sironi and Spitkovsky (2014). This figure is a zoom-in at 0≤ x ≤ 2500 c/ωp of Fig. 1. We present
(a) particle density, in units of the number density far from the current sheet (with overplotted magnetic field
lines), (b) magnetic energy fraction εB = B2/8πmnbc

2 and (c) mean kinetic energy per particle

As a result of the tearing instability, the reconnection layer fragments into a series of
magnetic islands (or flux tubes), separated by X-points. Over time, the islands coalesce and
grow to larger scales (Daughton and Karimabadi 2007 have described a similar evolution
in non-relativistic reconnection). The structure of the reconnection region at late times is
presented in Fig. 1, from a large-scale 2D simulation in a σ = 10 pair plasma presented in
Sironi and Spitkovsky (2014). By zooming into the region 0 � x � 2500 c/ωp (here, the
inertial length c/ωp is measured taking the density far from the current sheet), we see that
each X-line is further fragmented into a number of smaller islands. This is a result of the
secondary tearing mode (or “plasmoid instability”) discussed by Uzdensky et al. (2010). The
secondary islands lie at 700 c/ωp � x � 1400 c/ωp in Fig. 2. They are overdense (Fig. 2a),
filled with hot particles (Fig. 2c) and confined by strong fields (Fig. 2b). In between each
pair of secondary islands, a secondary X-point mediates the transfer of energy from the
fields to the particles. As shown in the next section, efficient particle acceleration occurs at
the X-points.

The reconnection rate is rrec ≡ vin/vout ∼ vin/c
 0.08 for σ = 10, nearly constant at late
times. The reconnection rate depends on the plasma magnetization. In the case of vanishing
guide field, Sironi and Spitkovsky (2014) quote that the reconnection rate in 2D increases
from rrec 
 0.03 for σ = 1 to rrec 
 0.12 for σ = 30, and it is nearly independent of σ for
larger magnetizations, in agreement with the analytical model by Lyubarsky (2005).

After entering the current sheet, the flow is advected towards the large magnetic islands
by the tension force of the reconnected magnetic field (in Fig. 2a–c, the major islands are
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Fig. 3 Structure of the particle
density at two different times:
(a) ωpt = 250 and
(b) ωpt = 1600. The plot refers
to a 3D simulation of σ = 10
reconnection without a guide
field, presented in Sironi and
Spitkovsky (2014). The 2D slices
in the top and bottom panels (at
x = 0 and z= 130 c/ωp,
respectively) show the particle
number density in that plane

at 200 c/ωp � x � 500 c/ωp and 1600 c/ωp � x � 1900 c/ωp). Pushed by the ram pres-
sure of the reconnection outflows, the major islands move along the layer, merging with
neighboring islands. A merger event in indeed seen at x ∼ 1800 c/ωp in Fig. 2. The current
sheet formed between the two merging islands is unstable to the tearing mode, and it breaks
into a series of secondary islands along the y direction (orthogonal to the primary current
sheet).

The evolution of 3D reconnection at late times parallels closely the 2D physics described
above, even in the absence of a guide field.2 As shown in Fig. 3a, the early phases of evo-
lution are governed by the so-called drift-kink (DK) mode (Zenitani and Hoshino 2008;
Cerutti et al. 2014b; Sironi and Spitkovsky 2014). The DK instability corrugates the current
sheet in the z direction, broadening the layer and inhibiting the growth of the tearing mode
at early times. However, at later times the evolution is controlled by the tearing instability
(Sironi and Spitkovsky 2014), that produces in the xy plane a series of magnetic islands
(or rather, flux tubes), in analogy to the 2D physics. The reconnection layer at late times is

2The presence of a strong guide field orthogonal to the reconnecting plane guarantees that the 3D physics
will resemble the 2D results, see Guo et al. (2014).
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Fig. 4 Temporal evolution of the
particle energy spectrum, from a
2D simulation of σ = 10
reconnection by Sironi and
Spitkovsky (2014). The spectrum
at late times resembles a
power-law with slope p = 2
(dotted red line), and it clearly
deviates from a Maxwellian with
mean energy (σ + 1)mc2

(dashed red line, which assumes
complete field dissipation)

organized into a few major islands (see the overdense plasmoids in Fig. 3b), separated by
underdense regions (transparent in Fig. 3b) where field dissipation by reconnection is most
efficient. In short, at late times the 3D physics parallels closely the 2D evolution presented
above (yet, with a smaller reconnection rate, rrec 
 0.02 in 3D versus rrec 
 0.08 in 2D).
As discussed in the next section, this has important implications for the acceleration perfor-
mance of relativistic reconnection in 3D.

2.3 Non-thermal Particle Acceleration

Relativistic reconnection is an efficient source of non-thermal particles. In Fig. 4 we present
the time evolution of the particle energy spectrum, from a 2D simulation of reconnection
with σ = 10 performed by Sironi and Spitkovsky (2014). A generic by-product of rela-
tivistic reconnection is the generation of a broad non-thermal spectrum extending to ultra-
relativistic energies. For σ = 10, the spectrum at γ � 1.5 can be fitted with a power-law
of slope p ≡ −d logN/d logγ ∼ 2 (dotted red line). The spectrum clearly departs from a
Maxwellian distribution with mean energy (σ + 1)mc2 (red dashed line, which assumes
complete field dissipation). As shown in Fig. 5, the power-law slope depends on the flow
magnetization, being harder for higher σ (p ∼ 1.5 for σ = 50, compare solid and dotted
green lines). The slope is steeper for lower magnetizations (p ∼ 4 for σ = 1, solid and dot-
ted black lines), approaching the result of non-relativistic reconnection, yielding poor accel-
eration efficiencies (Drake et al. 2010). In the limit σ � 1, Guo et al. (2014) and Werner
et al. (2014) have confirmed the trend described above, arguing that the non-thermal slope
asymptotes to p 
 1 for highly magnetized flows.

For magnetizations σ � 10 that yield p � 2, the increase in maximum energy over time
is expected to terminate, since the mean energy per particle cannot exceed (σ + 1)mc2. For
a power-law of index 1<p < 2 starting from γmin = 1, the maximum Lorentz factor should
saturate at γmax ∼ [(σ + 1)(2− p)/(p− 1)]1/(2−p). For σ � 10 (where p � 2), the increase
in maximum energy does not stop, but it slows down at late times.

In short, 2D simulations of relativistic reconnection produce hard populations of non-
thermal particles. However, the structure of X-points in 3D is different from 2D, as empha-
sized in the previous section. In particular, the DK mode is expected to result in heating, not
in particle acceleration (Zenitani and Hoshino 2007). Figure 6 presents the temporal evo-
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Fig. 5 Dependence of the
spectrum on the magnetization,
as indicated in the legend. The
dotted lines refer to power-law
slopes of −4, −3, −2 and −1.5
(from black to green)

Fig. 6 Temporal evolution of the
particle energy spectrum, from a
3D simulation of σ = 10
reconnection by Sironi and
Spitkovsky (2014). The spectra
from two 2D simulations with
in-plane (out-of-plane,
respectively) anti-parallel fields
are shown with red dotted
(dashed, respectively) lines

lution of the particle spectrum in a 3D simulation with σ = 10, by Sironi and Spitkovsky
(2014). The spectrum at early times is quasi-thermal (black to blue lines in Fig. 6), and it
resembles the distribution resulting from the DK mode (the red dashed line shows the spec-
trum from a 2D simulation with out-of-plane anti-parallel fields, to target the contribution
of the DK mode). As discussed above, the DK mode is the fastest to grow, but the sheet
evolution at late times is controlled by the tearing instability, in analogy to the 2D physics
with in-plane fields. In fact, the spectrum at late times (cyan to red lines in Fig. 6) presents
a pronounced high-energy power-law. The power-law slope is p ∼ 2.3, close to the p ∼ 2
index of 2D simulations with in-plane fields. With respect to the 2D spectrum (dotted red
line in Fig. 6), the normalization and the upper energy cutoff of the 3D spectrum are smaller,
due to the lower reconnection rate (rrec 
 0.02 in 3D versus rrec 
 0.08 in 2D), so that fewer
particles enter the current sheet per unit time, where they get accelerated by a weaker electric
field Erec ∼ rrecB0.

The mechanism of particle acceleration at X-points has been the subject of various inves-
tigations, with analytical (Larrabee et al. 2003; Bessho and Bhattacharjee 2012) or numer-
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Fig. 7 Trajectories of a sample
of 150 particles projected in the
(yz)-plane from a 2D PIC
simulation of relativistic
reconnection with σ = 10, and
without guide field. Each orbit
are drawn with a different color
to increase the readability of this
figure. The simulation starts with
two anti-parallel Harris sheets of
temperature kT =mc2 located at
y/ρc ∼ 125 and 375, where
ρc =mc2/eB0. Particles are
accelerated along the z-axis
within the current layers where
the electric field is maximum,
and they follow special orbits
known as relativistic Speiser
orbits. The further the particle
gets along the z-axis, the more
energetic the particle will become

ical methods.3 Using test particle simulations in prescribed electromagnetic fields, Nodes
et al. (2003), Uzdensky et al. (2011), Cerutti et al. (2012a) found that reconnection natu-
rally produces beams of high-energy particles aligned with the reconnection electric field
present within the current layer. These particles follow relativistic Speiser orbits as they
are moving back and forth across the reconnection layer. For a steady Sweet-Parker con-
figuration, Uzdensky et al. (2011) showed that the meandering width of the Speiser or-
bit decreases as the energy of the particle increases, i.e., the most energetic particles, with
larger Lorentz factor, are also the most focused along the electric field (see also Kirk 2004;
Contopoulos 2007). The properties of these special orbits are also well captured by PIC
simulations (Cerutti et al. 2012a, 2013). Figure 7 shows the trajectory of a sample of 150
particles chosen randomly in a 2D PIC simulation with σ = 10. The particle orbits are
projected in the plane perpendicular to the reconnecting field, i.e., here in the (yz)-plane
(reconnection happens in the xy-plane). Away from the two layers (located at y/ρc ∼ 125
and 375, with ρc =mc2/eB0), the particles are well magnetized: they gyrate along the field
lines and remain at z= 0. In contrast, the particles that enter the layer are efficiently boosted
along the direction of the electric field (the z-axis) and follow relativistic Speiser orbits. The
further the particle gets along the z-direction, the more energetic it will be.

The trajectories of a sample of particles extracted from a 2D simulation with σ = 10 (in
Fig. 8, from Sironi and Spitkovsky 2014) also illustrate the mechanism for the formation

3Particle acceleration in magnetic islands (as opposed to X-lines or X-points) is also widely discussed in the
literature, both in non-relativistic reconnection (e.g., Drake et al. 2006; Oka et al. 2010)—where the particles
are adiabatic, and they bounce several times between the two edges of an island—and relativistic reconnection
(Liu et al. 2011; Guo et al. 2014), where the energy gain might come just from a single bounce. However,
the inflowing particles interact at first with the X-points, where they get energy from the dissipating fields. It
is this first acceleration episode (that we describe below) which will establish the spectral slope and strongly
affect the future history of the inflowing particles. In fact, particles accelerated to high energies at the X-
point are likely to experience further acceleration via reflection off of moving magnetic disturbances (e.g., in
contracting islands or in between two merging islands), which might eventually dominate the overall energy
gain.
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Fig. 8 (a) Energy evolution of a sample of selected particles interacting with a major X-point, as a function
of the location x along the current sheet. Colors are scaled with γX-line, the Lorentz factor attained at the
outflow boundary of the X-line (at x = 0 or 280 c/ωp, depending on the particle). (b) εB − εE at the time

when the particles interact with the X-point (here, εE =E2/8πmnbc
2 is the electric energy fraction)

of the power-law tail in the particle spectrum. At the X-point located at x ∼ 135 c/ωp the
magnetic energy is smaller than the electric energy (blue region in Fig. 8b), so the particles
become unmagnetized and they get accelerated along z by the reconnection electric field.
The final energy of the particles—the color in Fig. 8a indicates the Lorentz factor measured
at the outflow boundary of the X-line—directly correlates with the location at the moment of
interaction with the current sheet (as argued in the analytical models by Larrabee et al. 2003;
Bessho and Bhattacharjee 2012). Particles interacting closer to the center of the X-point
(darkest blue in Fig. 8b) are less prone to be advected away along x by the reconnected
magnetic field, so they can stay longer in the acceleration region and reach higher Lorentz
factors (orange and red lines in Fig. 8a). In other words, energetic particles turn slowly into
the reconnected field (By in Fig. 8), because the Larmor radius is proportional to γ , so that
they spend even more time at the X-point than particles with lower energies. This is an
argument originally proposed by Zenitani and Hoshino (2001), that may also explain the
power-law nature of the spectrum (along with the impact parameter of the particles in the
current sheet). Indeed, a broad power-law distribution is then established, as a result of the
different energy histories of particles interacting at different distances from the X-point.

We point out that the most energetic particles (red and orange curves in Fig. 8) are slowly
turning around the reconnected magnetic field By , and still have a positive qE · v, so that
they gain energy even outside of the blue region (where |E|> |B|). On the other hand, the
green and blue particles experience also the electric fields surrounding the secondary islands,
which explains the oscillations in their energy curves.

2.4 Particle Anisotropy and Bulk Motions

It is now well established that relativistic reconnection is an efficient source of non-thermal
particle acceleration (see previous section). In usual astrophysical environments, these ener-
getic particles would emit non-thermal radiation via, e.g., synchrotron or inverse Compton
scattering. Due to relativistic aberrations, the radiation emitted by highly relativistic par-
ticles (with γ � 1) is beamed within a cone of semi-aperture angle ∼1/γ 	 1 along the
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direction of motion of the emitting particle. As a result, any anisotropy in the particle dis-
tribution results in an anisotropic distribution of radiation which is of critical importance in
astronomy because the observer probes only one direction at a time. The overall energetic
budget or even the shape of the particle spectrum inferred from observations could differ
significantly from the isotropically averaged quantities.

Figure 9 presents the angular distribution of the particle 4-velocity vectors as a function
of the particle energy, from a 2D PIC simulation with σ ≈ 10 and with no guide field as first
reported by Cerutti et al. (2012b). The low-energy particles (γ ∼ 1, top panel) present little
anisotropy because these particles have not been accelerated at X-points. At higher energies
(γ � σ , middle and bottom panel), the particles exhibit clear sign of anisotropy with two
beams pointing roughly towards the ±x-directions, i.e., along the reconnection exhausts.
Hence, the beams are not necessarily pointing along the reconnection electric field because
the tension of the reconnected field lines pushes the particles away from the X-points in the
form of a reconnection outflow towards the magnetic islands (see Fig. 2a, and top panel in
Fig. 11). Nonetheless, the direction of the beam of energetic particles is not static: it wiggles
rapidly within the (xz)-plane (along the horizontal axis in Fig. 9), which results in rapid
flares of energetic radiation when the beam crosses the line of sight of a distant observer
(Cerutti et al. 2012b). This result has interesting application to astrophysical flares, and in
particular to the recently discovered >100 MeV gamma-ray flares discovered in the Crab
Nebula (Cerutti et al. 2013, 2014b) (see Sect. 3.1). The Crab flare case is quite extreme in
the sense that the particles emitting >100 MeV synchrotron radiation should be accelerated
and radiating over a sub-Larmor timescale, so the highest energy radiation should keep the
imprint of the particle anisotropy (regardless of the acceleration process), while the low-
energy radiation should be more isotropic.

The pronounced anisotropy discussed above lasts for some limited amount of time. In-
deed, when the high-energy particles reach the magnetic islands, they isotropize quickly
in the strong fields shown in Fig. 2c and they do not contribute to the beamed emission.
Since most of the particles at late times are contained in the major islands, it is not sur-
prising that the long-term momentum spectra show little signs of anisotropy, as shown in
Fig. 10. Even the residual difference between the momentum spectra along +z and −z (red
solid and dashed lines, respectively) diminishes at later times (the 2D momentum spectra
at ωpt = 1800 were similar to the 3D results in Fig. 10, showing that the anisotropy decays
over time).

It is important to stress that this beaming mechanism is strongly energy-dependent. It
should be distinguished from the Doppler boosting due to a relativistic bulk motion in the
flow which beams all the particles and radiation by the same factor. In fact, relativistic re-
connection produces also relativistic bulk flows as anticipated by Lyubarsky (2005), and
constitutes the cornerstone of the fast-variability models for blazar jets by Giannios et al.
(2009) (see Sect. 3.2). Figure 11 shows the three components of the fluid velocity vector nor-
malized by the speed of light, β = v/c, for the same simulation as in Fig. 9 (where σ = 10
and with no guide field) and at the same stage. The x-component presents the characteristic
signature of a dipolar relativistic flow at every X-point where βx ≈±0.5, which corresponds
to the reconnection outflow accelerated by the tension of the newly reconnected field lines
(i.e., vout/c defined in Sect. 1.1). The y-component shows the inflow of particles from the
upstream towards the X-point that feeds the reconnection process with fresh plasma (i.e.,
vin/c in Sect. 1.1). This motion is due to the Ez ×Bx drift velocity, and is about βy ≈±0.3
in this particular simulation. The z-component is related to the electric current carried by
counter-streaming electrons and positrons around the X-points. The corresponding fluid ve-
locity is about βz = β+ = −0.6 for the positrons and βz = β− = +0.6 for the electrons,
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Fig. 9 Angular distribution of the particle 4-velocity vectors u, dn/dΩdγ (contour plot), in three energy
bins: γ = 1.5± 0.1 (top), γ = 6± 0.3 (middle), and γ = 25± 1.2 (bottom). In this projection (Aitoff), each
direction is given by the latitude angle (sinφ = uy/|u| with −90◦ < φ <+90◦ , vertical axis) and the longi-

tude angle (cosλ= uz/
√
u2
x + u2

z with −180◦ < λ <+180◦ , horizontal axis). The precise geometry of the
simulation is shown in Fig. 11. These results were obtained from a 2D PIC simulation with σ = 10 with no
guide field (see also Cerutti et al. 2012b, 2013, and Cerutti et al. 2014b in 3D)

but the net velocity is close to zero if both fluids are combined. Overall, the bulk Lorentz
factor is only close to unity in this simulation (see Fig. 12), which demonstrates that the
anisotropic particle distributions is not related to the relativistic Doppler beaming. This be-
ing said, according to Lyubarsky (2005), the bulk Lorentz factor of the outflow in relativistic
Petscheck-like reconnection should scale as γout ∼√σ . Indeed, it is hard to envision a sce-
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Fig. 10 Positron momentum
spectrum along x (green), y
(blue), +z (red solid) and −z
(red dashed), for 2D and 3D, as
indicated in the legend

nario of fast reconnection (in the high σ regime) where the outflowing material is not in
relativistic bulk motion. PIC simulation runs that follow the evolution of the current sheet
on a longer time scale typically find that the γout ∼√σ scaling works in the high-σ regime
(Sironi and Spitkovsky 2014; K. Nalewajko 2013, private communication).

3 Astrophysical Applications

3.1 Pulsars and Pulsar Wind Nebulae

Pulsars are often regarded as one of the most suitable astrophysical environment for rela-
tivistic pair plasma reconnection. These objects are known to generate extremely magnetized
plasma of pairs within their co-rotating magnetosphere. The plasma is released in the form
of a relativistic magnetized wind beyond the light-cylinder surface, which is defined where
the co-rotating velocity with the star equals the speed of light. In the wind region, the mag-
netic field lines open up and become mostly toroidal due to the fast rotation of the neutron
star. This configuration naturally results in the formation of an equatorial current sheet (or
“striped wind”) that separates the two magnetic polarities. This is the relativistic analog of
the well-known ballerina’s skirt shaped heliospheric current sheet.

Reconnection in the equatorial current sheet was first proposed by Coroniti (1990) and
Michel (1994) as a remedy to the “sigma-problem”, i.e., to explain the transition between a
Poynting-flux dominated flow formed close to the neutron star (σ � 1) to the observed low-
σ pulsar wind nebulae. However, Lyubarsky and Kirk (2001) noticed that the dissipation
of the current sheet would be followed by the acceleration of the wind. In the Crab pulsar,
the wind would reach the termination shock before reconnection could proceed, unless the
pulsar injects pairs at a higher rate than usually expected (Kirk and Skjæraasen 2003). As
an alternative to the classical magnetospheric models (e.g., polar-cap, outer-gap, slot-gap),
Lyubarskii (1996) suggested that reconnection in the striped wind could also explain the
high-energy gamma-ray emission observed in pulsars (Kirk et al. 2002; Pétri 2012; Arka
and Dubus 2013; Uzdensky and Spitkovsky 2014).

If, however, reconnection is inefficient in the wind zone, the striped wind is forced to dis-
sipate at the termination shock (Lyubarsky 2003). Using particle-in-cell simulations, Pétri
and Lyubarsky (2007) in 1D and Sironi and Spitkovsky (2011a) in 2D and 3D showed that
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Fig. 11 Positron fluid velocity β = v/c in the x- (top), y- (middle), and z-directions (bottom), for the same
simulation as in Fig. 9 (σ = 10, no guide field). The black solid lines show the magnetic field lines. The
electron fluid velocity maps are identical, except that βz,electrons =−βz,positrons

shock-driven reconnection is able to annihilate the magnetic structure and efficiently ac-
celerates particles regardless of the wind properties for large magnetizations. Whether the
dissipation occurs in the wind or at the termination shock, it solves only partially the sigma-
problem because the striped wind covers only a fraction of the solid angle set by the inclina-
tion angle between the rotation axis and the magnetic axis. Hence, the wind and the nebula
should remain magnetically dominated at high latitudes (except for an orthogonal rotator).
But, as we know from observations, pulsar wind nebulae are particle kinetic energy domi-
nated flows, so there must be an extra mechanism to dissipate the remaining Poynting flux.
Lyubarskij (1992) and Begelman (1998) argued that pulsar wind nebulae should be subject
to non-axisymmetric kink-like instabilities. Their hypothesis was recently corroborated by
3D relativistic MHD simulations by Mizuno et al. (2011) and Porth et al. (2013, 2014). The
dissipation of the magnetic energy could be done during the non-linear development of these
instabilities via non-ideal MHD effects such as magnetic reconnection.
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Fig. 12 Total Lorentz factor of the positron fluid, Γ = 1/
√

1− β2, computed from Fig. 11. The white solid
lines are magnetic field lines

The surprising discovery of short-lived, bright gamma-ray flares from the Crab Nebula
(Tavani et al. 2011; Abdo et al. 2011) could be the direct evidence of magnetic reconnec-
tion in the Nebula (Uzdensky et al. 2011; Clausen-Brown and Lyutikov 2012; Cerutti et al.
2014a). Using 2D and 3D PIC simulations, Cerutti et al. (2013, 2014b) showed that most of
the features of the flares can be explained with relativistic reconnection (timescale, energet-
ics, particle and photon spectra). In particular, these studies demonstrated that reconnection
can accelerate particles above the synchrotron radiation burn-off limit (Guilbert et al. 1983;
de Jager et al. 1996) deep inside the reconnection layer where the electric field overcome
the magnetic field (see Fig. 13), as anticipated by Kirk (2004) and Contopoulos (2007)
(Sect. 1.2). This result is crucial because it can explain the emission of >100 MeV syn-
chrotron radiation emitted during every Crab flare, which would be impossible to achieve in
ideal MHD. The reconnection scenario would work best in the most magnetized regions of
the nebula, i.e., near the poles and possibly in the jets (Cerutti et al. 2012a; Lyubarsky 2012;
Komissarov 2013; Mignone et al. 2013). Unfortunately, the current gamma-ray telescopes
do not have the angular resolution to pin down the precise location of the flares within the
Nebula.

3.2 Jets from Active Galactic Nuclei

Jets from active-galactic nuclei have been monitored for decades at practically all accessible
electromagnetic wavelengths resulting in a very rich phenomenology (Urry and Padovani
1995). When the jet is pointing close to our line of sight, it is referred to as a “blazar”.
Recent observational progress in the blazar field has been immense. In particular, Cherenkov
telescopes can now detect minute timescale variability in an increasing number of blazars
(Aharonian et al. 2007). These novel results strongly constrain the hydrodynamical models
for the jet emission.

A broader consensus has emerged regarding the qualitative nature of the “central engine”.
The energy source in this view is a spinning black hole or the inner accretion disk threaded
by a strong magnetic field (see, e.g., Blandford and Payne 1982). This field transfers rota-
tion energy outward as a Poynting flux. While part of the magnetic energy is used for the
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Fig. 13 Isotropically-averaged particle spectrum (γ dN/dγ , left panel) and synchrotron radiation energy
distribution (νFν , right panel) in a 2D (solid line) and 3D (dashed line) PIC simulations of relativistic recon-
nection, including the effect of the radiation reaction force on the particles. The vertical dotted lines show the
radiation-reaction limited energy of a particle if E = B0 (γ = γrad, left), and the corresponding maximum
synchrotron photon energy (ε = 160 MeV independent of E and B0, right). Figure adapted from Cerutti et al.
(2014a)

bulk acceleration of the jet, much of the energy remains in the magnetic field (Lyubarsky
2010) and is available to power the jet emission through dissipation by instabilities and
magnetic reconnection (Giannios et al. 2009). In this picture, the jet is expected to be mag-
netically dominated in the emitting region, i.e., one deals with relativistic reconnection. In
the following we show that applying our current understanding of relativistic reconnection
to the physical conditions expected is blazar jets, reconnection can account for the extreme
energetics and timescales inferred by blazar observations (for a similar approach to the mod-
eling of the emission from gamma-ray bursts see Giannios and Spruit 2005; Lyutikov 2006;
Zhang and Yan 2011). The possibility that ultra-high-energy cosmic ray acceleration takes
place at the current sheets of the reconnection regions of powerful jets is investigated in
Giannios (2010).

The magnetic reconnection model for blazar emission: Blazar emission varies on time-
scales typically ranging from hours to years and is thought to reflect, in part, variations of the
gas properties in the black-hole vicinity.4 The recently discovered ultra-fast TeV flares from
several blazars5 (see, e.g., Aharonian et al. 2007; Albert et al. 2007) are strongly challenging
the models for the blazar emission (Ghisellini and Tavecchio 2008; Giannios et al. 2009).
This rare but generic blazar activity has several very revealing properties. (i) Fast flares have
∼10 minute variability timescale, i.e., a factor ∼100 shorter than the light-crossing time of
the size of the black hole, pointing to extremely compact emitting regions. (ii) The emitting
material must move with Γem � 50–100 for the TeV radiation to avoid annihilation by soft
radiation fields at the source (Begelman et al. 2008; Finke et al. 2008); these values of Γem

are much larger than the bulk jet motion Γj ∼ 10 typically inferred in blazars from radio

4Several hours is the event-horizon light-crossing time of a billion solar-mass black hole—mass typically

inferred for the central engine in blazars: tcross = 2GMBH/c
3 
 104M9 s.

5Including Mrk 421, Mrk 501, PKS 2155-304, PKS 1222-216, and BL Lac.
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observations (see Lister et al. 2009). (iii) For � 100 GeV photons to escape the observed
broad line region of the blazar PKS 1222-216, the emitting region must be located at scales
� 0.5 pc (Tavecchio et al. 2011). (iv) Simultaneous TeV and GeV (Fermi-LAT) observations
indicate that the TeV flaring takes place on top of longer day-long blazar activity (e.g. Tanaka
et al. 2011). (v) Fast flares may come in a repetitive fashion of similar events as observed
in PKS 2155-304 (Aharonian et al. 2007). Taken together, these inferences are extremely
constraining for the models for the blazar emission.

Giannios et al. (2009) argued that the ultra-fast variability must be generated internally
in the jet by MHD instabilities. In strongly magnetized jets, the reconnection process injects
energetic particles in compact, fast moving regions. These regions are natural emitters of
powerful flares. Furthermore, the emitting material is expected to be faster than the jet on
average allowing for TeVs to escape the source. For a jet moving with bulk Γj ∼ 10–20 and
a plasmoid being ejected with bulk γout 
 √σ (as measured in the rest frame of the jet),
the emitting region moves with Γem 
 2Γjγout (in the frame of the host galaxy). For σ ∼
several, one can easily account for the required Γem � 50. Applications of the model to fit
spectra of specific sources are reported in Giannios et al. (2010), Nalewajko et al. (2011).

The Giannios et al. (2009) model is based on a simplified picture for the reconnection
geometry adopting a steady state reconnection model. As pointed out by Narayan and Piran
(2012) steady reconnection cannot account for the fastest evolving blazar flares because the
variability timescale is limited by the reconnection speed βin < 1. However, assuming steady
reconnection is over-simplistic. Solar and Earth magnetosphere observations and recent ad-
vances in theory and numerical simulations (see previous sections) have revealed that recon-
nection is an inherently time-dependent, highly dynamic, process (see, e.g., Lin et al. 2005;
Park et al. 2006; Karlický and Kliem 2010). These time-dependent aspects of reconnection
are crucial in understanding the fastest timescales involved in blazar flaring. For the physi-
cal conditions prevailing in jets, the reconnection current sheets are expected to suffer from
tearing instabilities that lead to their fragmentation to a large number of plasmoids (Loureiro
et al. 2007; Bhattacharjee et al. 2009). The plasmoids grow rapidly through mergers before
leaving the reconnection region. Occasionally plasmoids undergo significant growth to a
scale of order of that of the reconnection region, forming “monster” plasmoids (Uzdensky
et al. 2010; see Fig. 14; left panel). The relativistic motion of the plasmoids in the rest frame
of the jet results in additional beaming of their emission (i.e., beyond that induced by the jet
motion). When the layer’s orientation is such that plasmoids beam their emission towards
the observer, powerful and fast evolving flares emerge. Here we focus on the characteristic
observed timescales and luminosities resulting from plasmoids that form in the reconnec-
tion region. For simplicity, we assume that the dissipated energy is efficiently converted into
radiation.6

Giannios (2013) demonstrated that a broad range of blazar phenomenology can be qual-
itatively understood in the context of plasmoid-dominated reconnection. The virtue of the
model is that it can be applied to all blazar sources with observed fast flaring for similar
adopted parameters. The model favors pc-scale dissipation for the origin of the fast flaring
and provides theoretical motivation for such dissipation distance. Another interesting aspect
of the model is that a sequence of fast flares is expected to have similar timescale set by the
size of the reconnection layer as observed in PKS 2155. This work has demonstrated that the
tight energetic, emitter Lorentz factor, and timescale constraints (i)–(v) are satisfied in the

6In practice the blazar emission is likely to result of ultrarelativistic electrons cooling via synchrotron radia-
tion and Compton scattering. As discussed in previous sections, relativistic reconnection is an effective means
of accelerating particles to such extreme energies.
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Fig. 14 Left Panel: Schematic representation of the geometry of reconnection process shown in a frame
comoving with the jet. Magnetic field lines of opposite polarity annihilate at the x–y plane with speed
vrec = βinc. The reconnection layer fragments to a large number of plasmoids. Regularly, plasmoids un-
dergo multiple mergers resulting in a “monster” plasmoid (shaded blob). Right Panel: Sketch of the emission
from plasmoid-dominated reconnection. The reconnection proceeds on a global timescale trec = l/βinc, pow-
ering ∼1 day long flares (or envelope emission). Regularly, plasmoids grow to become “monster” plasmoids
(shaded blob) giving rise to powerful, fast-evolving flares of duration tflare ∼ 10 minutes. Several fast flares
are expected from a single reconnection event

reconnection model. More importantly, the basic assumptions of the Giannios 2013 analysis
on the properties of the reconnection layer have been fully verified by PIC simulations since
then (see previous sections).

In the following of this section we make a plausibility argument for the model: we
estimate the characteristic observed timescales and luminosities resulting from plasmoids
that form in the reconnection region (for full derivations see Giannios 2013). To this end,
we consider a blob (or plasmoid) emerging from the reconnection layer moving with the
Alfvén speed of the reconnection upstream, i.e., with a corresponding bulk Lorentz factor
γout 
√σ (measured in the jet rest frame) and of size R′′p = f l′, where l′ is the characteris-
tic scale of the reconnection region and f is a dimensionless parameter of the order of 0.1,
as expected for the largest, “monster” plasmoids (Uzdensky et al. 2011); hereafter, primed
(double primed) quantities are measured in the rest frame of the jet (emitting blob).7 The
observed characteristic variability time for the plasmoid emission is tv 
 R′′p/δpc, where δp
is the Doppler boost of the plasmoid radiation towards the observer. For a central engine in
which the magnetic field varies on a dynamical time ∼RSch/c, the characteristic scale of the
reconnection region can be estimated to be l′ 
 ΓjRSch resulting in

tv = fΓjRSch

δpc
= 400f−1Γj,20M9δ

−1
p,50 s, (15)

where δp = 50δp,50, f = 0.1f−1, Γj = 20Γj,20. f ∼ 0.1 describes the largest plasmoids
expected in the layer (Uzdensky et al. 2010). Flaring on several minute timescale is therefore
expected in this picture.

7We assume that the plasmoid instability operates across the whole length of the current sheet, as opposed
to a situation where central, very compact, dissipation region forms and is surrounded by extended magnetic
separatrices (the slow shocks in Petscheck model) across which most of the plasma flows. In the latter case,
the monster plasmoids may be smaller.
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Consider a jet emerging from a supermassive black hole with (isotropic equivalent) power
Liso, opening angle θj and Lorentz factor Γj . We also assume that θjΓj = 0.2 as indicated by
observations (Pushkarev et al. 2009). The typical bulk Lorentz factor of gamma-ray active
blazars is Γj ∼ 10–20 (Savolainen et al. 2010; Piner et al. 2012). The energy density at the
dissipation, or “blazar”, zone is

U ′j =
Liso

4π(θjRdiss)2δ
4
j c
. (16)

The dissipation distance Rdiss is estimated requiring that the reconnection proceeds within
the expansion time of the jet (Rdiss/Γjc∼ l′/εc).

Pressure balance across the reconnection layer requires the energy density of the plas-
moid to be similar to that of the jet U ′′p ∼ U ′j . Assuming efficient conversion of dissipated
energy into radiation, the rest-frame luminosity of the plasmoid is thus Lp,obs = δ4

pL
′′ =

δ4
pU

′′
p4πR′′2p c. Putting everything together, the observed luminosity of the plasmoid is (Gi-

annios 2013)

Lp,obs = 1047
β2

in,−1f
2
−1δ

4
p,50Liso,48

δ4
j,20

erg/s. (17)

The Doppler factor of the plasmoid δp depends on several parameters. It is related to Γj ,
γout, the angle of the plasmoid with respect to the jet motion and the observer’s angle of
sight. For typical situations where the reconnection layer is at a large θ ∼ π/2 angle with
respect to the jet propagation (as seen in the jet rest) and fairly aligned with the observer
(giving powerful flares) δp ∼ Γjγout. One can see (see Eq. (17)) that powerful flares on a
timescale of ∼10 min is possible even with very modest relativistic motions within the jet
γout ∼ 2.

Ejection of multiple monster plasmoids: During a reconnection event multiple monster
plasmoids are expected to form. 2D simulations (Loureiro et al. 2012) indicate that monster
plasmoids form every few Alfvén times tA or at a rate of ∼0.3t−1

A . It appears likely that
2D simulations underestimate the rate of formation of monster plasmoids. The actual rate
may be higher when the 3D structure of the layer is considered (Sironi and Spitkovsky
2014). If monster plasmoids emerge at a rate ∼(0.3–3)t−1

A , some (3–30)/βin,−1 plasmoids
are expected from a single reconnection layer powering multiple flares. A sketch of such
pattern is shown in Fig. 14.

The “envelope emission” from the reconnection region: The bulk motion of a monster
plasmoid is expected to be similar to the speed of other structures (e.g. smaller plasmoids)
leaving the reconnection region. When the plasmoid emission is beamed towards the ob-
server (powering a fast flare), the overall emission from the current layer is also beamed
by a similar factor. The emission from the layer forms a slower-evolving “envelope”. In the
following we estimate the timescale and luminosity of the emission from the reconnection
layer.

At the dissipation distance Rdiss, the reconnection proceeds within the expansion time
of the jet (Rdiss/Γjc ∼ l′/βinc) which is observed to last for texp,obs 
 Rdiss/Γ

2
j c. Therefore,

texp,obs corresponds to the observed duration of the envelope emission which is simply (using
also Eq. (15)):

tenv = Rdiss

Γ 2
j c
= 105 M9

βin,−1
s. (18)
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The duration of the envelope emission is ∼days. Such timescale is characteristic of blazar
flares.

The (lab frame) energy available to power the envelope emission is Eenv = Uj2l′3/Γj ,
where Uj = Γ 2

j U
′
j is the energy density of the jet and 2l′3/Γj accounts for (lab frame)

volume of the reconnection region that powers each minijet (see Fig. 14). The emitted lumi-
nosity of the reconnection region is Eenv/tenv. It can be converted into observed luminosity
by accounting for beaming factor of the emission ∼δ2

p:

Lenv,obs 
 2Γ 2
j δ

2
pl
′2U ′jβinc= 3× 1046

Γ 2
j,20δ

2
p,50β

3
in,−1Liso,48

δ4
j,20

erg/s. (19)

The envelope emission is quite bright. Dividing Eqs. (17) and (19), one arrives to a
fairly simple expression for the ratio of the plasmoid to envelope luminosities Lp/Lenv ∼
3f 2

−1δ
2
p,50/(Γ

2
j,20βin,−1). The luminosity contrast depends only on the Lorentz factor of the

minijet in the rest frame of the jet γp 
 δp/Γj , the size of the plasmoid parametrized by f ,
and the reconnection sped βin. The observed luminosity ratio is of order unity constraining
δp,50/Γj,20 ∼ 1 for βin ∼ f ∼ 0.1. The ratio δp,50/Γj,20 is determined by the reconnection-
induced bulk motions in the jet and points to γout ∼ 2 or, equivalently, moderately magne-
tized jet with σ ∼ several.

Most of the current numerical work on relativistic reconnection (and this review so far)
has focused on the case of electron-positron plasmas. The composition of the jet flow is still
an open question but an electron-proton jet is a strong possibility. Electron-ion reconnec-
tion is more challenging, on a numerical level, than electron-positron reconnection, since
the computation has to resolve the small scales of electrons, yet the system evolves on the
longer ion timescales. However, the physics of relativistic electron-proton reconnection, yet
still at an early stage of investigation, shows remarkable similarities with electron-positron
reconnection (e.g., Melzani et al. 2014). A detailed investigation of relativistic reconnection
in the case of unequal mass charges is of paramount importance to obtaining predictions for
the acceleration of electrons and cosmic rays in blazar jets.

4 Conclusion

There has been significant progress in our understanding of relativistic reconnection in re-
cent years, thanks to both analytical works and numerical simulations. One important out-
come is that plasma instabilities in current sheets play a crucial role in the dynamics of
reconnection. In particular, the tearing instability which fragments the current sheet, leads
to fast reconnection and efficient non-thermal particle acceleration. Particle-in-cell simula-
tions are now large enough to unambiguously identify broad, hard power laws in the parti-
cle energy distributions (in the high-magnetization limit). The power-law index is typically
harder than the universal ∼−2 index expected in shock acceleration. These impressive de-
velopments were also motivated by puzzling observations of high-energy phenomena in the
Universe, especially flaring gamma-ray sources. Ultra-rapid gamma-ray flares discovered in
the Crab Nebula and in several AGN jets are too fast and too bright to be explained by con-
ventional models. Particle beaming and relativistic bulk motions associated with relativistic
reconnection can alleviate these difficulties. We expect fast new developments in this field,
with more applications to astrophysical objects.
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