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Introduction 1
F.M. Sacerdoti and A. Giordano

This bookwas born of close collaboration between

Professor Antonio Giordano— a highly regarded

pathologist—and Professor F.M. Sacerdoti, an

engineer specializing in the realization of complex

equipment and vision systems.

We agreed that pathologists, biologists, medi-

cal doctors, applied researchers, and others who

work with imaging systems, such as

microscopes, time-to-amplitude converter, etc.,

every day, would benefit from a deeper under-

standing of how these systems work, what soft-

ware can be used to process their information,

why the image is so confusing, and so on.

The first chapter is a basic guide to statistics,

which is important for all working in the health

field. We then provide an overview of the latest

techniques in several medical fields, from pathol-

ogy, microscopy, and cytometry to advanced

microscopy techniques.

Each chapter has been prepared by an expert

in the field—someone who works with the spe-

cific topic on a daily basis—to provide realistic

insight into the techniques, their use, and specific

lessons learned.

F.M. Sacerdoti (*) • A. Giordano

Temple University, Philadelphia, PA, USA

e-mail: sacerdoti@e-voluzione.it; giordano@temple.edu

# Springer Science+Business Media New York 2016

F.M. Sacerdoti et al. (eds.), Advanced Imaging Techniques in Clinical Pathology,
Current Clinical Pathology, DOI 10.1007/978-1-4939-3469-0_1
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Part I

Basic Knowledge



Digital Image Processing 2
Francesco M. Sacerdoti

Scope

The scope of this introductory chapter is to pro-

vide the reader with the basic definitions and

information necessary to easily understand the

rest of the book and to use digital image

processing systems and software.

Techniques

Introduction

Digital image processing is the acquisition of an

image from the real world, followed by its

processing and analysis (see Fig. 2.1). For more

detailed information see [1] and [2].

Image Acquisition
An image from the real world is captured via an

image acquisition system, which transforms the

light information (or X-ray or other signals) into

a digital image.

Image Processing
The digital image is then improved by enhancing

the contrast, details, colors, and other

characteristics.

Image Analysis
Starting with the digital image, image analysis

extracts all parts and characteristics of the image.

This module also creates all the necessary

results: features, pictures, and measures.

The term “features” refers to all the

characteristics of the image specific to the analy-

sis being conducted.

“Feature extraction” is a primary element of

image analysis software. For example, it extracts

all small images of cells present in the entire image

to allow for subsequent counting or measuring.

“Pictures” are all the graphical outputs, for

example, an X-ray picture, useful for subsequent

human analysis done by the physician.

“Measure” is a list of necessary measurements

to be taken from the image, such as fetal length in

echo-imaging.

An example is shown in Fig. 2.2.

1. The image from the real world is acquired

using some hardware, in this example, a sim-

ple photo camera.

2. The image is acquired with acquisition soft-

ware that transforms the real image into pixels

(see inside the circle).
3. The image processing software processes the

image, enhancing the image quality by, for

example, enhancing contrast.

4. The image analysis software extracts impor-

tant information from the image. The figure

shows the extraction of water from the image.

F.M. Sacerdoti (*)

Temple University, Philadelphia, PA, USA

e-mail: sacerdoti@e-voluzione.it

# Springer Science+Business Media New York 2016

F.M. Sacerdoti et al. (eds.), Advanced Imaging Techniques in Clinical Pathology,
Current Clinical Pathology, DOI 10.1007/978-1-4939-3469-0_2
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5. The results from the image analysis software

are the features, pictures, and measures

(described as follows).

Basic Concepts

To simplify our descriptions, from now on we

refer solely to images from light sources

(e.g., microscope or digital camera), but the

concept is also the same if the images come

from other sources such as X-rays, acoustic

images, etc.

Digital Image
The output of a camera is a matrix N � M of

pixels normally called “digital image.”

Fig. 2.1 Image analysis principles

Fig. 2.2 Example of image analysis

6 F.M. Sacerdoti



Pixel
The “pixel” is the smallest item in a digital

image. Each pixel is a sample of an original

image obtained by the image acquisition system;

more pixels means more accurate representation

of the original image.

If you zoom in on a digital image, the pixel

may be seen as a dot. It has two features:

coordinates (x,y) and value (v). The coordinates

univocally identify a single pixel and they are the

indexes of the pixel inside the matrix.

The data type of v changes depending on the

type of digital image:

Grayscale Image
The value of each pixel in a grayscale image is

usually represented by a number—from 0 to 255—

that represents the intensity of the light at that

point. A value of 255 means white, whereas a

value of 0 is black. Some systems use a more

precise grayscale representation, with more values

to represent the light intensity (e.g., 0–4095 [12-bit

image] or 0–65535 [16-bit image]).

Color Image
In color images, a pixel is typically a triple of

gray components (red, green, and blue intensities)

or, less frequently, four components (cyan,

magenta, yellow, and black intensities). The latter

is used more often in printing than in image analy-

sis. Each “plane” (red, green, and blue) is usually

treated as a single gray image for feature

extraction.

Pixel Resolution
Resolution is the capability of the sensor to

observe or measure the smallest object clearly

with distinct boundaries. Resolution depends

upon the size of the pixel.

With any given lens setting, the smaller the

pixel, the higher the resolution and the clearer the

object in the image will be. Images with smaller

pixel sizes might consist of more pixels. The

number of pixels correlates to the amount of

information within the image.

The figure illustrates how the same image

might appear at different pixel resolutions if the

pixels were poorly rendered as sharp squares

(a smooth image reconstruction from pixels is

preferred, but the sharp squares better illustrate

our point).

(source: public domain) (Fig. 2.3)

Acquisition

Several methods are available with which to

transfer a digital image to a computer for further

processing; the method usually depends on the

specific hardware used. The most common

systems are via Ethernet (which does not require

the installation of specific drivers; instead, the

IP address of the camera must be set to match

that of the computer) or a USB connection

(which do require the installation of a specific

driver).

Another interface that is becoming more com-

mon, especially in recent years, is FireWire,

which requires a specific computer card.

More information follows on specific image

hardware.

Image Processing

Image processing is used to enhance the quality

of the original image; the process used depends

mainly on what the image analysis must find or

measure within the image. Specific algorithms

are applied to the whole image or a part of

it. Examples are as follows:

Fig. 2.3 Example of pixel resolution

2 Digital Image Processing 7



• Crop: Cropping creates a new image by

selecting a desired rectangular portion from

the image being cropped. The unwanted part

of the image is discarded. Image cropping does

not reduce the resolution of the area cropped.

• Noise reduction: The purpose is to remove,

without loss of detail, “noise” due to

conditions such as poor light or extreme

zooming. Excessive noise reduction leads to

a loss of detail; its application is hence subject

to a trade-off between the undesirability of the

noise itself and that of the reduction artifacts.

• Lens correction: Within the characteristics of

the optic system used, lens correction allows

the user to compensate for various lens

distortions.

• Enhancing images: Enhancing is used to

make an image lighter or darker or to increase

or decrease contrast. Some examples are

shown in Figs. 2.4 and 2.5

Fig. 2.4 Example of image processing

8 F.M. Sacerdoti



• Sharpening and softening: This kind of

processing enables the user to sharpen and

blur images in a number of ways, such as

unsharp masking and deconvolution. Another

similar and useful technique is “edge

enhancement,” with which the contrast can

be increased at sharp changes in color inside

the image.

• Histogram analysis: This analysis starts with
creating the distribution of pixel values by

counting the number of similar pixels. Some

examples are shown in Fig. 2.6.

Histogram analysis enables operations such as

the following examples:

– Inverse: Exchange bright pixels with dark

pixels.

– Equalize: Create an image with an equal

number of bright and dark pixels.

– Threshold: Every pixel with a value higher
(or lower) than a set threshold is

transformed into black (or white). This

technique is useful when extracting spe-

cific characteristics or areas from the

image.

• Filtering: Complete libraries of filters are

available for application to an image to

enhance, for example, shadow pixels, or to

sharpen edges. See the references for more

information.

• Color image processing: Some techniques are

dedicated to color images. For example, it is

possible to extract a single plane from a color

Fig. 2.5 Comparison

between contrast and

sharpness

2 Digital Image Processing 9



image (e.g., blue or red) and process this sin-

gle image as grayscale.

Image Analysis

The next step is the analysis of the image.

In several fields, applications may be

completely automatic. However, this is not pos-

sible in medical fields, as human analysis is

always necessary. Image analysis can help mea-

sure objects and recognize features, among

others. Every different application performs a

different analysis.

Some examples of analysis are as follows:

– Image segmentation: The process of

partitioning a digital image into multiple

segments is known as image segmentation.

The goal of this function is to simplify the

representation of an image into something

more meaningful and easier to analyze.

Image segmentation is typically used to locate

objects and boundaries (lines, curves, etc.) in

Fig. 2.6 Histograms
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images. Image segmentation assigns a label to

every pixel, taking into account its

characteristics and those of the neighboring

pixels (color, luminance, differences, distance

from image border, etc.). Thus, all pixels with

the same characteristics are allocated the same

label.

– False color analysis: This technique

transforms the pixel using specific color

scales to highlight image characteristics. A

simple example is thermography, which nor-

mally uses a scale called “fire” (based on

yellows and reds) to highlight a specific

range of temperatures in the body under anal-

ysis. Thermographic analyses are used in

medicine to diagnose a range of diseases

such as breast cancer, thyroid function, mus-

cle and joint inflammation, microcirculation

problems, or fibromyalgia. The false color

image shows the distribution of temperatures

on the part of the body analyzed, highlighting

differences in temperature that may be caused

by disease.

– 2D and 3D object recognition: This tech-

nique finds and identifies objects in images

or video sequences. Whereas humans easily

recognize a multitude of objects in images

with little effort (also with different

viewpoints, sizes, and scales; translated or

rotated), it remains a challenge for computer

vision systems.

– Pattern recognition: In medical fields, it is

important to recognize “patterns” inside an

image, for example, identifying different

tissues in an echography. Pattern recognition

is a branch of machine learning that focuses

on the recognition of patterns and regularities

in data. The systems are typically trained

with labeled “training” data, and the system

then searches for similar patterns in the

image.

– Motion detection: This process detects a

change in the position of an object relative to

its surroundings or a change in the surround-

ings relative to an object. For example, in

medicine, motion detection could track

particles to follow how one cell moves with

respect to others in a cell culture.

Software

We provide in the following, a preliminary list of

software useful for image acquisition,

processing, and analysis, with links for further

information. Obviously, this list cannot be com-

plete and we apologize if we have missed any.

All software names and brand names are the

property of their respective owners, and the

example images have been reproduced from the

corresponding websites or brochures.

General Purpose
LabVIEW with IMAQ add-on: http://www.ni.

com

LabVIEW is a complete programming lan-

guage environment for the acquisition,

processing, and analysis of signals, images,

image sequences, and videos. In particular, it

includes one of the most complete sets in the

world for image acquisition, processing, and

analysis (IMAQ). There is also a plug-in dedi-

cated to BioSignal processing and medical

applications that allows, for example, the use of

DICOM (Digital Imaging and Communications

in Medicine) and DICOMDIR/IMGDIR images.

MATLAB with Image Processing Toolbox:

http://ch.mathworks.com/products/image/

Image Processing Toolbox™ provides a com-

prehensive set of reference-standard algorithms,

functions, and applications for image processing,

analysis, visualization, and algorithm develop-

ment. MATLAB can perform image analysis,

image segmentation, image enhancement, noise

reduction, geometric transformations, and image

registration.

Halcon: http://www.halcon.com

Halcon is a general-purpose image processing

and machine vision software with a large library

of more than 2000 operators for low-, medium-,

and high-level image processing.

ImageJ: http://imagej.nih.gov/ij

ImageJ is a complete software continuously

enriched with plug-ins to process and analyze

images. It is written in Java and is therefore

multiplatform. Most software are compatible

with ImageJ.

Icy: http://icy.bioimageanalysis.org

2 Digital Image Processing 11
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Icy is an open community platform for

bioimaging informatics created by the Quantita-

tive Image Analysis Unit at Institut Pasteur. It

includes the primary software and more than

300 plug-ins.

Image-Pro Plus: http://www.mediacy.com/

index.aspx?page¼IPP

Image-Pro Plus image analysis software

enables the user to acquire images; count, mea-

sure, and classify objects; and automate work. It

offers automated microscope control, image cap-

ture, measurement, count/size, and macro devel-

opment tools.

Microscopy Image acquisition
Micromanager: https://www.micro-manager.

org/

μManager is a software package for the con-

trol of automated microscopes. It is compatible

with ImageJ.

ScanImage: http://vidriotechnologies.com

by Vijay Iyer, Karel Swoboda

This software enables the control of

experiments using two-photon laser scanning

microscopy. Vidrio develops software to facili-

tate complex cellular in vivo imaging

experiments. It is used mainly in neuroscience

imaging.

Display and Segmentation
Vaa3D: http://home.penglab.com/proj/vaa3d/

home/index.html

Vaa3D visualizes and explores large 3D/4D/

5D images, extracts complex surface objects

from images, and performs comprehensive

analyses such as brain connectome mapping. It

can render 5D (spatial-temporal) data directly in

the 3D volume-rendering mode.

BioimageXD: http://www.bioimagexd.net

BioImageXD is a free open-source software

package for the analysis, processing, and visuali-

zation of multidimensional microscopy images.

It is a collaborative project between the

universities of Jyväskylä and Turku in Finland,

the Max Planck Institute CBG in Dresden,

Germany, and collaborators worldwide.

BioImageXD is a multipurpose post-processing

tool for bioimaging that can be used for simple

visualization of multichannel temporal image

stacks to complex 3D rendering of multiple

channels at once.

VisBio: http://loci.wisc.edu/software/visbio

VisBio is a biological visualization tool

designed for easy visualization and analysis of

multidimensional image data developed by

Curtis Rueden and Abraham Sorber at the Uni-

versity of Wisconsin–Madison Laboratory for

Optical and Computational Instrumentation

(LOCI).

Image Processing
COSMOS: http://cirl.memphis.edu/cosmos.

php

The Computational Optical Sectioning

Microscopy Open Source (COSMOS) software

package is currently under development by the

Computational Imaging Research Laboratory

(CIRL) led by Dr. Preza. COSMOS has four

platform-independent graphical user interfaces

(GUIs) developed using a visualization tool kit

for Point Spread Function (PSF) generation,

intensity estimation, image visualization, and

performance analysis.

3D_Deconvolution: http://bigwww.epfl.ch/

algorithms/deconvolutionlab/

By Cédric Vonesch, Raquel Terrés Cristofani,

and Guillaume Schmit at the Biomedical Image

Group (BIG), EPFL, Switzerland

DeconvolutionLab is a software package

(ImageJ plug-in) to deconvolve 2D or 3D micro-

scopic images based on the knowledge of the

PSF. It implements a variety of deconvolution

algorithms and includes a convolution tool to

generate simulated datasets with additive noise.

OptiNav: http://www.optinav.com/imagej.

html

This site makes available ImageJ plug-ins and

macros and MATLAB scripts for several image

processing techniques that are also applicable to

biomedical imaging.

Voxx: http://www.indiana.edu/~voxx/

Voxx is a voxel-based (not surface-based)

3D-rendering program that has been optimized

for biological microscopy. This software permits

researchers to perform real-time rendering of

large microscopy datasets using inexpensive
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personal computers. It was developed primarily

to explore 3D datasets collected on confocal and

multiphoton microscopy systems.

CellProfiler and CellProfiler Analyst:

http://www.cellprofiler.org

by Ann Carpenter, MIT

CellProfiler cell image analysis software is

designed for biologists without training in com-

puter vision or programming to quantitatively

measure phenotypes from thousands of images

automatically.

CellProfiler Analyst allows interactive explo-

ration and analysis of data, particularly from

high-throughput, image-based experiments.

Included is a supervised machine-learning sys-

tem that can be trained to recognize complicated

and subtle phenotypes for automatic scoring of

millions of cells.

IVE and Priism: http://www.msg.ucsf.edu/

IVE/index.html

Priism is a collection of tools for processing,

analyzing, and visualizing multidimensional

imagery with a focus on 3D wide-field optical

microscopy and electron microscopy Electron

Microscopy (EM) tomography. The image visu-

alization environment (IVE) forms the core set of

software libraries that are the foundation for the

tools in Priism.

Cell Tracking
CellTracker: http://dbkgroup.org/celltracker/

CellTracker is a free software environment for

image browsing, processing, and cell tracking

that enables the user to track targets in living

cell imaging.

View5D: http://www.nanoimaging.de/

View5D/

Java Applet, ImageJ plug-in, MATLAB plug-

in.

The program View5D interactively displays

up to five dimension volumetric datasets.

Multidimensional data frequently arise in confo-

cal microscopy and medical imaging

applications. The program includes three orthog-

onal slicing views, 2D and 3D histograms of

intensity (scattergrams), basic image processing

operations, interactive counting and tagging of

entities, tracking of 3D movements, and multipli-

cative display of lifetime or ratio images.

OME (Open Microscopy Environment):

www.openmicroscopy.org/

OME provides data management for

biological light microscopy, image-based analy-

sis of cellular dynamics, and image‐based
screens of cellular localization or phenotypes. It

is a database engine that enables a laboratory to

store all microscopy images along with metadata,

thus keeping track of projects.

DIPimage/DIPlib: http://www.diplib.org

DIPimage is a MATLAB toolbox for scien-

tific image processing and analysis. It is a tool for

teaching and research in image processing.

DIPlib is a platform-independent scientific

image processing library written in C. It has a

large number of functions for processing and

analyzing multidimensional image data. The

library provides functions for performing

transformations, filter operations, object genera-

tion, local structure analysis, object

measurements, and statistical analysis of images.

Key design features include ample support for

different data types (binary, integer, floating

point, complex) and dimensionalities.
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Statistical Analysis and Software 3
Michele La Rocca

Scope

Statistics is the science of collecting,

summarizing, analyzing, presenting, and

interpreting data for decision making under

uncertainty. Statistics allows “learning from

experience” and plays a central role in biomedi-

cal research. Statistical tools are necessary to

(1) decide how data should be collected;

(2) decide how the collected data should be

analyzed and summarized; and (3) measure the

accuracy of the data summary. This latter step is

part of the inference process, where the results of

the statistical analysis allow the researcher to

make some general statement about a wider set

of subjects. All these three basic statistical

concepts (data collection, summary, and infer-

ence) are deeply embedded in any research

workflow.

Textbooks for the application of statistics in

biomedical research are plentiful. The works by

Altman [1] and Kirkwood and Sterne [2] are very

good primers. A more technical yet still very

accessible textbook is the work by Wayne

[3]. For general and useful references, including

discussion of several modern statistical

techniques, see also the works by Wilcox [4–6].

Techniques

Some Basic Concepts

Statistical tools are useful for studying,

analyzing, and learning about populations. A

“population” is a set of statistical units. In statis-

tics, the word “population” is used in a much

wider sense than usual. It is not simply limited

to a group of people but can refer to any collec-

tion of objects that is of interest for statistical

research.

In studying a population, the focus can be on

one or more “variables,” in other words, on

characteristics of the units of the population.

Examples include the sex of a patient, blood

pressure, or age. Variables are “measured” on

the units of a well defined population and the

measurement results are usually referred to as

(raw) data. Measurement is the process by

which numbers or attributes are assigned to a

variable of single population units.

The first step in choosing the best statistical

tool to use for learning from the data is to classify

the variables into their different types, as differ-

ent statistical methods pertain to each and can be

considered as appropriate.

Variables are usually classified with respect to

the type of measurement process as “quantita-

tive” or “categorical.” Quantitative variables are

the result of numerical measurements and can be

continuous or discrete. A continuous variable is
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measured on a continuous scale (such as blood

pressure), whereas a discrete variable can only

take discrete values, usually whole numbers

(such as the number of patients with a specific

disease). Categorical variables are

non-numerical data that can take on one of a

fixed number of possible values. They can be

further classified as nominal or ordinal. A nomi-

nal variable is the result of measurements that

classify the statistical units into categories (such

as ethnic group), whereas ordinal variables are

the result of measurements that enable the units

to be ordered with respect to the variable of

interest (such as social class, which has a natural

order, from poorest to richest). Important subsets

of categorical variables are binary

(or dichotomous) variables, which can take on

only two alternative values (e.g., the sex of a

subject [male or female] or the status of a patient

[surviving or dead]). In many cases, the variables

of interest are not directly measured but derived

from those originally recorded via simple

transformations (e.g., age can be derived from

the date of birth).

Variables can also be classified with respect to

the role they play in the statistical analysis. The

“outcome” variable is the focus of the analysis,

the variation or occurrence of which is to be

understood. Often, the main interest is in

identifying factors or “exposure” variables that

may influence and explain the variability of the

outcome variable. Depending on the context,

outcome variables are also referred to as

“response” or “dependent” variables, whereas

exposure variables are also referred to as explan-

atory or independent variables. Again, depending

on the context, different terms for the same type

of variables are possible. For example, in clinical

trials, the exposure is the treatment group; in

case–control studies, the outcome is the case–

control status and the exposure variables are

known as risk factors.

An “observational” or an “experimental”

research design can be used to collect data. In

an observational design, data are collected about

one or more groups of subjects, but nothing is

done to affect these subjects. Observational

designs can be “prospective” (observations are

collected about events after the start of the study)

or “retrospective” (observations are collected

about past events and can be gathered from

existing sources). Observational designs include

censuses, surveys, case–control studies, and

cohort studies. In a retrospective case–control

design, a group of subjects (cases) with the con-

dition of interest (e.g., a disease) is identified

along with a group of unaffected subjects

(controls), and their past exposure to one or

more factors is then compared. If the cases report

greater exposure than the controls, one can infer

that exposure is causally related to the condition

of interest. In a prospective “cohort” design, a

group of subjects is identified and followed into

the future. The cohort may also be subdivided at

the beginning into groups with different

characteristics to investigate which subjects

enter a particular state (e.g., a disease). On the

other hand, “experimental” designs are those

where the researcher influences the events and

investigates the effects of the intervention. A

design can also be classified as “longitudinal”

(used to investigate changes over time, possibly

in relation to an intervention) or “cross-sec-

tional” (subjects are observed only once). The

book by Machin and Campbell [7] and the

references therein are excellent references for

design studies in biomedical science.

If a population is small, it is feasible to study

all its units. However, populations of interest in

biomedical applications are typically quite large,

involving many (possibly thousands of) units.

Moreover, in some cases, the measurement pro-

cess is destructive for the statistical units (think

of measuring the lifetime of a piece of equip-

ment). In all these cases, just a “sample” (i.e., a

subset) of the population units is studied. The

method of selecting the sample is called the

“sampling procedure.” One very important sam-

pling plan is “random sampling,” which ensures

that every subset of units in the population has

the same chance of being included in the sample.

This scheme ensures that the sample so selected

is able to reproduce all the main characteristics of

the population under study. However, more
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complex sampling designs can be used to

improve the efficiency and the accuracy of the

inference process (see Tillé [8] and the

references therein).

Once a sample has been selected and the

variables of interest measured for every sampled

unit, the information contained in the sample is

used to make an “inference” about the popula-

tion. A statistical inference is an estimate, a pre-

diction, or any other generalization about a

population based on the information contained

in a sample (a small subset of the population) to

learn about the larger population. Clearly, the

inference process is effective only if the sample

correctly reproduces the main characteristics of

the population under study. Note that, because of

chance, selecting different samples from the pop-

ulation gives different sampling values; this must

be taken into account when using a sample to

make inferences about the population. This phe-

nomenon, known as “sampling variability,” lies

at the very heart of any inference procedure.

Descriptive and Exploratory Tools

An essential (and often underestimated) step in

statistical analysis is exploratory data analysis,

where appropriate usage of summary measures

and graphical tools can provide invaluable insight

into the structure of the data and in identifying

outliers (unusual values of a variable), possible

errors in the data, and useful data transformation

to meet required assumptions. This step gives the

researcher insights into the location of the distri-

bution (the tendency of the data to center about

certain numerical values), the spread of the data

(variability about the location), and the shape of

the distribution. Those insights can be achieved

via clever use of both numerical and graphical

tools and are fundamental for a reliable applica-

tion of more complex inferential and modeling

tools.

Summarizing the Distribution of a Dataset
Let y1, y2, � � �, yn be observations on a variable

Y gathered using a sample of size n from the

given population under study. The location of

the distribution of the variable Y is the central

tendency of the data, that is, the tendency of the

data to center about certain numerical values.

This important aspect of distributions can be

measured using different tools chosen with

respect to the type of data at hand.

If Y is a quantitative variable, the most com-

mon and best-understood measure of central ten-

dency is the “arithmetic mean,” which is simply

the sum of all the observations in the sample

divided by the sample size. It is defined as

y ¼ 1

n

Xn
i¼1

yi

The mean has several nice properties, but it can

be very misleading if outlying observations

affect the data. Even a single extreme observa-

tion can completely destroy the ability of the

mean to deliver the “centre” of the dataset.

When the researcher suspects the dataset

contains outliers, it is better to use a robust

(resistant) statistical index, that is, summary

measures designed to produce accurate results

even if outliers are present.

A robust location index is the “median,”

defined as the midway value when the data are

ranked in ascending order: by definition, half the

distribution lies below the median and half

above. Clearly, when the distribution of the data

is approximately symmetric and there are no

outliers, the mean and median are very close to

each other. Similarly, the “lower quartile”

(denoted by Q1) is defined as the value below

which 25 % of the values of the distribution lie,

while the “upper quartile” (Q3) is defined as the

value below which 75 % of the values of the

distribution lie. The quartiles, together with the

median, divide the distribution into four equally

sized groups.

When dealing with statistical indexes, an

important property to characterize their robust-

ness properties is the “breakdown point.” It is

defined as the fraction of extreme (large or

small) observations that a statistical index can

handle before giving arbitrary results. Thus, the

larger the breakdown point of an index, the more

robust it is. The breakdown point of the mean is

equal to zero (a single outlying value can destroy

the index), whereas that of the median is equal to
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50 % (at most, 50 % of the data can be outliers

without affecting its value). It is easy to see that

the breakdown point of the quartiles is 25 %.

Nevertheless, medians have their drawbacks.

Since not all information present in the sample is

used to compute the median, this index is clearly

less efficient than the mean. Robust location

indexes more efficient than the median are the

“midhinge” (the arithmetic mean of the two

quartiles), the “truncated mean” (the mean of

the observations after a fraction of the highest

and lower values have been discarded), the

“winsorized mean” (the mean of the data where

extreme values are replaced by values closer to

the median) (see Rosenberger and Gasko [9]).

Measures of central tendency provide only a

partial description of a quantitative dataset, and

the information would not be complete without a

measure of the “variability” of the observations.

The simplest measure of variability is the

“range” of the dataset, defined as the difference

between the largest and smallest observations.

This measure is quite crude and clearly not

robust, but it is very simple to calculate and

gives a very first idea of the range of variation

of the observations, making it a useful tool for

data checking.

The most popular measure for variability is

the “standard deviation” (SD), defined as the

square root of the “sample variance,” that is, s

¼
ffiffiffiffi
s2

p
where

s2 ¼ 1

n� 1

Xn
i¼1

yi � yð Þ2

Clearly, both the variance and the standard devi-

ation are not robust indexes with a zero break-

down point: a single outlier can destroy them.

Alternative robust measures are the

“interquartile range,” defined as the distance bet-

ween the lower and the upper quartile IQR ¼ Q3

�Q1 and the median absolute deviation (MAD),

defined as

MAD ¼ Median yi �Median yif gj jf g
where |.| denotes absolute values. There is

an approximate relationship between the MAD

and the standard deviation, namely,

s ¼ 1:4826MAD. It can be shown that the break-

down point of the interquartile range is equal to

25 %, whereas that of the MAD is equal to 50 %.

However, although the MAD is easy to compute,

it suffers from a low efficiency. Alternative

robust measures for spread that are more efficient

than the MAD are given in Croux and Rous-

seeuw [10] and in Rousseeuw and Croux [11].

An effective and concise summary of the dis-

tribution of a single sample is the “five-number

summary,” obtained by reporting the sample

minimum, the lower quartile, the median, the

upper quartile, and the sample maximum. This

summary gives information about the location

(from the median), spread (from the interquartile

range), and range (from the minimum and the

maximum) of the observations. It also allows

for a quick comparison of several sets of

observations and has a very straightforward

graphical representation, the box-and-

whisker plot.

Data Checking and Outlier Identification
Outliers are observations that appear to be incon-

sistent with the majority of the data. This type of

observation is often a problem in statistical anal-

ysis. By definition, they are extreme, and their

inclusion or exclusion can lead to model

misspecification, biased parameter estimation,

and, in general, incorrect results (see Horn

et al. [12], among others). However, please note

that not all extreme values are outliers. An outlier

has a low probability of originating from the

same statistical distribution as the other

observations in the dataset. On the other hand,

an extreme value is an observation that might

have a low probability of occurrence but cannot

be statistically shown to originate from a differ-

ent distribution than the rest of the data.

Outliers can arise from several different

causes. Outliers can be (1) due to gross errors

(such as human errors, instrumental and mea-

surement errors, incorrect data entry, missing

value codes used as real data); (2) generated as

the result of the natural variation of population

that cannot be controlled (these values are drawn
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from the intended population, but their values are

unusual compared with the normal values);

(3) due to sampling errors (i.e., not members of

the population under study).

Not all outliers are illegitimate contaminants,

and not all illegitimate values show up as

outliers. Consequently, it is not always reason-

able to remove outliers form the analysis simply

because they appear to be extreme values. If they

are not the result of some registration error, they

could even be the focus of the statistical analysis

(e.g., when looking for subjects with unusual

behavior). In any case, it is always important to

identify them prior to any statistical analysis and

any modeling procedure.

The detection of outliers in univariate datasets

can be pretty easy and can be based on the

quartiles. The so-called Tukey fences give the

thresholds for outlier detection. For lower

outliers, the threshold is given by

Q1 � 1:5 Q3 � Q1ð Þ, whereas the threshold for

upper outliers is given by Q3 þ 1:5 Q3 � Q1ð Þ.
Observed values outside this interval are consid-

ered outliers. However, whereas it can be easy to

spot extreme values in univariate data, it can be

very difficult to spot them in multivariate

datasets because of masking effects. Several sta-

tistical techniques have been developed to detect

outliers in multivariate datasets. Technical

details can be found in Barnett and Lewis [13]

and in Atkinson et al. [14] and the references

therein, whereas a shorter review can be found

in Hadi et al. [15]. See also Solberg and Lahti

[16] and Hodge and Austin [17] for a literature

review from a machine-learning viewpoint and

Fritsch et al. [18] for a very interesting review on

outlier detection in medical imaging datasets.

Once outliers have been identified, the prob-

lem becomes how to deal with them. Basically,

what to do depends on why an outlier is in the

data. When outliers are the result of gross errors

or registration errors, there is general agreement

that those data points should be corrected

(if possible) or removed. When the outlier is

either a legitimate part of the data or the cause

is unclear, the issue becomes much more com-

plex. In this case, it is advisable to use robust

approaches, in other words, statistical tools

designed to produce accurate results even if

outliers are present. For a general reference, see

Maronna et al. [19], and for a specific reference

to robust analysis in neuroimaging data, see

Woolrich [20].

Portraying the Distribution of Datasets
Tables are usually the simplest way to present the

distribution of a dataset; careful study of them

can reveal many characteristics of a dataset.

However, “a picture is worth a thousand

words,” and pictures can be very useful in spot-

ting and revealing structures hidden within

the data.

The most common and best understood graph-

ical representation for a continuous outcome is

the “histogram,” a graphical representation

showing a visual impression of the distribution

of the observations (see Fig. 3.7 top panels for

example). Histograms are widely used and famil-

iar, even to nontechnical users, which makes

them a convenient way to communicate distribu-

tional information to a general audience without

the need for extensive explanation. However,

as data analysis devices, histograms also have

some well-known drawbacks (see Chambers

et al. [21]) and, in most cases, it is convenient

to also provide additional graphical representa-

tion of the data.

“Density plots” are alternatives to histograms

(see Fig. 3.7 bottom plots for example). They are

easily obtained using the formula

f yð Þ ¼ 1

nh

Xn
i¼1

W
y� yi
h

� �

where the function W is a symmetric but not

necessarily positive function (called the kernel)

that integrates to one, and h > 0 is a smoo-

thing parameter (called the bandwidth).

The basic idea is that for each observation yi,
all the observations in the interval

yi � 0:5h, yi þ 0:5hð Þ are considered and

weighted according to the functionW. The kernel

function does not appear critical while the band-

width h, which controls how local and how

smooth the density estimation will be, needs to
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be chosen appropriately. For a discussion on this

issue, see Bowman and Azzalini [22]. However,

all major software implements algorithms for

accurate estimation of this tuning parameter

without (almost) any intervention from the

final user.

“Box-and-whisker plots” (usually referred to

simply as boxplots) are becoming increasingly

popular for delivering summary displays of the

distribution of a dataset (see Fig. 3.8, center

panels for example). In a boxplot, the lower and

upper quartiles of the dataset are depicted by the

top and the bottom of a rectangle (the box). The

median, which measures the location of the dis-

tribution, is depicted as a horizontal segment

within the rectangle. Two segments (the

whiskers) are portrayed from the end of the box

to the Tukey fences. Data values outside the

Tukey fences are plotted as individual points. In

a boxplot, one can read the most important infor-

mation on the structure of the data distribution.

Location is measured by the position of the

median; the spread of the bulk of the data is

measured by the length of the box (which

includes the central 50 % of the observations);

the length of the whiskers gives information on

how stretched the tails of the distribution are; the

individual outside values evidence observations

that appear unusually large or small. If the distri-

bution of the data distribution is symmetric, then

the boxplot is symmetric about the median (i.e.,

the median cuts the box in half), the whisker

segments are about the same length, and the out-

side values at top and bottom (if any) are about

equal in number and symmetrically placed.

Boxplots are very effective for comparing the

distribution of two or more samples. By producing

the plots on the same scale, we are able to make

direct comparison of the location (medians),

interquartile range (spread), and shape. The

width of the rectangle usually has no meaning;

however, in some cases, it can be used to illustrate

the size of each dataset by making the width of the

box proportional to the size of the group; a popu-

lar convention is to make the box width propor-

tional to the square root of the size of the group.

“Notched boxplots” apply narrowing of the

box around the median (see Fig. 3.8, bottom

panels for example). The notches extend to �
1:57 Q3 � Q1ð Þ

. ffiffiffi
n

p
(where n denotes the sample

size) and offer a rough guide to the significance

of the medians: if the notches of two boxes do not

overlap, there is evidence of a statistically signif-

icant difference between the medians (McGill

et al. [23]). The comparison of medians using

notched boxplots can be regarded as the graphi-

cal analogue (quick and dirty) of a two-sample t-
test and one-way analysis of variance.

Tukey [24] also proposed “stem-and-leaf”

diagrams (see Fig. 3.7 center panels for exam-

ple). A stem-and-leaf diagram is constructed as

two columns separated by a vertical line: the left

column contains the “stems” (the leading digits

in the range of the data) and the right column

contains the “leaves” (trailing digits written in

the appropriate row to the right of the line). The

plot can be seen as a hybrid between a table and a

graph since it shows numerical values as

numerals, but its profile is very much like a

histogram. This device, which can even be

constructed by hand easily, is particularly useful

when it is important to convey both numerical

values of the observations and graphical infor-

mation about the distribution. However, stem-

and-leaf plots are better suited for moderately

sized samples, whereas other devices (boxplots,

density trace plots, or even histograms) may

become more appropriate for bigger samples.

Empirical “quantile–quantile plots” (QQ-

plots) offer a very effective tool for comparison

of the distribution of two samples (see Fig. 3.9

for example). As long as the two datasets have

the same number of observations, an empirical

QQ plot is simply a plot of one sorted dataset

against another. If the two distributions are iden-

tical, all the points will lie exactly on the straight

line passing through the origin with a unit slope.

QQ plots offer much more detailed information

than a simple comparison of means or medians,

since the whole distribution is considered. Nev-

ertheless, this comes at a cost, since we need

much more observations than for comparisons

based on simple statistical indexes (see

Chambers et al. [21]).
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Data Modeling

The Normal Probability Model
One of the most useful and frequently encoun-

tered models for continuous outcomes is the

“normal” (Gaussian) distribution. It plays an

important role in statistical analysis, since it can

be shown that many real phenomena are very

well approximated by a normal distribution (see

Fig. 3.1, left panel). The formula for the normal

probability distribution is given by

f xð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p e�
1

2σ2
x�μð Þ2

where μ and σ2 denotes, respectively, the mean

and the variance of the variable X, with

π ffi 3:1416 and e ffi 2:7183. The normal

distribution is unimodal and symmetric about

its mean, with spread measured by the value of

its variance (or its standard deviation). In Fig. 3.1

(right panel), several graphs for normal distribu-

tion with different values for μ and σ2 are

depicted. It is clear that curves with greater vari-

ance (or standard deviation) denote greater dis-

persion around the mean, whereas increasing the

mean moves the curve along the x axis.
Probabilities are obtained as areas over

intervals under the curve of the normal probabil-

ity distribution (see Fig. 3.2, left panel) and are

easily computed by referring to some statistical

software or to the tabulated probabilities of the

standard normal distribution. The latter is

obtained from a normal distribution using the

transformation z ¼ x� μð Þ
.
σ. So, the standard

Fig. 3.1 Histogram of a dataset with its normal approximation (left panel); several normal distributions with different

means and variances (right panel)

Fig. 3.2 Probability of being inside the interval [12, 14] on a Gaussian distribution with mean equal to 10 and variance

equal to 2 (left panel); percentile of order 10 % (the value that leaves 10 % of the area at its right) (right panel)
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normal distribution has μ ¼ 0 and σ2 ¼ 1. Fig-

ure 3.2 (right panel) also depicts the percentile of

order α ¼ 0:10 as the value that leaves 10 % of

the area under the curve at its right. Conse-

quently, all the area under the curve being equal

to one, it leaves 90 % of the area at its left.

Assessing Normality
Many statistical procedures rely on the assump-

tion that the observed data are sampled from a

Gaussian population. Consequently, there exists

a vast literature, including both graphical tools

and inferential procedures, for testing whether

the normality assumption is reasonable for the

data at hand.

An effective graphical tool to assess normality

and departure from normality is the “normal

probability plot,” which compares the quantiles

of the observed dataset with those of the Gauss-

ian distribution. A quantile of order α (with0 � α
� 1) of a dataset is a number on the scale of the

data that divides it into two groups, so that a

fraction α of the observations fall below and a

fraction 1� α fall above. For example, a quantile

of order 0.80 means that 80 % of the

observations fall below the quantile and 20 %

fall above the quantile. More formally, given a

set of values y1, y2, � � �, yn, sort the values in

ascending order y 1ð Þ, y 2ð Þ, � � �, y nð Þ. The values

y 1ð Þ, y 2ð Þ, � � �, y nð Þ are called the order statistics

of the original sample. Take the order statistics to

be the quantiles which correspond to the

fractions: pi ¼ i� 1ð Þ
.

n� 1ð Þ, for

i ¼ 1, � � �, n. In general, to define the quantile

that corresponds to the fraction α, linear interpo-
lation between the two nearest pi can be used. If α
lies a fraction f of the way from pi to pi�1, define

the α quantile to be

Q αð Þ ¼ 1� fð ÞQ pið Þ þ fQ pi�1ð Þ
The function Q defined in this way is known as

the quantile function. Clearly, the median is

obtained as Q(0.50), the lower quartile as Q
(0.25), and the upper quartile as Q(0.75).

A normal probability plot is constructed by

plotting the quantiles of the empirical distribu-

tion against the corresponding percentile of the

Gaussian distribution (see Fig. 3.10 for example).

If the two distributions match, the points on the

plot will form a linear pattern passing through the

origin with a unit slope. Departures from normal-

ity (heavy tails, asymmetry, outliers, mixed

distributions, etc.) are reflected as deviation of

the points from the linear pattern.

Obviously, a graphical tool can give only

some hints about departures from normality. To

determine whether or not a dataset is modeled

effectively by a normal distribution, normality

tests should be used. This type of test verifies

the null hypothesis that a sample of observations

comes from a normal distribution. Maybe the

simplest and most commonly used omnibus test

for gaussianity is the Jarque–Bera (JB) test. It is

defined as

JB ¼ n
sk

6
þ kurt� 3ð Þ2

24

( )

where sk is an estimate of the asymmetry of the

distribution of the data (in a Gaussian distribu-

tion, which is symmetric, this value is expected

to be close to zero) and kurt is an estimate of the

kurtosis of the data (in a Gaussian distribution, it

is expected to be close to 3). Thus, the test statis-

tics use skewness and kurtosis to quantify how

far from normality the distribution of the data at

hand is, in terms of asymmetry and shape.

Increasing values of the test statistics denote

more severe departure from the normality

assumption. If the null hypothesis is true, the JB

test statistic is distributed, approximately, as a

chi-squared distribution with 2 degrees of free-

dom. Therefore, the corresponding p-value can

be computed as the probability of obtaining a test

statistic at least as extreme as the one that was

actually observed, assuming that the null hypoth-

esis is true (i.e., assuming that data have been

generated by a Gaussian distribution). The null

hypothesis is rejected when p-values are “small,”

usually when they are less than the significance

level α (usually chosen as equal to 0.05 or 0.01).

When the null hypothesis is rejected, the result is

said to be statistically significant at the level α. In
Fig. 3.3, two examples of p-values computed on

a chi-squared distribution with 2 degrees of free-

dom are depicted. In the right panel, the p-value
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is equal to 0.03, so the null can be rejected at the

level of 0.05 (the test is statistically significant at

the level 0.05). Note that the null cannot be

rejected at the level 0.01 (the test is not statisti-

cally significant at the level 0.01). In the left

panel, the p-value is equal to 0.37, so the null

cannot be rejected.

As a further remark, please note that in no way

does the p-value measure the probability of the

null hypothesis being true. On the contrary, p-

values are computed assuming as a condition that

the null hypothesis is true.

The JB test is a versatile and powerful (com-

pared with some others) normality test and is

often recommended in the literature (Yazici and

Yolacan [25]). Other popular choices are the

Shapiro–Wilk normality test, the D’Agostino

test, the Anderson–Darling test, the Cramér–

von-Mises criterion, the Lilliefors test for nor-

mality (an adaptation of the Kolmogorov–

Smirnov test), and the Shapiro–Francia test for

normality, to mention only a few. The

Kolmogorov–Smirnov test used to be very popu-

lar, but the most recent alternatives appear to be

more powerful (i.e., they are more capable of

rejecting the normality hypothesis when data

come from a distribution that is not Gaussian).

For a deeper insight into the huge literature on

this topic, see also Thode [26] and the references

therein.

As a final remark, please also note that using

normality tests could appear to be an easy way to

decide whether a parametric or a non-parametric

statistical test should be used. However, this is

not the case, because the size of the samples used

in such tests plays an important role. For very

small samples, normality tests are not very useful

since they have little power to discriminate

between Gaussian and non-Gaussian

populations. Small samples simply do not con-

tain enough information for inferences about the

shape of the distribution of the entire population.

On the other hand, for very large sample sizes,

the tests will reject the null even for very mild

departures from normality. An interesting com-

parison and some useful recommendations can

be found in Yazici and Yolacan [25].

If the null hypothesis that the sample of

observations at hand comes from a normal distri-

bution is not rejected, all statistical tools that

require the normality assumption can be safely

used. Conversely, if the null is rejected, these

tools might lead to biased results and inaccurate

conclusions. A possible strategy to deal with this

issue is to use some mathematical modification

of the original data to achieve a distribution that

is as close as possible to a Gaussian shape. For

positive data values, in some cases, just taking

some simple transformation of the variable (such

as the logarithm or the square root) might deliver

a distribution that is much closer to the normal. A

Fig. 3.3 Examples of p-values computed on the

Chi-squared distribution with 2 degrees of freedom. Left
panel p-value ¼ 0.37 (the null cannot be rejected); right

panel p-value ¼ 0.03, the null can be rejected at the 0.05

level, but it cannot be rejected at the 0.01 level
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more general transformation (which includes the

logarithmic and the square root as particular

cases) is the Box–Cox transformation, which

accommodates a whole range of power trans-

formations, available to improve the efficacy of

normalizing for both positively and negatively

skewed variables (Osborne [27]).

Nevertheless, please note that while data

transformations are important options for

practitioners, they do fundamentally change the

nature of the variable, making the interpretation

of the results much more difficult. An alternative

approach is to use statistical tools that do not rely

on the normality assumption (indeed, they do not

require any parametric assumption) and conse-

quently have a much wider field of application.

These methods, known as nonparametric

methods, are briefly discussed for some appli-

cations in the following sections. A very nice

review of nonparametrics can be found in

Lehmann [28].

Inference from a Single Dataset

One of the most important issues in making

inferences from a single dataset is estimation of

the location of a given variable measured on a

well-defined population. Suppose we are inter-

ested in estimating the population mean (α) of
some numerical variable of interest Y. This can

be achieved by using the random sample drawn

from the population of interest and by using the

information contained in the sample to learn

about the population. Let y1, y2, � � �, yn be an

observed sample of size n from the variable Y.
A “point estimate” of the true (unknown) mean μ
is simply given by the sample mean y, in other

words the mean of the observations contained in

the sample. Clearly, due to sampling variability,

the sample mean is unlikely to be exactly equal

to the population mean μ: different samples

lead to different point estimates. Therefore, to

avoid misleading inferences, an accurate esti-

mate of the uncertainty associated with the esti-

mation process based on the observed sample is

crucial.

The accuracy of the inference process can be

evaluated by looking at the “sampling

distribution” of the sample mean. To understand

this important concept, imagine collecting all

possible samples of size n from the population

under study and calculating the sample mean for

each of them. The sampling distribution is just

the distribution of these mean values. It can be

shown that (1) the mean of the sampling distri-

bution of the sample mean (that is the mean of all

point estimates based on the sample mean) is

equal to the (unknown) population mean;

(2) the standard deviation of the sampling distri-

bution (called the “standard error” of the sample

mean) is equal to σ
. ffiffiffi

n
p

, where σ denotes the

population standard deviation. The standard error

measures the accuracy of the sample mean in

estimating the population mean. The accuracy

depends on the variability of the variable Y and

on the sample size n: (1) the larger the variability
of the population, the lower the estimating accu-

racy; (2) the larger the sample size, the greater

the estimating accuracy. While we seldom know

σ we can estimate it by using the sample standard

deviation s and get an estimated standard error as

s
. ffiffiffi

n
p

. Note that the standard deviation and the

standard error should never be confused. The

standard deviation (σ) measures the amount of

variability in the population (it is not related to

the observed sample), whereas the standard error

(σ
. ffiffiffi

n
p

) measures the accuracy of the sample

mean as an estimate of the population parameter

μ.
As already discussed in the previous section,

using the mean as a measure of location appears

to be questionable if the sample includes outlying

observations. In this case, some practitioners use

what at first sight appears to be a natural strategy:

(1) check for extreme values; (2) remove them;

(3) compute the sample mean with the remaining

data. We advocate against this procedure of

discarding outliers and continuing to use the

sample mean. Indeed, it can be shown that

when outliers are removed, the remaining values

are no longer independent; consequently, special

techniques are required when estimating the stan-

dard error of this peculiar sample mean.

To avoid this practice, when outliers might be

present, it is advisable to use the sample median,
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which provides an important and useful alterna-

tive for robust estimation of the location of the

population distribution. Indeed, when a distribu-

tion is approximately symmetric and no outliers

are present in the data, the mean and median

estimate—approximately—the same quantity.

The sample median can be estimated as follows:

(1) sort the observed data in ascending order, to

obtain the order statistics y 1ð Þ, y 2ð Þ, � � �, y nð Þ; (2) if
the sample size n is odd, estimate the median as

Me ¼ y nþ1ð Þ=2ð Þ; if n is even, estimate the median

as Me ¼ y n=2ð Þ þ y n=2þ1ð Þ
� �.

2. The standard

error of the sample median can be estimated as

y Unð Þ � y Lnþ1ð Þ
� �.

2, where Un ¼ n� Ln and Ln

¼ n
.
2�

ffiffiffiffiffiffiffiffiffi
n
.
4

r
with the operator x denoting the

smallest integer �x (e.g., 5:3 ¼ 6) (Olive [29]).

Information about uncertainty measured by

the standard error and point estimation can be

summarized by a confidence interval for the

parameter of interest, the population mean or

the population median. A confidence interval

for the mean (median) is an interval (i.e., a

range of values) that is claimed to include the

true population mean (median) with a specified

(high) confidence level.

To discuss confidence intervals, it is necessary

to introduce a new probability model derived

from the Gaussian distribution: the Student’s t-

distribution. Like the Gaussian, this distribution

is symmetric about its mean (which is equal to

zero) and is bell shaped. With respect to the

Gaussian, the Student’s t-distribution has heavier
tails, meaning it is more prone to generate values

that fall far from its mean. Consequently, for a

given percentile, there is a greater tail probability

in the Student’s t-distribution with respect to the

Gaussian (see Fig. 3.4, right panel). This makes

the t distribution an appropriate model for the

statistical behavior of certain types of ratios of

random quantities. The exact shape of the

t distribution depends on the degrees of freedom:

the fewer the degrees of freedom, the heavier the

tails of the distribution (see Fig. 3.4, left panel).

However, the Student’s t-distribution converges

to the Gaussian distribution when the degrees of

freedom increase. For values >30, the two

distributions are very similar to each other; for

very large values, they are almost

indistinguishable.

Confidence Intervals for the Population
Mean
Let us assume that the observed data are sampled

from a Gaussian distribution. Let t n�1, α
2ð Þ denote

the percentile of order α/2 of a Student’s t-distri-

bution with n–1 degrees of freedom and let linf

¼ y� t n�1, α
2ð Þ sffiffi

n
p and lsup ¼ yþ t n�1, α

2ð Þ sffiffi
n

p . It can

be shown that the population mean μ is contained
in the interval [linf, lsup] with a confidence level

equal to 1� α. In other words, if we were to draw

Fig. 3.4 Density function of Student’s t-distributions
with different degrees of freedom (left panel); area

under the standard normal curve (solid line) and under a

Student’s t-distribution with 4 degrees of freedom

(dashed line) for values of x greater than 2; the two

areas are respectively equal to 0.0228 and 0.0581 (right
panel)
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all the independent random samples of size

n from the population under study, and calculate

the corresponding confidence intervals for each

sample, we can expect that 100 1� αð Þ% of these

confidence intervals would contain the true pop-

ulation mean, while α % of them would not. For

instance, if we fix the confidence level 1� αð Þ
equal to 0.95, this means we expect the

corresponding interval will not include the true

population values 5 % of the time. The confi-

dence level can also be fixed equal to 0.90 or

0.99 to reduce or increase, respectively, the con-

fidence of covering the true parameter value.

Clearly, the shorter the length of the confi-

dence interval, the more accurate the estimation

of the population mean. The confidence interval

length is a function of (1) the confidence level

(the higher the confidence level, the longer the

confidence interval); (2) the population

variability (the higher the population variability,

the higher the standard error estimate and the

longer the confidence interval); (3) the sample

size (the higher the sample size, the lower the

standard error and the shorter the confidence

interval). Please note that the sample size in the

standard error formula is under the square root

sign, which means that if one wishes to halve the

confidence interval length, it is not sufficient to

double the sample size (keeping fixed all other

values).

If the sample size is large enough, the

Student’s t-distribution can be safely appro-

ximated by the standard normal distribution (the

greater the sample size, the better the approxima-

tion). In this case, the confidence limits of a 100

1� αð Þ% of an approximate confidence interval

for the mean can be computed as linf ¼ y� zα
2

sffiffi
n

p

and lsup ¼ yþ zα
2

sffiffi
n

p , where zα
2
denotes the percen-

tile of order α/2 of the standard normal

distribution.

If the data are sampled from a non-Gaussian

distribution, an approximate confidence interval

for the population mean can still be computed as

before. Again, accuracy increases with sample

size. However, there is no general rule to estab-

lish what a “large” sample is. Some recent stud-

ies show there are general conditions that lead to

sample sizes much larger than previously thought

for acceptable results (see Wilcox [5] for a dis-

cussion on this point).

Confidence Intervals for the Population
Median
A similar approach can be used to construct

a confidence interval for the population median.

A 100 1� αð Þ% confidence interval for the

median is given by [linf, lsup], where

linf ¼ Me� t g;α
2ð Þ y Unð Þ � y Lnþ1ð Þ
� �

=2 and

lsup ¼ Meþ t g;α
2ð Þ y Unð Þ � y Lnþ1ð Þ
� �

=2 with

g ¼ Un � Ln � 1 (see Olive [29]).

Again, for “large” samples, the confidence

intervals for the median can be calibrated using

the standard normal percentiles instead of those

of the Student’s t-distribution (i.e., it is possible

to use zα
2
instead of t g;α

2ð Þ).
It is important to stress that using the mean

and the median is not a case of “one or the other”

as computation of confidence intervals for both

cases can deliver invaluable numerical informa-

tion to identify situations where observed data

deserve deeper insights. Understanding why the

classical confidence interval for the mean is sub-

stantially different from that for the median can

be very informative. Under the usual assum-

ptions of approximate normality (which also

implies distributional symmetry), the mean and

the median should be very close to each other. If

this is not the case, these assumptions might have

been violated because of outliers, marked distri-

butional asymmetry, or other less common

departures from normality.

So far, we have shown that confidence

intervals can be easily constructed using the sam-

pling distribution of the estimate of the parameter

of interest: the population mean or the population

median. This sampling distribution is either

known (e.g., a Student’s t-distribution) or can

be approximated by the normal distribution if

the sample is large enough. In this latter case,

the standard normal distribution is used to com-

pute the percentiles for a given level of confi-

dence, which in turn are necessary to compute
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the limits of the confidence intervals. In general,

this approach can deliver acceptable results but,

in many practical situations and for small and

moderate sample sizes, approximating the sam-

pling distribution of interest by using the normal

distribution can be highly unsatisfactory (see

Wilcox [5] for a discussion on this point). This

appears to be evident from Fig. 3.5. For data

sampled from a Gaussian distribution, the

Student’s t-distribution is the exact sampling dis-

tribution of the studentized sample mean (left

panel), and confidence intervals constructed

using this distribution are very accurate. How-

ever, for data sampled from an asymmetric dis-

tribution, the Student’s t is not a good

approximation of the true sampling distribution,

which is markedly asymmetric with large

differences in the tails (right panel). This implies

that the percentiles computed using the Student’s

t-distribution are wrong and confidence intervals

based on them will no longer be accurate.

One of the many alternative strategies avail-

able to overcome these problems is to use boot-

strap confidence intervals.

Confidence Intervals Based
on the Bootstrap
Bootstrapping is a general statistical technique,

the implementation of which is based on a very

simple yet powerful principle: many repeated

samples are drawn from the original sample,

and inference is made from those samples

(Efron [30]). The name derives from the expres-

sion “pulling oneself up by one’s bootstraps,”

and it is intended to stress that no additional

data or strong parametric assumptions on the

underlying population are needed to make infer-

ence. The bootstrap is a computer-intensive tech-

nique that (1) allows the researcher to construct

inference procedures without assuming normal-

ity or symmetry (which are difficult to verify in

small samples) and (2) can deliver more accurate

results than the standard normal approximation,

under quite general conditions.

The bootstrap algorithm to estimate the sam-

pling distribution of the sample mean runs as

follows:

1. From the original dataset y1, y2, � � �, yn draw

with replacement a sample of size n to obtain

a bootstrap dataset, y*1, y
*
2, � � �, y*n.

2. Calculate the bootstrap version of the sample

mean, that is, compute y* ¼ 1
.
n

� �Xn
i¼1

y*i .

3. Repeat steps (1) and (2) several times, say

B times, obtaining B bootstrap estimates of

the mean y*1, y
*
2, � � �, y*B.

4. Use the empirical distribution of these

B bootstrap estimates (i.e., the collection of

values obtained from the bootstrap process) as

an approximation of the sampling distribution

of the statistics of interest. This bootstrap dis-

tribution can be used to estimate either

Fig. 3.5 True sampling distribution of the studentized

sample mean (sample size n ¼ 20) estimated via Monte

Carlo simulation (solid line) vs. Student’s t-distribution

with n � 1 ¼ 19 degrees of freedom (dashed line) for

data sampled from a Gaussian distribution (left panel) and
from an asymmetric distribution (right panel)
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standard errors or percentiles to be used for

the construction of confidence intervals. To

compute the bootstrap percentiles, sort the

bootstrap estimates into ascending order and

estimate percentiles by selecting appropriate

order statistics.

The bootstrap approach can deliver accurate

inference, even for small sample sizes and for

both symmetric and asymmetric distributions.

Figure 3.6 depicts the true sampling distribution

of the sample mean for a small sample (n ¼ 20)

along with its bootstrap approximation. In both

symmetric (left panel) and asymmetric (right

panel) cases, the bootstrap is able to deliver an

approximation that is very close to the true

unknown sampling distribution.

The bootstrap scheme discussed above can be

easily adapted to estimate the sampling distribu-

tion of the sample median: along the same algo-

rithm, simply use the sample median in place of

the sample mean to obtain the bootstrap

replicates of the sample median.

By using the bootstrap, we seek to mimic, in

an appropriate manner, the way the sample is

collected from the population in the process of

bootstrap sampling from the observed data. Note

that when resampling with replacement, a data

point is randomly selected from the original

dataset and copied into the resampled dataset

being created. Although that data point has

been already “used,” it is not deleted from the

original dataset. Another data point is then ran-

domly selected, and the process is repeated until

a resampled dataset of size n is created. As a

result, the same observation might be included

in the resampled dataset one, two, or more times,

or not at all.

A key issue when using the bootstrap is fixing

the number of bootstrap replicates (B). Basically,

this is strictly connected to the nature of the

statistical problem one wishes to solve. For

90 % or 95 % confidence intervals, a figure

between 1000 and 2000 is usually adequate (see

Efron and Tibshirani [31], among others). How-

ever, for simple statistics, such as the mean or the

median, larger values can be freely fixed,

because of the increasing computing power

available nowadays, even in standard personal

computers. Additionally, B should also be fixed

such that 1� αð Þ Bþ 1ð Þ is a whole number. This

implies that for the common choices of the con-

fidence level 1� αð Þ, most practitioners choose

B ¼ 999 or B ¼ 1999. This allows simpler pro-

cess for selection of order statistics and less

biased percentile estimation (Hall [32]).

The bootstrap can be used for many statistical

purposes, yet one of the most common is to

compute confidence intervals. The simplest boot-

strap confidence interval is the “bootstrap per-

centile confidence interval”: for a confidence

level equal to 1� αð Þ, it is simply defined as

the range within which 100 1� αð Þ% of

bootstrapped statistics fall. For example, to

Fig. 3.6 True distribution of the sample mean (sample

size n ¼ 20) estimated via Monte Carlo simulation (solid
line) vs. bootstrap approximation (dashed line) for

samples drawn from a Gaussian distribution (left panel)
and from an asymmetric distribution (right panel). The
true distributions have zero mean
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construct a 95 % confidence interval for the pop-

ulation mean, we simply take the middle 95 % of

the bootstrap sample means, using as confidence

limits the 0.025 and 0.975 percentiles of the

bootstrap distribution.

However, even if this method is easy to apply,

more accurate confidence intervals for the popu-

lation mean can be obtained using the “bootstrap-

t method.” It runs as follows:

1. From the original dataset y1, y2, � � �, yn, draw
with replacement a sample of size n to obtain

a bootstrap dataset, y*1, y
*
2, � � �, y*n.

2. Use the bootstrap samples to compute the

quantities t* ¼ ffiffiffi
n

p
y* � y
� �.

s*, where s* is

the sample variance computed on the boot-

strap replicate.

3. Repeat steps (1) and (2) several times, say

B times, obtaining B bootstrap estimates of

the statistic t*1, t
*
2, � � �, t*B.

4. Sort the bootstrap values t*1, t
*
2, � � �, t*B in

ascending order, yielding t*1ð Þ, t
*
2ð Þ, � � �, t*Bð Þ.

5. Fix the confidence level, say 1� αð Þ ¼ 0:95.

Fix B ¼ 999 (or B ¼ 1999) and compute L

¼ 0:025 Bþ 1ð Þ andU ¼ 0:975 Bþ 1ð Þ. Com-

pute the percentiles of order 0.025 and 0.975

as, respectively, t(L )
* and t(U )

*.

6. Compute the bootstrap-t confidence interval

for μ, as [linf, lsup], where linf ¼ y� t*Uð Þs
.
�ffiffiffi

n
p

and lsup ¼ y� t*Lð Þs
. ffiffiffi

n
p

.

In principle, this approach for bootstrap inter-

val construction could be easily extended to the

case of the median. However, care must be used,

since not all variations of bootstrap schemes per-

form well for a given estimation problem. For the

median case, the basic bootstrap interval can

deliver more accurate results (Carpenter and

Bithell [33]). It runs as follows:

1. From the original dataset y1, y2, � � �, yn, draw
with replacement a sample of size n to obtain

a bootstrap dataset, y*1, y
*
2, � � �, y*n.

2. Use the bootstrap samples to compute the

quantities w* ¼ Me* �Me, where Me is the

sample median computed on the original sam-

ple and Me* is the sample median computed

on the bootstrap sample.

3. Repeat steps (1) and (2) several times, say

B times, yielding w*
1,w

*
2, � � �, w*

B.

4. Sort the bootstrap values w*
1,w

*
2, � � �, w*

B in

ascending order, obtaining

w*
1ð Þ,w

*
2ð Þ, � � �, w*

Bð Þ.
5. Fix the confidence level, say 1� αð Þ ¼ 0:95.

Fix B ¼ 999 (or B ¼ 1999) and compute L
¼ 0:025 Bþ 1ð Þ andU ¼ 0:975 Bþ 1ð Þ. Com-

pute the percentiles of order 0.025 and 0.975

as, respectively, w*
Lð Þ and w*

Uð Þ.
6. Compute the basic bootstrap interval for Me,

as [linf, lsup], where linf ¼ Me� w*
Uð Þ and

lsup ¼ Me� w*
Lð Þ.

Under appropriate conditions, better confi-

dence intervals can be obtained by computing

and correcting for estimation bias and skewness

in the bootstrap distribution. This leads to

methods that are accurate in a wide variety of

setting, for example, the bias-corrected

(BC) method and the bias-corrected and

accelerated (BCa) method (the latter being the

preferred option). Details on these approaches

can be found in Efron and Tibshirani [31] or in

Davidson and Hinkley [34]. However, all boot-

strap methods for confidence interval construc-

tion have, as usual, both advantages and

disadvantages and, under particular assumptions,

they can even deliver the same result. Some

details and a deeper discussion on this point can

be found in Carpenter and Bithell [33].

In Table 3.1, we reported, as an example,

95 % confidence intervals for the population

mean of a sample of 20 observations drawn

both from a Gaussian distribution and from an

asymmetric distribution. In both cases, the true

population mean is equal to 1. Confidence

intervals have been constructed using both

asymptotic approximation and alternative boot-

strap methods. For the Gaussian distribution

case, the exact confidence interval is available

and has also been reported. All methods deliver

very similar results for the symmetric case, with
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the bootstrap-t method giving a confidence inter-

val very close to the exact one. The confidence

interval length (measured as lsup � linf ) is basi-

cally comparable, and the shape (measured as

lsup � x
� �.

x� linfð Þ) is equal to 1 for the exact

and the normal approximation cases (denoting a

perfect symmetric interval about the sample

mean). Shapes are also very close to 1 for the

bootstrap intervals.

On the other hand, for the asymmetric case,

results appear to be more variable, in terms of

both length and shape. In particular, for all boot-

strap intervals the shape is not equal to one,

denoting asymmetric confidence intervals about

the mean (correctly reflecting the asymmetric

nature of the population distribution). This char-

acteristic is clearly missed by the confidence

interval obtained using the normal approxima-

tion, which is instead symmetric.

Closing this section, a final remark applies. In

many statistical applications, the problem is not

stated as an estimation problem but instead as a

testing problem: the researcher is interested in

verifying whether the data provide any evidence

that the population mean is equal to a given

known value. In other words, the researcher

wishes to test the null hypothesis H0 : μ ¼ μ0,
where μ0 is a known value. However, this can be

easily achieved by exploiting an interesting rela-

tionship between confidence intervals and

hypothesis testing. Given a 1� αð Þ% confidence

interval, if it includes the unknown value μ0, the
null cannot be rejected; otherwise the null can be

rejected at the level α. The size of the test α is

also the probability of incorrectly rejecting the

null hypothesis. A similar construction can be

derived for testing the median of the population.

Comparing Two Datasets

In biomedical applications, it is usually of great

interest to compare the outcomes of two groups,

one including individuals exposed to a risk factor

(treatment group) and the other including unex-

posed individuals (control group). In this frame-

work, two problems are usually addressed:

(1) What does the difference between the sample

means in the two groups tell us about the differ-

ence between the two population means? (2) Do

the data provide any evidence that the treatment

really affects the outcome variable? Or, on the

other hand, has the observed difference in the

sample means arisen by chance (solely as a con-

sequence of sampling variability)?

The first problem can be addressed by calcu-

lating a confidence interval for the difference of

the two population means, following an approach

similar to that described in the previous section,

to analyze a single dataset.

The second problem can be addressed by

hypothesis testing, in other words by looking

for empirical evidence against the null hypothe-

sis that there is no difference between the two

groups. Evidence is gathered by collecting rele-

vant data and assessing their consistency with the

null hypothesis as measured by a p-value, which

Table 3.1 95 % confidence intervals for the population mean of a Gaussian and asymmetric distribution by using

asymptotic approximation and alternative bootstrap methods

Method Symmetric Asymmetric

CI Length Shape CI Length Shape

Exact (0.395, 1.502) 1.107 1.000 – – –

Normal (0.428, 1.467) 1.039 1.000 (0.691, 1.481) 0.790 1.000

Basic (0.430, 1.468) 1.038 1.001 (0.671, 1.453) 0.782 0.891

t-Bootstrap (0.391, 1.528) 1.137 1.039 (0.720, 1.683) 0.963 1.164

Percentile (0.430, 1.467) 1.037 0.999 (0.716, 1.499) 0.783 1.124

BCa (0.437, 1.476) 1.039 1.031 (0.75, 1.572) 0.820 1.466

For the Gaussian distribution, the exact confidence interval is also available and reported. In both cases, the true

population mean is equal to 1
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is defined as the probability of recording a differ-

ence between the two groups at least as large as

that of the dataset at hand (if there were no effect

of the treatment in the population).

Specifically, when comparing two

populations, the null hypothesis of no difference

between the two population means can be for-

mally written as H0 : μ1 ¼ μ2, where μ1 denotes
the mean of the first population (control group)

and μ2 the population mean of the second popu-

lation (treatment group). To check this hypothe-

sis, it is very important to discern between the

case in which the data are paired and that in

which the groups are independent.

Paired data arise when two outcomes are

measured on the same individual under different

treatment circumstances. Alternatively, pairs

may also be obtained when considering groups

of different individuals who are matched during

sample selection as they share certain key

characteristics such as sex, age, etc. In this case,

the sample is made of pairs of observations,

each pair made of data values recorded for a

single individual in two different circumstances.

Let d1, d2, � � �, dn be the sample differences

measured on each individual and let t ¼ d
.
SE

d
� �

be the observed value of the statistic used for

testing the null hypothesis, where d is the sample

mean of the observed differences and SE d
� �

is its

standard error. To check if this observed sample

value is consistent with the null hypothesis of no

difference between the two population means,

we can compute the corresponding p-value, that

is, the probability of getting a difference at least

as big as that observed in the sample, if the null is

true. Assuming the null distribution is true, if

data are drawn from a Gaussian population, this

probability can be computed using a Student’s t-
distribution with n–1 degrees of freedom. Small

values for the p-value give evidence against the

null. For example, if the observed value of the

test statistic is t ¼ 3.1, the corresponding p-value

is equal to 0.012. This means that if the null

hypothesis is correct, the probability of observ-

ing a difference at least as extreme as 3.1 is equal

to 1.2 %. In other words, in the case in which the

null were true, if we extracted all the samples of

size n from the target population, we could

expect such a large difference in only 1.2 % of

cases. The lower the p-value, the stronger the

evidence against the null hypothesis. Usually,

p-values <5 % are assumed as giving sufficient

evidence against the null. As in the previous

section, if the sample size is large, the Student’s

t-distribution can be approximated by the stan-

dard Gaussian distribution.

If observations are not paired but are the result

of random sampling from two independent

populations, testing the nullH0 : μ1 ¼ μ2 should
follow different testing schemes. If we can

assume that both populations have a Gaussian

distribution and also that the variances of the

two populations are the same, we can use as test

statistics t ¼ x2 � x1ð Þ
.
SE x2 � x1ð Þ, where x2

and x1 are the sample mean of the treatment

and of the control group. The standard error of

the sample mean difference can be computed as

SE x2 � x1ð Þ ¼ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
.
n2 þ 1

.
n1

r
, where

s2 ¼ n2 � 1ð Þs22 þ n1 � 1ð Þs21
n2 þ n1 � 2

and s2
2 and s1

2 are the sample variances of the of

the treatment and of the control group, and n2 and

n1 are the two sample sizes (which do not need to

be the same). Under the assumption that the null

distribution is true, the p-value can be computed

using a Student t-distribution with n2 þ n1 � 2

degrees of freedom.

If the assumption of normality is reasonable,

but the variability of the two populations cannot

be assumed to be equal, the previous test might

deliver inaccurate results. Even if the t-test is

known to be robust to “mild” departures from

the assumptions, it is difficult to say how differ-

ent the variances can be before we cannot use the

t-test. However, for large samples, even for

unequal variances, it is possible to use the normal

approximation to compute p-values. In this latter

case, the standard error can be more easily

computed as SE x2 � x1ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s22

.
n2 þ s22

.
n1

r
.
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For small samples, for Gaussian distributions

with unequal variances, it is better to use the

Welch test, which allows for unequal variances

(see Armitage and Berry [35], among others).

If the normality assumption is not reasonable,

the t-test might still deliver accurate results for

large samples. Alternatively, it is possible to

compare the two groups using nonparametric

tools as a substitute of the t test. For paired

data, it is possible to use the Wilcoxon matched

pairs signed rank sum test; for independent

groups, it is possible to use the Mann–Whitney

test. Both the tests are based on the ranks of the

observations and thus use more information than

equivalent tests based only on medians. Space

constraints mean we only briefly discuss the

Mann–Whitney test here. A detailed review on

nonparametric tests can be found in Altman [1]

or in Wayne [3], whereas a much more technical

description can be found in Lehmann [28] or in

Hollander and Wolfe [36].

The Mann–Whitney test runs as follows:

(1) rank all the observations from both groups

together in ascending order of magnitude (if any

of these values are equal, average their ranks);

(2) sum all the ranks of the observations in the

smaller group (either group can be taken if they

are of the same size) and denote this sum as “T”;

(3) for small samples, compute p-values using

appropriate tables (see Altman [1]) or some sta-

tistical software; for large samples (ten or more

in each group), approximate the sampling distri-

bution of the test statistic T with a Gaussian

distribution with mean μT ¼ nS nS þ nL þ 1ð Þ
.
2

(S denoting the smaller group and L the larger

one) and varianceσ2T ¼ nL μT

.
6. So, the value of

the normalized test statistics zT ¼ T � μTð Þ
.
σT

can be used to compute the p-value of the test

using the Gaussian distribution

The Mann–Whitney test, while a nonparamet-

ric test, still needs to fulfill appropriate

assumptions to deliver accurate results: (1) the

two samples have been independently and ran-

domly drawn from their respective populations;

(2) the variable of interest is continuous; (3) if the

populations differ at all, they differ only with

respect to their medians. This latter condition is

particularly important for the interpretation of

the results. If it is fulfilled, the test actually

compares the medians of the two populations,

and rejecting the null means rejecting the hypoth-

esis that the two medians are equal. However, in

practical applications, differences in population

medians are often accompanied by differences in

the distributions as a whole (spread and shape

differences, to mention the most important). So,

rejection of the null in the Mann–Whitney test

can also be obtained when medians are compara-

ble, but there are significant differences in the

spread or in the shape of the two distributions.

Thus, the rejection of the null in the Mann–

Whitney test requires a deeper analysis of the

distribution of the two datasets, and delivering

only the p-value of this test can be insufficient

and questionable. Conversely, it is very impor-

tant to look at general distributional differences

with a clear discussion about the features that are

most important for the data analysis at hand (see

Hart [37]). Finally, please note that the Mann–

Whitney test as described is based on the

assumption that there are no tied ranks. If there

are many tied values, some (complicated)

corrections need to be applied (for a technical

discussion, see Lehman [28]). However, most

software packages already account for these

corrections, making them readily available for

practitioners.

If the t-test rejects the null that the mean of the

two populations are equal, it is of interest to

estimate this difference by constructing a proper

confidence interval. If we deal with paired

observations, confidence intervals for the mean

difference in the two populations can easily be

constructed using all the techniques described in

the previous section. Indeed, the test statistic in

this case is obtained by turning the sample of

pairs of observations into a single sample of

differences. Consequently, confidence intervals

can be computed using this single dataset. Know-

ing the standard error and the reference distribu-

tion (a Student’s t- or a Gaussian distribution)

makes it easy to also construct confidence

intervals for the difference between the mean of

two independent populations. Space constraints

prevent discussion of these techniques, but

details can be found in Altman [1] or in Wayne
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[3]. For the nonparametric case, one can use the

bootstrap (see Shao and Tu [38]) or some statis-

tics based on ranks (Bauer [39]).

Software

Many software packages with a range of differ-

ent characteristics and proprieties and covering a

broad spectrum of applications are available for

statistical analysis. This section is not intended to

be comprehensive or a technical comparison of

the software, as this would be largely out of the

scope of this chapter. Furthermore, any compari-

son should be designed with specific fields of

application in mind and should look at specific

statistical tools. Good general statistical software

can often be weak in specific fields where

specialized software can excel. Thus, a complete

list of all statistical tools, including those avail-

able for specific tasks, would require a specific

review process and will not be addressed here.

Nevertheless, when possible, we report refe-

rences for an overview and comparison of some

software, so the reader can judge how close each

piece of software is to his/her needs.

When looking at statistical software, the first

distinction is between “closed” products and sta-

tistical programming languages. In “closed” sta-

tistical software, the user can only perform menu

operations alongside the options programmed by

the software house. This approach simplifies

access to statistical tools (especially if the graphi-

cal user interface [GUI] is well designed) for

non-experts and practitioners; however, it does

not allow the user to program any arbitrarily com-

plex sequence of statistical analysis operations if

needed. To accommodate this, most modern sta-

tistical software is designed to provide both an

environment for statistical and graphical

operations and some kind of scripting language

that allows automation of repetitive tasks.

The second distinction is between general and

specialized software. Some statistical software is

general purpose and covers a wide range of

applications. Clearly, this wide audience target

usually prevents software houses from

implementing all the specific features and details

that can be found in smaller specialized software.

Moreover, even general-purpose software has its

own strengths and weaknesses and so are better

suited for application in specific fields.

The third distinction is between commercial

and open-source/free software. Some of the soft-

ware we mention is designed and sold by large

companies that can provide high-level support,

both on the product itself and on the most effec-

tive solutions for specific problems customers

may have. Obviously, this comes at a cost that

should be carefully evaluated. Use of this type of

software for statistical analysis usually requires

thorough planning that also involves training of

human resources to use the software to its full

potential. On the other hand, free software is by

no means bad software or without support

facilities. Some open-source statistical software

is developed at a professional level and used by

such a large community that technical support

can also be fast and accurate. However, free

statistical software does not necessarily mean

no cost at all; some level of user training is

always necessary. Moreover, most commercial

statistical software grants substantial discounts

for academic or non-profit use.

Therefore, the choice of statistical software

depends on several conditions. First, what budget

is available? Some statistical software is very

expensive, others are cheaper and some are

completely free. Second, what human resources

are available? Some software entails a very steep

learning curve and specific training to gain the

best use, both from a statistical viewpoint and in

terms of the software itself; other packages are

very user friendly and can be used effectively

with a little general training. Finally, what type

of statistical analysis is needed? In some cases,

some kind of general statistical software is suffi-

cient; in other cases, the required statistical tools

are available only in very specific software.

Nevertheless, once these choices are made,

plenty of resources are available to assist with

getting the best out of the chosen software. For

the software reported in this section, it is usually

possible to find manuals, books, websites,

conferences, journals, and web-based comm-

unities of users that can solve almost any prob-

lem the user can encounter when using the

software.
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The most commonly used general-purpose

packages in biomedical research are SAS and

Statistical Package for the Social Sciences

(SPSS).

SAS (Statistical Analysis System) software

(developed by the SAS Institute Inc.) is a com-

prehensive set of integrated tools and solutions

for accessing, managing, and analyzing data.

SAS is widely used in academic, business, and

government organizations, especially when very

large databases are to be processed and analyzed.

The software comprises a number of separately

licensed components to install, which, on one

hand, adds great flexibility, allowing the software

to be tailored to specific customer needs; how-

ever, on the other hand, license costs can quickly

increase. The software covers a wide range of

statistical applications, including biomedical

research as well as forecasting, econometrics,

data mining, text mining, and operations

research. Statistical analysis in SAS is imple-

mented as SAS programs, a sequence of

operations to be performed on data stored as

tables. The functionalities of SAS are accessible

as statements or procedures via an application–

programming interface. A GUI is available, but it

should be seen simply as a front end to facilitate

the generation of SAS programs. SAS provides

power and excellent flexibility. It is ideal for big

companies with a large data warehouse, as it runs

not only on personal computers with Microsoft®

Windows or Linux but also on enterprise-class

environments such as Unix, IBM mainframes,

and OpenVMS Alpha (SAS programs can be

moved almost transparently between these

environments). Consequently, it is not intended

for casual usage; it requires an appropriate bud-

get and personnel with specific training to exploit

its full potential. The learning curve is quite steep

and requires some kind of long-term investment

in the software. SAS programming is a skill that

requires a training period but that also constitutes

a professional skill in itself that is useful in the

statistics job market. Plenty of resources are

available (courses, manuals, books) and a well-

organized SAS community exists with user

groups on local, regional, and international

scales. An overview of SAS software can be

found in Rodriguez [40].

IBM SPSS was first released at the end of the

1960s and is now one of the most widely used

programs for statistical analysis in social science

and related fields. The software (acquired by

IBM in 2009) covers a large number of statistical

techniques, most of which are accessible with a

user-friendly GUI via pull-down menus. The

software is easy to learn and use, making statisti-

cal analysis available to the casual user. On the

other hand, it is convenient for the experienced

user since it includes a full range of data man-

agement and editing tools, in-depth statistical

capabilities, and complete plotting, reporting,

and presentation features. Moreover, specific

algorithms and complex data manipulation and

analyses can be programmed via a proprietary

script language, which is also useful for

simplifying repetitive tasks. Like SAS, the soft-

ware consists of a number of separately licensed

components to install. Again, this adds great

flexibility but can quickly increase costs. SPSS

is available on virtually all computing platforms,

including Microsoft® Windows, Macintosh, and

Linux. Similar to SAS, plenty of resources

(courses, manuals, books) and web communities

are available for support and insights into using

the software.

Both SAS and SPSS are excellent software;

however, they might be beyond the budget of

some users. Other very good alternative software

is available at a lower cost.

Stata is general-purpose statistical software

well known for its wide range of statistical

routines, ease of data management, and

publication-quality graphics. The software

appeals to researchers from a wide range of fields

and is used by many institutions (both academic

and non-academic) around the world, especially

in the fields of economics, sociology, political

science, biomedicine, and epidemiology. Stata

runs on several personal computer operating

systems (including Windows, Macintosh, and

several Unix/Linux distributions) and can be

used by both a command line interface and a

point-and-click menu interface, with one-to-one

correspondence between the two. As with the

previously mentioned software, Stata has its

own interpretive language that allows experi-

enced users to program their own routines to
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implement new algorithms not available in the

standard distribution. Stata is offered as a stan-

dard version that is appropriate for most purposes

(Stata/IC), an expanded version useful with

larger datasets (Stata/SE), and a version specifi-

cally designed to take advantage of multiple

cores/processors that run faster on systems that

have them (Stata/MP). Many resources (manuals,

courses, books) make Stata accessible to new

users. There exists also an active community of

Stata users, Stata conferences, and a journal, The

Stata Journal, that publishes reviewed scientific

papers about statistics, data analysis, and effec-

tive use of the software. Hilbe [41] and in

Gutierrez [42] provide an overview of this

software.

STATISTICA (StatSoft) is another general-

purpose, comprehensive, and well-designed soft-

ware that covers a broad range of statistical

techniques accessible by a very user friendly

GUI that uses ribbon bars much like the last

versions of Microsoft® Office. This makes the

software easy to learn and use, providing an

environment that most user are accustomed to

working within. As with other software, repeti-

tive tasks can be programmed using a scripting

language, STATISTICA Visual Basic, which

includes the general Visual Basic programming

environment and the STATISTICA libraries to

allow access to the statistical functionality of

the software. Moreover, STATISTICA integrates

well with other software, such as the statistical

language R, Microsoft Office, Microsoft OLE

DB, or SAP Business Warehouse. For a review

of a previous version of the software, see

Hilbe [45].

SYSTAT is another general-purpose statisti-

cal package designed for statistical analysis and

graphical presentation of scientific data. The

software provides a wide variety of statistical

tools and a range of graphs that is one of the

richest among available statistical software. Nev-

ertheless, SYSTAT is characterized by a small

footprint (it has smaller RAM and disk space

requirements than other statistical packages).

The GUI is a strength, and it also has available

a scripting language for programming repetitive

tasks. The latest version (13.1) appears to be

available solely for Microsoft Windows, but the

company claims it runs smoothly in Mac OS X

using some virtualization software. For an over-

view of this software, see Wilkinson [47] and

Hilbe [42–44].

MedCalc is software specifically designed to

help biomedical researchers with statistics analy-

sis. It covers and makes readily available almost

all of the statistical tools usually employed in

analyzing medical data. It has a very small foot-

print but runs only on Microsoft Windows. The

software is not as rich and complete as the previ-

ous examples, but this could also be seen as a

strength. It focuses on a subset of techniques

useful in medical research that are easily acces-

sible via a GUI, and it is not overwhelming for

practitioners with a limited background in

statistics.

JMP (SAS Institute Inc.) is another compre-

hensive statistical package that covers a great

number of statistical tools useful to scientists

operating in different fields. What makes this

software unique is its interactive nature that

makes discoveries and learning through data

exploration easy and available to users with a

limited statistical background. JMP’s GUI

makes plots interactive, dynamically linking

data with graphics for interactive exploration,

understanding, and visualization. In other

words, in JMP, it is possible to click on any

point in a graph and see the corresponding data

point highlighted in the data table and in other

graphs. This can make discovering hidden

structures within the data easy and accessible,

even for the casual user. Moreover, in designing

JMP’s GUI, priority was given to a smooth and

natural workflow for data analysis, allowing the

user to focus on the problem at hand and not on

the technicalities of the software. JMP has a

flexible working environment with a user-

friendly menu-based interface, but it also allows

for custom programming and script development

for routine tasks. The software, originally devel-

oped for the Macintosh, is now supported by both

Mac OS X and Microsoft Windows operating

systems (Linux appears unsupported since

2010). Two further JMP products are of great

interest for medical researchers and
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bio-scientists: JMP Clinical (for data discovery,

analysis and reporting for clinical trials) and JMP

Genomics (for genomics and analysis of

microarray data). An overview of this software

can be found in Jones and Sall [46].

R is an open-source implementation of the S

language, a statistical programming language

developed by Bell laboratories during the

1970s. R is both a powerful statistical environ-

ment and a flexible programming language that

can be used to perform statistical analyses, to

manipulate datasets, and to produce high-quality

graphics (R Core Team [49]). The functionality

of R can be extended by R users (by writing code

to implement new procedures), and it has

emerged as the primary statistical research tool

in statistics and bioinformatics. Additional

functionalities to the R language are usually

included and delivered in packages, and

thousands of packages are currently available

that cover both general and very specific statisti-

cal applications. R is also free, which may be an

attractive feature for those researchers who can-

not afford a license for proprietary software or

when the software is used in multicore/multipro-

cessor environments, where commercial soft-

ware usually charges the license fee as a

function of the number of available cores/

processors. R is cross platform (it runs on

Microsoft Windows, Mac OS X, and

GNU/Linux) and is actively supported by

thousands of contributors and millions of users,

with plenty of free documentation and web

resources. Bioconductor is a very active open

source and open development project based on

R. It provides more than 1000 packages with

specific tools for statistical applications to biosci-

ence for the analysis and comprehension of high-

throughput genomic data. As a drawback, to

exploit all the power of R, data need to be

manipulated from the command line, which can

appear quite difficult to use, with a steep learning

curve, especially compared with statistical

environments where data are manipulated via a

GUI. In any case, some integrated development

environments (IDE) are available for R, such as

Rstudio, making the use of R much more acces-

sible to practitioners. Moreover, some GUIs such

as R commander or JCR, albeit not as complete

as those available in commercial software, can be

used for standard R usage. As an example of the

popularity of R language among researchers and

practitioners, and how rich the set of statistical

tools available in R, both STATISTICA and

SPSS—market leaders in commercial statistical

software—allow integration with R, making its

statistical tools and procedures available within

their standard GUI and workflow. Native R

scripts can be run directly within STATISTICA,

and R output can be retrieved as native

STATISTICA spreadsheets and graphs. In the

same spirit, SPSS developed the IBM SPSS Sta-

tistics Developer, which is a program for

wrapping R functions in a format that allows

them to run in SPSS. Splus also offers language

extensions for R package compatibility.

Spreadsheet software, such as Microsoft

Excel, are widespread tools used for quick and

easy data management in almost every statistical

analysis workflow. This software also offers lim-

ited statistical analysis support that covers all

basic standard tools, including tables, graphs,

summaries, and basic inference procedures (t-
tests, analysis of variance [ANOVA], and regres-

sion modeling). However, some authors advocate

against the use of Excel (and other spreadsheet

software) for serious statistical analysis (see

McCullogh and Wilson [48,50]; McCullogh and

Heiser [51]). In any case, it is possible to exploit

the wide penetration of this software in all fields

of applied statistics by enhancing its statistical

capabilities with add-in packages. These tools

have been developed by several software houses

to carry out sophisticated and accurate statistical

analysis within the comfortable and very well

known Excel framework. A comprehensive and

very good add-in is XLSTAT, which includes

both basic and advanced tools for statistical anal-

ysis; however, several other alternatives are

available and can also be considered: StatEL,

Analyse-it, WinSTAT, StatTools, UNISTAT.

Examples

The dataset considered for these examples is the

Echocardiogram dataset from the UCI Machine

Learning Repository (Frank and Asuncion [52]).
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The sample is made of 13 variables observed in

132 patients. All the patients had experienced

heart attacks at some point in the past. Some

have survived; others have not. The “survival”

and “still-alive” variables, when taken together,

indicate whether a patient survived for at least

1 year following the heart attack.

Figure 3.7 depicts histograms (two top
panels), stem-and-leaf plots (central panels),

and density plots (lower panels) for two

Fig. 3.7 Histograms (top panels), stem-and-leaf plots

(central panels) and density plots (lower panels) for the
distribution of variables LVDD (left ventricular

end-diastolic dimension) and WMI (a measure of how

the segments of the left ventricle are moving, divided by

the number of segments seen) from the Echocardiogram

dataset
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continuous variables from the Echocardiogram

dataset, the left ventricular end-diastolic dimen-

sion (LVDD), and a measure of how the

segments of the left ventricle are moving divided

by the number of segments seen (WMI). All

graphical tools show clearly that the two

variables have a very different distribution struc-

ture: LVDD appears to be only slightly asymmet-

ric, whereas WMI shows a strong asymmetry

with a long right tail. The stem-and-leaf plots

and the density plots also suggest that different

distributions might have been incorrectly mixed.

Fig. 3.8 Density plots (top panels), boxplots (center
panels), and notched boxplots for LVDD and WMI for

alive (coded with 1) and not-alive patients (coded with 0)

from the Echocardiogram dataset. In density plots (top
panels), the distributions of the alive patients are reported
as dashed lines
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To investigate this latter issue, we compare

the distributions for the group of alive and

not-alive patients at the end of the study period.

If the plots are the result of some mixing effect,

the distributions of the groups should appear well

separated. Indeed, in Fig. 3.8 (top panels) the

density plots clearly show differences in the

two groups. Both the distributions of LVDD

and of WMI are shifted to the right. Moreover,

the distribution ofWMI for alive patients appears

to have a completely different shape. In the same

figure, we provide parallel boxplots (central

panels) and notched boxplots (bottom panels)
obtained by plotting the boxplots on the same

scale. The comparison of medians using notched

boxplots can be regarded as the graphical ana-

logue of a two-sample t-test and one-way

ANOVA (if more than two groups are consid-

ered), showing a rough difference in the position

of the two distributions for alive and not-alive

patients. Again, this appears evident by looking

at the QQ plots of the distributions of the

variables LVDD and WMI for alive and

not-alive patients (Fig. 3.9). Clearly, the distribu-

tion for the variable LVDD appears similar in

shape but with a different location (points are

aligned along a straight line, which is different

from the straight line passing through the origin

with slope equal to one), whereas the distribution

of the variable WMI is completely different for

the two groups of patients, with strong

differences in location, variability, and shape.

Some selected descriptive statistics for the

variables LVDD and WMI for alive and

not-alive patients are reported in Table 3.2. The

first five lines refer to the five-number summary,

whereas the remaining lines refer to the mean,

the standard deviation, and the MAD. It is worth

noting that the difference in variability for the

variable WMI in the two groups when measured

Fig. 3.9 QQplots for LVDD (left ventricular

end-diastolic dimension; left panel) and WMI

(a measure of how the segments of the left ventricle are

moving, divided by the number of segments seen; right
panel) for alive and not-alive patients from the Echocar-

diogram dataset

Table 3.2 Selected descriptive statistics for LVDD andWMI for alive and not-alive patients from the Echocardiogram

dataset

Statistics LVDD (not alive) LVDD (alive) WMI (not alive) WMI (alive)

Min 2.320 3.520 1.000 1.000

Lower quartile 4.160 4.628 1.000 1.190

Median 4.490 5.105 1.125 1.450

Upper quartile 5.160 5.515 1.382 2.078

Max 6.780 6.730 2.390 3.000

Mean 4.624 5.091 1.258 1.630

MAD 0.726 0.741 0.185 0.638

SD 0.810 0.719 0.335 0.555
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by the standard deviation appears much lower

than the difference measured by the MAD. This

is due to the outlying values, which inflate the

measure of spread for the not-alive patients.

When no outliers are present, as in the case of

LVDD for alive patients, the variability

measured by the standard deviation is very

close to that measured by the MAD. Please also

note that, as this distribution is almost symmet-

ric, the mean and the median are also very close

to each other.

The previous discussion strongly supports a

general strategy for data analysis that some

authors define as “compute and compare”: com-

pute more than one statistical tool for each statis-

tical analysis problem and compare the results.

This strategy can give invaluable insights into the

true structure of the data, since it allows looking

at the data from different viewpoints. For

instance, both the mean and the median are able

to measure the location of a distribution, but they

react differently to different characteristics of the

dataset. We know they are very close to each

other if the distribution is (approximately) sym-

metric and there are no outliers. So, sensible

differences between the two indexes suggest a

deeper analysis of the data for possible asymme-

try and/or outlying observations. In general,

when both robust and non-robust statistical

tools are available, a close look at the results

gives invaluable hints on the presence of extreme

observations. Clearly, this strategy implies a

good knowledge of the statistical tools being

used with a deep knowledge of the assumptions

(implicit or explicit) which, when fulfilled, allow

them to deliver accurate and trustable results.

This is one reason why blind usage of statistical

software can be ineffective or even dangerous.

The normal probability plots for LVDD and

WMI for alive and not-alive patients are reported

in Fig. 3.10. Clearly, the distribution of the vari-

able WMI is far from normal, whereas—for

Fig. 3.10 Normal probability plots for LVDD (left ven-

tricular end-diastolic dimension) and WMI (a measure of

how the segments of the left ventricle are moving, divided

by the number of segments seen) for alive and not-alive

patients from the Echocardiogram dataset
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variable LVDD—the normality assumption

appears to be very reasonable (the points are

well aligned along the line). This is largely con-

firmed by the results of the normality tests

reported in Table 3.3. All the tests considered

support the normality assumption for the LVDD

variable (all p-values are high and well above the

5 % significance level usually considered). The

normality assumption should be rejected, at any

level of significance, for the variable WMI for

not-alive patients. The results for WMI for the

group of alive patients are less clear. In this latter

case, the Shapiro–Wilks and the Anderson–Dar-

ling tests point toward rejection of the null at the

level of significance of 1 %, whereas the JB and

the D’Agostino test do not reject the null. This

happens because the different tests are

constructed to detect specific issues that can

imply departure from normality. For instance,

the JB test statistic is able to detect departure

from normality as long as they impact the skew-

ness and the kurtosis of the data distribution.

Other aspects that can affect normality of the

variable are not considered at all.

The previous discussion again supports the

use of a “compute and compare” strategy. The

different tests investigate different aspects of the

distribution, can characterize its normality, and

may also deliver different results.

Point estimates for the population mean and

the population median for the four datasets are

reported in Table 3.4. For both LVDD and WMI,

there is an increase in sample means and in

sample medians when moving from not alive to

alive patients. In all cases, the standard error

increases as the result of an increase in variability

when moving from the not-alive to the alive

patients group. Increasing variability appears to

be particularly significant for the variable WMI

and for the sample mean: in this case, the stan-

dard error is more than double for the alive

patients with respect to not-alive patients. Fig-

ure 3.11 clearly shows the relative merits of the

sample mean and the sample medians in

estimating the location of a dataset. For symmet-

ric (or nearly symmetric) distributions, the

median is very close to the mean, whereas for

asymmetric distributions, the median delivers a

much better estimate of the “center” of the

observed dataset.

Confidence intervals for the population mean

and population median are reported in Table 3.5,

and their lengths are reported in Table 3.6. As

expected, estimates with a greater standard error

deliver longer confidence intervals.

To check whether the observed differences in

the two samples of alive and not-alive patients

are significant or have arisen by chance solely as

a consequence of sampling variability, we can

test the null hypothesis that the population means

in the two groups are equals using a t-test (using
the Welch version to account for possibly

unequal population variances). The results are

reported in Table 3.7. The p-values of the tests

are all very low (well below 1 %), supporting the

conclusions that observed differences in the

Table 3.3 Normality tests ( p-values in parenthesis) for LVDD and WMI for alive and not-alive patients from the

Echocardiogram dataset

Normality tests LVDD (not alive) LVDD (alive) WMI (not alive) WMI (alive)

Jarque–Bera 3.032 (0.2196) 0.226 (0.8929) 43.517 (0.0000) 4.128 (0.1269)

Shapiro–Wilks 0.977 (0.1338) 0.995 (0.9998) 0.782 (0.0000) 0.902 (0.0016)

Anderson–Darling 0.662 (0.0812) 0.094 (0.9970) 6.542 (0.0000) 1.301 (0.0020)

D’Agostino 3.749 (0.1534) 0.067 (0.9671) 29.101 (0.0000) 4.406 (0.1105)

Table 3.4 Sample mean and sample medians, along with

corresponding standard errors, for LVDD and WMI for

alive and not-alive patients from the Echocardiogram

dataset

LVDD WMI

Statistics Not alive Alive Not alive Alive

Median 4.49 5.105 1.125 1.45

SE (Median) 0.085 0.12 0.045 0.055

Mean 4.624 5.091 1.258 1.63

SE (Mean) 0.088 0.119 0.036 0.086

n 85 36 88 42
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sample means are not solely due to sampling

variability. However, the t-test requires normal-

ity assumptions for the two populations, which

we already know is reasonable for the variable

LVDD but not for the variable WMI. Therefore,

we can expect accurate conclusions for the test

on LVDD, but we cannot be sure on the results

for the test on WMI. Even if we make use of

some kind of large sample argument to apply the

t-test for non-normal populations, it is a good

idea to also compute nonparametric tests (which

do not rely on any normality assumption) and

compare the results. Quite interestingly, the

Mann–Whitney test (the nonparametric counter-

part of the t-test) leads to exactly the same

conclusions as the t-test. However, different

conclusions apply for the two variables. For the

variable LVDD, the exploratory analysis

Fig. 3.11 Sample mean and sample medians, along with

density estimation, for LVDD (left ventricular

end-diastolic dimension) and WMI (a measure of how

the segments of the left ventricle are moving, divided by

the number of segments seen) for alive and not-alive

patients from the Echocardiogram dataset

Table 3.5 95 % confidence intervals for the population means and population medians for LVDD and WMI for alive

and not-alive patients from the Echocardiogram dataset

LVDD WMI

Statistics Method Not alive Alive Not alive Alive

Median Asymptotic (4.301, 4.679) (4.797, 5.413) (1.023, 1.227) (1.320, 1.580)

Bootstrap (4.290, 4.620) (4.820, 5.460) (1.045, 1.220) (1.112, 1.535)

Mean Asymptotic (4.449, 4.799) (4.848, 5.335) (1.187, 1.329) (1.457, 1.803)

Bootstrap (4.448, 4.799) (4.847, 5.342) (1.195, 1.340) (1.468, 1.820)

Asymptotic intervals are based on the standard normal distribution. The basic bootstrap has been used for the median

case, whereas the bootstrap-t method has been used for the mean
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suggests that the distributions in the two groups

are comparable in shape: they have similar

variability and the same parent distribution

(Gaussian). The only difference appears to be in

location. So the Mann–Whitney test is actually

supporting a shift in the location (measured by

the median) of the distribution of alive patients

with respect to not-alive patients. Conversely, the

distribution of the variable WMI in the two

groups is significantly different. Consequently,

the results of the Mann–Whitney test also reflect

this circumstance.

Estimates of the difference in location for the

variables LVDD and WMI (along with the

corresponding 95 % confidence intervals) are

reported in Table 3.8.

Lessons Learned

Statistical analysis involves “learning from expe-

rience” and plays a central role in applied

research, including biomedical research. The

three basic statistical concepts—data collection,

summary, and inference—are deeply embedded

in any research workflow.

Study design and data collection are key

issues for successful statistical analysis, and the

key point is how to tailor the study design to the

research objectives. In most cases, researchers

work on samples, but they wish to extrapolate

the results from a study to the population in

general. In this respect, two issues are particu-

larly important: for observational studies, the

observed samples should be selected in such a

way that guarantees they are representative of the

populations of interest; for experimental or case–

control studies, groups being compared should be

as similar as possible apart from the features of

direct interest.

Data from a well-planned design can be

analyzed in several alternative ways with a

great number of statistical tools, leading resea-

rchers to meaningful conclusions. However, no

sophisticated statistical analysis is able to com-

pensate for problems with poor study designs.

The easy access to user-friendly and powerful

statistical software may tempt researchers to

attempt complex statistical modeling. However,

this approach may imply the use of inappropriate

statistical tools, which in turn may lead to erro-

neous conclusions. Conversely, simple descrip-

tive statistical measures and well-chosen plots

can provide invaluable insight into the structure

of the sample. This deeper understanding of the

data allows practitioners to both choose appro-

priate statistical tools and draw meaningful

conclusions from the observed data.

In addition, any statistical analysis should

include accurate data checking to ensure all

Table 3.6 95 % confidence interval lengths for the population means and population medians for LVDD andWMI for

alive and not-alive patients from the Echocardiogram dataset

LVDD WMI

Statistics Method Not alive Alive Not alive Alive

Median Asymptotic 0.378 0.616 0.204 0.260

Bootstrap 0.330 0.640 0.175 0.423

Mean Asymptotic 0.350 0.487 0.142 0.352

Bootstrap 0.351 0.495 0.145 0.344

Table 3.7 Observed values for test statistics and p-
values (in parenthesis) of the Welch two-sample t-
test and of the Mann–Whitney rank test for LVDD and

WMI for alive and not-alive patients from the Echocar-

diogram dataset

Variable t-test Mann–Whitney

LVDD 3.143 (0.0024) 3.133 (0.0015)

WMI 4.011 (0.0002) 4.009 (0.0000)

Table 3.8 Difference in location and 95 % confidence

interval for LVDD and WMI for alive and not-alive

patients from the Echocardiogram dataset

Variable Mean difference Median difference

LVDD 0.467 (0.171, 0.763) 0.490 (0.180, 0.797)

WMI 0.372 (0.186, 0.558) 0.320 (0.150, 0.455)
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data recorded are plausible. This should be easy

for categorical data, since there are (usually) a

small number of prespecified values; for continu-

ous data, usually only range checking is possible.

After data are checked and all gross errors are

amended, it is important to screen the data

to identify features that may cause difficulties dur-

ing the statistical analysis. Basically, data should be

checked for missing data and outlying observations

and whether data transformation is necessary to

meet the required assumptions.

Both numerical summaries and appropriate

graphical tools should be used in this exploratory

step, as it is well known that “a graph is worth a

thousand words.” Moreover, since outlying

observations might be present in the dataset,

both conventional and robust techniques should

be employed. By comparing the results of differ-

ent statistical tools known to be valid under dif-

ferent assumptions, the researcher can obtain

invaluable insights into the true structure of the

data. This “compute and compare” strategy

should become the standard practice of any data

analyst.

Confidence intervals are a fundamental tool

for inference, as they can deliver information

about the estimate of a population characteristic,

along with its accuracy. The use of confidence

intervals in reporting the results of biomedical

research has increased dramatically over the past

several years. The standard approach for comput-

ing a confidence interval for the population mean

is based on the Student’s t-distribution or on the

Gaussian approximation. For data sampled from

a symmetric and light-tailed distribution (i.e., a

distribution close to the Gaussian), the empirical

coverage probability (i.e., the proportion of the

confidence intervals that contains the population

parameter being estimated over many studies) is

close to the nominal confidence level. However,

for symmetric but heavy-tailed distributions, the

empirical coverage tends to be higher than the

nominal level. Even worse, for skewed

distributions, empirical coverage can be poor

and large samples might be necessary to obtain

reasonable results. Bootstrap methods can be a

valid and effective alternative to asymptotic

approximations based on Gaussian distributions.

They can provide more accurate confidence

intervals, especially for small and moderate sam-

ple sizes, under quite general conditions, which

are fulfilled in most practical cases.

Moving to statistical tests to compare two

populations, the analyst should be aware that

selecting the right statistical test may be difficult,

but a good knowledge and understanding of the

characteristics of the dataset and of the popula-

tion under study may lead to the correct decision.

It is important to know at least whether (1) the

datasets are random samples; (2) the data are

paired or independent; (3) the populations are

Gaussian. In particular, if the data are drawn

from Gaussian populations, the classical t-test

will deliver accurate results. This remains true

for large samples; however, for non-Gaussian

populations and for small and moderate sample

sizes, it is advisable to employ nonparametric

methods, which are known to be valid under

much weaker and more general conditions.

For confidence intervals and hypothesis test-

ing, again, a “compute and compare” strategy is

suggested. Significant differences between the

results of classic parametric approaches and non-

parametric approaches may suggest interesting

data characteristics of which the analyst was not

aware.

Statistical analysis cannot be conducted with-

out using some sort of statistical software. How-

ever, the choice of software must be carefully

planned, taking into account the budget (includ-

ing license, maintenance, and training costs), the

specific statistical needs (general purpose and/or

specific software), the future scaling needs (both

in terms of amount of data and of statistical

techniques needed), and the workflow of the

research unit.
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Phase Contrast

Phase contrast microscopy is a contrast-

enhancing optical technique that can be applied

to unstained biological specimens because it

improves the contrast images of transparent

specimens without affecting resolution. It is

mainly used to examine dynamic events in living

cells [1–7].

Two parameters should be considered in

phase contrast microscopy: the light wave ampli-

tude and the light wave phase. Changes in ampli-

tude are due to the absorption or scattering of

light. The human eye is only sensitive to

amplitude variations that are perceived as

changes in brightness and cannot perceive

changes in phase. The technique is based on an

optical mechanism that converts light phase

variations to changes in amplitude, which can

be visualized as differences in image contrast.

To make phase changes visible in phase contrast

microscopy, the illuminating light background is

separated from the specimen’s scattered light. In

a normal microscope, the illumination of an

unstained biological specimen produces a weak

scattered light, the phase of which is usually

shifted by 90�, resulting in a low-contrast

image. In the phase contrast microscope, the

phase of background light is shifted by 90� by

passing it through a phase shift ring. Thus, the

phase difference between the background and the

scattered light is eliminated, producing an

increased contrast. One of the advantages of

phase contrast microscopy is that living cells

can be examined in their natural state without

killing, fixing, and staining them [8–10]. This

technique enables the observation and recording

of biological processes in high contrast with

sharp clarity [11–14]. Prior to the invention of

phase contrast techniques, transmitted bright

field illumination was one of the most commonly

used tools in optical microscopy, especially for

fixed stained specimens or other types of samples

showing high natural absorption of visible light.

The addition of phase contrast optical accessories

to a standard bright field microscope can be

A. Feola (*)

Department of Biology, University of Naples “Federico

II”, Via Cinthia, 2, 80126 Naples, Italy

e-mail: antonia.feola@unina.it

L. Cito

INT-CROM, “Pascale Foundation” National Cancer

Institute-Cancer Research Center, 83013 Mercogliano,

Italy

e-mail: letizia.cito@cro-m.eu

A. Di Carlo

Department of Medico Surgical Sciences and

Biotechnologies, University of Rome “Sapienza”, Corso

della Repubblica, 79, 04100 Latina, Italy

e-mail: angelina.dicarlo@uniroma.it

A. Giovane • M. Di Domenico

Department of Biochemistry, Biophysics and General

Pathology, Seconda Università degli Studi di Napoli,
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employed as a technique to render a contrast-

enhancing effect in transparent specimens, simi-

lar to optical staining. So far, modern phase con-

trast microscopes enable the detection of

specimens with very small internal structures,

or even just a few protein molecules, when the

technology is coupled to electronic enhancement

and post-acquisition image processing [15–17].

Differential Interference Contrast
(DIC)

Differential interference contrast (DIC) is a mech-

anism for enhancing contrast in transparent

specimens. It produces contrast by visually

showing the refractive index gradients of different

areas of a specimen. The invention in 1950 is

attributed to Georges Nomarski, who modified

the Wollaston prism. The modification consists

in cutting one edge of the prism in such a manner

that the optical axis is oriented obliquely with

respect to the flat surface of the prism. This modi-

fication causes the light rays to come to a focal

point outside the body of the prism. The light

beam is polarized and then split into two separate

beams, the distance of which is equal to the reso-

lution of the objective lens. One beam path is

directed through the specimen and the other acts

as a reference beam; the two beams are then

combined. Since different parts of the specimen

have different refractive indices, when the beams

are gathered by a second polarizing filter, the

vibrational planes of the beams is restored; this

causes variations in amplitude that are visualized

as differences in brightness [18–25].

DIC microscopy has the following

advantages:

• It is possible to make fuller use of the numeri-

cal aperture of the system.

• There are no confusing halos.

• Images can be seen in striking color (optical

staining) and with a 3D shadow-like appear-

ance. The visibility of outlines and details is

greatly improved, and the photomicrography

of these images is striking in color and detail.

• Regular planachromats or achromats (also

suitable for ordinary bright-field work) can

be used if the manufacturer states that such

objectives are designed for their apparatus.

DIC also has the following disadvantages or

limitations:

• The equipment for DIC is quite expensive

because of the many prisms that are required.

• Birefringent specimens, such as those found

in many kinds of crystals, may not be suitable

because of their effect on polarized light. Sim-

ilarly, specimen carriers, such as culture

vessels and Petri dishes made of plastic may

not be suitable. For such specimens, Hoffman

modulation contrast may be a better choice.

• Apochromatic objectives may not be suitable

because such objectives themselves may sig-

nificantly affect polarized light.

• For very thin or scattered specimens, better

images may be achieved using phase contrast

methods. DIC microscopy has been used to

assess the new bone formation and micro-

structure [26], to detect retinitis pigmentosa

[27], to measure the lamellarity of giant lipid

vesicles [28], to quantify volume, mass, and

density of thrombus formation [29]. Further-

more, three-dimensional imaging of cell divi-

sion and analysis of microtubule dynamic

were studied by this technique [30, 31].

Wide-Field Fluorescence

Wide-field fluorescence or epi-fluorescence

microscopy is a common technique used to

acquire both topographical and dynamic infor-

mation. It is based on the irradiation of the

whole sample with a light of a specific wave-

length, and the weaker emitted fluorescence is

then separated from the stronger excitation light.

The microscope is configured in such a way that

only the emission light can reach the detector or

eye. The resulting fluorescent image is

superimposed with high contrast against a black
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background. The limits of detection are generally

regulated by the contrast between the fluorescent

image and the darkness of the background. A

fluorescence microscope, as shown in Fig. 4.1,

basically constitutes an arc lamp (usually a mer-

cury or xenon), an optical tube containing excit-

ing filters producing a defined band of

wavelengths, a dichroic mirror (which has the

ability to reflect excitation wavelengths and

pass emission wavelengths), and an emission

filter (also known as a barrier filter). These

three components are the heart of the system

and are usually assembled by the manufacturer

in a block or cube to give the right monochro-

matic light beam to produce the best signal-to-

noise ratio. The light emerging from the emission

filter is then captured by an observation tube that

can be connected to an eyepiece or a digital

camera. The excitation light is directed onto the

specimen by passing it through the selected exci-

tation filter and then through the microscope

objective, which acts as a condenser. The light

beam reaches the specimen, the emitted fluores-

cence then passes through the same objective,

reaching the ocular or the digital camera. There-

fore, both the illumination and the detection of

light take place simultaneously and cover the

whole visual field, depending on the microscope

objective.

Filters play a fundamental role in fluorescence

microscopy, with two types generally used: a

band-pass filter and a long pass filter. The band-

pass filter transmits a light of a discrete wave-

length that has a maximum centered in the range

of 20–40 nm. The long pass filter cuts off the

light lower than a certain wavelength and

transmits light higher than that wavelength.

The excitation filter is usually a band-pass

filter that passes only light of the right wave-

length for fluorophore excitation. The emission

or barrier filter is generally a long pass filter and

separates fluorescence produced by the

fluorophore from background light. The barrier

filter transmits light of the fluorescence wave-

length coming from the dichroic mirror while

blocking all other light from the excitation lamp

(reflected from the specimen or optical

elements). This is necessary because the intensity

of fluorescent light is about 100,000-fold weaker

than the excitation light.

The dichroic mirror is a filter and a mirror at

the same time because it reflects the light coming

from the excitation filter and passes the fluores-

cent light coming from the specimen. A dichroic

mirror used in an epi-fluorescence microscope is

placed at 45� with respect to the excitation light,

which is reflected 90� toward the objective and

the specimen. The fluorescence light coming

from the specimen passes through the dichroic

mirror, directed toward the observer (or high-

sensitivity camera) [32–34].

Fluorescence is usually used to increase the

sensitivity of different techniques. When a light

beam of a certain energy Ei ¼ hνi interacts with

a fluorescent molecule, it can be absorbed if its

energy is equal to or greater than the energy

necessary to promote a quantum leap of an elec-

tron belonging to that molecule. The electron in

the excited state decays to the ground state by

emitting a radiative energy Eem ¼ hνem were h is

the Planck constant and ν is the frequency. Since
most fluorophores have a larger dipole moment

in the excited state than in the ground state, the

solvent molecules can reorient around the

excited molecule, lowering its energy. Thus,

Eem becomes lesser than Ei and νem < νi but
frequency is inversely proportional to wave-

length according to the equation c ¼ νλ (where

Fig. 4.1 Schematic representation of a wide-field

microscope
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c is the light velocity). Thus, the emission light

has a longer wavelength of exciting light; this

phenomenon is known as Stokes shift. The

dimension of the shift depends on the molecular

structure, which ranges from a few nanometers to

several hundred nanometers. Generally,

fluorophores used in microscopy range between

20 and 100 nm. The occurrence of Stokes shift is

critical to an increase in sensitivity of fluores-

cence imaging measurements. The emission shift

allows the use of optical filters with a bandwidth

that efficiently blocks excitation light from

reaching the detector; therefore, the relatively

low fluorescence signal can be observed with a

low-noise background.

In addition to the Stokes shift, other

parameters are important in defining fluoro-

phores, as follows:

The extinction coefficient (ε)
The fluorescence lifetime (τ)
The quantum yield (Φ)

The molar extinction coefficient ε is defined

as the absorption produced by a 1 M solution of a

substance at a particular wavelength (usually that

of maximum absorption), determined in a cuvette

of 1 cm path length. Extinction coefficient is a

direct measure of the ability of a molecule to

absorb light; fluorophores with a high extinction

coefficient also have a high probability of high

fluorescence emission.

The fluorescence lifetime τ is the time that a

molecule remains in an excited state prior to

returning to the ground state. Because the life-

time of a fluorophore is inversely proportional to

the extinction coefficient, molecules with a high

extinction coefficient have an excited state with a

short lifetime. Fluorescence intensity is propor-

tional to the number of molecules in the excited

state; however, in the excited state, a molecule

possesses a dipolar moment that can be perturbed

by several factors such as solvent polarity, colli-

sion with other molecules in the ground state,

temperature, and pH. These factors contribute

to the relaxation of the excited state dispersing

its energy in a non-radiative form, thus decreas-

ing fluorescence intensity (this decrease is called

fluorescence quenching). The parameter that

describes the fluorescence intensity is the quan-

tum yield Φ, which is the ratio between the

photons emitted and the photons absorbed. As

calculated, this parameter has a dimensionless

value ranging between 0 and 1; however, the

value almost never reaches 1. Quantum yield is

the fluorescence equivalent of the molar extinc-

tion; fluorophores with high quantum yield pro-

duce a more intense signal, thus increasing the

measure sensitivity. However, care should be

taken in measuring the fluorescence intensity of

probes in living cells because it may change

according to the cellular district because of dif-

fering pH or polarity. Photobleaching is another

event that affects fluorescence. This phenome-

non, while not yet completely understood, is

responsible for a decrease in fluorescence from

a long irradiation of molecules and seems to be

due to the interaction of oxygen with the excited

fluorophore. In fact, the oxygen dissolved in the

sample medium can interact in its triplet ground

state with a particular excited state of the

fluorophore in which a cross from singlet to

triplet status occurs. Since the molecule in the

triplet state has a lifetime of a millisecond—

versus the nanosecond in singlet state—it can

interact with oxygen for longer, generating an

oxygen radical. The oxygen radical reacts with

the more reactive fluorophore in its excited state,

thus quenching the fluorescence [35].

Fluorescence microscopy is now one of the

most used techniques in biology, thanks to the

availability of a large number of fluorophores

(also named dyes) synthesized to respond to

several characteristics such as high quantum

yield, large Stokes shift, and resistance to

photobleaching.

Dyes can be modified to bind to specific

biological targets. A dye modified in this manner

is called a probe. Several probes are synthesized

to monitor the most diverse biological functions

in living cells, such as chelation to ions, pH

sensitivity, and lipid transport and metabolism

[36–42]. Furthermore, a dye can be linked to an

antibody to study a localization of a specific

protein in a fixed cell or tissue [43]. Moreover,

fluorescence microscopy can also be used for

DNA imaging [44, 45]. However, if different

probes are used simultaneously, several target
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molecules can be identified in the same

specimen.

Confocal Microscopy

Confocal microscopy has significant advantages

over wide-field microscopy. In particular, it can

produce images with reduced degradation as

most of the out-of-focus light from the specimen

is removed [46]. Furthermore, this technique

enables the acquisition of a series of optical

sections along the thickness of the specimen

(z axis). In a wide-field fluorescence microscope,

the fluorescence emitted by the specimen comes

from that emitted not only by the focal plane but

also by the layers up and down it, producing an

out-of-focus fluorescent light that decreases the

image resolution.

Basically, wide-field and confocal micro-

scopes have the same optical light path; however,

several differences are encountered along this

light path. First, the light beam is generated by

a laser source that produces a coherent beam with

a greater intensity and a reduced bandwidth. The

term “laser” is an acronym of “light amplifica-

tion by stimulated emission of radiation.” Laser

light is different from other light sources by

virtue of its coherence, which allows the laser

beam to be focused to a tight spot, and the narrow

beam has limited diffraction. The light beam,

like the wide-field microscope, is reflected by a

dichroic mirror and passes through the objective,

to focus on a very small region of the specimen.

The fluorescence emitted by the irradiated point

on the specimen passes through the dichroic mir-

ror and reaches the pinhole located just before

the emission filter and the detector. This align-

ment allows the pinhole and the irradiated sur-

face of the specimen to be on the same focal

plane (confocal). Thus, only the fluorescence

emitted from the specimen surface in the confo-

cal plane can pass through the pinhole, whereas

fluorescent light from the specimen regions other

than the focal plane is excluded. Moreover, in

wide-field fluorescence microscopy, the whole

specimen is subject to irradiation of an incoher-

ent light, and the image produced by fluores-

cence emission can be directly observed in the

eyepiece or acquired by a charge-coupled device

(CCD) camera. In a confocal fluorescence micro-

scope, the image is produced by scanning the

specimen surface with a laser beam and simulta-

neously acquiring the fluorescent light emission

through a photomultiplier so the fluorescence

intensity coming from each point scanned is

registered by a computer and the whole image

is reconstituted via dedicated software. For this

purpose, the confocal microscope is equipped

with a scan head with optical and electronic

components. In fact, the scan head moves the

laser beam along the xy axes of the specimen,

collects the corresponding fluorescence emis-

sion, and sends it to the photomultiplier. When

a new specimen region along the z axis is

focused, the new region becomes confocal to

the observed region on the detector. Thus,

images of different specimen slices along the

z axis can be obtained and a 3D image can be

reconstituted using appropriate software [47, 48].

With respect to the wide-field microscope,

excitation and fluorescence intensity can be

regulated in several ways in the confocal micro-

scope. In fact, varying the laser energy can regu-

late the exciting light intensity; fluorescence

intensity can be controlled by changing the pin-

hole diameter and by the photomultiplier gain.

Generally, a measurement is a compromise

between resolution and sensitivity; this is also

true for confocal microscopy. In fact, to increase

resolution, the pinhole diameter must be very

narrow. Whereas, on one hand, a narrow aperture

allows fewer out-of-focus photons to reach the

photomultiplier, it also reduces the number of

confocal photons reaching the detector, decreas-

ing fluorescence intensity and therefore sensitiv-

ity. However, fluorescence intensity can be

increased in two ways: by increasing the laser

energy or the photomultiplier gain. In the first

case, increasing the laser energy produces two

negative effects: it increases autofluorescence

and photobleaching. In the second case, the

increase in gain also increases the background

currents of the photomultiplier, thus reducing the

signal-to-noise ratio, which affects resolution.

Therefore, if only a qualitative determination is

required, all these effects hardly affect the mea-

sure. However, if a quantitative measurement is
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needed, care should be taken when measuring the

fluorescence intensity of the control and the sam-

ple with the same microscope settings [49].

Figure 4.2 shows two images of endothelial

cells acquired by a confocal microscope stained

with double or triple color.

Balestrieri et al. [50] investigated the expres-

sion of platelet-activating factor (PAF) receptors

in endothelial progenitor cells (EPCs). They

demonstrated the presence of PAF receptors by

monitoring a transient increase of cytoplasmic Ca
2+ upon PAF stimulation. The Ca2+ transient

increase was assessed via laser scanning confocal

microscopy in a time-lapse acquisitionmode using

Fluo 4-AM, a probe that increases its fluorescence

when chelated by calcium ions (Fig. 4.3). Confocal

microscopy was found useful in elucidating cell

organization [51, 52] as well as the molecular

mechanisms of neoplastic processes [53–60].

Total Internal Reflection Fluorescence
Microscopy (TIRFM)

Total internal reflection fluorescence microscopy

(TIRFM) is based on an optical effect produced by

passing a light beam at a high incident angle

through glass (i.e., a coverslip) or plastic (i.e., a

Petri dish) [61]. The difference in refractive

indexes between the glass and the water

determines the amount of refraction or reflection

light at the interface as a function of beam incident

angle. At a specific angle of the glass (or plastic)–

water interface, the light beam is totally reflected

according to a phenomenon described bySnell that

can be summarized by the following equation:

n1 sin θ1 ¼ n2 sin θ2

where n1 is the medium with the higher refractive

index (1.518 for glass microscope slide or cover-

slip) and n2 is the medium of the lower refractive

index (1.33–1.37 for aqueous buffers). When a

light beam impacts upon a medium with an angle

θ1 with respect to the normal, it is refracted with

Fig. 4.2 Dual (a) and triple (b) staining confocal imag-

ing of endothelial cells. (a) Vimentin (green) and the

nuclear protein P16 (red) were stained. (b) Same as (a)

but nuclei are stained with DAPI (blue). Cell images were

acquired via oil-immersed objective (63�), but image (a)
was further magnified via digital zoom

Fig. 4.3 Increase of intracellular Ca2+ levels induced by

platelet-activating factor (PAF) in the presence and

absence of CV3988, a PAF antagonist. Confocal imaging

of cells loaded with fluorescent Fluo 4-AM was

undertaken using a Zeiss LSM510 system equipped with

a 20� (NA) objective. Ca2+ ion was measured in time

drive configuration (488 nm excitation, 530 nm emission

LP510 nm) for 50 slices (about 600 s). In each slice, the

fluorescence intensity average was measured by ImageJ

free software (http://imagej.nih.gov/ij/)
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an angle θ2 at the interface into the medium of

the lesser refractive index. As the angle θ1
increases, the beam reaches the critical angle

where the refraction is 90�; when the light beam

exceeds the critical angle, it is completely

reflected at the interface, giving the total internal

reflection (Fig. 4.4).

The light reflected generates an electromag-

netic field with the same frequency as the inci-

dent light; this is called the evanescent wave [62,

63]. Since this wave is produced by a very small

(about 200 nm) electromagnetic field and its

intensity decreases exponentially with distance,

only fluorophores located near the glass–liquid

interface can be excited [64, 65]. Thus, fluoro-

phores not in the primary focal plane are not

excited; consequently, unwanted secondary fluo-

rescence emission is markedly reduced. This

effect produces high-contrast images of the spec-

imen surface with a considerable increase in

signal-to-background ratio compared with classi-

cal wide-field microscopy [66]. Figure 4.5 is a

schematic picture of a TIRF microscope.

In theory, the excitation light could be pro-

duced by an arc lamp, but directing the light

beam to an appropriate angle while maintaining

a suitable intensity is difficult, so a coherent light

produced by a laser source is more useful. To

obtain a high angle of incidence, the laser

irradiates the specimen through the objective

lens from the periphery of the back focal plane.

The light passes through the objective immersion

oil and glass, which have higher refractive

indexes than the aqueous media in which cells

are immersed. The light is totally reflected

according to Snell’s law, but a small amount of

energy passes through the interface into the

lower refractive index media in the form of an

evanescent wave that penetrates the specimen,

typically 50–100 nm. Only the fluorescent

molecules reached by the evanescent wave will

be visible, enabling very selective, high-contrast

fluorescence imaging. Recently, TIRFM has

been used for single-molecule imaging because

the background noise, which is a major problem

during single-molecule imaging in an aqueous

environment, can be overcome by limiting the

illumination of excitation light to very near the

glass surface. In this way, noise derived from

Raman scattering of water molecules and out-of-

focus fluorophores is dramatically reduced. The

single-molecule imaging technique has already

been applied successfully to a wide range of

biological systems [67]. It is especially useful in

studying the interaction between a ligand and a

receptor on the cell surface, cell adhesion onto a

surface [68], membrane dynamic or cellular secre-

tion, electron transport in the mitochondrial mem-

brane, cytoskeletal and membrane dynamics [69–

73], cellular secretion events [74, 75], and ion

transports [76, 77]. TIRF is also useful in studying

the conformational dynamics of proteins or bind-

ing and triggering of cells by hormones.

Förster Resonance Energy Transfer
(FRET)

Förster resonance energy transfer (FRET) is used

to study inter- and intra-molecular interactions in

living cells and is based on the transfer of

non-radiative energy from a donor to an

accepting fluorophore.

The resonance energy transfer process can

occur when a fluorophore in its excited state, act-

ing as a donor, transfers its excitation energy to an

acceptor fluorophore. The transfer is due to a long-

range dipole–dipole intermolecular coupling and

is satisfied if the fluorescence emission spectrum

of the donor overlaps that of the acceptor

fluorophore, and the two probes are within a

Fig. 4.4 Schematic representation of a light beam

reaching the critical angle
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minimal spatial radius of 10 nm. In fact, according

to the Förster equation, the transfer depends on the

molecular distance at an inverse sixth power:

KT ¼ 1=tDð Þ � R0=r½ �6

where R0 is the Förster critical distance, tD is the

donor lifetime in the absence of the acceptor, and

r is the distance separating the donor and accep-

tor chromophores.

The Förster critical distance R0 is defined as

the acceptor–donor separation distance for which

the transfer rate is equal to the rate of donor

decay in the absence of an acceptor. This means

that, at a Förster critical distance, 50 % of the

donor excitation energy is transferred to the

acceptor, whereas the remaining energy is

dissipated through fluorescence emission or a

thermal process [78, 79].

Besides studies of intermolecular and intra-

molecular mechanisms, FRET has also been

used to explore structural and functional

modifications in lipids and proteins. However,

this technique requires the use of appropriate

fluorophores to label specific targets in living

cells; this problem has been overcome in some

cases by cloning the jellyfish green fluorescent

protein (GFP). GFP can be converted via site-

directed mutagenesis into a blue fluorescent

protein (BFP) [80]. GFP and BFP mutants pos-

sess the fluorescence characteristics to be

employed in FRET experiments. Furthermore,

FRET microscopy has been extended to the

imaging of multiple donor–acceptor pairs by

means of a three-fluorophore system using

blue, yellow, and red fluorescent proteins

[81]. Coupled with advances in pulsed lasers,

microscope optics, and computer-based imaging

technology, the development of labeling

techniques in which the donor and acceptor

fluorophores are actually part of the

biomolecules themselves has enabled the visual-

ization of dynamic protein interactions within

living cells. In addition to the investigation of

protein partner interactions, FRET has recently

also been applied in studies of protease activity,

alterations in membrane voltage potential, cal-

cium metabolism, and the conduction of high-

throughput screening assays, such as for quanti-

fication of gene expression in single living cells.

FRET can also be used to study nucleic acid

structural dynamics and the conformational

diversity of nucleic acid structure hybridization

Fig. 4.5 Schematic

picture of a total internal

reflection fluorescence

microscope
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[82–84]. FRET is also used in a melting assay

that allows the testing of libraries of compounds

against different nucleic acid structures

to determine whether they stabilize preformed

structures [82].

Various examples of FRET use may be found in

the scientific literature. Between 1997 and 1998,

FRETwas used to study Bax and BCL-2 interaction

as well as their role in tumorigenesis and apoptosis.

More recently, FRET has been used to ana-

lyze the growth processes of axons, and thus the

effects of sphingolipids on cerebrovascular per-

meability and the activation of macrophages by

airway mucus. Therefore, FRET is still an effec-

tive way to investigate molecular interactions

[81, 85–96]. Figure 1 provides an example of

images and data gained by FRET.

Fluorescence Recovery After
Photobleaching (FRAP)

Photobleaching is a photodynamic event and

generally an unwanted phenomenon in fluores-

cence microscopy because it reduces the inten-

sity of the probe fluorescence. Photobleaching

involves the interaction of the fluorophore with

a combination of light and oxygen after lengthy

irradiation of molecules. The oxygen radical

reacts with the more reactive excited

fluorophore. The amount of photobleaching is a

function of the molecular oxygen concentration

and the distance between the fluorophore, oxy-

gen molecules, and other cellular components.

Reactions between fluorophores and molecular

oxygen permanently destroy fluorescence,

quenching light emission.

However, this quenching can be used in FRAP

investigations to determine the kinetics of diffu-

sion in living cells [97–103]. In fact, if a small

portion of the cell is subjected to lengthy irradia-

tion, the fluorescence in that area is completely

quenched. The diffusion or active movement of

molecules within the cell then replace the

bleached fluorophore with unbleached molecules

that were located in a different part of the cell and

thus restore the fluorescence. By monitoring the

intensity of the fluorescence emission, the

translational mobility of a probe can be deter-

mined within a very small (2–5 μm) region of a

single cell or section of living tissue.

Requirements for FRAP:

1. “Moving” objects must be labeled with a

fluorophore.

2. Equipment must be able to bleach a

defined area.

FRAP detects:

• Diffusion of molecules

• Active movement of cell components

• Recycling of cell components

The modern fluorescence microscope can pro-

vide more information, further enhanced by the

informatics instruments that are now available.

Digital images combined with FRAP enable the

acquisition of information at low light levels or at

visually undetectable wavelengths. These techni-

cal improvements are now an integral part of the

techniques discussed here. Several years ago,

optical microscopy was purely a descriptive

instrument, whereas now it represents the first

step of a more detailed pathway. The microscope

accomplishes this first step in conjunction with

electronic detectors, image processors, and dis-

play devices that can be viewed as extensions of

the imaging system.

Technique Description and Examples

The basic function of a fluorescence microscope

is to irradiate specimens with the right wave-

length and separate the weaker emitted fluores-

cence from the excitation light. Only the

emission light should reach the eye, or detector,

leading to fluorescent structures being displayed

as a high-contrast color on a very dark

(or black) background. The limits of detection

are generally related to the darkness of the

background and the excitation light, which is

typically from several hundred thousand to a

million times brighter than the emitted fluores-

cence. Photobleaching is the irreversible
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decomposition of the fluorescent molecules in

the excited state because of their interaction

with molecular oxygen before emission.

Among very recent applications of the FRAP

technique [104–110], we note investigations of

chromatin mobility and structure [111, 112] and

analysis of protozoan flagellar proteins [113].

Fluorescence Lifetime Imaging
Microscopy (FLIM)

Fluorescence lifetime can be defined as the aver-

age time a molecule spends in its excited singlet

state before spontaneous emission occurs. The

fluorescence lifetime of a fluorophore can be

described as the decrease in the number of

excited fluorophores during the time following

optical excitation with a very short light pulse.

Generally, since the excited state of a fluorophore

has a time interval between 1 and 20 ns, the

excitation pulse must be about 100 ps to avoid

excitation and emission coincident light. Fluores-

cence lifetime possesses some advantages over

conventional fluorescence microscopy because

each fluorescent dye has its own lifetime in the

excited state. Thus, by detecting differences in

lifetime, it is possible to distinguish dyes with

overlapping fluorescent wavelengths or

autofluorescence, which can be undistinguishable

with conventional fluorescence microscopy

based on spectral characteristics. In addition,

fluorescence lifetime imaging microscopy

(FLIM) finds its most significant applications in

visualizing environmental changes of a probe in a

living cell [97, 114]. As discussed previously, a

fluorophore in the excited state possesses a higher

dipolar moment that can be affected by solvent

polarity changes due to ions, pH, and changes in

its localization within the cell organelles or bind-

ing with other molecules [115–117]. Since the

lifetime depends on the excited state, solvent

change can change the lifetime of the

fluorophore. In fact, the emission spectrum of

the fluorophore also changes with solvent polar-

ity; a maximum red shift is generally observed by

increasing solvent polarity. However, this shift is

generally smaller than the wavelength range of

the band-pass emission filter. Furthermore, life-

time is independent of dye concentration,

photobleaching, light scattering, and excitation

light intensity; therefore, FLIM enables accurate

ion concentration measurement and FRET analy-

sis [118, 119].

Two methods of FLIM are used: the time–

domain method and the frequency–domain

method.

Frequency-Domain FLIM

In frequency–domain measurement, the sample

is excited by a frequency sinusoidally modulated

laser source (1–200 MHz). The phase and ampli-

tude of the exciting light are measured; the life-

time of each fluorophore causes a unique phase

shift and attenuation at a given frequency. The

measurement may be taken either by a

photomultiplier or using a CCD. However, this

method, despite having a high temporal resolu-

tion, has limited ability to provide spatial infor-

mation. Usually, FLIM instruments for

frequency–domain methods are designed to

operate at frequencies between 10 and

100 MHz, since most fluorochromes frequently

used in biomedical research have lifetimes rang-

ing from 1 to 10 ns [120].

Time–Domain FLIM

Time-resolved fluorescence takes advantage of

high-speed pulsed lasers with picosecond pulses

with fast recurrence rates and a high-speed gate

image intensifier to acquire emitted photons.

Emitted photons can be collected in two ways:

time-correlated single photon counting (TCSPC)

and the acquisition of a fixed number of photons

(two to eight) in distinct time intervals using

gated detection. In TCSPC, the elapsed time to

reach the detector by the first photon after each

pulse is monitored at a very high time resolution.

A decay plot is obtained by recording the elapsed

times of a large number of photons. In the other

method, fluorescence intensity is monitored as a

function of time by integrating the area under the
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curve describing the exponential decay at two

distinct time intervals after pulse.

Frequency–domain FLIM was used by

Bastiaens et al. [121] to measure the average

fluorescence lifetimes of six GFP variants,

which were found to range in value from 1.3 to

3.7 ns. The ability to distinguish fusion proteins

labeled with different GFP variants gives the

chance to obtain information from different

proteins simultaneously in a single experiment

using multi-labeling imaging of live cells.

Sabatini et al. [115] measured cyclic adenosine

monophosphate (cAMP)-dependent protein

kinase A (PKA) activity in brain tissue in

FRET–FLIM experiments using an A-kinase

activity reporter (AKAR).
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Introduction

Flow cytometry is a complex field that draws

people from diverse scientific backgrounds. It is

a technology that simultaneously measures and

analyzes multiple physical characteristics of sin-

gle particles, usually cells, as they flow in a fluid

stream through a beam of light. The properties

measured include a particle’s relative size, rela-

tive granularity or internal complexity, and rela-

tive fluorescence intensity. These characteristics

are determined using an optical-to-electronic

coupling system that records how the cell or

particle scatters incident laser light and emits

fluorescence. Some flow cytometers are also

equipped to identify and sort user-specified

particles into collection vessels. High-perfor-

mance cell sorters can routinely sort at rates of

70,000 cells per second. The strength of flow

cytometers is that they can rapidly and quantita-

tively measure simultaneously multiple

parameters of individual live cells and then iso-

late cells of interest. Additionally, the sensitivity

and throughput rates achievable by high-

performance commercial instruments enable the

detection of extremely rare populations and

events (frequencies below 10�6), such as stem

cells, dendritic cells, antigen-specific T cells, and

genetic transfectants [1]. As a result, applications

for flow cytometers continue to increase. In addi-

tion to traditional immunology and pathology

applications involving particles such as

lymphocytes, macrophages, monocytes, and

tumor cells, flow cytometers are widely used in

conjunction with fluorescence-based protein

reporters, such as green fluorescent protein. In

this context, flow cytometers can monitor both

transfection efficiency and protein expression

levels [2, 3]. In addition, interest is growing in

the use of flow cytometers to screen cell- or bead-

based combinatorial libraries [4]. Therefore, flow

cytometry also enables the screening of protein

libraries expressed in cells or displayed on the

surface of bacteria or beads. A flow cytometer,

for instance, can detect modulation of a signal

transduction pathway by a particular small mole-

cule and identify proteins with a particular bind-

ing specificity, enzymatic activity, expression

level, and stability. Ongoing development efforts

in the flow cytometry industry are aimed at auto-

mation and laboratory integration. Input/output

robotics, pushbutton operations, and automated

sample preparation will increase throughput rates

and make the technology more accessible to a

wider user base, as new fluorescent dyes and

creative screening approaches expand

applications into the proteomic field. Eventually,

software advances will seamlessly network

instruments into comprehensive analytical and
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diagnostic systems, and the industry may marry

its technology with imaging and microfluidics.

Scope

In this chapter, the main aspects of flow

cytometry as applied to pathology are described:

a brief history of cytometry, the characteristics of

cells suitable for flow cytometry, methods used

to identify cell phenotypes, cell sorting, cell

cycle analyses, and data analyses. This chapter

can be read as a self-contained brief of the field

of flow cytometry.

Historical Background

The evolution of flow cytometry can be divided

into four distinct phases:

1. The development of microscopy

2. The development of dye chemistry

3. The development of electronics

4. The development of computers

All these produced instruments coincident

with global biomedical need.

In the sixteenth century, Leeuwenhoek built

the first microscope to visualize protozoa and

bacteria and can thus be considered the father

of cytometry. By 1742, Lomonosov had

described the method for producing dark-field

illumination and performed light scatter

measurements. Light was the sole means of illu-

mination until 1904, when Kolher developed a

microscope with an ultraviolet (UV) light source.

Essentially, all further developments centered on

the microscope until 1934, when Moldavan [5]

described a photoelectric technique for counting

cells flowing through a capillary tube, and flow

cytometry was born. In 1938, Caspersson built a

rudimentary flow cytometer to measure cell

properties in the ultraviolet and visible regions.

Crosland and Tylor developed a blood cell

counter using the sheath flow principle, light

scatter, and dark-field illumination in 1940. Fol-

lowing work by various researchers in

subsequent decades to develop instruments to

count particles in suspension [6–9], Kamentsky

and Melamed [10, 11] implemented a design in

1965 and 1967 to produce a microscope-based

flow cytometer for detecting light signals to dis-

tinguish abnormal cells in a cervical sample.

Following this, the work of Fulwyler [12],

Dittrich and Göhde [13], Van Dilla et al. [14],

and Hulett et al. [15] led to significant changes

and resulted in a cytometer that largely resem-

bled those of today. Like modern cytometers, a

flow cytometer in 1969 in no way resembled a

microscope but was still based on Moldavan’s

prototype and on the Kamentsky instrument in

that it illuminated cells as they progressed in

single file in front of a beam of light, and it

used photodetectors to detect the signals that

came from the cells [15–18]. Even today, the

definition of a flow cytometer involves an instru-

ment that illuminates cells as they flow individu-

ally in front of a light source and then detects and

correlates the signals from those cells as a result

of that illumination.

Stains were required to enhance the visibility

of prokaryotic and eukaryotic material under the

microscope. The development of these stains was

driven by the absorptive dye chemistry needed in

the textile industry after 1850. Malachowski and

Romanowsky [19, 20] used acidic and basic

dyes, which gave rise to the Giemsa, Leishman,

MacNeal, and Wright stains used for identifying

parasites in blood cells and hematopoietic cells.

Fluorescent dyes did not appear until the 1880s,

when Paul Ehrlich [21] synthesized and used

fluorescein. He also pioneered the use of

mixtures of acidic and basic dyes to resolve the

internal structure of leukocytes. DNA dyes were

first used in 1900, but the introduction of flow

cytometry drove the development of several new

dyes in the late 1960s and 1970s, and the mea-

surement of DNA content became one of the first

major applications of flow cytometry. Dittrich

and Göhde [22] first used ethidium bromide in

1969, Crissman and Steinkamp [23] introduced

propidium iodide in 1973, and Crissman and

Tobey [24] used mithramycin in 1974. In 1976,

Latt and Stetten [25] introduced the Hoechst

dyes, and a year later Stöhr et al. [26] used 4’,6-
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diamidino-2-phenylindole) (DAPI). All of these

dyes are commonly used in modern flow

cytometry. In parallel, in 1940, Coons

et al. [27] used antipneumococcal antibodies

conjugated with anthracene to detect

microorganisms in tissues. By 1950, they were

using antibodies conjugated with fluorescein iso-

thiocyanate (FITC), and immunophenotyping

was born. Immunophenotyping allowed for the

labeling of specific cell membrane proteins on

cells, predominately leukocytes. Instead of rely-

ing on morphology, scientists could now identify

cells by their unique repertoire of membrane

proteins. In 1974, Kano et al. [28] introduced

the process of producing monoclonal antibodies.

Meanwhile, development was ongoing in the

electronics industry. By 1945, the

photomultiplier tube (PMT) had been developed

to detect photons and convert them to electrical

pulses. Amplifiers and analog-to-digital

converters were also developed. In 1949,

Wallace Coulter [29] patented the first

non-optical electronic blood cell counter; by

the 1950s, the realization that automated cytol-

ogy might be most useful in clinical diagnosis

began to permeate academic medical

institutions. The ability to electronically count

blood cells more accurately and faster than with

a hemocytometer started the revolution towards

automation. The first Model A Coulter counter

was introduced in 1957, primarily to count

erythrocytes and leukocytes from blood; Model

B was introduced 4 years later. This device

could also provide the size distribution of these

cells. The disadvantage of the Coulter Counter

was that it could not identify what was being

counted. This led to the need for an automated

microscopic identification process. To accom-

plish this, computers, which had recently been

introduced, and the concomitant software, were

required. Two different groups emerged to

tackle this problem. Marylou Ingram

(a hematologist at the University of Rochester)

and Kendall Preston [30] (a biomedical engineer

at Perkin–Elmer) together built the first

cytoanalyzer, a microscope-based instrument,

to automate the microscopic identification of

leukocytes in stained smears. At the same time,

another group, Mortimer Mendelssohn, and

Judith Prewitt [31], began studies to extend the

image analysis of cells using an automated

instrument called a “CYDAC”. This was the

first example of automated image cytometry.

Cells could now flow through an orifice and be

counted; they could also be stained and

identified microscopically in a somewhat

automated fashion.

Modern flow cytometry began when Fulwyler

[32], at the US Los Alamos National

Laboratories, built a cell sorter using the main

Coulter cell size and the electrostatic charging of

the droplets to order. Then, Dittrich and Göhde

[22] developed the impulse cytophotometer

(ICP), also known as the “Phywe.” Cells were

introduced into a flowing sheath stream located

under a high-power microscope objective that

provided measures of scatter and fluorescence

detection. Mullaney and Dean [33] introduced

multiparametric flow cytometry, combining the

measurement of volume, light scatter, and fluo-

rescence in a single instrument. By the

mid-1970s, flow cytometers had entered the mar-

ket, and Leonard Herzenberg [34] coined the

term “fluorescence activated cell sorter,” or

“FACS,” revolutionizing immunology and can-

cer biology. In the early 1980s, interest in

immunophenotyping grew with the discovery of

AIDS. The first monoclonal antibodies identified

membrane proteins such as CD3, CD4, and CD8

expressed by T lymphocytes. The first major

clinical application of immunophenotyping

using flow cytometry was in the treatment of

AIDS. With this development, and the ability to

measure DNA content, flow cytometry became

the important and primary approach to

automated cell analysis in clinical applications.

These applications included ploidy and S-phase

fraction measurement in solid tumors, diagnosis

and follow-up of hematopoietic malignancies

and paroxysmal nocturnal hemoglobinuria

(PNH), and monitoring of transplant rejection

and hematopoietic regeneration. Whereas

immunophenotyping initially focused on the

measurement of membrane markers on the

cells, researchers soon found that intracellular

markers could also be measured. With its ability
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to identify a cell population from membrane

markers and simultaneously determine the func-

tion of the cell, the power of flow cytometry was

quickly realized. Another application launched

by Stubblefield et al. [35] in Los Alamos and

van den Engh et al. [36] at the Lawrence

Livermore National Laboratory was chromo-

some staining and sorting for DNA cloning to

produce chromosome-specific sequences. This

new application led to the construction of the

first high-speed cell sorter to classify each

human chromosome. This project, supported by

the US Department of Energy, was the first step

in the Human Genome Project. Hence, since a

very slow start in the seventeenth century, the

development of chemical dyes, the electronics

industry, the computer, and the production of

monoclonal antibodies have all come together

to produce the rapidly expanding field of flow

cytometry. No other technology has been devel-

oped that can quickly measure the related

properties of basic cells.

Techniques

The word “cytometer” itself is derived from two

Greek words, “kντoζ,” meaning container, recep-

tacle, or body (taken in modern formations to

mean cell), and “μετρoν,” meaning measure.

Cytometers measure particles. “Particle” can be

used as a more general term for any of the objects

flowing through a flow cytometer. “Event” is

used to indicate anything that has been

interpreted by the instrument, correctly or

incorrectly, to be a single particle. For example,

if the cytometer is not quick enough, two

particles close together may actually be detected

as one event. Because most of the particles sent

through cytometers and detected as events are in

fact single cells, the words are used somewhat

interchangeably.

Flow Cytometry and Particles/Events

Because flow cytometry is a technique for the

analysis of individual particles, a flow

cytometrist must begin by obtaining a suspension

of particles. Historically, the particles analyzed

by flow cytometry were often cells from blood;

they are ideally suited for this technique because

they exist as single cells and require no manipu-

lation before cytometric analysis. Cultured cells

or cell lines have also proven suitable, although

adherent cells require some treatment to remove

them from the surface on which they are grown.

More recently, bacteria [37, 38], sperm [39, 40],

and plankton [41] have been analyzed. Flow

techniques have also been used to analyze indi-

vidual particles that are not cells (e.g., viruses

[42], nuclei [43], chromosomes [44], DNA

fragments [45], and latex beads [46]). In addi-

tion, cells that do not occur as single particles can

be made suitable for flow cytometric analysis

using mechanical disruption or enzymatic diges-

tion; tissues can be disaggregated into individual

cells, and these can be run through a flow

cytometer. The advantage of a method that

analyzes single cells is that cells can be scanned

rapidly (500 to >5000 per second), and the indi-

vidual characteristics of a large number of cells

can be enumerated, correlated, and summarized.

The disadvantage of a single-cell technique is

that cells that do not occur as individual particles

must be disaggregated; when tissues are

disaggregated for analysis, some of the

characteristics of the individual cells can be

altered and all information about tissue architec-

ture and cell distribution is lost. Therefore, when

the cell suspension used for cytometric analyses

derives from cell culture or fresh biopsy, careful

evaluation of the resulting data is necessary.

Immunophenotyping

Immunophenotyping of biological samples refers

to the use of immunological tools (e.g., monoclo-

nal and/or polyclonal antibodies) for the specific

detection of antigens, most frequently from

proteins, expressed by cells localized either on

their surface or inside them. Flow cytometry is a

sensitive technique currently employed by

pathologists, especially for quantitative and qual-

itative evaluation of hematopoietic cells [46].
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In a clinical setting, the main purpose of flow

cytometric analysis is to identify abnormal

cells by defining their immunophenotypic

characteristics. To accomplish this task, multipa-

rameter analysis represents a reliable approach

that integrates the information provided by for-

ward scatter (FSC) and side scatter (SSC) with

multiple fluorescence parameters. Thus, the cell

size and internal complexity as well as the simul-

taneous expression of three to four or more dif-

ferent cell antigens are evaluated and used to

outline distinct cell populations [47]. Importantly,

multiparameter analysis permits the detection of

abnormal cells that occur at a very low frequency

in the context of normal populations, such as in

the case of minimal residual disease [48]. Multi-

color flow cytometry is currently used by many

laboratories for the analysis of leukemia and

lymphoma, although technology is moving rap-

idly towards more complex types of analysis,

employing six or more fluorescence parameters.

In multicolor analysis, a widely used strategy for

the gating of lymphocytes is based on CD45

expression and SSC characteristics [49]. This

approach permits the analysis of aged samples

with a better lymphocyte recovery than FCS

vs. SSC gating. Therefore, gating via CD45/

SSC represents the strategy of choice for

immunophenotyping blood lymphocyte subsets,

for example, monitoring CD4 counts in patients

with AIDS. The staging of human immunodefi-

ciency virus (HIV) infection based on the enu-

meration of the absolute and relative CD4+

T-cell counts in peripheral blood probably

represents the most extended and recognized

clinical application of flow cytometry. Gating

via CD45/SSC strategy is also being applied

successfully in the analysis of many lymphoid

malignancies detected in blood, bone marrow,

and lymph nodes [50]. Specific

immunophenotypic profiles have been

established for several lymphoid neoplasms

[51–53]. The abnormal profiles are compared

with the pattern of cell marker expression nor-

mally seen in the organ/tissue being examined,

and a diagnostic interpretation is made. While

the normal reference ranges for differentiation

antigens expressed by lymphoid cells from

peripheral blood, bone marrow, and lymph

nodes are well established, immunophenotyping

is also currently a primary diagnostic tool for the

study of individuals suspected of PNH, systemic

mastocytosis (SM), primary thrombocytopathies,

and immunodeficiencies. In all four disease

groups, genetic abnormalities carried by the

clonal hematopoietic cells are translated into

changes in the phenotype and distribution of

specific populations of hematopoietic cells.

Such phenotypic changes are closely associated

with specific underlying genetic abnormalities

and can be easily and reproducibly identified

with flow cytometry immunophenotyping.

Although immunophenotyping does not allow a

final diagnosis of most primary immunodefi-

ciencies, it has great value as a screening tool.

It is well established for that an association exists

between the distribution of different populations

of peripheral blood lymphocytes, their

immunophenotype, and the underlying genetic

defect. More detailed knowledge of the exact

genetic lesions present in patients with primary

immune deficiencies has largely contributed to

expanding the utility of immunophenotyping in

the diagnosis of this heterogeneous group of

disorders.

Over the last decade, the application of flow

cytometry immunophenotyping in transplanta-

tion has increased in terms of both hematopoietic

tissues and solid organs. The most widely used

example is the flow cytometry enumeration of

CD34+ hematopoietic progenitors to control the

quality of biological products obtained for

hematopoietic transplantation. It is well

established that the total number of CD34

+CD45dim hematopoietic progenitors given in

a transplant is the most powerful indicator of

the outcome of the graft, and flow cytometry

immunophenotyping is the method of choice for

counting CD34 cells. Another clinically relevant

application of immunophenotyping in transplan-

tation is the so-called flow cytometry cross-

match. The goal of this assay is to identify the

presence of anti-human leukocyte antigen (HLA)

antibodies, quantify their titer, and determine

their specificities in the serum of the donor

prior to an allogenic transplant. Although flow
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cytometry cross-match initially used cellular-

based assays, in recent years they have been

combined with multiplexed bead arrays that

allow routine determination of anti-HLA anti-

body specificities. The use of cytometry for

immunophenotyping has the advantage of quick

multiparametric analysis of a very large number

of cells (20,000–50,000) and a better statistical

representation of the population of interest. The

choice of the appropriate antibody combinations,

gating strategy, and multiparametric analysis

plays a key role in diagnosis. Cytometric analysis

offers another advantage over other techniques:

dual and triple markers can be applied to detect

co-expression of two or three antigens on the

same cell. Flow cytometry also has the ability

to precisely detect immunoglobulin light chain

expression and therefore assess the

monoclonality of lymphoid populations. How-

ever, its major disadvantage lies in its need for

mono-dispersed cell suspensions: fresh

specimens are required to maintain viability and

avoid loss of antigenicity through tissue fixation.

Samples must be immediately suspended in

chilled nutritional medium after surgical exci-

sion, followed by processing of fresh tissue

within minutes or only a few hours. In addition,

the information provided about the morphology

and localization of a given molecule inside a cell

is limited. On the other hand, immunohisto-

chemistry (IHC) on paraffin-embedded tissue is

limited by poor antigen preservation and

difficulties in defining antigens that are restricted

to cell surfaces; these are lost through fixation

and include the majority of lymphoid markers.

Sufficient antibodies have been developed for the

identification of B- and T-cell populations on

paraffin-embedded tissue. However, immuno-

globulin light chains are not reliably

demonstrated on cell surfaces by this method

[54]. It has been reported that IHC does not

usually provide clear evidence of surface light

chain restriction due to the large amount of back-

ground immunoglobulin in the interstitial spaces

of tissues, which obscures the relatively weak

monoclonal immunoglobulins on the surface of

B cells. However, flow cytometry is also more

sensitive than molecular techniques (reverse

transcription polymerase chain reaction

[RT-PCR], quantitative RT-PCR [Q-RT-PCR])

as there is no possibility of sample contamination

by non-neoplastic cells. In addition, complemen-

tary DNA (c-DNA) arrays are costly and tedious

sophisticated lengthy tests that can only be

performed in specialized laboratories and

requires significant experience and a special soft-

ware system. The possibilities for immunophe-

notyping by flow cytometry are almost infinite in

both clinical and research applications. In gen-

eral, cells stained with antibodies may be used to

identify, count, and characterize any type of indi-

vidual cell or subcellular component. Many of

the applications for immunophenotyping are of

great clinical utility, mainly in the area of hema-

tology and immunology.

Procedures
Immunophenotyping techniques measure anti-

gen expression by flow cytometry. Traditionally,

these techniques have been divided into two

major methods: (1) direct immunofluorescence

staining and (2) indirect immunofluorescence

staining. The first is obtained when the antigen/

antibody reaction is detected with an antibody

directly coupled to a fluorochrome; the second

requires the use of a secondary anti-

immunoglobulin antibody conjugated to a fluo-

rochrome. Given the complexity of performing

multiple stains with indirect immunofluores-

cence methods, the use of these techniques is

currently restricted almost exclusively to single

antigen stains. Direct immunofluorescence is the

preferred method for multicolor antibody/antigen

reactions. Usually, the optimal sample prepara-

tion technique depends on the type of specimen

and the cells of interest, the antigens and their

distribution in the sample, the localization of

the antigens in the cell, and the information

to be obtained. The main steps to obtaining

direct staining for immunophenotyping are as

follows:

• Disaggregation of solid tissue or detachment

of cells derived from cell culture

• Washing with PBS

• Adding the antibody on pellet
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• Incubation, usually for 30 min at 4 �C in the

dark

• Washing with PBS

• Acquisition and analysis with flow cytometry

Depending on the characteristics of the cells,

specific changes in sample preparation

techniques may also be required. For example,

for the staining of non-nucleated red cells, the

lysing steps should be eliminated, and quenching

reagents (e.g., crystal violet) may be required for

optimal immunophenotyping of highly

autofluorescent cells. Another technique that

requires modification of the immunofluorescence

protocols is the staining of intracellular antigens:

appropriate fixation and permeabilization

protocols should be used prior to staining.

Finally, the type of information desired may

also affect the exact sample preparation protocol

to be applied. In fact, if immunophenotyping is

used to count the number of cells present in a

given volume of sample, washing steps and

solutions that may damage the sample cells

should be eliminated to avoid significant cell

loss. Overall, variables that determine the most

appropriate sample preparation protocol also

determine the most appropriate instrument

settings during data acquisition and the number

of events that should be measured in the flow

cytometer. It is well established that identifica-

tion of a cell population requires a minimum of

between 13 and 15 homogenous events, while

reaching an acceptable coefficient of variation

(10 %) for the enumeration of a cell population

requires that a minimum of 100 cells of interest

are analyzed. Table 5.1 shows the main variables

that can affect the detection of antigen expression

by flow cytometry.

DNA Measurement

In recent years, flow cytometry has been

recognized as a useful, rapid, and novel method

to determine—efficiently, reproducibly, and at

lower costs per sample—the relative nuclear

DNA content and ploidy level of cells. This

technology has also been used to isolate cell

population with different DNA content. On the

consequence, after immunofluorescence, DNA

analysis is the second most important application

of flow cytometry. DNA measurement is very

important because we obtain two main informa-

tion: (1) ploidy, relevant in tumors, and (2) dis-

tribution of cells in phases of cell cycle. DNA is a

molecule that carries most of the genetic

instructions used in the growth, development,

functioning and reproduction of all known living

organisms. It is composed of bases that form two

strands arranged as double helix. Being mainly

involved in cell life in terms of reproduction,

growth and death and tumor development, DNA

study has aroused enormous interest to research

and clinical cytometrists. To perform DNA

analyses, fluorescent probes such as propidium

iodide, DRAQ5 (a Vybrant DyeCycle com-

pound) or the bis-benzimidazole, Hoechst

33342, can be used. Usually, fluorescent signal

is proportional to the DNA amount in the nucleus

identifying strong gains or losses in DNA con-

tent. Interestingly, it is the study of abnormal

DNA content, defined as “DNA content aneu-

ploidy,” especially in tumors; although, some

benign conditions may be aneuploid [55–60]. In

several types of tumors, DNA aneuplody is

correlated with a bad prognosis, but it may be

associated with improved survival in rhabdo

myosarcoma, neuroblastoma, multiple myeloma,

Table 5.1 List of the main variables in analyzing antigen expression in immunophenotyping

Monoclonal antibody reagents Sample preparation Fluorescence measurements

Affinity Time Nozzle size

Avidity Temperature Fluorescence detectors

Concentration pH Speed of analyses

Fluorochrome Lysing solution Instrument settings

Immunoglobulin isotype Washing steps/autofluorescence Compensation
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and childhood acute lymphoblastic leukemia

(ALL) [61–64]. For example, in ALL, hypodip-

loid tumors, myedisplastic syndromes, DNA

hypodiploid content lead to a poor prognosis.

On the contrary, DNA hyperdiploid content in

ALL have a better prognosis [64]. Regarding

hematologic tumors, data are discordant on the

independent prognostic value of DNA content

analyses.

DNA Probes

Before we focus on the measurement of DNA

content, we provide a small prompt on the cell

cycle. It is usually subdivided in three phases: the

G0G1, S, and G2M phases of the cell cycle, as

shown in Fig. 5.1.

G0 (gap) is a phase in which cells are quiescent

and not undergoing cell division.

G1 is the phase in which cells are preparing to

move through cell division and start to syn-

thesize the factors involved in S phase. Both

in G0 and G1, the DNA content is 2n. There-

fore, both phases are indistinguishable from

each other using a single DNA probe.

S (synthesis) is the phase in which the synthesis

of DNA occurs. Therefore the DNA content

ranges from 2n to 4n.

G2 is the phase where the cells start to synthesize

all components involved in M phase.

M (mitosis) is the phase in which it has the

physical division of the mother cell with the

formation of two daughter cells. Again, these

two phases are indistinguishable from each

other by the flow cytometer with a single

DNA probe because the DNS content is 4n.

In order to measure the DNA content by flow

cytometry, it is necessary to stain the nucleic

acids using specific fluorescent probes. The

bond between DNA and probe is not as strong

as that of the antibody with its antigen. There-

fore, it is important to establish the specific

concentration of probes that must be used for

DNA staining in cytometry, and samples are not

washed after staining also because the unbound

dye does not emit fluorescence. There are two

main classes of DNA probes: (1) intercalating

agents and (2) agents binding specifically to

DNA bases. Intercalating agents usually interca-

late between the bases in double-stranded nucleic

acids, DNA or RNA. Therefore, these probes can

also stain RNA and not only DNA. On the con-

sequence, RNA must be eliminated using RNase

that is added to staining solution. The advantage

of these dyes is they are stoichiometric. Hence,

the number of molecules of dye bound to DNA is

equivalent to the number of DNA molecules. As

a result, the amount of emitted light is propor-

tional to the amount of bound dye that, in turn, is

equivalent to DNA amount. Usually, intecalating

probes belong to the family of phenanthridiniums

and include propidium iodide and ethidium bro-

mide. They are excite with ultraviolet or blue

laser and emit in red spectrum. The Table 5.2

shows the properties of some mainly used DNA

probes. The most widely used dye is propidium

iodide (PI), which emits in red spectrum and is

excited at 488 nm with blue laser. Unfortunately,

the PI shows two disadvantages. First, PI stains

both the DNA and double-stranded RNA. There-

fore, the cells must be treated with RNase. Sec-

ond, it is excluded by the plasma membrane. On

the consequence, the cells must be fixed and,

then, permeabilized. Subsequently, the probe

Fig. 5.1 Main phases of the cell cycle
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can be added to cell preparation. Appropriate

protocols for PI staining are found in Ormerod

[65] and Darzynkiewicz [66]. For fixation, usu-

ally, 70 % ethanol is used or cells are suspended

in a buffer containing a detergent [67]. The

Fig. 5.2 shows a typical DNA histogram obtained

using PI staining. The stromal population of nor-

mal diploid cells is usually not cycling. To ana-

lyze the DNA content, the fluorescence must be

read using a linear scale. This strategy allows to

determine quickly DNA index values. The sec-

ond class of DNA probes includes dyes that bind

preferentially to adenine-thymine (A-T) regions

of DNA. This stain binds into the minor groove

of DNA and exhibits distinct fluorescence emis-

sion spectra that are dependent on dye: base pair

ratios. DAPI, either DRAQ5 (a Vybrant

DyeCycle compound) or the bis-benzimidazole,

Hoechst 3334,2 belong to this class of probes.

DAPI and Hoechst3342 show an emission at

358 nm and 346 nm, respectively. Their emission

is 461 nm. Therefore it is necessary an ultraviolet

(UV) or violet laser. DRAQ5 probe is excited

with 488 or 633 nm laser and its emission is

680 nm. In addition, DAPI is used for cells that

must be fixed and permeabilized, whereas

Hoechst33342 and DRAQ5 are vital probes,

thus the cells must not be fixed. Independently

of the dye used, it is necessary to perform pre-

liminary assays to evaluate and determine the

correct and specific times of incubation and dye

concentration to obtain a satisfactory DNA his-

togram. Times and concentration are specific for

each type of cells. In clinic diagnosis, DNA is

extracted starting from sections of 50 μm thick of

paraffin embedded tissues. The paraffin is

removed, and the nuclei are extracted by treat-

ment with pepsin [68]. The quality of the

histograms can be very good, and depends on

especially the way in which the tissue was

initially handled. A strategy commonly used is

to incubate tissue sections at 80 �C before

treating with pepsin [69].

Table 5.2 Main DNA probes used in cytometry

Probe

Maximum

excitation (nm) Laser (nm)

Maximum

emission (nm) Features

Propidium

Iodide

535 Blue (488) 623 Intercalating agent—not vital dye

Hoechst

33342

350 UV (355) 461 Bind strongly to A-T-rich regions in

DNA—vital dye

DAPI 358 UV (355) 461 Bind strongly to A-T-rich regions in

DNA—not vital dye

DRAQ5 650 Blue (488) or

red (633)

680 Bind strongly to A-T-rich regions in

DNA—vital dye

Fig. 5.2 This single-

parameter histogram shows

fluorescence on a linear

scale along the x-axis, with
number of events up the

y-axis
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Ploidy

The ploidy of a cell is an indication of the num-

ber of chromosomes in that cell. Each species has

a different ploidy value. There can also be

variations within an individual population

because of mutations, natural multiploidy

(plants), certain diseases, and apoptosis. The

number of chromosomes in a tumor is frequently

greater than 2n (hyperdiploid) and sometimes

less (hypodiploid). An abnormal number of

chromosomes is called aneuploidy and is

reflected by a change in the amount of DNA.

The flow cytometrist tries to define these differ-

ent ploidy levels and may use a series of

definitions and terms, as reported in Table 5.3.

Therefore, when aneuploidy is measured as a

change in DNA content, as opposed to a change

in the number of chromosomes, it should be

referred to as DNA aneuploidy. The DNA con-

tent of a tumor may be expressed as the DNA

index (DI), defined as the ratio between the DNA

content of a tumor cell and that of a normal

diploid cell; Fig. 5.3 provides an example.

The quality of a DNA histogram is estimated

from the width of the peak of DNA from cells in

G1 of the cycle. This is measured by the coeffi-

cient of variation (CV) across the peak and is

calculated from the standard deviation (SD).

The smaller the CV of the peaks in the DNA

histogram, the more accurate the measurement of

ploidy and the better the estimation of the per-

centage of cells in the different compartments of

the cell cycle. It is essential that any unnecessary

broadening of the peaks because of misalignment

of the instrument should be eliminated. It is pos-

sible to obtain CVs as low as 1 %, although the

best CV may be closer to 2 % in aneuploid

tumors and cultured cells because of the hetero-

geneity of the DNA content. The number of

clumps and the amount of debris present are

also important factors. The key elements in

obtaining a high-quality histogram are sample

preparation, instrument alignment, and data anal-

ysis. The object of sample preparation is to

obtain single cells (or nuclei) with the minimum

of debris and clumps. When staining fixed cells

with propidium iodide, sufficient time must be

allowed for the RNase to remove all double-

stranded RNA. If the cells have been fixed, leav-

ing them overnight at 4 �C will often improve the

histogram. If the cell (or nuclei) concentration is

high, there should be sufficient dye present to

maintain stoichiometric binding. The perfor-

mance of the instrument should be checked

daily using fluorescent beads of known CV,

which can be purchased from several

manufacturers. The CV and the peak channel

number for a standard set of conditions (laser

power, PMT voltage, and gain) should be

recorded. If these fall outside predetermined

limits (e.g., 2 % CV), action should be taken to

restore the instrument’s performance. Check that

the flow rate has not been accidentally set too

high; check there is no partial blockage of the

flow cell; and, if possible (with a conventional

cell sorter), realign the instrument.

If realignment is not possible (most bench-top

instruments), call the service engineer. Any per-

turbation of the sample stream in the cytometer

will increase the CV, so the concentration of cells

or nuclei should be kept high (between 5 � 105

and 2 � 106/ml) and the flow rate low. The DNA

histogram should be displayed on a linear scale.

Table 5.3 Definitions to indicate the ploidy value

Definitions DNA content

Diploid The normal (euploid) 2n number of chromosomes. This is the number of chromosomes in a somatic

cell for a particular species

Haploid Half the normal 2n number of chromosomes, or 1n. This is the number of chromosomes in a gamete

or germ cell (sperm/egg). Again, this is species dependent

Hyperdiploid More than the normal 2n number of chromosomes

Hypodiploid Less than the normal 2n number of chromosomes

Tetraploid Double the normal 2n number of chromosomes, or 4n

Aneuploid An abnormal number of chromosomes
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Double Discrimination

One problem that must be overcome when

obtaining results for DNA analysis is the exclu-

sion of clumps of cells. On a flow cytometer, two

cells stuck together may register as a single

event, known as a doublet. If each of those two

cells is diploid (2n), seen as one event, they have

4n DNA. In other words, they have the same

amount of DNA as a tetraploid cell (G0G1) or a

normal cell that is about to divide (G2M). To add

to the confusion, further peaks may exist for

three or more cells stuck together. The doublet

problem is resolved by employing a doublet dis-

crimination gate based on the characteristics of

fluorescence height, fluorescence area, and signal

width. Fluorescence height is the maximum fluo-

rescence given out by each cell as it travels

through the laser beam; fluorescence area is the

total amount of fluorescence emitted during the

same journey; and signal width is the time a cell

takes to pass through the laser beam. These

characteristics differ between a cell that is about

to divide and two cells that are stuck together.
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Fig. 5.3 DNA histograms from two endometrial carcinomas. Cells stained with propidium iodide (PI). DNA index

(DI) values indicate samples with aneuploidy. Specifically, DNA content is hyperdiploid
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A dividing cell does not double its membrane

and cytoplasmic size and therefore passes

through the laser beam more quickly than two

cells stuck together. In other words, it has a

smaller width signal or a bigger height signal

but the same area as two cells stuck together.

Also, all of the DNA in the dividing cell is

grouped together in one nucleus and conse-

quently gives off a greater intensity of emitted

fluorescence than the DNA in two cells that are

stuck together. Thus, a doublet, which has two

nuclei separated by cytoplasm, emits a lower-

intensity signal over a longer period. This

appears as a greater width signal and lower

height signal, with the same area. These

differences can be seen on histograms of

FL3-Area vs. FL3-Width (as shown in Fig. 5.3)

or FL3-Area vs. FL3 Height, allowing the gener-

ation of gates to exclude doublets from sample

analysis for both diploid and aneuploid cells.

Data Analysis and Reporting
of the Cell Cycle Phases

There is obviously considerable overlap between

early S phase and G1 and between late S phase

and G2M because of the broadening of the distri-

bution caused by variability in the staining of the

cells as well as instrumental variability. The

problem with analysis of a DNA histogram is

finding a model to reliably estimate the extent

of the overlap. The variety of approaches for

modeling the cell cycle phases have been

summarized by Rabinovitch [70]. The most rig-

orous algorithm is probably the polynomial

method of Dean and Jett [71]. Few algorithms

will handle every histogram, particularly if the

data are noisy, the CV large, or the cell cycle

severely distorted. The numbers generated

should not be blindly accepted but instead used

in conjunction with the original DNA histogram.

Note also that the numbers produced by the com-

puter program are only estimates.

The two most commonly used commercial

DNA analysis software packages are ModFit

(Verity Software) and Multicycle (Phoenix

Flow Systems). Figure 5.4 shows a computer

analysis of some DNA histograms produced

with ModFit.

Some general guidelines are as follows:

1. Determine the cell ploidy and report the DNA

index of all ploidy populations.

2. Report the CV of the main G0G1 peak. Gen-

erally, less than three is good and more than

eight is poor.

3. When measuring the S-phase fraction (SPF)

of a diploid tumor, make a statement as to

whether the S phase was measured on the

Fig. 5.4 Cell cycle

analysis using ModFit

software
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whole sample, including normal cells, or on

the tumor cells alone, gated by tumor-specific

antibody.

4. Add a brief comment if necessary to cover any

other information that may be helpful to

someone looking at the result (e.g., inade-

quate number of cells, high debris levels,

high CV, % background, aggregates, and

debris).

Generally, a result should be rejected if any of

the following apply:

1. CV of the G0G1 peak is greater than 8 %.

2. Sample contains fewer than 10,000–20,000

nuclei.

3. Data contain more than 30 % debris.

4. Flow rate was too high, as indicated by a

broad CV or curved populations on

two-parameter plots.

5. G0G1 peak is not in channel 200 of 1024 or

100 of 512 (i.e., on a suitable scale in a known

channel).

6. Fewer than 200 cells in S phase (if SPF is to be

reported).

7. G0G1 to G2M ratio is not between 1.95 and

2.05.

Instrument Setup for Cell Cycle
Analyses

The instrument settings are also critical to

obtaining a good histogram. Instrument setup

varies with manufacturer. However, some gen-

eral principles to observe are as follows:

1. Select the LIN channel that is most appropri-

ate for the DNA probe.

2. Set the trigger on the channel detecting the

DNA probe, as light scatter parameters are not

usually of much use for triggering in the case

of DNA.

3. Select parameters to enable doublet

discrimination.

4. Set a gate to exclude doublets and apply it to

the histogram that will display the DNA

profile. Displaying an ungated plot of the

same may data may also be useful.

5. Make sure the sheath tank is full, as it may

help with stability.

6. Make sure the cytometer is clean. Stream dis-

ruption will increase the CV.

7. Set a low flow rate and dilute cells to a con-

centration that is appropriate for the DNA

probe solution.

8. Make sure the instrument has been optimized

by running routine calibration particles.

Flow Cytometric Cell Sorting

Flow sorting is a process that allows the physical

separation of a cell or particle of interest from a

heterogeneous population. Sorting is an elegant

use of flow cytometric technology that is

attracting new attention from the diverse fields

of biology and industry.

This technology provides the powerful yet

unique ability to rapidly isolate pure populations

of cells or particles with a desired set of

biological characteristics. These populations are

then available for morphological or genetic

examination as well as functional assays and

therapeutics. The main applications of flow

sorting are as follows:

1. Single-cell cloning of hybridoma cells for the

production of monoclonal antibodies

2. Isolating and purifying stem and/or progenitor

cells

3. Sorting transfected cells with an expression

marker, such as green fluorescence protein

4. Multiparameter isolation of cells from mixed

populations

5. Sorting spermatozoa utilizing the difference

in DNA content between those bearing the X

and Y chromosomes

6. Single-cell sorting for clonogenic assays

In this context, although flow sorters are pri-

marily used to sort mammalian cells, it is more

accurate to refer to particle sorting given that

flow sorters have also been used to sort yeast
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[72], bacteria [73], and phytoplankton [74]. Flow

sorting is the only practical way of isolating large

numbers of specific chromosomes from humans,

other primates [75], or plant species [76], and

flow sorters proved invaluable during the

human genome sequencing project [75] and

more recently in the production of chromosome

paints [76]. In addition, as the newer scientific

fields of genomics and proteomics have evolved,

flow sorting has become important in, for exam-

ple, sorting large numbers of specific subsets of

cells for microarray analysis [77]. At the other

end of the scale, single particles may also be

sorted into individual wells of a plate for cloning

[78] or for PCR analysis [79]. Therefore, the

applications of flow sorting are range widely,

and a flow sorter, or access to one, is an invalu-

able resource.

Two methods exist for sorting particles by flow

cytometry: electrostatic and mechanical. For the

electrostatic method, the particles are passed in a

stream of fluid out through a narrow orifice, at

which point they pass through a laser beam and

are analyzed in the same way as in a standard flow

cytometer. A vibration is passed to the sample

stream, which causes it to break into droplets at a

stable break-off point. If a particle of interest

passes through the laser beam, it is identified;

when it reaches the droplet of the break-off point,

an electric charge (positive or negative) is applied

to the stream. As the droplet leaves the stream, it

passes through deflection plates carrying a high

voltage, and the droplet will be attracted to one

of these plates, depending on the charge it was

given. Uncharged droplets pass through

un-deflected, and deflected droplets are collected

in tubes. Thus, two or more different populations

of particles can be sorted from the one sample.

Most of the high-speed cell sorters use the electro-

static deflection of droplets method.

With the mechanical method, particles of

interest are diverted within the flow cell, either

by moving a “catcher” tube into the stream or by

deflecting them with an acoustic pulse into a

fixed tube. Briefly, the catcher tube is located in

the upper portion of the flow cell and moves into

the stream to collect the particles. When particles

pass through the laser beam, the system

determines whether each cell belongs to the

selected population defined by boundaries in the

cytogram. If the particle is identified as being of

interest, it is captured by the catcher tube and

collected into a tube or into a concentration mod-

ule; otherwise it is dispatched to the waste tank.

The main drawback of mechanical sorting is

the possibility to sort only one population of cells

at a slow speed. Nevertheless, no aerosol is

involved, which means it is safe to sort samples

that have been treated with toxic substances such

as radioactive compounds.

The advantage of electrostatic sorting is the

ability to sort two subpopulations of cells at a

high speed. However, it generates aerosols, so it

is not appropriate to sort samples that have been

treated with toxic substances. The high pressure

generated in electrostatic sorting can also dam-

age the sorted cells.

For precise sorting it is very important to

adjust several parameters, including the

following:

• The nozzle vibration conditioned by the drop

drive frequency (ddf; the number of drops

formed per second) and its amplitude level,

the particle rate, i.e., the speed, which

influences the distance between each cell.

• The dead time: time taken by the instrument

to measure a particle’s signal and reset to

measure the next particle (i.e., time necessary

to analyze one particle).

• The drop delay: distance between the laser

beam interception of the cell and the break-

off point, the point where the stream beaks

into droplets.

In addition, other important parameters used

to describe the success of cell sorting are yield,

recovery, and purity. Yield is the proportion of

sorted particles of interest compared with the

total number of particles of interest that could

have been recovered under ideal conditions.

Recovery is the proportion of sorted particles of

interest compared with the total number of

particles of interest satisfying the sort decision.

Purity is the proportion of sorted particles of

interest compared with the total number of
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particles in the sorted material. Purity can be, and

often is, very high (>98 %), but a simple

approach to how the material is re-analyzed can

often lead to apparently lower purities than are

actually achieved.

Sample Preparation for Cell Sorting
and Setup

Sample preparation prior to sorting is important;

in fact, successful sorting depends almost

entirely on the state of the input sample. It is a

prerequisite for flow cytometry that cells or

particles be in a monodispersed suspension.

This is relatively easy when the cells used are

in a natural suspension (e.g., blood cells or

suspension-cultured cells) but more problematic

when using cells from adherent cultures or from

solid tissue. However, several methods for pre-

paring samples for flow sorting are well

established. The main steps for preparing

samples from suspension cells are as follows:

1. Take cells directly from the flask into 50-ml

conical tubes and centrifuge at 800 g for 6min.

2. Discard the supernatant and re-suspend in

medium (cell culture medium or PBS with

1 % bovine serum albumin).

3. Centrifuge again at 800 g and discard super-

natant. Count cells and re-suspend at an

appropriate concentration, which will vary

with sorter used. The final suspension medium

will depend on the cell types to be sorted. In

general, a low protein concentration is

recommended because this will lead to less

cell clumping.

In addition, samples from adherent cells

should be prepared as follows:

1. Harvest cells using trypsin or versene. Trans-

fer cells to 50-ml conical tubes and centrifuge

at 400 g for 5 min.

2. Discard the supernatant and re-suspend in

medium (cell culture medium or PBS with

1 % bovine serum albumin).

3. Centrifuge again at 800 g and discard super-

natant. Re-suspend the cells in a small volume

of medium and aspirate up and down through

a pipette several times to help disaggregate

clumps. Count cells and re-suspend at an

appropriate concentration. In practice, adher-

ent cells tend to be larger, and a lower con-

centration is recommended. It is always better

to keep the concentration high prior to sorting

and dilute to an appropriate concentration

immediately prior to a sort.

Finally, the main steps for preparing cells

from solid tissue are as follows:

1. Place tissue in a sterile Petri dish. Tease tissue

apart using a needle and scalpel or alterna-

tively use an automated system such as a

MediMachine (Consults, Italy) [80]. In addi-

tion, enzymatic disaggregation (e.g., collage-

nase or dispase) may also help free single cells.

2. Decant cells into a 50-ml conical tube and

centrifuge at 800 g for 6 min.

3. Discard the supernatant and re-suspend in

medium (cell culture medium or PBS with

1 % bovine serum albumin).

4. Centrifuge again at 800 g and discard super-

natant. Re-suspend the cells in a small volume

of medium and count cells as above.

All preparations may be filtered through ster-

ile nylon mesh prior to sorting; a range of pore

sizes from 20 to 70 μm will be suitable for most

cell types encountered.

Another central concern that must be consid-

ered has to do with procedures for sorting setup.

It is important to ensure all fluidics lines are

cleaned and/or replaced regularly. If a sort is

aseptic (i.e., one in which cells will be required

to be re-cultured or transplanted), a sterilization

procedure will be needed. In general, this

involves running 70 % ethanol through all fluid-

ics lines for 30–60 min before flushing with

distilled water (30 min) and finally sterile sheath

fluid (at least 30 min before commencing a sort).

All areas where the cells can potentially be in

contact with the atmosphere (i.e., the sample line
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and sort chamber) should also be cleaned with

ethanol prior to a sort. To check the sterility of a

flow sorter, it is useful to periodically remove

fluid from key locations (sheath tank, nozzle,

and sample line) and put this into culture in an

appropriate medium; cultures should remain ster-

ile for at least 7 days.

The next consideration is nozzle size. The cell

type will influence the size of orifice used. A

general rule of thumb is that for blockage-free

sorting and coherent side streams, a cell should

be no more than one-fifth the diameter of the

nozzle. In practice, this means that small round

cells such as lymphocytes would require a 70-μm
nozzle, whereas many cultured adherent cell

lines and primary cells such as keratinocytes

would require a 100-μm nozzle.

The third consideration is the laser alignment.

The laser or lasers must hit the stream in parallel

and the beams must be focused correctly.

Alignment may be checked using fluorescent

beads that are excited by a particular wavelength

of light and have a broad emission spectrum; it is

also important to monitor the sensitivity of the

sorter using multipeak beads with a variety of

fluorescence intensities. The number of lasers

used and the fluorochromes to be detected will

also vary and need to be determined before the

flow sorter is prepared. Once aligned, the fre-

quency and amplitude of the drop must be

found to obtain a stable break-off point. The

latter will be found at several harmonic reso-

nance frequencies, and the ability to find the

most stable of these comes with operator

experience. Many modern sorters can automati-

cally detect movement of the break-off point and

change the amplitude accordingly. The

principles of sorting are relatively straightfor-

ward, but successful sorting is very much a result

of experience; a basic grounding in and under-

standing of lasers, fluidics, computing, and biol-

ogy are essential if a flow sorter is to be used to

its full potential.

Data Analyses
Numerous software options are available for the

analysis of flow cytometric data. One possibility

involves histograms that show fluorescence

patterns of a population for a single parameter,

as represented in Fig. 5.5.

The histogram shows the FITC fluorescence

pattern for collagen II of human primary

chondrocytes. First, at the moment of analysis,

the researcher must always perform a dot plot for

physical parameters, defining a gate that delimits

the cell population of interest. The gate is impor-

tant because it excludes events such as cell debris

that can affect the analysis.

The operator can then undertake different

analyses independent of software. In this case,

as reported in Table 5.4, the percentage of cells,

the percentage of gated cells, and the geometric

mean were obtained.

For many applications, such as phenotypic

characterization, data collection on a logarithmic

scale is preferred to a linear scale. An overlay

constitutes a specialized type of histogram that

permits the simultaneous display of parameter

Fig. 5.5 Dot plot for physical parameters and histograms for isotype control and collagen II
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data from multiple samples, as reported in

Fig. 5.6.

With this approach, individual samples can be

compared based on a specific fluorescent or light

scatter parameter, or control data can be

overlayed against test samples to distinguish

experimental significance. This type of analysis

is performed to screen for the expression of spe-

cific proteins from reporter gene constructs,

identifying cell lines with anomalous gene

expression patterns, or monitoring gene expres-

sion of a population in response to external

factors such as biologically significant

compounds.

Alternate methods of data display are avail-

able for two-parameter plots. One option is

contouring, which displays the data as a series

of lines, similar to that observed with topograph-

ical maps. The contour patterns correlate to the

distribution and density levels of cells or

particles within the plot and can be used to aid

in data analysis or to delineate populations of

interest.

Various statistics are available for assessing

the data within histograms and dot plots. Com-

mon statistics include total counts, population

percentages, mean, median, CV, and SD. For

example, total counts and percentages for spe-

cific cell populations can often be used in the

clinical diagnosis of disease. In the case of

HIV-infected patients, assessment of the T cells

expressing the cell-surface proteins CD4 and

CD8 can be used to determine a patient’s immu-

nological status. The CV statistic is traditionally

used in conjunction with beads for calibration

and daily quality control of the instrument,

while the mean can be used to quantify the fluo-

rescent intensity of a cell using standard calibra-

tion units or molecules of equivalent soluble

fluorochrome (MESF). Regions can be created

within histograms and dot plots to generate

statistics on subpopulations. In the case of dis-

ease diagnosis, clinicians often rely on the statis-

tics from various lymphocyte subsets to

characterize and treat many types of leukemia

and lymphoma. Study of these disorders is typi-

cally based on identifying those cells containing

certain expression patterns of cell-surface

proteins. Factors such as total cell count, popula-

tion percentages, “brightness” or fluorescent

differences between populations, or statistical

ratios between populations can then be used to

analyze and quantitatively assess the data.

Regions can also be used for the creation and

application of gates. Gates may involve one or

more regions and are used primarily to minimize

or eliminate extraneous events within an analysis

plot or to isolate specific cells and particles of

interest. Some software programs also provide

the ability to assign colors to those events that

fall within a particular region or gate, thus

enabling easy identification of those cells within

other histograms or dot plots.

Table 5.4 Analyses of cells expressing collagen II

Histogram# Filename Parameter Marker #Events % of all cells % of gated cells Geometric mean

1 chondro-41 FITC-A M1 7840 66.7 79.71 4.4

1 chondro-41 FITC-A M2 2148 18.27 21.84 8.9
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Fig. 5.6 Overlay. Primary chondrocytes were stained

and analyzed using fluorescein isothiocyanate (FITC)-

conjugated anti-collagen II antibody
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Compensation

Another important consideration when

conducting multicolor experiments is the possi-

bility of fluorescence interference created by

dyes or fluorochromes that possess close or

overlapping emission spectra. In flow cytometry,

this process is known as compensation. Compen-

sation refers to specific software or hardware

manipulations that mathematically remove fluo-

rescence overlap to simplify multicolor data

interpretation and distinguish populations on a

dual-parameter histogram.

One benefit of this process is that it ultimately

enables researchers to better delineate

populations based on the expression or

non-expression of specific cellular components,

such as cell-surface antigens. Compensation cur-

rently represents one of the foremost obstacles to

conducting multiparameter experiments in flow

cytometry. Therefore, the experience of operator

is also very important.

Conclusions

In summary, flow cytometry is an interesting tool

for characterization of cells, ploidy level of

tissues, nuclear DNA content, division frequency

(through the detailed analysis of cell cycles), and

phenotypic characterization. Flow cytometers

are distinguished by their capacity to collect

and process large amounts of data expeditiously.

With a system to detect, view, and analyze the

expression patterns of multiple proteins involved

in complex biological processes such as apopto-

sis, oncogenesis, or cell division, investigators

are better able to understand the possible combi-

natorial roles that specific proteins play in these

processes and to provide data for diagnosis and

ongoing patient treatment.

The advantages of flow cytometry, including

data storage and analysis, ensure the prominence

of this science in the continued study and under-

standing of complex cellular processes.
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Introduction

An understanding of normal cell activity is cru-

cial to allow us to observe variations throughout

the cell cycle as well as responses to altered

circumstances such as stress and disease. Elec-

tron microscopy (EM) has profoundly influenced

our understanding of tissue organization and

especially cells by allowing us to visualize

molecules and even atoms.

Since 1930, the much shorter wavelength of

the electron began to open the submicroscopic

world to our view. EM added another thousand-

fold increase in magnification over light micros-

copy, accompanied by a parallel increase in

resolution capability at the Angstrom level.

This enabled scientists to visualize viruses,

DNA, and many other smaller organelles or

substructured biological materials.

Many of the biologists who pioneered

biological EM are still alive; it was only in

1974 that George Palade was awarded the

Nobel Prize in Medicine for his accomplishments

in cell biology using EM.

Numerous methodologies for tissue prepara-

tion, sectioning, and analysis were later devel-

oped to use EM for specific problems. These

techniques were at first in the hands of only a

few investigators and varied greatly between

laboratories. Recently, most of these techniques

have been standardized and are now freely avail-

able to everyone.

It is important to note that the nature of EM

does not allow the imaging of live cells or

observations of dynamic events within the cell;

instead, EM provides a snapshot of the events

occurring at the initial EM observation. To select

the point of initial observation, EM preparation

must be run in parallel with live cell imaging, and
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Biomateriali – Università Federico II di Napoli, Naples,

Italy

# Springer Science+Business Media New York 2016

F.M. Sacerdoti et al. (eds.), Advanced Imaging Techniques in Clinical Pathology,
Current Clinical Pathology, DOI 10.1007/978-1-4939-3469-0_6

85

mailto:ccavaliere@sdn-napoli.it


the sample must be preserved before the EM

observations. Traditional techniques for EM sam-

ple preparation involve chemical fixation and

resin infiltration, with the disadvantage that the

process is slow and invasive. It therefore has great

potential to induce changes and include artifacts.

Recent advances in scanning electron micros-

copy (SEM) and transmission electron micros-

copy (TEM), combining freezing and embedding

techniques, have provided excellent results in

terms of “instant” stabilization of the biological

matrix and sufficient contrast of subcellular

elements; however, a spectrum of approaches

must be considered, keeping the required end

point in mind. The type of EM used should also

be considered when applying EM to

investigations of subcellular structure. Very little

of the work published on cellular EM mentions

SEM and the advantages of TEM. Since the

advent of field emission SEM (FE-SEM), which

provides SEM with the same resolution as TEM

for biological material, recent results have shown

the combined FE-SEM/TEM approach can pro-

vide multi-scale observations of cellular

substructures. In particular, while TEM provides

localized information about a specific section of

cells, organs, or tissues, FE-SEM provides infor-

mation about the surfaces and interfaces at which

many phenomena occur. This multi-scale

approach has been widely used in the newly

developed field of nanotechnologies in biology.

In particular, customized nanoparticles have

been developed to deliver drugs directly to dis-

eased cells or to improve the performance of

contrast agents or radiotracers. Multi-scale

observations are necessary to fully understand

the nano–bio interfaces and all the interactions

that occur between nanoparticles and biological

counterparts such as DNA/RNA (a few

Angstroms to a few nanometers), proteins

(up to tens of nanometers), lipid cellular mem-

brane (up to hundreds of nanometers), and so on.

Scope

This chapter provides an overview of recent

advances in EM and sample preparation

techniques for cells, tissues, and organs. We

first provide a general introduction about the

importance of EM when applied to biological

samples. We then describe the basic principles

of cryo-EM and tomographic data acquisition

and image processing, discussing their relative

advantages and disadvantages. We further dis-

cuss how recent advances in instrumentation

and methodology have led electron tomography

(ET) to become the highest-resolution three-

dimensional (3D) imaging technique for unique

objects such as cells (Figs. 6.1 and 6.2).

Technique Description

Basic Principles and Advances in EM
Observations for Tissues and Organs:
Probe X-Ray Analysis, SEM, and TEM
Since the invention of EM nearly 80 years ago,

researchers have been able to gain deep insights

into biological structures. We start by discussing

electron probe X-ray microanalysis, SEM, and

TEM, and their applications, strategy, and

advantages in anatomical pathology.

X-ray analysis has been most widely used for

the study of biological specimens, as it can iden-

tify, localize, and quantify elements at both the

whole-cell and the intracellular level. In addition

to the use of SEM and TEM to analyze single and

whole cells, it is a simple and rapid method of

studying changes in ion transport as well as ionic

content in intracellular compartments, such as

mitochondria and lysosomes.

Among the element detection methods using

EM, energy X-ray dispersive spectroscopy

(EDS), also called electron probe X-ray micro-

analysis (EPXMA), is a powerful technique. In

fact, at low resolution, EDS provides informa-

tion about a large number of individual cells,

overcoming the limits of common bulk chemi-

cal techniques such as atomic adsorption spec-

troscopy and fluorescent imaging at the light

microscopy level. At high resolution, it is one

of very few techniques that can provide infor-

mation about single elements contained, for

example, in the organelles. However, the tech-

nique is not suitable for the detection of
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Fig. 6.1 Workflow of electron microscopy and 3D reconstruction

Fig. 6.2 Electron microscopy examples. (a) Surface rendering on reconstructed actin filament; (b) single z-slice

taken from the reconstruction—Courtesy of FEI

6 Advanced Imaging Techniques 87



elements present in very low concentrations

(traces minus 100 ppm), and it cannot discrimi-

nate between bound and free forms. From this

perspective, EDS has proved to be a powerful

technique to match element composition and

structural information. However, because of its

need for high concentration, its application in

the field of nanotechnology is limited, particu-

larly in qualitative and quantitative approaches

to nanoparticle detection within tissues, organs,

and cells.

Given the above, there are some important

considerations about using X-ray in conjunction

with SEM and TEM. About 15 years after the

development of the electron microscope by Knoll

and Ruska in 1979, the first serious efforts were

made to apply this technology to biological

samples. EM has revolutionized our concept of

cell structure and how cells interact. The basic

principles have remained the same since its

invention: the microscope column is under vac-

uum, allowing a beam of coherent electrons to be

directed onto the specimen. Biological samples

are mainly composed of light elements such as

carbon, hydrogen, or oxygen with low electron

densities and consequently low contrast in the

electron beam. Moreover, in the TEM, the sam-

ple must be thin enough to allow the beam to

penetrate into the sample; in the SEM, the sample

must be conductive, to allow the beam to scan the

surface of the sample.

When cells are analyzed using FE-SEM in

combination with X-ray, the main problem

affecting sensitivity is the over-penetration of

the specimen by the electron beam. This causes

excitation of the underlying substrate, altering the

quantitative information. With combined X-ray

and TEM, the acceleration voltage and the thick-

ness of the section must be finely balanced.

A high accelerating voltage decreases the scatter-

ing of electrons, improving the background.

Some geometrical considerations between the

detector, grid, and beam are required, and it is

also very important that the analysis is conducted

in the center of the grids as far as possible from

the grid bars.

Some examples of SEM-EDS combinations in

the study of apoptotic cell death are given by

Arrebola et al. [1], and Zhang et al. [2] deal

with the study of cardiac myocytes using

EDS-TEM.

In conclusion, X-ray microanalysis is now

being used in a variety of applications, with an

emphasis on epithelial transport, the toxic effect

of environmental pollutants, and in apoptotic and

oncotic cell death mechanisms.

Sample Preservation with Freezing
Techniques
Scientists have long studied the molecules that

establish living cells in attempts to understand

biological phenomena. The atomic resolution of

the structure of DNA and proteins such as hemo-

globin, myoglobin, and lysozyme were early tri-

umphs in the emerging disciplines of molecular

structural biology because these structures

provided insights into molecular structures.

Recent years have seen an explosion in the

amount of information about the identity of

molecular elements involved in cellular pro-

cesses [3]. However, many assemblies are tran-

sient or not stable enough to be studied in vitro.

Unfortunately, recreating in vivo conditions

in vitro is often difficult. Therefore, EM can

shorten the distance between ultrastructural com-

partmentalization and molecular structural anal-

ysis in cells.

To prepare a biological sample for EM, the

first step is to arrest the biological activity of the

specimen. Most of the time, in “conventional”

protocols, aldehydes are used as a chemical fixa-

tive to cross-link the proteins. The reaction of

aldehydes with lipids is limited and, even if the

lipids are still in place after primary fixation, they

might be extracted in the following steps. In

“conventional” preparation, samples are treated

by secondary fixation using osmium tetroxide

(OsO4), which not only reduces the extraction

of lipids but also introduces contrast due to the

deposition of the heavy metal onto the membrane

[4, 5]. Tannic [6] and uranyl acetate [7, 8] are

incorporated into the sample to improve mem-

brane contrast. Unfortunately, in “conventional”

protocols, samples are dehydrated using different

solvents and infiltrated by a liquid resin, which is

polymerized either by heat (for epoxy resin) [9]
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or by ultraviolet light for methacrylic resin. Once

polymerized, the sample is cut into thin sections

(50–200 nm) using an ultramicrotome and a dia-

mond knife. Unfortunately, each of these prepa-

ration steps can insert artifacts that might damage

some structure. In 1973, Tokuyasu [10] froze cell

suspensions and tissue with a high-molarity

sucrose solution as the cryoprotectant, where

previously they have been fixed by aldehyde

and embedded in gelatin. The sucrose prevents

the formation of ice, and samples up to a volume

of 1 mm3 can be vitrified by plunging in liquid

nitrogen [11]. Thin cryo-sections are cut from the

frozen sample with a cryo-ultramicrotome

(thickness 50–200 nm) and placed on to an EM

grid with formvar film. Sections can be labeled

with probes, antibodies, and in situ hybridization

[12, 13]. In this procedure, freezing avoids resin

embedding, but the fixative artifacts cannot be

avoided.

With this success, freezing techniques were

soon being used to arrest cellular and molecular

processes. In fact, freezing is the initial step in an

approach to EM preparation that is followed by

dehydrating the sample at a low temperature

(freeze-drying) and embedding it to allow sec-

tioning at room temperature [14]. Artifacts

associated with this method inspired the devel-

opment of cryo-methods such as freeze fracture

and superficial freeze-drying (etching) of

samples at low temperatures [15, 16]. In SEM,

samples are protected against structural collapse

in the vacuum by full dehydration by critical

point drying (CPD) after solvents and fixatives

are used; however, dehydration may also induce

shrinkage artifacts [17, 18]. Recent advances in

EM sample preparation with improvements in

the EM field have focused on imaging proteins,

cells, and tissues in a state that is as close to their

native state as possible. Nowadays, it seems as

though the use of cryo-fixation is going to push

electron microscopic resolution toward the imag-

ing of macromolecular assemblies in intact cells

and tissues. Cells contain not pure water, but

ions, proteins, and sugar, which are soluble

materials that interact with water molecules and

change their behavior when frozen. Thus, the

“water” in a sample must be vitrified to preserve

it in as lifelike a state as possible. When

vitrification temperature is attained with rapid

freezing, viscosity reaches a level that prevents

movement, thus immobilizing all the molecules

in a cell within milliseconds [19]. It has been

shown that the formation of ice in cytoplasm

induced phase segregation between water and

solutes [20–22]. Furthermore, ice crystals cause

holes in cellular membranes and destroy

organelles [23]. To protect cell ultrastructure

from deleterious ice crystal formation, biological

samples are preincubated in a cryoprotectant

solution such as dimethyl sulfoxide (DMSO),

glycerol, or sucrose. However, these antifreeze

agents cause different kinds of damage to the

ultrastructure, such as shrinking, and specific

responses to osmotic stress [23]. Plunge freezing

is a simple method of obtaining the cooling rate

required for vitrification. In this procedure, a

very thin sample (<100 nm) is embedded in a

thin layer of vitrified water and plunge frozen in

liquid ethane, where the cooling rate reaches

108 K/s, before observation under a cryo-

microscope. This method can be applied to single

cells, bacteria, viruses, and isolated protein

complexes [24]. It is not suitable for larger cells

and tissue; in fact, these kinds of samples can be

vitrified only a few micrometers into their sur-

face [25–27]. Larger samples can be frozen by

slam freezing, wherein the sample is propelled

onto a metal surface that is cooled with helium or

liquid nitrogen, so the sample surface is in direct

contact with the cooled metal plate and cools

quickly. It is suitable for samples with a maxi-

mum thickness of 20 μm [22]. The only practica-

ble approach to vitrifying thicker samples is to

reduce the cooling rate for vitrification by

increasing pressure to 2100 bars during cooling

[28]. This innovative approach is called high-

pressure freezing (HPF). Before freezing, high

pressure (2100 bars) is applied to the sample for

a few milliseconds; at the same time the outer

surface of the container that holds the samples is

cooled with a jet of liquid nitrogen. Thus, the

water in the sample becomes vitrified, but ice

crystals do not have a chance to form. The

advantages of HPF include the ability to freeze

relatively large volumes (200 μm) without
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visible ice crystal damage; the procedure is gen-

erally reproducible; and it arrests and preserves

molecules in a near-native state, making it an

important tool for structural cell biology

[29]. This approach is suitable for cell

suspensions or small organisms such as

Caenorhabditis elegans [30]; microbiopsies

from various tissues [31, 32]; small organ pieces

[33, 34], and vertebrate embryos. After sample

collection, HPF is the second step in sample

preparation; the next steps are required to process

the vitreous sample into sections or replicas suit-

able for EM. There are four different follow-up

procedures: (1) “freeze fracturing” [35]

generates a replica of a fractured surface through

the sample; (2) “freeze substitution” [36] and

(3) “freeze-drying” produce a resin-embedded

sample suitable for conventional sectioning

with an ultramicrotome; and (4) “cryo-EM of

vitreous sections” (CEMOVIS) is direct cryo-

sectioning of a sample by a cryo-ultramicrotome,

with the resulting frozen hydrated sections

investigated on a cold stage in the electron

microscope at �170 �C [37, 38].

Freeze fracturing provides superior structural

preservation and is currently considered to be

free of artifacts. This method enables investiga-

tion of the basic architecture of biological

membranes and the mode of interaction between

lipids and membrane proteins [39]. In combina-

tion with quick freezing, this method can deliver

images of rapid biological processes such as syn-

aptic vesicle release [40]. Freeze-drying is the en

bloc freezing of a sample after cryo-fixation and

embedding in resin; it enables the investigation

of ion diffusion and is therefore used in second-

ary ion mass spectroscopy applications

[41]. CEMOVIS [37] is the only TEM approach

in which the real in situ structure is imaged

directly. In this case, the micrograph is what

remains from a sample after HPM, ultrathin sec-

tioning, and exposure to an electron beam at

�170 �C. In contrast with freeze substitution,

no chemical treatments are used that can precipi-

tate or change the structure of the sample. With

this method, it is possible to depict the structure

of distinct macromolecular assemblies

[42, 43]. Using CEMOVIS for recent studies of

bacterial cytoskeletons, the organization of bac-

terial DNA, or the cell wall of mycobacterium

has revealed new views on bacterial morphology

and highlight the need for close to native state

imaging [44–47].

Therefore, rapid freezing represents a good

tool to immobilize tissue and cell samples. It

also avoids ion and molecule leakage that occurs

during conventional fixation at room tempera-

ture. Vitrification is the right way to go, followed

by freeze substitution or frozen hydrated section-

ing. In contrast to conventional preparation,

freeze substitution offers improved morphologi-

cal preservation. The stability of samples embed-

ded in resin under the electron beam make this

method an excellent choice for ET studies.

Visualizing Organ and Tissues Diseases
with Cryo-Electron Microscopy
As mentioned, EM is a technique that is widely

used in structural biology to solve the 3D

structures of isolated macromolecular assemblies

in situations that closely resemble their

biological conditions [48]. The technique began

with relatively simple “negatively stained”

biological material deposited on electron micro-

scope grids. Recently, ET has emerged as a novel

approach to providing 3D information on cells

and tissues at the molecular level. It is compara-

ble to medical tomographic techniques such as

positron emission tomography (PET)-magnetic

resonance imaging (MRI) in that it provides a

3D view of an object with nanometric resolution.

This characteristic allows researchers to

visualize molecular assemblies, cytoskeleton

elements, and organelles within cells, providing

a 3D perspective of cellular organization in rela-

tion to disease-related morphological changes.

The majority of cryo-ET studies performed in

recent decades can be divided into four

categories: (1) virus, (2) bacteria and eukaryotic

cells, (3) organelles, and (4) macromolecular

structures. In ET, tilted series of thick sections

of plastic-embedded samples or thinner sections
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of vitrified samples are generally acquired with

an electron microscope equipped with a

eucentric tilt stage. The higher acceleration volt-

age (200–300 KV) enables the electron beam to

penetrate the thick section. After acquisition, the

single images of the tilt series are aligned, and

algorithms are used to produce a 3D image.

While a number of different algorithms exist,

the commonly used is simultaneous iterative

reconstruction technique (SIRT) [49]). Different

software packages for alignment, reconstruction,

and segmentation are available and are con-

stantly evolving [50]. ET studies in HPF/freeze

substitution-prepared samples are limited in res-

olution because of the presence of stain. It should

be possible to increase resolution with unstained

images from sections of vitrified samples. Unlike

the ET of stained plastic sections, cryo-ET on

vitreous sections (CETOVIS) of unstained cryo-

sections has the potential to reach the resolution

required for reliable interpretation at the molecu-

lar level with 3D imaging in the near to native

state of the cellular structures. Combination with

correlative light microscopy (LM) facilitates the

search for features of interest, which otherwise

can involve extensive scanning, as the field of

view in EM is quite small compared with the size

of a typical eukaryotic cell. Approaches combin-

ing LM with conventional EM preparation

methods have clearly demonstrated the relevance

of such techniques in cell biology [51]. Success-

ful applications of correlative LM and cryo-ET

on sparse cultures of immature neurons [52] and

endothelial cells [53] have taken advantage of

strong visual cues provided by large cellular

features, which enabled the straightforward ori-

entation of the sample

As discussed, the freezing approach avoids

any chemical alteration or modification of the

sample and preserves them in a condition very

close to their native state, offering a higher reso-

lution. It now seems that high-pressure freezing

in combination with cryo-ET or cryo-EM will be

the perfect method to enable visualization of the

ultrastructure of living matter in a close to natural

state. Cryo-ET stands out among imaging and

structural biology methods. Cryo-tomograms of

intact cells are a snapshot of the entire cellular

proteome at a molecular resolution, which in

principle will enable the mapping of spatial

relationships between macromolecules and the

cell [54]. Diverse identification strategies

complementing cryo-ET with methods such as

genetics and correlative fluorescence imaging

are already being used, and new approaches are

being explored. Immunolabeling with electron-

dense markers suitable for living cells tends to be

restricted to proteins with extracellular epitopes

because the cell permeabilization methods used

to label intracellular proteins induce significant

structural changes [55]. Fluorescence micros-

copy has increased our understanding of cellular

processes but has also left many questions unan-

swered regarding the molecular and supramolec-

ular architecture of cellular complexes. The

combination of correlative LM with cryo-ET

enables imaging of the same features over

multiple-length scales.

After a cryo-ET tilt series is recorded, the

object is reconstructed from individual images

by re-projection of all images from the aligned

tilt series into a 3D volume. The most common

techniques are back projection and algebraic

reconstruction techniques (ART).

Some biological examples of cell

observations with cryo-ET can be categorized

by membrane structure such as mitochondria,

Golgi apparatus, lysosomes, large protein

structures, and virus structures. In conclusion,

because the choice of specimen is not limited

by its thickness in cryo-ET, the molecular basis

of diseases is completely open for study.

Lesson Learned

We have reviewed how ET has begun to reveal

the molecular organization of cells and how the

existing and upcoming technologies promise

even greater insights into structural cell biology.

Advances in EM techniques offering resolution

at the previously unattainable scale of a few
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nanometers are expected to provide novel

insights into molecular structures. The role of

X-ray microscopy and rapid freezing techniques

combined (cryo-ET) is beginning to live up to

expectations for their unique ability to provide

3D maps of the supramolecular organization in

unperturbed cellular environments. Indeed, this

technique helps to bridge the divide that existed,

until now, between cellular and molecular struc-

tural studies. Furthermore, to extend cryo-ET to

all kinds of cells and tissues, we must continue

improving cryo-sectioning techniques to mini-

mize disturbance from sectioning artifacts and

to explore other methods of microdissection.

Two-Photon Microscopy

Introduction

Multiphoton fluorescence microscopy is a pow-

erful tool that employs laser scanning micros-

copy and long-wavelength multiphoton

fluorescence excitation to image high-resolution,

volumetric scans of specimens labeled with spe-

cific fluorochromes [56, 57].

This methodology provides distinct

advantages for 3D imaging, including the study

of dynamic processes in living cells and espe-

cially within intact tissues such as brain slices,

whole organs, and entire living animals [58, 59].

Although classical fluorescence microscopy

can often achieve submicron resolution, the

effective sensitivity, especially with thick

specimens, is generally limited by background

noise caused by scattering and autofluorescence

of areas near the focal plane. Confocal micros-

copy can overcome some of the effects of scat-

tering, since the detector pinhole rejects

fluorescence from off-focus locations (Fig. 6.3).

Nevertheless, scanning a single section excites,

and thereby bleaches and damages, the entire

specimen, significantly limiting the use of this

technique in living tissues [60].

The natural evolution of confocal microscopy

is represented by multiphoton imaging, where

excitation is not focused on a single plane, as in

the confocal setup, but only at the focal point,

limiting the photobleaching of near off-focus

tissues [61] (Fig. 6.4).

Scope

The spot-focused excitation limits photobleaching

of fluorescent markers and reduces photodamage,

increasing the duration of experiments without

bias induced by procedural damage. Moreover,

near-infrared (NIR) excitation wavelengths allow

deeper penetration into biological tissues and

reduce light scattering.

Thus, by serially and rapidly scanning the

sample in the x–y plane along the z axis, it is

possible to compose a high-resolution 3D image,

reducing photobleaching of the fluorophores,

improving background discrimination, and

minimizing photodamage to living tissue [62].

For these particular features, two-photon exci-

tation microscopy is used to scan thick living

tissue samples, such as brain slices and

Fig. 6.3 Confocal microscopy setup. Confocal micros-

copy represents the natural evolution of epifluorescence

techniques. This approach schematically takes advantage

of the replacement of the fluorescence lamp with a laser

source, increasing the excitation power of the system, and

of the introduction of a pinhole before the detector, here

represented by a photomultiplier (PMT), that acts as an

optical diaphragm and avoids any contribution of useless

photons, such as scattered photons, to the acquired image
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developing embryos, that would be difficult, if

not impossible, to image with other microscopy

techniques [63–67].

Technique Description

The basic principle of multiphoton excitation is a

relatively old theoretical concept in quantum

optics [61]. It was first proposed by Maria

Göppert-Mayer while she was conducting her

doctoral dissertation research in 1931 then

observed experimentally some 30 years later,

after the invention of pulsed ruby laser. Subse-

quently, the important work of Denk, Strickler,

and Webb, published in Science in 1990,

launched a new revolution in nonlinear optical

microscopy, implementing multiphoton excita-

tion processes into microscopy by combining a

laser scanning microscope (scanning mirrors,

PMT tube detection system) with a mode-locked

laser that generated pulses of NIR light.

A crucial concept in explaining multiphoton

processes is that, at high photon densities, two

incident photons (if spatially and temporally

overlapped) can be simultaneously absorbed by

an electron of the molecule (i.e., the

fluorophore), determining its excitation

[68]. The molecule in the excited state has a

high probability of emitting a photon during

relaxation to the ground state, detectable as fluo-

rescence emission. Moreover, since the energy of

a photon is inversely proportional to its wave-

length, the two absorbed photons must have a

wavelength about twice that required for single-

photon excitation (Fig. 6.4).

The introduction of high-power mode-locked

pulsed lasers has enabled features that can gener-

ate high-photon densities (a photon concentra-

tion approximately a million times that required

to generate the same number of one-photon

absorptions) during pulse peaks. To date, tunable

mode-locked titanium–sapphire lasers with high

repetition rates (typically 80–90 MHz) and an

ultrashort pulse duration (<200 fs) are typically

used as NIR sources in multiphoton excitation

imaging. The laser light generated by the mode-

locked pulsed lasers can be focused by the micro-

scope objective to such a limited focal volume

that intensity is sufficient to generate appreciable

excitation.

The resulting emission is identical to that

achieved following a conventional fluorescence

experiment and can be detected by placing an

Fig. 6.4 Jablonski diagram. In (a and b), a fluoro-

chrome emits light when an electron relaxes from an

excited energy state to its ground state. The electron

moves from the ground level to the excited level by

absorbing one (a) or multiple (b) photons, an event that

must occur at the same time and location (within about

15 fs), during the virtual state. (c) A layout showing the

typical emission following one- or two-photon excitation.

The scanning one-photon laser excites an entire column

of sample, while the two-photon excitation excites only a

small spot of sample. Two-photon excitation imaging has

deep tissue penetration, little out-of-focal light absorption

and least phototoxic effects
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external photon detection device as close as pos-

sible to the sample (Fig. 6.5).

Examples

Regarding human pathologies, with its intrinsic

depth limits, two-photon microscopy has been

applied in the characterization of microscopi-

cally superficial structures, mainly to analyze

skin lesions. Recently, Masters and So compared

the use of multi-photon excitation microscopy

and confocal scanning microscopy for imaging

human skin in vivo [69–73]. Multi-photon exci-

tation is induced by an 80 MHz pulse train of

femtosecond laser pulses at 780 nm wavelength.

These features are employed to excite intrinsic

fluorophores in the skin, such as the reduced

pyridine nucleotides (NAD(P)H) in the epider-

mis, a marker of cellular oxidative metabolism,

and the collagen and elastin fibers in the dermis.

Advanced Microscopy Techniques

Introduction

We have previously noted that multiphoton fluo-

rescence microscopy represents the state of the art

for in vivo imaging of cells and tissues as it

minimizes photobleaching and therefore

photodamage of specimens. Moreover, we have

shown that this advanced technique may be

applied to human and skin pathologies, employing

the nontoxic nature of two-photon excitation for

skin autofluorescence investigation.

Although this technique represents the first

choice for imaging living tissues, classic

two-photon microscopy has generally been lim-

ited to superficial areas, providing good resolu-

tion to a depth of about ~500–700 μm.

This phenomenon is due to photon scattering,

which limits the optical penetration of light within

tissues. To image cells in deeper areas, an adapta-

tion of this technique has recently been created:

in vivo optical microendoscopy [74, 75]. This

approach can overcome this depth limit through

the use of needlelike micro-optical probes and

can involve one- or two-photon fluorescence

excitation.

It is possible to customize the optical setups so

that microendoscope probes of different lengths

and diameters could be arranged to image nearby

tissue in vivo and in a noninvasive manner. This

would allow clinicians to follow the microscopic

evolution/drug response of a lesion over time,

without surgical excision, and to dynamically

observe tissues in their physiological environ-

ment [64, 76] (Fig. 6.6).

Scope

The introduction of new research tools with fiber-

based devices with smaller diameters (ranging

from 350 to 1000 mm in diameter) and micron-

scale resolution has seen “microendoscope fluo-

rescence imaging” become increasingly versatile

over the last decade, analyzing deep structures that

have previously been inaccessible to

microscopy [77].

Fig. 6.5 Two-photon microscopy setup. Two-photon

setup is very similar to that of the epifluorescence micro-

scope with the exception of the laser source, which is

generally based on a mode-locked titanium–sapphire

laser. It is able to provide a high density of photons in a

short time, and optical pathways are congruent to the

wavelength selected. Similar to microscope and confocal

systems, the excitation photons emitted by the sample can

be scattered. However, the probability of two photons

being scattered to the same location and time is almost

zero; consequently, a better signal-to-noise ratio is

achieved without the use of a pinhole
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Recent devices are based on several micro-

lenses of the gradient refractive index (GRIN)

that act like optical fibers to acquire images of

the specimen and project it at a distance.

The possibility of imaging sites that conven-

tional light microscopy cannot access, of

performing longitudinal observations and micro-

scopic follow-up of lesions and therapeutic

effects, and of developing minimally invasive

clinical diagnostic tests has strengthened

research in fiber-optic imaging [78, 79].

Although fluorescencemicroendoscopy is in its

infancy, widespread applications are possible in

the future, such asminimally invasivemicroscopic

characterization of a lesion or a therapy response

and extemporaneous pathological evaluation dur-

ing surgery but before an excision ismade [79, 80].

Technique Description

Microendoscopes are available in different opti-

cal setups, according to excitation source, probe,

objective, and, primarily, target [74].

Nearly any upright microscope arranged for

in vivo imaging could be adapted for

microendoscopy. In terms of the body of the

microscope and the microendoscope probe work-

ing together, two options are available: the

microendoscope probe can be directly linked to

the target specimen or to the body of the

microscope.

A microendoscope probe is made with two

serial optical components: an infinity micro-

objective near the specimen that focuses excita-

tion light and subsequently collects emitted fluo-

rescence from the sample, and a micro-optical

relay lens that focuses the emission photons to

the upright microscope’s objective lens.

Microendoscope probes can be customized

according to specific applications and tissue

targets by modifying optical parameters such as

the diameter, length, or magnification to achieve

selected spatial resolution and field of view.

The diameter can vary from 0.35 to 2.8 mm

without affecting resolution or magnification.

Wider probes generally have broader fields of

view and are less fragile. However, their posi-

tioning within the sample can be more invasive.

The length of the microendoscope can also

vary according to the depth of the tissue target

to be imaged and the surgical preparation.

Fig. 6.6 Microendoscopy setup. The layout schematizes

the technical evolution of microscope from confocal to

two-photon to microendoscopy design. As for two-photon

microscopy, a titanium–sapphire laser emits about 100-fs

pulses of infrared excitation light. The laser beam is

driven at the objective, where it is focused through the

gradient refractive index (GRIN) optical fibers to a focal

spot just above the external face of the endoscope probe,

inserted also far from the microscope body
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Moreover, the length of the probe can affect

spatial resolution for the accumulation of optical

distortions across the light pathway.

Finally, magnification can also be customized

according to the field of view and the diameter of

the microendoscope probe. Generally, the mag-

nification of a 10� objective should be sufficient

to cover the top surface of a probe with a diame-

ter of 1 mm.

Examples

Regarding in vivo human pathologies, Cromie

et al. recently applied this technique in the func-

tional analysis of muscles and sarcomere struc-

ture [81]. In their experiment, they used an

excitation wavelength of 960 nm to maximize

the image signal. Briefly, a 500-μm diameter

GRIN probe was inserted into the proximal

third of the human extensor carpi radialis brevis

muscle belly, and sarcomere lengths were

measured with the body in different postures

[81, 82].

Advanced Molecular Imaging

Introduction

The definition of molecular imaging given by the

Society of Nuclear Medicine is “the visualiza-

tion, characterization and measurement of

biological processes at the molecular and cellular

level in humans and other living systems”

[83, 84].

More specifically, molecular imaging probes

the molecular abnormalities of diseases to allow

earlier detection, monitoring of disease progres-

sion, and assessment of treatments. It represents

the next revolution in medical imaging,

consisting of a multidisciplinary approach to

improve diagnostic accuracy and sensitivity by

means of an in vivo analogue of immunocyto-

chemistry or in situ hybridization [85].

Combining multimodality imaging systems

with molecular target-specific tracers allows

increased individualized accuracy in diagnosis,

treatment response prediction, and evaluation as

well as prognosis [86, 87].

This revolution has been sustained by the

introduction of hybrid imaging systems, in

which morphological imaging modalities, such

as computed tomography (CT) and MRI, are

complemented by functional imaging modalities

such as PET. Moreover, the increasing under-

standing of cellular and molecular events in the

various signal transduction pathways and the

development of highly selective probes have

enabled this improvement.

Because molecules themselves are obviously

too small to be imaged directly with noninvasive

techniques, specific and sensitive site-targeted

contrast agents are typically employed as

beacons to depict epitopes of interest.

Carrier moieties, such as nanoparticles

(liposomes or emulsions), dendrimers, viral

constructs, buckyballs, or various polymers, can

be loaded with large levels of imaging agents

such as paramagnetic or superparamagnetic

metals, optically active compounds (e.g., fluores-

cent molecules), or radionuclides, meaning they

can be detected with standard imaging equip-

ment. In the case of ultrasound (US) imaging,

the intrinsic physical properties of the carrier

agents themselves (density and compressibility)

establish the means for detection. For certain

constructs, such as liquid perfluorocarbon

nanoparticles, considerable flexibility exists to

utilize any or all imaging modalities.

As specified above, the molecular tracer

employed in a specific study must be detectable

by and thus labeled specifically for a particular

diagnostic technique (CT, MR, US PET, single-

photon emission computed tomography

[SPECT]). As such, traditional radiology and

CT use contrast media with various densities,

such as iodinated compounds; MR uses paramag-

netic and/or super-paramagnetic agents; ultraso-

nography involves contrast agents with different

degrees of echogenicity with respect to the

surrounding soft tissues, such as microbubbles;

and nuclear medicine uses radionuclides that

emit radiation detectable from outside the body.

Based on the probes used, molecular imaging

can be classified into “direct” and “indirect”
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imaging approaches: direct imaging involves

signal-generating moieties targeted to endoge-

nous molecules of diseased tissue; indirect imag-

ing utilizes reporter genes to report on activities

of artificially introduced genes/promoters in the

cells/tissues in living subjects [87].

Among the different imaging techniques,

nuclear medicine, ultrasonography, and, in recent

years, also MRI, have represented good instru-

mental candidates for molecular imaging, both

for diagnosis and for target-specific treatment,

employing mainly direct imaging approaches.

Scope

This section aims to provide the reader with an

introductory overview of the main advanced

diagnostic imaging fields (nuclear medicine,

ultrasonography, and MR) related to molecular

targeting. After discussing the molecular aspects

of each imaging modality, we focus our attention

on the power of multimodality integration.

Technique Description

Nuclear Medicine and Molecular Imaging
In terms of diagnosing and staging oncologic

diseases, the identification of sentinel lymph

nodes provides surgeons, oncologists, and refer-

ring physicians with vital information [83]. Lym-

phatic metastasis is an important prognostic

factor in malignancies, and most tumors are clas-

sified according to the TNM (tumor, node,

metastasis) staging system, which includes

lymph node staging [88].

The long-standing mode of lymphatic

mapping has been single or dual use of Tc-99 m

sulfur colloid and isosulfan blue dye, which has

inherent issues related to cost and a potential for

allergic reaction [89].

Modern lymphoscintigraphy based on target-

specific molecular imaging involves newcomer

lymph node-specific tracers, such as Tc-99 m

tilmanocept, or Tc-99 m nano-colloid, for the

best binding to and higher detection of lymph

nodes and faster washout from injection site to

the sentinel nodes, minimizing complications.

The tilmanocept employs its natural affinity

for the CD206 mannose receptor in lymph node

targeting and mapping, while the nano-colloid

uses the albumin-based imaging agent. However,

it is important to realize that these tracers help to

map the lymphatic net, identifying putative

tumor-draining lymph nodes, but they are not

tumor specific. Therefore, further efforts must

be made to differentiate metastatic nodes from

reactive nodes.

Most nuclear imaging applications of molec-

ular imaging use “direct” imaging. For example,

somatostatin-receptor imaging is used for the

detection of neuroendocrine tumors, and

fluorodeoxyglucose (FDG) imaging is used to

characterize disease states (Fig. 6.7). Another

example of direct imaging is the use of the

molecular probe 99mTc-Annexin V to image

the process of apoptosis. This is a very interest-

ing tool for determining the efficacy of chemo-

therapy in patients with known cancer and the

death of cancerous cells.

Another exciting molecular imaging agent is

Zevalin®, a US FDA-approved radioimmu-

notherapy agent used in patients with rituximab-

refractory follicular non-Hodgkin’s lymphoma

(NHL). This probe can be labeled with 111 In

for imaging or with 90Y for treatment, with a

response rate of about 74 % in these patients

and no significant adverse events reported.

Similarly, radium-223 dichloride is a

promising molecular-targeted treatment for

patients with advanced tumors such as prostate

cancer with bone metastasis. These patients, who

generally have a poor prognosis, could be treated

with radium-223 dichloride, a targeted radio-

isotope that concentrates specifically in bone

metastases and releases alpha particles that kill

tumoral cells, reducing pain and increasing sur-

vival rates.

Other efforts are being made to develop probes

against direct targets to differentiate normal and

diseased tissues, necessary for improved disease

management. Some well-known examples are

radiolabeled Herceptin® (a monoclonal antibody
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against Her2Neu receptors, which is often

overexpressed in breast cancer) or Avastin®

(a monoclonal antibody generated against vascu-

lar endothelial growth factor [VEGF] receptor,

required for neoangiogenesis).

Ultrasonography and Molecular Imaging
US is the most widely used cross-sectional imag-

ing modality worldwide [90]. US contrast agents

(UCAs) can be used to improve imaging by

introducing a material with different acoustic

properties from that of tissues [91].

UCAs carrying targeting ligands on the parti-

cle surface, such as monoclonal antibodies, have

been suggested as selective imaging agents for

the detection and evaluation of intravascular

pathology, including thrombosis, inflammation,

ischemia–reperfusion injury, or neoangiogenesis.

The design of targeted contrast particles can dif-

fer widely, encompassing a multilayer liposome,

a liquid fluorocarbon particle, or a gas-filled

microbubble. This represents the most common

approach to US molecular imaging [92].

Microbubbles can be quantified in passive and

active imaging approaches. In passive

approaches, low acoustic power is used to

observe the enhancement effects without

disrupting the microbubbles. Conversely, the

active approach instead uses a transient pulse of

high acoustic power to destroy microbubbles and

Fig. 6.7 Simultaneous computed tomography (CT)/pos-

itron emission tomography (PET) multimodal examina-

tion with administration of the 18 F-deoxyglucose (FDG)

radiotracer. Top: Coronal views of (from left to right)

PET, CT, and PET—CT fusion. Bottom: Axial views of
(from left to right) PET, CT, and PET—CT fusion. Cour-

tesy of IRCCS Fondazione SDN, Naples, Italy

98 C. Cavaliere et al.



then observe them refilling into an area of inter-

est during an infusion [93].

Some microbubbles are tissue specific (e.g.,

some show tropism for the reticuloendothelial

system, probably through direct phagocytosis

by the Kupffer cells in the liver and spleen),

and this can also be exploited in a number of

emerging applications. The phospholipid shell

contrast agent AF0150 (Imavist; Alliance Phar-

maceutical, San Diego, CA, USA) is one such

agent.

However, one area in which functional

methods are moving beyond the research arena

and becoming established clinical tools is in the

liver. Using microbubble US, the classic

contrastographic pattern of different lesions

detected by CT or MRI can also be highlighted

by US, differentiating hemangiomas from liver

dysplasia or cirrhosis.

Several strategies have been developed to pro-

mote the targeting of microbubble contrast

agents to specific regions of disease. Potential

ligands include antibodies, peptides, and

polysaccharides. Most targeted UCAs are

microbubbles, but other vehicles can be used,

including acoustically active liposomes and per-

fluorocarbon emulsions.

Using antibodies to P- or E-selectin (or to cell-

adhesion molecules such as intercellular adhe-

sion molecule [ICAM]-1) conjugated to a phos-

pholipid shelled microbubble, it is possible to

specifically image inflammation sites. Lipid-

based microbubble contrast agent conjugated of

echistatin to the shell surface can be targeted to

alfavbeta3, an integrin highly expressed by

angiogenic endothelium.

MRX-408 or MRX-408A1 (ImaRx Inc.,

Tucson, AZ, USA) incorporate the Arg-Gly-

Asp (RGD) peptide sequence (adherent to the

receptors for fibrinogen and von Willebrand fac-

tor) in the lipid-shelled microbubble to selec-

tively target thrombi.

Perfluorocarbon emulsion nanoparticles can

be used as an efficacious UCA, combining the

benefits of traditional gas-encapsulated

microbubbles and liposomes.

Magnetic Resonance and Molecular
Imaging
Molecular imaging based on MRI has significant

advantages in clinical diagnosis and prognosis

[94]. With respect to other conventional

modalities, MRI offers superior spatial resolution

without depth limitation, exquisite soft tissue

contrast, clinical availability, and avoids ionizing

radiation [95, 96] (Fig. 6.8).

For paramagnetic agents, it is important that

the longitudinal relaxivity per molecular binding

site for the complex is maximized, allowing con-

trast enhancement with very small numbers of

paramagnetic particles. For paramagnetic per-

fluorocarbon nanoparticles, for example,

particle-based relaxivities (or “unit signal

strength”) are the highest reported to date in the

literature, providing a signal detectable at local

concentrations in the picomolar range [97].

Paramagnetic polymerized liposomes and liq-

uid perfluorocarbon nanoparticle emulsions

targeted to neovascular integrins alfavbeta3

have been used to image experimental tumor

angiogenesis. Indeed, liquid perfluorocarbon

nanoparticles were the first example of molecular

targeting agents broadly useful for MRI of

thrombi by means of incorporating antibody

ligands directed against cross-linked fibrin.

Stem-cell labeling with magneto-dendrimers

enables MRI for detection and precise localiza-

tion after therapeutic injection [97–100].

Other so-called smart agents employ indirect

imaging; they are designed to take up residence

in all cells of the body but to be activated only by

specific enzymes that are expressed in the cell

under certain pathological states or by the protein

products (enzymes) of reporter genes after thera-

peutic transfection.

Superparamagnetic iron oxide (SPIO) particles,

such as ferumoxides (Feridex, Bayer HealthCare),

are MRI contrast agents that endow the cells of

interest with straightforward hypo-intense contrast

enhancement after proper labeling. This SPIO for-

mulation is the only pharmaceutical-grade MRI

contrast agent that has been used for clinical cell

tracking of labeled T cells to a site of
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inflammation, or paramagnetically labeled stem

cells to damaged tissues for “cell therapy.”

Hybrid Molecular Imaging
Although single imaging modality has been

applied in a variety of imaging fields, it is

constrained by the limitation that it cannot offer

all the required information. Eventually, this

challenge has led to the appearance of the multi-

modal imaging era in biomedical applications.

Various forms of hybrid imaging systems that

combine two or more imaging modalities have

been developed to provide more precise detec-

tion of disease and abnormal functions for clini-

cal application. In particular, studies of PET/MR

dual modality have revealed them to be powerful

research tools in terms of simultaneous

anatomical and functional image acquisition

(Figs. 6.7 and 6.8).

Several authors have demonstrated that a

magnetic imaging sensor labeled with a PET

imaging probe (124I-labeled MnMEIO nanopar-

ticle) was effective for the tracking of sentinel

lymph nodes [101].

Fig. 6.8 Simultaneous magnetic resonance (MR)/posi-

tron emission tomography (PET) multimodal examina-

tion with administration of 18 F-deoxyglucose (FDG)

radiotracer. Top: Coronal views of (from left to right)

PET, MR, and PET—MR fusion. Bottom: axial views of
(from left to right) PET, MR, and PET—MR fusion.

Courtesy of IRCCS Fondazione SDN, Naples, Italy
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As mentioned above, RGD peptides already

known as potential cancer-targeting ligands were

successfully applied in multimodal imaging for

cancer detection, by means of DOTA chelating

agents (64Cu-DOTA-IO-RGD particle). Well-

matched radiopharmaceuticals, including F-18

FDG, or specific trackers such as C-11 acetate

and C-11 choline, greatly improve the specificity

of PET/MR.

Lessons Learned

The target-specific molecular probe is a crucial

step in the development of a diagnostic and ther-

apeutic workflow addressing personalized

medicine.

The identification of specific pathogenic

markers and the possibility of detecting them

in vivo are essential recipes for the early diagno-

sis and staging of disease.

The integration of the findings carried out by

each modality of hybrid systems enables a reduc-

tion in acquisition time, improving diagnostic

accuracy.
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Luigi Mansi, Vincenzo Cuccurullo, and Roberto Grassi

Introduction

This chapter serves as an introduction to the

following sections concerning diagnostic imag-

ing and its relationship with pathology.

• It starts with a general premise discussing how,

despite being the gold standard in the traditional

diagnostic scenario, pathology has some

limitations, some of which can be overcome

by a closer interaction with diagnostic imaging.

• The scope of this introductory chapter is to

analyze how to optimize the relationship

between diagnostic imaging and pathology.

• The third section focuses on the relationship

between pathology and diagnostic imaging. In

particular, we identify the most important

fields in which diagnostic imaging can opti-

mize pathology, either by improving its value

or overcoming its limitations and mistakes.

• The fourth section discusses different

categories, allowing a classification of diag-

nostic imaging techniques, noting the distinc-

tion between morphostructural and functional

methods as most important.

• Major issues characterizing and

differentiating morphostructural and func-

tional techniques are discussed below.

• The chapter introduces the concept of molec-

ular imaging as the most important part of

diagnostic imaging in detecting and under-

standing the first stages of a disease. We also

show that this capability is not connected only

with recently introduced techniques but has

been a constitutive part of nuclear medicine

since it first began, many decades ago.

• The “lessons learned” focuses on the ability of

diagnostic imaging to play a primary role in

helping optimize pathology.

• The reference list includes the most important

publications concerning the issue.

General Premise

In the traditional diagnostic universe, pathology

is the gold standard, mainly because it provides

the most accurate morphostructural information

in clinical practice [1].

Nevertheless, results can be false-negative

(FN) or, less frequently, false-positive (FP).

False negatives may come about because of path-

ological characteristics, such as the lack of

expression of a specific target, but more fre-

quently are because of methodological issues,

such as inappropriate techniques or a sampling
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mistake. False positives occur when pathological

procedures detect non-pathognomonic

characteristics and thereby prevent a differential

diagnosis [2].

In this scenario, accuracy could be increased

with a wider and more precise pathological

approach involving further samples, eventually

guided by imaging, or by using multiple patho-

logical techniques that can characterize different

targets.

In clinical practice, the most important and

frequent clinical question certainly involves the

field of oncology. In this practical environment,

routine first-line pathology procedures provide a

response that ranges between the extremes “cer-

tainly normal” and “certainly malignant,” but

also includes probabilistic grades. Pathology

alone cannot provide a correct final diagnosis;

further contributions from different diagnostic

approaches are therefore required [3].

Furthermore, modern medicine aims for “tai-

lored medicine” that centers more on the individ-

ual patient than on the disease. Although current

pathological procedures can certainly provide

more information than ever before and can

include prognostic content, pathology alone can-

not answer all the questions clinicians and

surgeons may have [4].

Pathology is certainly a primary and irreplace-

able part of the overall diagnostic tree; however,

it is not perfect and must be considered in the

wider context, given its limits and the potential

for mistakes.

A major issue for pathology is that it is impos-

sible to obtain reliable information when the

sample in question either does not represent or

only partially represents the disease, which is

possible in many conditions. For instance,

where a biopsy is technically impossible (e.g.,

lesions are too deep, or invasive removal of a

specimen is too dangerous); where sampling

mistakes lead to incorrect analysis (e.g., analysis

of a lesion that does not represent or shows the

worst part of the malignancy); or where the sam-

ple is not fully or reliably evaluable because the

tumor target is heterogeneous (e.g., different

grades of malignancy in a single lesion, multiple

neoplastic localizations with different targets and

consequently different biological behaviors). In

terms of this last event, while pathology can be

considered the gold standard for evaluating a

single lesion, it is not practical in the staging or

re-staging of cancer or diseases suspected as

having spread since diagnosis. Furthermore,

when lesions must be followed after therapeutic

intervention, pathology is unable to analyze

variations over time or evaluate therapeutic

response in all localizations [5].

Scope

This introductory section aims to analyze how to

optimize the relationship between diagnostic

imaging (DI) and pathology.

To better understand the possible connections,

we begin with those fields in which DI can opti-

mize the effectiveness of pathology. We then

delve more deeply into the field of DI, beginning

with general classifications and mainly

differentiating between morphostructural and

functional techniques [5].

This chapter concludes with a discussion on

how molecular imaging must be intended to opti-

mize a new paradigm—personalized medicine—

in which the focus is on the individual patient

rather than the disease.

Diagnostic Imaging and Pathology

In the wider diagnostic scenario, DI can improve

the effectiveness of pathology, which has

recently been tasked with providing further prog-

nostic and therapeutic information. Certainly, DI

is pathology’s best supporter (or, more precisely,

a co-protagonist), with a range of important

abilities [6].

Although DI also includes limitations and

mistakes, it can also assist in the following ways:

1. Help localize all lesions through an evaluation

guided by symptoms and/or a whole body

analysis, essential in staging and re-staging

of cancer and/or a range of benign diseases.
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2. Guide biopsies, helping to individuate the

most suspicious component in a single

tumor, or the most accessible suspicious

lesion, in presence of multifocal disease.

3. Guide surgery, through radionuclide

(radioguided surgery) or radiological

procedures, including metallic landmark or

intra-surgical techniques.

4. Acquire supplemental information for pathol-

ogy, enabling a more accurate differential

diagnosis between benign and malignant

diseases.

5. Enable correct staging (and re-staging), with

the ability to detect primary neoplasms,

metastases, and recurrence.

6. Add prognostic information complementary

and/or different from that achievable by

pathology.

7. Reliably recruit patients for a therapeutic

strategy with the ability to also define “patho-

physiological targets” that in vitro approaches

are not able to evaluate. This situation

represents a further limit for pathological

analysis, which is unable to evaluate in vivo

issues, such as biological barriers preventing a

drug from reaching a “pathological” target.

8. Enable the evaluation of a therapeutic

response in the primary tumor and metastases.

Classification of Diagnostic Imaging
Techniques

While leaving a wider and deeper analysis to the

specialized texts, here we present the most

important characteristics of the major techniques

and procedures in use. We also show, in the

following subsections, particular applications of

DI instruments used in humans and/or in the

preclinical field to add to pathological

information.

We can categorize DI techniques in many

different ways.

The simplest and most effective classification,

from the instructional viewpoint, is based on the

individual signal/radiation generating the image.

In this context, we can first make a macroscopic

distinction between techniques that are based on

ionizing radiations (such as X-rays, gamma radi-

ation, and positrons) and nonionizing radiation

(NIR), the major representatives of which in

clinical practice are ultrasounds (US) and mag-

netic resonance imaging (MRI) [7]. This separa-

tion is relevant in terms of calculating cost-

effectiveness ratios, as diagnostic levels of ioniz-

ing radiation are connected with risks, which—

although stochastic—are more critical in preg-

nant or pediatric subjects.

A further distinction can be made between

planar (bidimensional) and tomographic

(3D [three-dimensional]) techniques. In this con-

text, the most important distinction must be

within X-ray procedures, where we can distin-

guish between traditional radiology—typically

bidimensional with or without a connection

with a computer—and computed tomography

(CT), which is a 3D computerized technique.

The concept of 4D (four-dimensional) tomogra-

phy has also been recently introduced, where the

fourth temporal dimension individuates the pres-

ence of gating respiratory systems connected

with hybrid machines.

With respect to the previous points, an ulterior

general distinction that will disappear in the near

future is between digital and analogical

techniques, the latter individuating images

acquired and represented without a computer

connection. Almost all diagnostic machines are

computerized, and a computer is mandatory for

tomographic techniques; analogical procedures

continue to exist only in traditional radiology,

primarily for mammography (effective both as

an analogical and a digital procedure) [12].

Morphostructural and Functional
Techniques

From a clinical viewpoint, the most important

distinction is between so-called morphostructural

and functional techniques.

Morphostructural techniques are methods

where the image represents differences in den-

sity. This approach may allow high spatial
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resolution, enabling millimetric (and in some

cases also submillimetric) structures to be

viewed; this is also an advantage in a

locoregional analysis evaluating spatial

anatomical relations. This category includes

basic radiological procedures, i.e., performed

without contrast media and/or not using more

advanced technologies, such as those connected

with Doppler in US and multiparametric

approaches in MRI. With this limitation in

mind, we can consider traditional radiology,

CT, echography and, broadly, MRI to be

morphostructural techniques. Morphological

methods study anatomy and structural changes

in healthy subjects and in patients, with pathol-

ogy as the gold standard.

Functional procedures search for changes in

concentration and/or in kinetic parameters to

evaluate functional variations; as such, they

define disease based on pathophysiological

alterations. This category includes nuclear medi-

cine, which is the only method that is exclusively

functional. Moreover, both morphostructural and

functional information may be obtained with tra-

ditional radiology and CT using contrast media,

with US using Doppler or contrast media; and

with MR, which is able to provide a wide series

of functional images using spectroscopy, contrast

media, and many sequences for the evaluation of

different pathophysiological parameters [8].

Molecular Imaging

Living beings are made of molecules that are

connected in a dynamic equilibrium called

homeostasis [9]. Beginning with this definition,

disease can be interpreted as an imbalance of the

system; therefore, to provide the earliest possible

diagnosis, it is the molecular level (nucleic acids,

proteins, carbohydrates, etc.) that is the first to be

investigated. It is possible to study molecular

kinetics with molecular tracers, i.e., using

“tracing” molecules following the same path of

native molecules but to which a label detectable

from the outside has been added. The nature of

this label depends on the diagnostic technique, as

it must be able to create a signal-to-noise ratio

suitable for the specific procedure [10, 11].

Traditional radiology and CT use contrast

media that change density, such as iodinated

compounds; MR uses paramagnetic and/or

super-paramagnetic agents; US uses contrast

agents with different degrees of echogenicity

compared with surrounding soft tissues, such as

microbubbles; and nuclear medicine uses

radionuclides that emit radiation detectable

from outside the body.

Both morphostructural and functional

techniques have specific limitations. Functional

methods are only of use in living beings and

cannot correctly locate a lesion and/or define a

structural alteration, which is essential in, for

example, malformations [12]. Structural infor-

mation may be less sensitive, also provided infor-

mation that is less connected with prognosis and

therapy. In the following section, we discuss the

major technological improvements that have

resulted from the introduction of so-called hybrid

machines: where a nuclear medicine instrument

(PET [positron emission tomography] or SPECT

[single, photon emission computed tomography])

and a radiological tool (CT and—more recently

and only currently in connection with PET—

MRI) have been combined [13].

Lessons Learned

DI may have a primary role in optimizing pathol-

ogy. Initially, it can locate pathological lesions,

guide biopsy and surgery, and acquire supple-

mental pathological information, enabling more

accurate diagnoses that differentiate between

benign and malignant diseases. Together with

in vivo morphostructural information, DI—

when performed in conjunction with functional

techniques—may not only increase the reliability

of diagnosis, staging, or restaging but also con-

tribute to prognosis, better defining the correct

therapeutic approach. In terms of this latter point,

DI may also enable the recruitment of patients

for a therapeutic strategy based on “pathophysi-

ological targets” that cannot be evaluated with

in vitro approaches, allowing a priori the
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evaluation of a therapeutic response in primary

tumors and metastases or in benign diseases.

The evolution of technology, accompanied by

improved understanding of so-called molecular

imaging, already plays a major role—in combi-

nation with pathology—in optimizing a new par-

adigm, “tailored medicine,” in which the focus is

primarily on the individual patient rather than the

disease.
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Introduction

In recent years, new and improved imaging

methods have become available, assuming a cru-

cial role in clinical diagnostic evaluation and

therapeutic management [1, 2].

This is also reflected in preclinical research,

where these methods have shifted the focus of

imaging science from anatomical descriptions to

the molecular basis of disease [3]. In fact, these

new strategies directly integrate cellular and

molecular biology concepts and techniques into

image generation, enabling comprehensive and

noninvasive evaluation of pathophysiological

processes in small laboratory animals.

The use of animal models in basic and pre-

clinical research and the opportunity to perform

longitudinal studies of the same animal are key

factors in the success and timeliness of this

approach [4].

Miniaturized versions of clinical diagnostic

modalities include, but are not limited to,

X-ray, micro-ultrasonography (μUS), micro–

magnetic resonance imaging (μMRI), micro–

computed tomography (μCT), and radionuclide

imaging, including micro–positron emission

tomography (μPET) and micro–single photon

emission CT (μSPECT). These have all greatly

improved our ability to longitudinally study var-

ious experimental models of human disease in

mice and rodents.

Biomedical imaging techniques for small

animals provide one of the most important

opportunities for longitudinal research studies

to repeatedly examine the same animal model

before, during, and after experimental

procedures. Noninvasive imaging helps to render

animal experiments more ethically acceptable as

it is compliant with the principles of the “3Rs”

(replacement, reduction, refinement). These

principles were formulated in 1959 and encour-

age researchers to consider “replacing,” where

possible, the use and/or killing of animals with

other equally effective methods; “reducing” the

number of experiments; and “refining”

techniques to minimize the pain and distress of

animals [5, 6]

The aim of this chapter is to describe the most

common applications of these techniques and

outline their relative advantages and

disadvantages. Optical imaging is not considered

in this overview because our interest lies in

analyzing techniques that are also feasible for

diagnostic imaging in humans.
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Technique Description

Traditional Radiology (X-Ray)

X-ray examinations provide diagnostically valu-

able information in a variety of applications. The

X-ray instrumentation used for small animal

examination (Fig. 8.1) does not differ, in princi-

ple, from that in clinical medicine. The main

difference lies in the higher resolution levels

required, which implies the use of micro-focus

X-ray tubes and image detectors with small

detector elements [7].

Unenhanced 2D radiographs are typically

used to image the skeleton, since the soft tissue

contrast is very favorable. Iodinated X-ray con-

trast media can enhance the contrast of vessels

and vascularized areas.

Bone densitometry quantitatively determines

bone mineral density (BMD) values via dual-

energy X-ray absorptiometry (DXA). It comes

under the category of traditional radiology, and

the same technique is applied in both animals and

in clinical medicine [8–11].

Ultrasound (US)

μUS in animal imaging focuses on investigating

accessible biological structures and provides

morphological and functional assessment

[12]. Based on the propagation of sound waves

for imaging soft tissue, μUS is currently avail-

able as a dedicated US system for the in vivo

imaging of small animals (Fig. 8.2). This device

uses much higher frequencies (17–70 MHz) than

are used in humans and may produce a resolution

below 30 μm. In addition, the use of micro-/

nanobubbles with coatings and gas components

as a sonographic contrast agent significantly

improves sensitivity and enables the measure-

ment of flow in vessels that are 20–30 μm in

Fig. 8.1 Dedicated X-ray

instrumentation for small

animal examination
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diameter. Ligands or antibodies can also be

legated to the coating to make the contrast

agent specific and able to selectively bond to

certain cell types or processes (e.g., angiogenesis

or inflammation) [13, 14]. US is inexpensive,

repeatable, fast, noninvasive, readily available

and particularly suited to the longitudinal study

of small animals. It can be used for noninvasive

assessment in abdominal studies [15] or for

cardiologic purposes, thanks to the availability

of high-frequency (�40 MHz) transducers and to

the ability to record >750 frames per second

using dedicated US systems. As an example, in

our experience, echocardiography has been used

to monitor the efficacy of gene therapy and/or the

progression of dilated cardiomyopathy in BIO

14.6 hamsters. Its value as a tool for repeatable

and noninvasive assessment of cardiac diseases

in experimental animals has been clearly

demonstrated [12].

This technique can also be used to visualize,

characterize, and quantify pre-palpable

orthotopic and subcutaneous tumors in a multi-

tude of small animal models. Tumors can be

Fig. 8.2 High-resolution

ultrasound instrumentation

for small animal

examination
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monitored and quantified from tumorigenesis

through their growth stages; it is also possible to

detect neoplastic involvement of the surrounding

tissues and lymph nodes and systemic metastases.

Modern software allows the real-time visualiza-

tion and measurement of tumors in 2D and 3D;

blood architecture can be assessed using

power and color Doppler and contrast agents for

tumor perfusion, also providing informations on

neo-angiogenesis [16].

Its real-time nature means μUS could also be

useful in guiding drug injection or biopsy and in

exploring pregnancy in rats and mice.

Magnetic Resonance Imaging (MRI)

Among the different noninvasive imaging

techniques available, μMRI represents a modal-

ity of choice because of the high-contrast defini-

tion and spatial resolution combined with a high

temporal resolution and high safety profile using

non-ionizing radiation. MRI provides images of

multi-planar sections of the body, examined

using magnetic fields and radio waves that act

on protons contained within the body [17]. Most

small animal imaging with μMRI is performed

using horizontal-bore dedicated devices

(Fig. 8.3) with a static field ranging from 4.7 to

9.4 T and a 20- to 40-cm tray [18–21]. Systems

with even higher static fields, such as 11.7 T and

21.1 T, have also been used [22]. The most com-

monly used high-field magnets are cryomagnets,

in which the low temperatures required for super-

conductivity are achieved with liquid cooling

systems. In our experience, μMRI has been

demonstrated as very useful in monitoring intes-

tinal injury in intestinal infarction rat models,

providing results comparable with those of

pathology [23, 24]. The basic principles of MRI

are also applied in spectroscopy, which enables

the noninvasive measurement of the levels of

some compounds in body tissues [25–28] and in

cell tracking where specific contrasts can be used

to identify and follow transplanted cells

[29, 30]. The resolution of 10–100 μm and the

spatial contrast of μMRI systems are not the best

among preclinical imaging systems. However, as

with other modalities, hybrid systems are being

developed, such as MRI/PET, to obtain increas-

ingly complete information from a single device

[31–33]. However, MRI alone can already pro-

vide functional information using advanced

methods, such as those used to evaluate diffusion

Fig. 8.3 High-resolution magnetic resonance imaging

(MRI) instrumentation for small animal examination

equipped with several shielded gradients for in vivo

applications (<50 μm). This system is also equipped for

multinuclear and spectroscopy imaging (i.e., 1H, 31P,

15N,13C, 19F). This instrument includes a breathing

and heart gating/monitoring system to limit negative

effects on image quality. This feature is essential in the

study of animals with high breathing and heart rates
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and perfusion. Thus, the original potential of

MRI is optimized, as it can evaluate tissues and

lesions with very high diagnostic strength and

contrast that does not simply depend on proton

density. It can also provide pathophysiological

data and is thus more useful in prognosis and

therapy.

Computed Tomography (CT)

μCT (Fig. 8.4) is the miniaturization of CT, a

technique widely used in clinical diagnostic

imaging. Small-animal μCT (mice and rats) can

supply very high-resolution anatomical images

(up to 9 μm) with 3D views [34]. In daily prac-

tice, researchers at some small animal-imaging

facilities (SAIFs) tend to limit the study to short

scans (around 1 min) to both increase proceeds

and reduce radiation exposure, as that can jeop-

ardize longitudinal studies. This technique is

balanced by a lower spatial resolution

(150–200 μm). μCT systems can be found in

many imaging facilities and can cover a variety

of applications, with regard to both bone and soft

tissue. In terms of the study of bone, a resolution

limit of 15 μm should be borne in mind if

analyses are to be performed at the trabecular

level. Some μCT systems are able to achieve

resolutions that vary from 15 to 90 μm with the

same scanner [34]. A device of this kind is

clearly very versatile, with a broad range of

applications but with the drawback of delivering

an elevated dose to the animal at higher

resolutions. The optimal resolution for systems

dedicated to in vivo studies is 50–100 μm, which

allows for a reduced dose and the possibility of

longitudinal studies. Specific contrast agents [35]

can further improve examination of soft tissue

for studies of the heart, angiogenesis, and tumor

growth. μCT can also be applied to respiratory

diseases. In this case, an additional component is

required to control breathing and minimize

artifacts caused by the motion of the animal’s

ribcage. Most systems use a cone-beam X-ray

source and a solid-state detector that rotates

around the animal, allowing imaging of the entire

animal in a single scan. The principal drawbacks

of first-generation μCT systems included poor

contrast resolution for soft tissue—even after

administration of a contrast agent—high radia-

tion doses, long scan times, and image artifacts,

particularly at higher resolutions. Second-

generation μCT systems incorporated much of

the technology used in clinical practice in

humans, including arrays with smaller detector

Fig. 8.4 High-resolution

computed tomography

(CT) instrumentation for

small animals (<50 μm).

This system uses an X-ray

detector with a kV range of

35–80 and an mA range of

0–500. The system has

three isotropic resolution

settings (27, 45, and 90 μm)

with a field of view (FOV)

up to 80 mm in diameter.

The Locus system uses a

CCD with 10-μm square

detector element and

100 mm � 50 mm active

area. The scan time is

5–60 min depending on the

protocol used, with

sensitivity in the order of

milliMolars
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elements and more powerful X-ray tubes, which

enable not only faster scans—0.8 s for the entire

animal—but also the use of clinical contrast

agents allowing the execution of perfusion stud-

ies [36]. In addition, iodinated contrast agents

may significantly improve image contrast,

enabling the visualization of even small-diameter

vessels (20 μm) [37–39]. The major disadvantage

of the technique remains the exposure to ionizing

radiation, which can alter results of oncologic

studies, particularly when repeated follow-up

studies are required [37]. μCT systems have tra-

ditionally been used to study bone [40–42],

thanks to the advantageous contrast between

bone and soft tissue. High-resolution μCT
systems have also been used with satisfactory

results in the study of soft-tissue tumors [43]

and in characterizing anatomical phenotypes in

transgenic animals [44].

Radionuclide Imaging

Radionuclide imaging techniques, which include

μPET (Fig. 8.5) and μSPECT, are functional

imaging techniques that detect gamma rays emit-

ted by radiolabeled (positron emitter or gamma

emitter) biomolecules introduced into the body

so that they accumulate in the tissues of interest.

In PET, emission of two high-energy gamma

rays (511 kev) are simultaneously detected by

two detectors situated 180� apart (an event called
coincidence) in the scanner; in SPECT, only one

low-energy gamma ray is detected by a single

detector [45]. PET is the most selective and sen-

sitive method (in the picomolar to nanomolar

range) for widely measuring interactions at the

molecular level in vivo [46, 47], and it is being

increasingly applied to animal tumor models in

several types of studies, from neurological sci-

ence [48] to preclinical efficacy studies of anti-

cancer agents [49].

As in clinical use in humans, two major

advantages of SPECT are the existence of several

radiotracers that are based on a variety of

radioisotopes with different energies and their

relatively longer half-life compared with posi-

tron emitters. These properties, together with

their wider availability and lower cost, mean

they are easily accessible by many research

groups. Therefore, those tracers have been well

studied and used in not only tumor probing but

also in several other biological applications in

animal models [48–50].

Fig. 8.5 High-resolution positron emission tomography (PET) instrumentation for small animals (spatial resolution of

~1.2 mm in the center of the field, when using OS-EM for image reconstruction)
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Hybrid machines have resulted in significant

improvements in human and in animal studies.

Hybrid machines combining μPET and μCT, or
μSPECT and μCT in the same gantry have solved

construction issues, allowing the production of

hybrid PET-MRI systems permitting the simul-

taneous acquisition of the two images [51–

53]. Furthermore, high-performing machines

integrating a PET scanner with a 9.4 T MR

scanner have been produced [54].
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Preclinical Imaging: Experimental Example9
Daniela Berritto, Roberto Grassi, Francesca Iacobellis,
Claudia Rossi, and Luigi Mansi

Introduction

This chapter is an addendum to the previous one,

which briefly described the most important diag-

nostic imaging techniques used in preclinical

animal imaging and their possible relationship

with pathology. In particular, we report an exam-

ple from our own experience; we present the

abilities of micro–magnetic resonance imaging

(μMRI) in biomedical research evaluating animal

models of complex pathological human diseases.

After defining the scope, we start with a gen-

eral premise describing μMRI as an imaging

modality that can dynamically explore the

mechanisms of disease in vivo. This goal is

reached by collecting anatomical, functional,

and metabolic informations noninvasively and,

when possible, almost simultaneously.

The example we present regards the charac-

terization of bowel ischemic disease. The role of

μMRI can be seen from the images expressing

different features as an expression of different

pathophysiological mechanisms.

The lesson learned is that μMRI and, more

generally, animal imaging, may help pathologists

studying pathophysiological premises that deter-

mine pathological findings. This may be

achieved using available machines that allow

functional studies at a spatial resolution of up to

microns. The chapter concludes with an updated

bibliography.

Scope

Because this chapter is an addendum to the pre-

vious one, which described technological tools

for preclinical animal imaging, we want to high-

light the use of μMRI as a helpful support to the

pathophysiological comprehension of lesions

observed by a pathologist. To this end, we refer

to an example from our own experience of

characterizing bowel ischemic disease via μMRI.

Magnetic Resonance for Animal
Imaging (μMRI)

In biomedical research, many experimental

studies require the application of small animal

models for complex human diseases, where the

underlying disease mechanisms can be explored

in vivo by collecting—noninvasively and, when

possible, simultaneously—anatomical, functional,

and metabolic information [1–3]. Therefore,
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Napoli, Naples, Italy

e-mail: berritto.daniela@gmail.com

# Springer Science+Business Media New York 2016

F.M. Sacerdoti et al. (eds.), Advanced Imaging Techniques in Clinical Pathology,
Current Clinical Pathology, DOI 10.1007/978-1-4939-3469-0_9

123

mailto:berritto.daniela@gmail.com


demand is strong in animal research for

imaging modalities that can provide these

informations in vivo, in longitudinal studies,

using 3D techniques without limits determined

by depth resolution, as in optical imaging.

Among the currently available noninvasive imag-

ing techniques, magnetic resonance imaging

(MRI) is frequently a first choice as it has a

number of favorable characteristics that make

it an ideal candidate for a broad range of

imaging tasks: extraordinary 3D representation

capabilities; high spatial resolution; excellent con-

trast abilities, and possible functional and molecu-

lar analyses, including those without contrast

media. All these favorable features are combined

with a high safety profile as no harmful ionizing

radiation is applied.

Therefore, the role of MRI is ever increasing,

not only in medical imaging, where it occupies a

primary position in the diagnostic tree for a large

series of diseases, but also in biomedical

research.

When MRI is constructed as a tool for small

animal imaging μMRI, it is substantially based

on the same physical principles as its clinical

counterpart, MRI. Conversely, μMRI scanners

are many times more powerful, being produced

using the best performing and most expensive

materials. Furthermore, they have a more effec-

tive geometry, are constrained by less stringent

ethical and technical contraindications, and are

able to use 9.4T scanners, which are not yet

available for use in humans, where the techno-

logical frontier does not exceed 3T.

Given the power of these machines, μMRI is

now being increasingly exploited to provide

informations in animal models, focusing on

revealing anatomical and physiological changes

during disease progression or in response to

potential therapeutic treatment.

Image sets can be obtained with a resolution

of 30–100 μm in all dimensions, in living

animals, with the possibility of visualizing

images of the whole animal or specific organs,

represented in arbitrary planes.

This extended capability of μMRI requires

more advanced machinery able to reach a tenfold

increase in spatial resolution in all three

dimensions. To overcome this barrier, the devel-

opment of specific μMRI technology was neces-

sary, with more powerful magnets, dedicated

receiver coils and chains, stronger gradient sets,

new image acquisition sequences, and, finally,

biological support for small animals in a high

magnetic field [4].

In general, μMRI requires the small animals to

be immobilized and thus anesthetized. Inhaled

anesthetics such as isoflurane, or intravenous

anesthetics such as propofol, are commonly

used and are administered via a nose cone or

tail vein catheter and allow for short induction

and recovery times. While under anesthesia, the

temperature of the animal must be kept constant

at 37 �C using either warm airflow and

circulating water or electrical pads, since the

temperature inside the magnet core ranges from

15 to 20 �C. In general, the vital functions of the

animals during anesthesia must be carefully

controlled.

Characterization of Bowel Ischemic
Disease via μMRI

Gastrointestinal tract ischemia and infarction

constitute different clinical syndromes

characterized by inadequate blood perfusion to

the bowel and represent a life-threatening vascu-

lar emergency with high mortality [5–7]. Early

diagnosis is the key to reducing the death rate and

to improving quality of life.

Diagnostic imaging of bowel ischemic disease

reflects the complexity of the pathophysiological

mechanisms [8–12].

The ability to reproduce human diseases in

animal models enables us to increase our knowl-

edge of the physiopathology of these disorders

and also enables the study of new diagnostic and

therapeutic approaches [13–16].

Different etiological varieties of bowel ische-

mic diseases exist, and a rat model of each type

may be designed (respectively, by ligation of

superior and/or inferior mesenteric artery and

superior mesenteric vein) to exactly define the

onset and the development of the lesions, as well
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as to compare histological and macroscopic

features with μMRI findings.

In animal models of acute bowel ischemia/

infarction, μMRI offered the major

advantage of noninvasively obtaining detailed

anatomical and physiological informations in

one imaging session. These data, obtained using

a longitudinal approach, could be exploited for a

significantly improved characterization of this

pathology.

The ischemic/μMRI protocol used a 7 T

system.

Figure 9.1 shows an axial T2-weighted μMRI

image of the rat’s bowel depicting wall

hyperintensity which represents one of the

earliest and most common findings of bowel

ischemia/infarction [12–14]. The bowel wall

hyperintensity was clarified by histological anal-

ysis, which demonstrated the presence of

subepithelial (Grunhagen’s) space, due to the

development of edema.

The following parameters were also assessed

using μMRI: presence of free fluid and/or gas in

the abdominal cavity; diameter of bowel loops

and luminal content (gas and/or fluid); mucosal

thickness; mesenteric engorgement; and wall

pneumatosis (Fig. 9.2). Magnetic resonance

angiography is another powerful tool that can

be realized in vivo via μMRI to image blood

vessels. These images, unlike conventional or

computed tomography (CT) angiography, do

not display the lumen of the vessel, but rather

the blood flowing through the vessel without

using contrast media.

In our experiments, FLASH TOF 2D

sequences were performed and subsequently

reconstructed with maximum intensity projection

(MIP) images to demonstrate the correct vascular

ligation and the lack of flow after surgery.

In summary, this imaging example was cho-

sen to demonstrate the plethora of information

available with μMRI that can be exploited for

improved tissue characterization in animal

models.

Compared with histological analysis and mac-

roscopic evidence, the μMRI succeeded in

identifying the early signs of ischemia/infarction

just 1 h after vascular occlusion.

Fig. 9.1 Axial T2-weighted micro–magnetic resonance

image (μMRI) of the rat’s bowel depicting wall

hyperintensity (arrow)

Fig. 9.2 Axial T2-weighted micro–magnetic resonance

image (μMRI) of the rat’s bowel: presence of free fluid in

the abdominal cavity (arrowhead); bowel loop dilation

with gas–fluid luminal content (arrow)
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Furthermore, our study provided a chronolog-

ical progression of the radiological findings

related to macroscopic and histological features;

this is the prerequisite to obtaining an early diag-

nosis and providing treatment, thereby determin-

ing a better prognosis for the patient.

Lessons Learned

In this chapter, we have demonstrated, with an

example from our own experience, how preclinical

imaging may help the pathologist. In particular, we

were able to study pathophysiological premises

determining pathological findings. This goal may

be reached experimentally in animal models

because of the high performance of available

machines, allowing spatial resolution up tomicrons.

In this sense, animal imaging may represent a

major improvement in research, mainly when

functional techniques are available. In fact,

repeatable acquisitions in living beings are pos-

sible, enabling the acquisition of a series of rele-

vant information that pathology alone cannot

achieve.
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Scope

We briefly describe the main characteristics,

advantages, and limitations of the most widely

available diagnostic imaging (DI) techniques.

Traditional Radiology

Traditional radiology includes all planar

examinations performed using X-rays. As the

image is based on differences in density, the

best results are achieved where a favorable

lesion-to-background ratio is easily reached, as

in the lungs and breast, where lesions present

early with a higher opacity than the surrounding

normal tissue. Thus, detection of millimetric

(and occasionally submillimetric) lesions is pos-

sible. Similarly, satisfactory results are possible

at the skeletal level, where pathological

alterations may determine changes in opacity

compared with healthy bone. In particular, the

administration of contrast media can artificially

increase (or, less frequently, decrease) normal

contrast, thereby enabling the analysis of vessels,

ureters, gastrointestinal lumen, and some paren-

chyma, which would otherwise be impossible

with a standard approach.

Standard techniques, such as chest or skeletal

X-ray, are fast, cheap, easily performed, and

available everywhere, even at the bedside. They

can be a first-line diagnostic tool in cases where

satisfactory diagnostic accuracy is possible, for

instance, in a limited number of cases such as

skeletal fractures and suspicious pulmonary

lesions. Limits relate to the radiation dose, the

lower accuracy than alternative techniques, the

limited context of analysis, and ineffectiveness in

evaluating many cases, such as those involving

lymph nodes, brain, liver metastases, and the

mediastinum [1].

Dedicated examinations, such as mammogra-

phy (Mx), are performed with a specific system

and using a particular methodology. Mx remains

the best first-line approach for the screening

and diagnosis of breast cancer, primarily in

postmenopausal women. It is cost effective

compared with ultrasound (US) and magnetic res-

onance imaging (MRI), despite using ionizing

radiation. Nevertheless, when results are positive,

further insights may be required to increase diag-

nostic accuracy, as Mx is less effective in dense

breast tissue (as is the case in some young

subjects, in the presence of prostheses, and in

detecting recurrence after radiotherapy) [2–4].

Radiological studies use contrast media

to enhance the contrast of structures or fluids
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within the body [5]. Currently, the most com-

monly used are those that enhance the visibility

of blood vessels (iodinated agents used in

angiography) and of the gastrointestinal tract

(barium). Less widely used are functional studies

as pyeloureterography. Radiological techniques

with contrast media are disadvantaged by

requiring a high radiation charge and by side

effects, which are sometimes absolute contrain-

dications; preserved renal function is also essen-

tial. These days, angiographic techniques are

used primarily as a second-line diagnostic

step, preferably before and/or during therapeutic

revascularization procedures. The clinical role

of barium studies is currently more limited

compared with invasive methods that allow

biopsy; their role has been further decreased

with the advent of tridimensional fast computed

tomography (CT) scans that can also provide

information on the gastrointestinal lumen [6].

Computed Tomography (CT)

CT is currently the major radiological technique

used, with X-rays allowing 3D spatial and

structural analysis based on differences in den-

sity [7]; CT can also be used to evaluate

structures that are invisible with traditional

radiotherapy, such as the mediastinum and soft

tissues. The introduction of spiral CT signifies

a significant technological improvement that

enables rapid volumetric analysis and has led to

new technical achievements, such as coronary

CT [8]. Contrast media can also be used with

CT, which is very helpful because it can

not only provide angiographic information

but also contribute to a differential diagnosis

with parenchymal lesions. Whereas the high

radiation dose [9] (although this has decreased

significantly with recent technologies) and

side effects can render it an absolute contraindi-

cation, CT represents a first-line tool in DI

for many indications, with a primary role in

both oncology (diagnosis, staging, re-staging)

and non-oncology indications, such as in emer-

gency medicine [10].

Ultrasound (US)

Ultrasonography is a technique based on US and

is therefore performed without ionizing radia-

tion. As such, it represents a safe first-line proce-

dure in DI and is now almost mandatory in

pregnancy and is a priori cost effective in pediat-

rics [11]. US is relatively inexpensive compared

with CT andMRI and is widely available, includ-

ing at the bedside and in emergencies. Its value is

increased by its high diagnostic accuracy when

used to evaluate both superficial and deep

structures such as skin, muscles, joints, soft

tissues, thyroid, liver, breast, and lymph nodes,

while also useful in the diagnosis of renal and

biliary colic and to guide biopsy and/or therapeu-

tic procedures. The basic information it provides

mainly discriminates between solid and liquid

components, defined in a wide range of structural

variations and distinct morphologically, with

limitations in defining calcifications and gaseous

components. Sonography may be implemented

with Doppler measurements, and contrast media

adds further data mainly to do with vascularity

and permeability. Doppler techniques also enable

the analysis of vessels and echocardiography,

now first-line procedures in cardiovascular

diseases [12]. Diagnostic performance may be

increased using endo-vaginal, endo-rectal, and

transesophageal transducers, leading US to take

a primary role as an intra-surgical technique.

However, US also has limitations. First, US is

unable to penetrate bone and performs very

poorly in the presence of gas. Therefore, CT is

of no use in evaluating skeletal diseases or organs

covered by bone, such as the adult brain. Further-

more, it can provide no information on lungs, and

analysis of the gastrointestinal tract can be very

difficult. Further difficulties can be encountered

in obese subjects, mainly in the evaluation of

deep structures, or in echocardiography, where

technical problems occur with the acoustic win-

dow in patients with emphysema or with malfor-

mation of the chest. Operator dependency is a

major problem: differences in reproducibility

have been found between sonographers or at

follow-up studies with the same operator, mainly
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using different machines. This is a disadvantage

because ultrasonography is not panoramic and

can thus favor false-negative results, mainly for

inexperienced sonographers, as frequently found

in programs where many different operators

screen large populations. Finally, US can provide

a final diagnosis in only a limited number of

conditions, and therefore further insights are fre-

quently required [13].

Magnetic Resonance (MR)

MRI is based on the magnetic properties of some

typical nuclei of atoms. First of all is hydrogen;

however, it is also possible to analyze other

nuclei such as helium-3, lithium-7, fluorine-19,

oxygen-17, sodium-23, phosphorus-31, and

xenon-129 with higher-performance MR

scanners and primarily in research situations.

This advanced analysis could be an interesting

clinical tool in the future that may enable the

imaging of organs usually poorly visualized at

1H MRI (e.g., lungs and bones) as well as

promising wider metabolic and functional

evaluations [14].

Starting with the capability to define proton

density, MRI can produce multiparametric

images depending on the molecular context. Dif-

ferent tissue variables, including spin density, T1

and T2 relaxation times, flow, and spectral shifts,

can be used to construct images. It is possible to

define the best contrast for each body compart-

ment and in relation to the specific clinical prob-

lem, as well as adding information on the

molecular environment [14, 15]. Further

improvement, both increasing contrast and

adding functional and biochemical data, is possi-

ble with advanced MR techniques such as func-

tional MRI (fMRI), diffusion MRI, or MR

spectroscopy (MRS). Thus, evidence of altered

function or of a molecular event preceding path-

ological changes can be observed; this will

enable earlier and more accurate diagnosis as

well as provide prognostic information. In par-

ticular, high contrast may be acquired in soft

tissue without significant difference in atomic

density. Therefore, MRI has advantages over

CT in many pathological conditions because of

the better lesion-to-background ratio that is pos-

sible in, for example, demyelinating cerebral

diseases and/or in evaluating lesions in territories

such as the pelvis, head, or neck. Conversely CT,

which sometimes has problems evidencing or

correctly locating minimal structural changes,

has technical primacy over MRI when evaluating

bone and lungs or detecting calcification, i.e., in

molecular structures with low 1H content. A

further significant advantage of CT is its speed,

which enables studies in pediatrics and psychiat-

ric patients without necessarily requiring narco-

sis or sedation, which is often required with MRI.

MRI has an advantage over CT and nuclear

medicine as it does not use ionizing radiation, a

favorable situation for pregnant and pediatric

patients. Nevertheless, MRI is a costly and com-

plex method that is also slower and less widely

available than CT and therefore not as cost effec-

tive as CT. CT therefore remains favored in

many comparative situations; in particular,

there are currently no significant indications for

MRI in emergency medicine. Furthermore,

although MRI does not use ionizing radiation, it

does have contraindications, being unfeasible in

many patients such as those with metal implants

or pacemakers. MRI also carries risks for patients

after intravenous administration of contrast

media, which can result in a life-threatening

renal syndrome. The most widely used MRI con-

trast media are paramagnetic substances

containing gadolinium, which, when

administered intravenous, can enhance the

appearance of blood vessels, tumors, or inflam-

mation, through information mainly to do with

vascularity and permeability. Contrast agents

may also be administered orally or directly

injected, such as into a joint in the case of

arthrograms. The newest contrast agents, includ-

ing paramagnetic substances with manganese or

super-paramagnetic iron agents, may further

increase diagnostic accuracy, such as in the

detection of liver metastases. As MRI performed

with a standard scanner is a time-consuming

procedure requiring the patient to lie supine

within an oppressive gantry, subjects with claus-

trophobia are contraindicated; however, this
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problem has been surpassed with the use of

“open scanners”, although they are not as good.

Conversely, while high-performance MR

machines such as 3 T scanners are now available

in clinical practice, they are not widespread. The

most powerful systems, capable of very high

spatial and contrast resolution and able to distin-

guish between two arbitrarily similar but not

identical tissues, remain most in use in preclini-

cal animal research [15].

The value of MRI lies in the ability to define

the best imaging condition for each clinical prob-

lem, utilizing a complex library of pulse

sequences, each of which is optimized to provide

a particular image contrast. Conversely, this

advantage creates operator dependence in the

choice of the best technique, reliant on the com-

petence of the individual physician and technol-

ogist involved in the scan.

Whereas T1- and T2-weighted MRI are the

clinical “workhorses,” multiparametric imaging

can benefit from other basic and specialized MR

scans. Diffusion MRI is particularly relevant

because it can measure the diffusion of water

molecules in biological tissues. Diffusion tensor

imaging (DTI) [15] and diffusion-weighted

imaging (DWI) can, with further information

when coupled with imaging of cerebral perfu-

sion, provide very relevant diagnostic informa-

tion, and can also obtain data useful for a

prognostic framework and to better define a ther-

apeutic strategy. An anatomic pattern substan-

tially overlapped with that obtained with

invasive angiographic techniques enables MR

angiography, with or without contrast media, to

correctly detect stenosis and aneurysms.

MRS also contributes important information,

although it has a lower spatial resolution and is

only able to evaluate a restricted field of view. It

measures the levels of different metabolites in

body tissues but requires higher field strengths

(3 T and above); MRS can provide biochemical

information regarding molecules containing not

only 1H but also other elements such as 31P,

making a helpful contribution to improved meta-

bolic analysis.

More recently, two of the major limitations of

MRI have been overcome. First, it became

possible to use MRI as a guide in interventional

procedures using non-ferromagnetic instruments

in open MR scanners. Similarly, technological

evolution saw the construction of hybrid positron

emission tomography (PET)–MRI systems with

a single gantry, utilizing a PET scanner not

affected by the magnetic field.

Nuclear Medicine

Nuclear medicine is a medical specialty that uses

radionuclides for diagnosis and therapy. Whereas

radioisotopes emitting (directly or indirectly)

low doses of electromagnetic radiation (i.e.,

gamma rays or positrons) are used for diagnosis,

radionuclide therapy is based on the administra-

tion of high doses of corpuscular nuclear (beta

minus and alpha) radiation with the intention of

obtaining a deterministic therapeutic effect.

Within the scope of this book, we discuss only

diagnostic nuclear medicine, if not otherwise

specifically reported.

In terms of machines detecting gamma radia-

tion, we first have laboratory detectors, called

gamma or beta counters, which are primarily

used to measure radioactivity in biological

samples but are also used to evaluate radioactive

contamination.

Next are probes that measure radioactivity

in vivo in humans without producing images.

Within this group, there is a lot of interest in

probes used for so-called radio-guided surgery

(RGS), which is very helpful in guiding the sur-

geon to the goal (such as in the detection of the

sentinel lymph node in breast cancer).

The standard imaging machine in nuclear

medicine is the gamma camera, which can pro-

duce static or dynamic scintigraphies. The tomo-

graphic systems, which enable tridimensional

analysis, are distinct in single photon emission

CT (SPECT), when using gamma emitters, and

PET, where the signal originates from

radionuclides emitting positrons.

The computer plays a central role in nuclear

medicine; it is needed not only for technical

issues such as tomographic reconstructions but

also for reliable quantitative analysis. It is also
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possible to detect non-focal diseases, better ana-

lyze changes at follow-up or post-therapy,

acquire implemental data for a differential diag-

nosis, and more rigorously define stress tests.

Importantly, unlike US and MRI, radionuclide

techniques are not operator dependent and pro-

vide high reproducibility, including quantitative

measurements. Furthermore, unlike echography,

radionuclide methods allow a panoramic analysis

and are now the easiest way to perform whole

body studies. A further major advantage of

nuclear medicine is its feasibility in all patients,

as it is not constrained by methodological

difficulties or a need for previous hema-

tochemical data. In fact, although ionizing radia-

tion is contraindicated in pregnant or pediatric

patients, radionuclide procedures can be

performed in these subjects, which is clearly

cost effective. Whereas it is rarely used in preg-

nant subjects and justified in only exceptional

cases, it must be pointed out that the indications

in pediatrics are numerous, where the low

radiation dose and the high clinical gain create

a primary role in many oncologic and non-

oncologic diseases [16].

Although functional imaging is also consid-

ered “traditional” radiography, along with CT,

US, and MRI when using contrast media or

advanced/implemented techniques, nuclear med-

icine is unique over all the other procedures

because it is solely a functional method. In

other words, the image in nuclear medicine is

only feasible in living beings because of

differences in concentration and is never depen-

dent on structural elements [17]. Unlike

morphostructural techniques where pathology is

the gold standard, nuclear medicine is based on a

pathophysiological premise, meaning that the

clinical information it provides focuses on a

search for altered function. Thus, diagnosis

can be made earlier than with methods based

on pathological changes that occur later and

the information provided is more connected

with prognosis and therapy. Conversely, nuclear

medicine cannot provide a rigorous anatomical

definition and is therefore unable to correctly

locate a lesion or reliably define a structural

change [18].

To reiterate more specifically the ideas we

have already discussed, the best way to describe

nuclear medicine is to introduce the concept of

“biological tracers” in a scenario in which

homeostasis is the object.

We are made up of molecules (and cells) that

interact dynamically with the goal of biological

equilibrium, called homeostasis. In the large

majority of cases, disease may result in an imbal-

ance of homeostasis and can therefore be

analyzed and/or detected using biological tracers

of the molecular/cellular process. In other words,

we can trace a molecular kinetic using a

“tracing” molecule that behaves in a similar

way to native molecules but is marked with a

label detectable by an external probe. The label

used depends on the DI technique used:

undergoing a change in density for radiography

and CT; modifying the magnetic field for MRI;

improving the US signal in echography; emitting

light in optical imaging; and releasing ionizing

radiation in nuclear medicine. To correctly and

harmlessly trace a molecular kinetic in humans,

it is crucial that a very small ponderal amount of

tracer is used, preferably in the range of pico- to

nanomoles or less. This is necessary to avoid

both toxicity and interference with molecular

processes. In the large majority of biological

molecular systems, this is possible almost exclu-

sively with optical imaging and nuclear medi-

cine, which are the most sensitive and therefore

require the smallest ponderal amount of tracer.

Nevertheless, although optical imaging is proba-

bly the best imaging procedure in the evaluation

of genomics, proteomics, and so on, its inability

to detect light signals at depth is a disadvantage.

Therefore, although optical imaging may be very

useful in animal research or in evaluating super-

ficial lesions, it cannot answer relevant diagnos-

tic questions such as the presence of liver or bone

metastases. Therefore, its clinical role in humans

could be limited to study of (at least partially)

territories such as the skin, eye, gastrointestinal

mucosa, or organ surfaces with endoscopic or

intra-surgical procedures. Therefore, although

nuclear medicine is the only procedure that can

widely define a disease at the molecular level,

possible improvements in its ability to evaluate
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molecular processes involve the spatial resolu-

tion of machines and the availability of suitable

radiotracers. Thus, although the ability to diag-

nose mutations is currently only used in animal

research, old gamma cameras were able to dif-

ferentiate thyroid carcinoma in humans via iden-

tification of the iodine symporter gene as far back

as the 1940s, when nuclear medicine began.

Another important concept is that of the

radiocompound (or radiopharmaceutical), defined

as a complex constituted with a molecular struc-

ture chosen based on the specific clinical need to

analyze a particular organ or disease [19]. The

radiocompound comprises a vector that

determines the molecular kinetics of the entire

compound, to which is added a radionuclide emit-

ting gamma rays (or positrons, each of which is

transformed by annihilation in two gamma rays

with the same energy and direction, but opposite

verse). These radiocompounds localize based on a

specific pathophysiological mechanism and there-

fore may trace different functions. Thus, we can

distinguish a large series of radiotracers with a

different uptake mechanism determined by

metabolism, receptors, perfusion, immunological

pattern, organ characteristics, and so on

[20]. Therefore, as an example, when studying

liver diseases, we can use radiocolloids to evalu-

ate the reticuloendothelial system, radio-dyes to

study the hepatobiliary system, metabolic agents

to detect early metastases, radiolabeled red blood

cells to diagnose angiomas, somatostatin

analogues to evaluate neuroendocrine tumors,

and so on.

As it is possible to radiolabel almost all

molecules and cells, nuclear medicine can help

us study the most important pathophysiological

events with procedures that can determine an

early diagnosis; correctly analyze viable tissue,

which is very important in the diagnosis of recur-

rence and/or to guide biopsy; define prognostic

information and a closer connection with thera-

peutic strategies; and better define the target for

radiotherapy [21]. Furthermore, we can obtain

very relevant information for pathology, mainly

in follow-up studies, such as defining activity in

chronic diseases, the evidence of an escape phe-

nomenon in neoplasia if a biological target

detected at the first diagnosis disappears, and

demonstration of reaching a target despite

biological obstacles such as the blood–brain

barrier [22].

In this context, the best results from a clinical

viewpoint are currently obtained with PET using

fluorine-18 (F-18) fluorodeoxyglucose (FDG),

probably the most relevant diagnostic imaging

procedure in oncology today. Moreover, a large

series of radionuclide studies are available that

also use gamma emitters, which are very impor-

tant in routine clinical practice, for both oncol-

ogy and non-oncology requests.

Hybrid Machines

As previously reported, morphostructural and

functional imaging methods have substantial

complementary advantages and disadvantages.

In particular, morphostructural methods can

visualize millimetric (and sometimes

submillimetric) lesions, easily managing a

regional analysis and thereby enabling correct

definition of the relationship of a lesion with its

spatial context. This is very useful, for example,

for regional staging and/or defining a surgical

recruitment while also considering relationships

with vessels and nerves [23]. Furthermore,

because of their high spatial resolution,

morphostructural procedures can correctly local-

ize a lesion and obtain differential information

based on pathology as the gold standard. A fur-

ther advantage relates to the possibility of

directing a biopsy or intervention via easy detec-

tion of anatomical landmarks. Conversely,

nuclear medicine is based on a pathophysiologi-

cal premise, frequently enabling earlier diagnosis

and a better connection with prognosis and ther-

apy. Nevertheless, radionuclide procedures can-

not correctly localize lesions and/or to make a

correct regional analysis.

Some years ago, digital imaging signaled a

great improvement in DI. One of the most impor-

tant achievements has been obtaining fusion

imaging between computerized studies (geomet-

rically overlapping), including those obtained

with different techniques. Thus, the overlap
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between functional information provided by

PET–FDG and the morphostructural data

provided by CT may enable the correct location

of lesions previously seen with PET and thereby

significantly improve diagnostic accuracy [24].

The arrival of so-called hybrid machines sig-

naled a further major technological improve-

ment. The most widely available tools are

systems that combine PET (or SPECT) and CT

within the same gantry. The first combination

PET–MRI scanners are now available and prom-

ise to increase information between function

(PET) and structure (MRI), with further func-

tional contributions provided by MR [25]. In

other words, the combination of PET–MRI

means it is possible to not only better analyze

demyelinating cerebral diseases or better detect

and define lesions located in the pelvis, head, and

neck but also to create new functional images

that include metabolic information acquired by

PET and an angiogenic pattern or biochemical

process evidenced by MRI or MRS. Both these

functional images will be perfectly located based

on the morphostructural data given by MRI [26].

Lessons Learned

The primary and interactive role of in vivo DI

compared with pathology can be easily under-

stood, as it is explained in multitudes of books

and papers. An understanding of the relevance of

this interrelationship is a mandatory and funda-

mental educational matter for a modern physi-

cian. Less evident is the understanding of the

possible role of DI by means of machines rou-

tinely used in clinical practice to help the pathol-

ogist post mortem. In fact, the knowledge of this

interrelationship is mainly limited to specialized

conditions, such as those concerning pathologists

working on autopsies, not widespread knowledge

for the “standard” physician.

Of course, in this field, the role of DI may be

limited to morphostructural techniques such as

standard CT and MRI, as nuclear medicine and

all other functional studies can only contribute

information from living beings.

As an example of howmorphostructural infor-

mation provided by such machines can assist the

pathologist working in autopsies, the next chap-

ter details our experience with CT andMRI in the

definition of anatomical features of

cephalothoracopagi.
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Clinical Imaging Experimental
Example in Pathology 11
Graziella Di Grezia, Roberto Grassi, Maria Paola Belfiore,
and Luigi Mansi

Introduction

As reported in the previous chapter, diagnostic

imaging may significantly and interactively

help pathologists in many ways with its ability

to detect and characterize human diseases ante-

and postmortem using non-invasive or minimally

invasive approaches. In particular, a contribution

relevant to autopsy is the ability to study

skeletal diseases and calcifications, including

malformations, injuries, foreign bodies, and gas

accumulations [1–3].

Advances in medical imaging and the

constant development of three-dimensional (3D)

reconstructions have resulted in images that are

easily understandable, even without radiology

training. They have also further stimulated the cre-

ation of a bridge over the compartmentalization of

disciplines, perpetuating and reinforcing the legacy

of amultidisciplinary approach.The ability to bring

together researchers from different specialties

(from biology and anatomy to radiology, pathol-

ogy, and forensic pathology) may improve the core

of modern “tailored” medicine, which focuses on

the patient rather than the disease.

Moreover, an interdisciplinary approach

and the ability to choose between different

morpho-functional methods and multi-planar

reconstructions allows us to overcome the previ-

ous system, which was based on the concept of a

“better diagnosis for each examination” obtained

using a sum of “two-dimensional (2D) thinking”

and was less able to provide the best final

answer. We now have access to more informa-

tion enriched by the interactive contribution of

each protagonist on the diagnostic tree.

In particular, close collaboration between

the pathologist and the radiologist may be neces-

sary for reliable sampling, accurate diagnostic

assessment, and a successful outcome [4].

To demonstrate how the pathologist may

find diagnostic imaging information useful, we

provide an example from our experience with

cephalothoracopagi.

Introduction to Cephalothoracopagus

Conjoined twins have fascinated humankind for

a long time. Until recently, however, description

of this condition has been limited to the dissec-

tion of nonviable cases or to the descriptions of

external features and skeletal analysis allowed by

traditional standard X-ray imaging [5, 6].

The prenatal diagnosis of cephalothor-

acopagus is very important so that parents may

be counseled, and a prognosis may be defined, as
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these could support the interruption of preg-

nancy. The first diagnostic approach is usually

2D ultrasound (US). This is the most important

imaging method for the diagnosis of fetal

malformations as it is cheap, poses no risk to

the pregnancy or the pregnant woman, is widely

available, and can be conducted at the bedside.

The limitations of US include reverberation

artifacts and the inability to visualize fetal intra-

cranial anomalies, meaning the sensitivity for

detecting cerebral cortical malformations or

small destructive lesions of the cerebrum is low

[7–9]. Power Doppler ultrasonography in combi-

nation with high-definition color Doppler may

further help in the visualization of vascular

structures and complex vascular malformations.

Similarly, echocardiography should be used to

establish the degree of cardiac conjunction and

associated structural heart abnormalities.

Computed tomography (CT) provides excel-

lent anatomic detail, at first of bones and calcified

tissues and then also organ position, shared

viscera, and vascular anatomy.

Magnetic resonance imaging (MRI) is the best

modality to provide detailed imaging of fetuses

with complex anomalies, especially in late preg-

nancy. In particular, ultrafast imaging sequences

have revolutionized fetal imaging, providing the

most effective contribution to neuroradiological

examination.

Contrast-enhanced imaging using different

procedures also enables the evaluation of gastro-

intestinal and urogenital tracts and may improve

assessment of a shared liver based on anatomy

and vascularization.

Although cephalothoracopagi can be classi-

fied based on the site of union (ventral, dorsal,

or more rare forms of union), each set

of conjoined twins is unique. Therefore, an indi-

vidually specific imaging strategy is mandatory

to accurately define anatomic fusion, vascular

anomalies, and other associated abnormalities,

as an important base for correct surgical planning

and reliable prognostic information.

In addition, 3D reconstruction of US, CT, and

MRI images permit direct spatial visualization of

fetal malformations, which is especially helpful

for non-radiologists, although 3D images have

not been proven to be better than 2D and axial

images in this diagnostic situation.

We present our experience in studying very

rare conjoined cephalothoracopagi (joined at

the head and/or at the thorax) using CT and

MRI. It was possible to study skeletal and

visceral structures to obtain precious details for

accurate understanding of diagnostic images,

and for a better etiological understanding of

malformations [10].

Six cephalothoracopagi twins were acquired

by the Museum of Anatomy of the Second Uni-

versity of Naples in the period 1950–1980 and

preserved in formalin. We conducted CT and

MRI scanning of these twins at our diagnostic

imaging department. We performed CT scans

using a four-slice multi-detector CT scanner

from head to feet and used a commercially avail-

able workstation for 3D volume rendering. MRI

studies were acquired with a 1.5 T machine,

using head, knee, or wrist receiver, according to

the fetal size, and TSE T2-W axial/TSE T1-W

axial sequences.

Macroscopic details of the fetuses, as shown

by CT and MRI, demonstrated that the samples

were well preserved. The internal organs were

well represented. Brain regions showed some

artifacts (regions of vacuolization), probably

because they had been preserved for a long time.

In the following paragraphs, we describe all

six cases individually (Table 11.1):

• Cephalothoracopagus deradelphous

The two fetuses are joined at head; the face is

shared by the two, one half belonging to one

fetus and one half to the other. The two verte-

bral columns and spinal cords are completely

independent and diverge inferiorly. The arms

and the legs of the two fetuses are well formed

and independent.

• Cephalothoracopagus deradelphous (Fig. 11.1)

The two fetuses are joined at the head; the

visceral structures are evident. The subarach-

noid spaces appear dilated, possibly due to the

long-term fixation of the specimen. At the

neurocranial level, the brain shows a compos-

ite structure with a very complex ventricular

system: a single large central cavity is evident.
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Table 11.1 Macroscopic details of the six conjoined twins as shown by computed tomography (CT) and magnetic

resonance imaging (MRI)

Eyes Nose Ears

Oral

cavity

Vertebral

column

Spinal

cord Arms Legs

Tracheal

system

Superior

GI tract

Inferior

GI tract

1 Cephalothoracopagus

deradelphous

2 1 2 1 2 2 4 4 2 1 2

2 Cephalothoracopagus

deradelphous

2 1 2 1 2 2 4 4 2 1 2

3 Cephalothoracopagus

iniop

2 1 4 1 2 2 4 4 2 1 2

4 Cephalothoracopagus

iniop

3 1 4 1 2 2 4 4 2 1 2

5 Cephalothoracopagus

deradelphous

diprosopous

3 2 2 2 2 2 4 4 2 1 2

6 Cephalothoracopagus

symmetricus

(Janiceps)

4 2 4 2 2 2 4 4 1 1 2

Fig. 11.1 Cephalothoracopagus deradelphous. (a) CT

shows the two fetuses joined at the head. (b and c)
MRI shows a composite neurocranial structure with a

complex ventricular system. (d) The nasal cavities show

an initial attempt at duplication
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Closer inspection reveals four parallel lateral

ventricles. The lower part of the brain is

formed by two separate brainstems and spinal

cords. The ocular cavities are well shaped,

and two separate optic nerves can be

observed. The nasal cavities show an initial

attempt at duplication; therefore, the nasal

septum is duplicated with a shared middle

nasal cavity. The oral cavities are also very

complex and highly deformed in their shape

because of the presence of a septum. There is

only one large pharyngeal cavity that

continues in a single esophagus, shared by

the two fetuses, but two tracheal systems lie

on a plane perpendicular to the plane that

passes through the vertebral columns. The

lower airways are not represented in the MRI

study. Similar to the skull, the heart is a com-

posite structure, located to one side of the two

fetuses, with four cavities. Four undeveloped

lungs can be observed on one side of the chest.

While two livers are evident, the esophagus

continues to a single stomach and upper gas-

trointestinal system. The lower intestinal tract

is doubled, similar to the posterior structures

of the abdominal cavity (kidneys and rectum).

• Cephalothoracopagus iniop (Fig. 11.2)

The two fetuses are joined at the head and

chest. The fusion of the two cranial parts of

each twin is incomplete. In fact, the single

head shows a composite face on one side,

and two ears on the other. This might be due

to the enlargement of the cranial vault. This

phenomenon is called “concentration of the

facial structures” and entails hypotrophy of

one face when compared with a perfect

Janus. The face is well shaped but is shared

by the twins; it is a composite structure with

one-half belonging to one fetus and one-half

to the other. Independent vertebral columns

and spinal cords diverge inferiorly, whereas

the arms and legs are well formed and

independent.

• Cephalothoracopagus iniop

The two fetuses are joined at the head and

chest. The single head shows a composite

face on one side and two ears on the other

side. Although the brain is not well preserved,

it is possible to observe several structures. The

subarachnoid spaces appear dilated, possibly

due to the long-term fixation of the specimen.

A single great falx separates the upper cranial

cavity into two halves, forming an angle in the

center. From this point, a second separation

divides the opposing frontal poles on the side

with the well-shaped face. The face is suffi-

ciently well defined: two eyes and a well-

shaped nasal cavity can be clearly recognized.

The optic nerves converge toward the com-

posite midline, but do not form a chiasm

[11]. On the side with two external ears,

MRI also reveals a single empty ocular cavity

(cyclopia) and a chiasm. At the neurocranial

level, the brain is a composite structure with a

Fig. 11.2 Cephalothoracopagus iniop. (a) CT shows

the two fetuses joined at the head and chest. The

fusion of the two cranial parts of the two fetuses is

incomplete. In fact, MRI (b and c) shows the single

head with a composite face on one side and two ears on

the other
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very complex ventricular system: it seems to

display a single large central cavity, but closer

inspection reveals four parallel lateral

ventricles. The lower part of the brain is

formed by two separate brainstems and spinal

cords. The ocular cavities are well shaped,

and two separate optic nerves can be

observed. The nasal cavities present an initial

attempt at duplication: therefore, the nasal

septum is duplicated with a shared middle

nasal cavity. The oral cavities are also very

complex and highly deformed in their shape

due to the presence of a septum. There is only

large pharyngeal cavity that continues in a

single esophagus shared by the fetuses, but

two tracheal systems lie on a plane perpendic-

ular to the plane that passes through the verte-

bral columns. The pericardium, pleural, and

peritoneal folds are well represented, whereas

heart and lungs are not preserved. However,

there is only one pericardial cavity,

suggesting the presence of only one heart.

There are two livers, highly dystrophic, with

their triangular ligaments well preserved. The

kidneys are hypotrophic. The terminal part of

the intestinal tract can be easily traced.

• Cephalothoracopagus deradelphous dipro-

sopous (Fig. 11.3)

The two fetuses are joined at the head,

sharing half a face and the chest. Two verte-

bral columns and spinal cords are completely

independent and diverge inferiorly. The arms

and the legs of the two fetuses are well formed

and independent.

• Cephalothoracopagus symmetricus (Janiceps)

(Fig. 11.4)

The two fetuses are joined at the head and

chest. The fusion of the two cranial parts of

Fig. 11.3 Cephalothoracopagus deradelphous diproso-

pus. (a and b) CT shows the two fetuses joined at the

head, sharing half a face, and the chest. (c and d)

MRI shows incomplete division of structures of the

splanchnocranium, resulting in three eyes (one eye is

shared)
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the twins is symmetrical. In fact, the single

head shows two composite faces on two sides.

This might be due to the enlargement of the

cranial vault. On one side, the face is cyclo-

pean. This phenomenon is called “concentra-

tion of the facial structures” and consists of

the hypotrophy of one face when compared

with a perfect Janus. The face is well-shaped

but shared by the twins and therefore is a

composite structure with one-half to one

fetus and one-half to the other. The sphenoid

represents the center of the mass of the single

head, appearing as a very deformed structure

shared by the fetuses. A single pituitary fossa

communicates with the pharyngeal cavity. A

single, greatly enlarged, rhinopharyngeal cav-

ity continues in a unique enlarged oral cavity

with two opposite tongues. The arms and legs

of the two fetuses are well formed and

independent.

Discussion

Conjoined twins are believed to be monozygotic

monochorionic twins of the same sex and identi-

cal chromosomal patterns [5–7], with an embryo-

genesis first hypothesized as dependent on the

fusion of two different embryos [8, 9]. Successive

hypotheses were instead based on the incomplete

fission in the early stages of embryo development

[10, 11], although, very recently, the fusion

hypothesis has been re-proposed [12]. Unfortu-

nately, this theory does not account for parasitic

twins and, unless there is an associated event,

does not explain the abnormalities in the forma-

tion of the fused and non-fused organs [13]. At

present, there is no evidence for linkage between

chromosomal abnormalities, mutant gene

disorders, or specific genetic loci and predisposi-

tion to conjoined twinning; their formation

appears rather to be the effect of random pro-

Fig. 11.4 Cephalothoracopagus symmetricus (Janiceps). The two fetuses are joined at the head and chest, as shown by

CT (a and b); MRI shows two composite faces on the two sides (c and d); one side is cyclopic
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cesses, probably regulated by environmental

factors [8] and possibly dependent on the

age of the mother. Single reports of changes

in the chromosomes in cases of conjoined

twins could therefore be considered spurious

associations [14].

Starting from our experience, first based

on morphostructural analysis of Janiceps

(Cephalothoracopagus symmetricus) [15–17],

we subsequently decided to use diagnostic

imaging to gain a better understanding of its

integrative role with respect to pathology in

this very specific field. In our paper published

in 2004 in Radiographics [18], we provide a

deeper and wider analysis of the most important

issues concerning cephalothoracopagi.

We conclude this chapter stating that our

experience clearly supports diagnostic imaging

as a primary aid for the pathologist. Whereas the

role of diagnostic imaging in living beings is

supportive, CT and MRI play the major role in

study of the corpse. It is also evident by our

reported experience that CT has primacy in

evaluating organs with low hydrogen content,

such as bone and lungs and/or structures that

are calcified or that contain gases. Conversely,

MRI is superior when improved contrast

is required for evaluating territories with low

(proton) density differences between adjacent

tissues, such as in the brain and pelvis, spinal

cord, tendons, and ligaments, because of the

density and composition of the tissues.

Both CT and MRI scanners can generate

multiple 2D cross sections (slices) of tissue

and 3D reconstructions. Unlike CT, which

uses only X-ray attenuation to generate image

contrast, MRI has a long list of properties

that may be used to generate image contrast.

By varying scanning parameters, tissue contrast

can be altered and enhanced in various ways

to detect different features.

MRI can generate cross-sectional images in

any plane (including oblique planes). CT was

previously limited to acquiring images in the

axial (or near axial) plane and were previously

called computed axial tomography (CAT) scans.

However, the development of multi-detector CT

scanners with near-isotropic resolution enables

the CT scanner to produce data that can be retro-

spectively reconstructed in any plane with mini-

mal loss of image quality.

While CT provides good spatial resolution (the

ability to distinguish as separate two structures at

an arbitrarily small distance from each other),

MRI provides comparable resolution with far bet-

ter contrast resolution (the ability to distinguish

differences between two arbitrarily similar but

not identical tissues). The basis of this ability is

the complex library of pulse sequences that the

modern medical MRI scanner includes, each of

which is optimized to provide image contrast

based on the chemical sensitivity of MRI.

For example, with particular echo time

(TE) and repetition time (TR) values, basic

parameters of image acquisition, a sequence

may take on the property of T2 weighting. On a

T2-weighted scan, tissues containing fat, water,

or fluid are bright (most modern T2 sequences

are actually fast T2 sequences). Damaged tissue

tends to develop edema, which makes a

T2-weighted sequence sensitive for pathology,

and pathologic tissue is generally distinguishable

from normal tissue. With the addition of an addi-

tional radiofrequency pulse and additional

manipulation of the magnetic gradients, a

T2-weighted sequence can be converted to a

fluid-attenuated inversion recovery (FLAIR)

sequence, in which free water becomes dark but

edematous tissues remain bright. This sequence

in particular is currently the most sensitive way

to evaluate the brain for demyelinating diseases,

such as multiple sclerosis.

CT is the preferred modality for cancer and

pneumonia and after abnormal chest X-rays.

Bleeding in the brain, especially from injury, is

better seen via CT than MRI. CT displays the

inner auditory canals well and shows organ tear

and organ injury quickly and efficiently. Broken

bones and the vertebral bodies of the spine are

better visualized on CT, but injury to the spinal

cord itself is displayed far better on MRI than

on CT.

CT is far superior for visualizing the lungs and

organs in the chest cavity between the lungs.

MRI is not a good tool for visualizing the chest

or lungs at all. Any decision over whether to use
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MRI or CT scanning depends on what needs to

be visualized and the reason for the test.

Although both CT and MRI each provide rel-

evant information, the best results are obtained

when they are used in conjunction.
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Ultrasound in the Evaluation
of Cutaneous Diseases 12
Maria Paola Belfiore, Roberto Grassi, Graziella Di Grezia,
Vincenzo Cuccurullo, Claudia Rossi, and Luigi Mansi

Introduction

Ultrasound (US) represents a primary tool

in diagnostic imaging (DI) in humans, with

technical capabilities influenced by physical

issues, such as US frequency, expressed in mega-

hertz. Higher-frequency ultrasound (HFUS)

(20–100 MHz) provides better resolution, albeit

to the detriment of tissue penetration. Therefore,

HFUS may be proposed for evaluating the

skin, as it can visualize the dermis (20 MHz)

and even the epidermis (50–100 MHz), with a

spatial resolution on the order of microns. For

these reasons, and based on our own experience,

we report major technical issues and clinical

examples demonstrating the possible clinical

role of HFUS in studying cutaneous diseases.

We first define the scope; then we introduce

the diagnostic scenario, defining spaces in which

HFUS could fulfill a clinical role. Therefore,

after a short premise defining the (limited) role

of DI in the study of skin lesions, we briefly

present the most important standard procedures

and devices.

The primary aim of the chapter focuses on

HFUS, distinguished as a technique that is able

to assist in studies of the skin, with the possibility

of a high cost-effectiveness ratio. After describ-

ing the technique, we provide some examples of

normal skin and then some of the most common

and/or clinically interesting cutaneous diseases,

supported by significant images. The value of our

contribution in this area is in the comparison,

when possible, of HFUS results with patho-

logical data. The chapter concludes with the

lessons learned and an up-to-date bibliography.

Scope

Technological evolution guided by research in

animals has been and is a relevant motivation

for the technical implementation of DI scanners

in humans. Improvements gained in preclinical

magnetic resonance imaging (MRI) or hybrid

machines have been transferred to use in

humans, through the solution of further complex

and expensive problems relating to the need

to produce equipment in larger dimensions.

Conversely, issues regarding the acquisition of

new and improved probes for US first proposed

in preclinical research have been followed by the

production of probes that may be used in humans

without any further modification.

In this chapter, which focuses on the

diagnosis of skin diseases, we center our analysis
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on information obtainable with HFUS. To

better define its interest for pathologists, images

acquired using this new device are compared

with corresponding histopathological data. The

core argument is briefly preceded by a discussion

of the whole diagnostic scenario, including the

most important techniques used in skin diseases,

classified in terms of invasiveness, cost, and

technical complexity.

General Premise

The Diagnostic Scenario in Which HFUS
Could Find a Clinical Role
in the Evaluation of Skin Lesions
In the diagnostic scenario, the role of a procedure

is dependent not only on its capability, but also

on the abilities of alternative techniques. Further-

more, clinical significance may be found via a

favorable cost effectiveness compared with

methods answering the same question or replying

to different queries, as well as in those better

defining a differential diagnosis or producing a

closer connection with prognosis and therapy.

Superficial skin lesions generally characterized

by a low thickness are an unfavorable field

of analysis for standard DI procedures. This

is because of the intrinsic limitations of DI

and the availability of alternative techniques

with better cost effectiveness. Nevertheless,

computed tomography (CT), MRI, positron

emission tomography (PET) with F-18 fluoro-

deoxyglucose (FDG), and the sentinel node tech-

nique as a precursor to radio-guided surgery in

melanoma may find a clinical role, though one

mainly limited to the staging and re-staging of

oncologic lesions. Conversely, the role of DI in

the first evaluation of a cutaneous lesion is less

relevant as it can be more easily and effectively

analyzed via alternative diagnostic procedures.

Most Important Standard Procedures
and Devices

• Magnifying lens: Magnification of surface

lesions can be achieved with a handheld lens.

• Diascopy: Diascopy is performed by firmly

pressing a transparent, hard, flat object

(most frequently two microscope slides) on

the surface of the skin. This procedure may

be helpful in distinguishing erythema from

vasodilatation.

• Wood’s Light: Wood’s light (“black

light”), first described in 1903, is a useful

device for the clinical evaluation of many

skin diseases such as pigment disorders,

including lentigo maligna, skin infections,

and porphyria. Wood’s light is strongly

absorbed by melanin, meaning it is a useful

tool in the evaluation of pigmented lesions. A

lesion with an increased concentration of epi-

dermal melanin appears darker than

surrounding normal skin, with more contrast

than normally discernible via visible light

examination.

• Dermoscopy: Dermoscopy is a noninvasive

technique that uses a handheld instrument

(dermoscope) equipped with a light source

and magnifying optics. The application

of a liquid interface (oil, water, alcohol)

to the surface of the skin decreases light

reflection by the epidermis. Importantly,

dermoscopy increases the clinical diagnostic

accuracy of melanoma by 10–20 % and

facilitates the differential diagnosis between

melanocytic lesions from other pigmented

lesions, such as seborrheic keratoses,

hemangiomas, and pigmented basal-cell

carcinomas (BCCs). This technique has also

been applied to the evaluation of inflamma-

tory lesions. Clinicians using dermoscopy

began to also appreciate the ability to obtain

subsurface diagnostic cues to further improve

its diagnostic power.

• Photography: One of the most important

signs of skin cancer is its history of

change. Physicians may frequently encounter

situations in which the clinical diagnosis

is uncertain, and thus, the presence of

baseline “technical and standardized” photo-

graphs for comparison can facilitate the

decision of whether or not to perform a

biopsy.

144 M.P. Belfiore et al.



• Scrape, pull, and swab: The scrape, pull, and

swab procedure allows sampling of skin

lesions as an alternative to biopsy.

• Biopsy: Skin biopsy is a fundamental tech-

nique in dermatology, as the skin is readily

accessible for biopsy. It can be useful to con-

firm the clinical evaluation when a definitive

diagnosis is needed, adding a fundamental

clue when the clinical evidence is inconclu-

sive, and also sometimes providing an unsus-

pected diagnosis [1].

Evolving Technologies (Subsurface
Imaging Modalities)

The most important subsurface imaging

modalities include optical coherence tomogra-

phy (OCT), reflectance confocal microscopy

(RCM), and skin US.

Rules of thumb that apply to subsurface imag-

ing are that the deeper one sees into the tissue, the

lower the image resolution; and longer

wavelengths penetrate deeper [2].

• OCT produces a 2D vertical image of the skin

that is analogous to the above-mentioned

B-mode US imaging, except that it utilizes

light rather than sound waves. Using the light,

the melanin produces an increased light back-

scatter, making this modality potentially useful

for the evaluation of pigmented lesion.

Although the standard approach to this tech-

nique does not discriminate between benign

and malignant lesions, images obtained deeper

into the tissue (�1 mm) may allow the assess-

ment of the overall lesion architecture, as well

as defining the depth of a tumor’s invasion.

• RCM allows noninvasive imaging of the epi-

dermis and superficial dermis. Like

dermoscopy, RCM acquires images in the

horizontal plane, allowing assessment of tis-

sue pathology underlying dermoscopic

structures of interest at a cellular-level resolu-

tion. Thus, clinicians using dermoscopy may

find RCM to be particularly useful.

• HFUS is described in the following section.

High-Frequency Ultrasound (HFUS)

Since its initial appearance about 50 years ago, US

has become an essential tool for medical diagno-

sis, as it is a versatile, painless, and noninvasive

procedure that can be carried out virtually any-

where and can be readily repeated as it does not

involve ionizing radiation. US is based on the fact

that tissue components differently impede and

reflect acoustic waves. The basic techniques

include A-mode, B-mode, and Doppler methods

[3]. The standard product is a 2D image (B-scan)

of the skin, obtained by displaying the magnitude

of acoustic reflection as degrees of brightness.

Intermediate ultrasound (medium-frequency US

[MFUS]) frequencies (7.5–10 MHz) are routinely

used to study subcutaneous structures deeper than

1.5 cm; indications include lymph node evalua-

tion, mainly in melanoma; guidance for needle

biopsy; and detection and measurement of choroi-

dal melanoma. Subcutaneous masses are

evaluated for size, extent, and consistency, mainly

differentiating between solid and cystic lesions.

Recent years have seen the development of

HFUS (20–100 MHz) that can visualize the der-

mis (20 MHz) and even the epidermis

(50–100 MHz), although they are not yet widely

used in clinical practice. Higher frequencies

provide higher resolution, albeit tissue penetra-

tion is sacrificed [4]; they are currently under

study as a tool to preoperatively assess tumor

thickness in melanoma and non-melanoma skin

cancer. The hypo-echogenicity of tumors com-

pared with the surrounding dermis forms the

basis for image contrast.

Consequently, MFUS and HFUS may find a

well-established role in the dermatologic diag-

nostic work-up of benign and malignant diseases

of the skin, given that noninvasive and reliable

examination of both superficial and deep cutane-

ous structures is already possible [5]. A tissue

penetration depth of approximately 6–7 mm is

possible at a frequency of 20 MHz. In normal

skin, the dermis is markedly echogenic and

sharply demarcated. Consistency between histol-

ogy and HFUS results has been well

documented, including by statistical analysis.
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Therefore, although HFUS will not replace his-

tology in the evaluation of skin cancer, it has

already demonstrated its usefulness as a comple-

mentary adjunct in surgical planning.

In fact, HFUS enables 3D analyses of tumors

in living beings, enabling in-depth examination

of the whole skin cancer, and therefore using both

visual information acquired via the naked eye

and histological analysis, offering a 2D vision

and only limited to the biopsied tissue sample.

Current HFUS techniques, based on high

variable-frequency US, is an imaging method

that produces robust qualitative and quantitative

information on skin lesions and surrounding

tissues. Moreover, with the inclusion of color

Doppler examination, it also provides data on

blood flow in real time, enabling, for example,

the differentiation between arterial and venous

flow, as well as gathering flow velocity and resis-

tance index values for spectral curve analysis.

High variable-frequency US equipment is

becoming a common tool in DI departments;

they cost a similar amount to US tools routinely

used in musculoskeletal examinations [6, 7].

HFUS is becoming indispensable in the study

of surface structures. In fact, increasing

frequencies decrease the power of penetration

of the US beam into tissues and increase the

resolution power, translating into very defined

and detailed images of the skin and subcutaneous

tissues, with faithful reproduction of the different

layers. To study the superficial tissues with US, a

gel must be placed between the probe and

the skin, which serves to both slide the probe

on the body surface and prevent the interposition

of air, which bars the ultrasound beam. For the

same reason, the technique can be difficult to

perform in anatomical areas such as periocular,

perinasal, and perilabial regions, or in the folds

of elbows, buttocks, and groin, because of

the lack of contact between the probe and the

lesion in question. In these cases, a spacer of

synthetic material is needed with the dual

purpose of flattening the region to be examined

and adjusting the lesion to be within the focal

area of the probe—a position to allow a more

precise and defined image without noise and

artifacts [8].

Currently, imaging of the skin is more fre-

quently performed with fixed (non-variable)

HFUS. In fixed HFUS, the probe is activated at

a single high operating frequency (20–100 MHz)

that determines both a high spatial resolution (the

capacity to separate two objects in close proxim-

ity along the path of the US beam) and a reduced

depth of penetration (6–7 mm at 20 MHz, and

only 3 mm at 75 MHz). The standard images

produced by fixed HFUS are static and do not

show deep subcutaneous tissue, vascular pattern,

or real-time data on blood flow.

To better understand the method, it is impor-

tant to remember that US responds to precise

rules of physics that cannot be transcended. We

know that the diagnostic resolution power of a

US probe is directly proportional to its fre-

quency, providing the highest frequencies at the

highest resolution and therefore a better defini-

tion. Conversely, high frequencies are affected

by a smaller penetration capability, thereby

defining a smaller field of view. As skin lesions

are superficial and frequently small, it logically

follows that HFUS probes (usually around 20–25

MHz) are preferred in the study of skin diseases.

Conversely, an analysis performed solely with

HFUS may be insufficient to fully evaluate, for

example, subjects with melanoma, where the

presence of metastases in transit, lymph node

involvement, and systemic metastases also

require lower-frequency probes [9].

US devices with linear probes at 22 MHz are

now available and reliably evaluate lesions that

are 1 mm. So-called US microscopes that use

frequencies from 25 to 50 MHz and can provide

very high-detail images, similar to those from a

histological preparation or with an OCT are com-

mercially available although less widespread.

Nevertheless, despite the advantages of high-

frequency linear probes, the sonographer must

choose and correctly set the right device for the

specific problem, prioritizing high or medium

frequency depending on the clinical and patho-

logic characteristics of the individual lesion

under study. The possibility of integrating a fur-

ther probe in the analysis, based on the experi-

mental US data, must also be considered.

Similarly, when the power color Doppler is
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used, it must be appropriately preset, choosing a

power rate frequency (PRF) and filters to

improve detection of the signal.

As previously reported, artifacts are a possible

limit to the use of this method in dermatology. To

obviate this problem, the sonographers should

use an abundant film of gel between the skin

and the probe during the US examination to

prevent pinching the skin lesion, as the slightest

compression causes a loss of signal.

Examples: HFUS Images Compared
with Clinical and Histological Features

Normal Skin
To better understand the possible contribution of

HFUS to the study of cutaneous lesions, this

section briefly introduces the structure and func-

tion of the skin. We then provide figures that

provide a direct comparison between pathologi-

cal and US data to help the reader recognize the

supporting role that HFUS may occupy in this

field.

Structure and Function of the Skin
The skin is a complex organ that simultaneously

protects its host from and allows interaction with

the environment. As a dynamic integrated

arrangement of cells and matrix elements, the

skin has different functions: (1) selectively per-

meable physical barrier, (2) protection against

infectious agents, (3) thermoregulation, (4) sen-

sorial activity, (5) protection from ultraviolet

(UV), (6) wound repair and regeneration, and

(7) outward physical appearance.

Skin function is mediated by one or more of

its three major layers—epidermis, dermis, and

hypodermis—acting as functional interdepen-

dent units (Fig. 12.1a). The outermost epidermis

is separated from the dermis by a basal mem-

brane, the dermal–epidermal junction. Below the

dermis lies the subcutaneous fat (hypodermis).

Epidermal appendages, such as hair follicles and

eccrine and apocrine sweat glands, begin in the

epidermis but course through to penetrate the

dermis and/or epidermis. Blood, lymphatic

vessels, and nerves pass through the subcutane-

ous fat and enter the dermis.

Fig. 12.1 (a) Histological section (hematoxylin eosin) of

the skin (in an adult) showing the epidermis (blue
bracket) and dermis (red bracket). (b) Histological sec-
tion at a greater magnification, individuating the different

layers of the epidermis: stratum corneum (white arrow)
and lucidum (yellow arrow), granulosum (red arrow),

spinosum (light blue arrow), and germinative layers

(blue arrow) are clearly evidenced. The dermis is

individuated by the green arrow. With permission of the

department “Anatomia Patologica,” A.O.R.N. San

Sebastiano, Caserta, Italy, by courtesy of Carmela

Buonomo, MD
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The epidermis, including its outer stratum

corneum, represents the major component of

the physical barrier, with a thickness

ranging from 0.4 to 1.5 mm compared with the

1.5 to 4.0 mm full depth of the skin. It comprises

both cells and noncellular components. The

predominant cells in the epidermis are

keratinocytes, which are organized into four

layers (basal, spinous, granular, and status

corneum), named either for their position or the

structural property of the cells (Fig. 12.1a, b).

These cells progressively differentiate from

proliferative staminal basal cells attached

to the epidermal basal membrane to the

terminally differentiated keratinized stratum

corneum, the outermost layer and barrier. The

epidermis also includes specialized non-

epidermal cell types such as melanocytes and

Langerhans and Merkel cells. The dermal–epi-

dermal junction is a basal membrane zone that

forms the interface between the epidermis and

dermis.

The dermis is an integrated system of fibrous,

filamentous, and cellular connective tissue

elements that accommodates nerve, vascular,

and lymphatic networks and epidermal-derived

appendages and contains many resident cell

types, including fibroblasts, macrophages, mast

cells, and transient circulating cells of the

immune system. The nerve network contains

somatic, sensory, and sympathetic autonomic

fibers.

The hypodermis is composed of adipocytes

(Fig. 12.1a, b), which are the bulk of the cells at

this level, and it is organized in lobules defined

by septa of fibrous connective tissue. Nerves,

blood, and lymphatic vessels are located within

the septa and supply the region.

HFUS of the Normal Skin
HFUS probes enable distinction between the

three layers of the skin and can also provide

wider and better-defined information. In the fol-

lowing section, technical aspects and the clinical

potential of HFUS are focused in the study of

the skin.

As can be seen by the comparison with patho-

logical images, it is not possible to distinguish

the five different layers of the epidermis, but it is

possible to discern the transition between epider-

mis and dermis, and between dermis and hypo-

dermis (Fig. 12.2).

Using 20-MHz US imaging, an uninterrupted

hyper-reflecting band can be seen at the bound-

ary between the contact medium and the epider-

mis. Using 40-MHz transducers, the skin appears

composed of several layers (Fig. 12.2a, b). The

upper echo-rich line segment corresponds to the

water–stratum corneum interface; the echo-rich

line segment beneath originates from the stratum

corneum–Malpighi’s stratum interface. The

endostructure of the dermis shows considerable

variation in relation to skin site, sex, and age. Its

acoustic characteristics depend on the quantity of

collagen and orientation of collagen fibers and

also on the water content and composition of the

base substance [10].

In the following section, we describe some of

the most frequent and/or important patterns as

seen by HFUS, with a brief preliminary reference

to histology and clinics.

HFUS Images Compared with Clinical
and Histological Features: Pathological
Patterns

Although the goal of this chapter is not the ana-

lytical presentation of all cutaneous pathologies,

we do present some examples to aid in under-

standing the abilities and consequently the possi-

ble clinical role of HFUS in cutaneous diseases.

Benign Skin Lesions
• Epidermoid cysts: At histology, epidermoid

cysts are characterized by a thin epithelium

and a cavity filled with amorphous debris. The

HFUS shows sharp margins and a corpuscular

fluid-filled hypo-anechoic lesion with

reinforced posterior wall. On color Doppler,

the lesion appears avascular.

• Dermoid cysts: Deriving from ectodermal

elements, they manifest at birth as more or

less hard lumps under the skin. The character-

istic sonographic feature is the composition of

echogenic components with sharp borders and
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acoustic shadowing. The cyst structure may

appear both simple and complex, sometimes

including hairs. No second-level

investigations are needed unless involvement

of nerve structures is suspected.

• Trichilemmal cysts: These cysts are a benign

variant of proliferative tumors that develop

mainly in the skin and in subcutaneous tissue

of the scalp, are more frequent in women, and

reach various sizes.With HFUS, they appear as

a well-circumscribed hypo-echoic mass with

calcifications. This is an example of a forma-

tion above the muscle planes and more pre-

cisely of the galia capitis.

• Sudoriparous cysts: The most common

sudoriparous cyst is the eccrine or apocrine

adenocystoma. It is a bluish lesion affecting

adults in the periorbital and neck regions,

mainly in the eyelid region, and measuring

generally <1 cm. Sudoriferous cysts also

include mucous, ganglion, and deep cysts.

The mucous cyst, prevalent in adult women,

appears as a solitary nodule, typically located

in the vicinity of the distal phalanges of the

hands, particularly involving the distal inter-

phalangeal joints or the proximal nail fold.

The nodule appears as a translucent lump

containing a clear, viscous fluid that

communicates with the joint cavity; it can

deform the fingernail and can also be painful.

US shows a cystic formation and involvement

of a joint cavity with frequent identification of

suspended internal structures, which can be,

and often are, crystals. These cysts are usually

not treated. The ganglion cyst is a variant of the

mucous cyst, but derives from a sort of

synovia-lined pedicle connecting the capsular

joint walls to the adjacent synovial

Fig. 12.2 (a) The
ultrasonographic image

obtained with a 20-MHz

probe shows the epidermis

(red arrow) as a hyper-

echogenic and the dermis

(green arrow) as a hypo-
hyperechogenic layer. The

yellow arrow individuates

the hypodermis. (b) In the

high-resolution ultrasound

image (40-MHz probe), the

transition between

epidermis (red arrow) and
dermis (green arrow), and
between dermis and

hypodermis (yellow
arrow), is better evidenced
compared with the 20-MHz

image
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interphalangeal joint. The frequent occurrence

of high pressure inside explains the very hard,

almost bone-like, consistency of the lesions. A

variation is the tendon cyst, which is nothing

but focal aggregates at a tendon sheath,

appearing as anechoic structures with sharp

regular thin margins with reinforced walls

and no signal on color Doppler. The

echinococcal cyst mainly features a very com-

plex honeycomb architecture.

• Glandular cysts: These are very common

cysts that affect the sebaceous glands and are

also known as sebaceous cysts. They are

connected to hair follicles beneath the skin

and have a completely typical US pattern. In

sebocystomatosis, there is a cluster of seba-

ceous cysts. At US, sebaceous cysts character-

istically appear to be solid with circumscribed

medium–low-level internal echogenicity,

with a reinforced posterior wall and benign

cone shadow. They frequently present a skin

flap that moves at the anterior border between

the epidermis and dermis.

• Hemangiomas and vascular malformations:

Hemangiomas, hyperplastic differentiations of

mesenchymal vessel-forming cells with

clusters of immature cells, are the most fre-

quent tumors of childhood, present in 5 % of

infants. Of all pediatric hemangiomas, 10 %

resolve spontaneously, 10 % stabilize, and a

small percentage evolve unfavorably becom-

ing life threatening or causing developmental

somatic abnormalities or bone defects and

therefore require surgery. The characteristic

clinical presentation is an area of reddish or

strawberry-toned skin discoloration, more or

less detectable, generally soft and lacking con-

sistency, suggesting persistent blood flow,

which is also evidenced by vascular sounds.

From a clinical standpoint, hemangiomas are

traditionally classified as superficial or deep

lesions in the dermis or subcutaneous tissue.

There are also further divisions: tuberous (node

detected and reddish), cavernous, soft, and

mixed. Most authors emphasize discrimination

of true hemangiomas from the most common

capillary, lymphatic, arterial, venous, or

combined malformations in adults. Most vascu-

lar lesions of adults are malformations, but their

clinical appearance is no different from that of

angiomas; their diagnosis and management is

frequently the same. These forms have a high

incidence in adults. Hemangiomas and vascular

malformations are difficult to recognize in US

studies of the skin with high-frequency probes.

There is an occasional finding of surface layer

thickening with specific changes in the subcuta-

neous tissue. More than evidence, it is better to

say that a change in the subcutaneous layer in US

demonstrated strongly suggests hemangioma.

At HFUS, Doppler is of little value for super-

ficial hemangiomas, in that they are

characterized by slow and minor blood flow.

Conversely, deep hemangiomas and vascular

malformations are easily revealed as they have

mixed echo texture with calcifications and phle-

bitis. In large hemangiomas, the color Doppler

images take on a rounded or “ball of worms”

aspect.

In more composite lesions, such as in mixed

complex lipoangiomas, the sonographic appear-

ance may vary depending on the prevalence of

one or more histological components. If there are

vascular components, then vascular signals,

mostly venous, are prevalent and visible by the

Doppler; pathological shunts, characterized by

high speed flows with low resistivity index

above and below baseline may also be present

in 15 % of cases. US provides good guidance to

the occlusion of these vessels; when a deeper

analysis of the vascular tree may be of interest,

a second-line technique, such as MRI, is

indicated, as it can reveal all the afferent and

efferent vessels.

Malignant Skin Lesions
For educational purposes, we have divided the

section on malignant skin tumors into

non-melanoma cancers and melanoma, which is

more extensively discussed. Although histology

maintains a predominant role in definitive diag-

nosis, HFUS, especially in melanoma, can be a

great tool in the preoperative evaluation of the

thickness of the lesion and of in-transit metastatic

lesions, better defining the prognostic criteria of
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the disease. In addition, the high performance of

these probes allows more accurate evaluation,

creating the conditions that, hopefully in the

near future, will avoid excision biopsy in favor

of a single surgical approach.

Non-melanoma Skin Cancers

Skin Cell Carcinoma (Epidermal Tumors)

Non-melanoma skin cancer includes a very large

group of slow-growing neoplasms, of which the

most common forms are BCCs, squamous cell

carcinoma (SCC), and Merkel cell carcinoma.

Less frequent are eccrine porocarcinoma and

sebaceous carcinoma.

Skin cell carcinomas are the most common

malignant skin tumors. They arise from the

malignant proliferation of epidermal and adnexal

keratinocytes and frequent sunlight exposure is a

principal predisposing factor.

The conventional diagnosis method for skin

neoplasm includes tissue excision and prepara-

tion for subsequent observation by light micros-

copy. However, these tumors frequently manifest

as multiple or recurrent lesions, requiring

patients to undergo repetitive invasive diagnostic

studies. Moreover, in some cases, the excision of

a tissue sample could be difficult because of the

patient’s health conditions or the site of the

lesion. Therefore, noninvasive and real-time

diagnostic methods are highly motivated and

justified to improve healthcare protocols [11].

HFUS distinguishes cystic structures, such as

an apocrine hidrocystoma, from solid lesions

such as pigmented BCCs or malignant

melanomas. Furthermore, although an assertive

diagnosis between malignant and benign lesions

cannot be made, tumor margins may be outlined

with HFUS, contributing useful information to

the differential diagnosis [12]. In addition,

cancerous tissue, chiefly BCCs, have a character-

istic friability, determining a decreased signal

penetration on HFUS.

Basal Cell Carcinoma

BCC is the most common cancer overall in

humans and constitutes 75–90 % of all skin

cancers. It represents the most frequent tumor in

the Caucasian population: every year in the USA,

150 new cases appear per 100,000 people. Malig-

nancy of the tumor depends on the destructive

extension of the generally slow-growing primary

tumor, rather than on metastases. Nevertheless,

aggressive forms of BCC are associated with

extensive dermal invasion and destruction of col-

lagen that, in certain cases, can grow into deep

tissues and even metastasize. Therefore, the iden-

tification of tumor borders is an important

challenge.

Although BCC is predominantly a facial

tumor and rarely a life-threatening disease, it

may cause considerable morbidity related to

functional and aesthetic problems if left

untreated or recurs. High-risk areas for recur-

rence are the skin of the eyes, nose, and ears [13].

This cancer generally affects elderly patients,

most commonly men. The lesion develops fre-

quently in sun-exposed areas and prefers

phototypes 1–2, fair skin, blond or red hair,

light blue eyes, and excessive exposure to the

sun and/or UV rays. By definition, farmers,

fishermen, and sailors are traditionally at

greatest risk.

The lesions are clinically variable with differ-

ent shapes. Manifesting as cystic, nodular, trans-

lucent plaques, or so-called epithelial pearls,

with telangiectasia, BCC can also occur as scar

or frankly ulcerative forms, individuating the old

forms of ulcus Rodens or the so-called

pigmented forms. Metastases are extremely

rare, while recurrences appear in nearby areas

in 25 % of cases during the first year, rising to

35 % in subsequent years. With the recent

developments in high-resolution US equipment

that enables examination of skin layers, it may be

possible to recognize skin tumors; in addition,

more accurate description of morphological and

topographical characteristics and size may be

possible, thereby helping the surgeon to plan

surgery [14]. Lateral and longitudinal extension

of a skin tumor may be defined by clinical obser-

vation within a safety margin, but depth and the

possibility of involvement of deeper structures

may remain unknown with a standard approach.

HFUS have been used in dermatology with

frequencies of 20–100 MHz; when the frequency

is higher, axial resolution improves, but the
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image suffers a loss of depth, which can be a

problem in detecting tumor thickness and

involvement of deep structures. Penetration at a

frequency of 20 MHz is around 6–7 mm. Cancer-

ous skin tissue, chiefly BCCs, has characteristic

friability and possesses decreased signal penetra-

tion on HFUS. Therefore, BCCs will appear

more hypoechogenic than adjacent normal der-

mis because of the structural change. This distur-

bance in acoustic impedance generates a clear,

coherent image of a BCC.

Histology and HFUS (20–25 MHz) depict

overlapping architectural patterns, and a statisti-

cal correlation between measurements made by

the two methods has been well documented at all

levels of the epidermis and dermis. Although

histology can evaluate tumor extent in three

dimensions, small biopsies cannot ever reliably

estimate accurate measurements. Therefore,

mainly in the analysis of little lesions, HFUS,

although it does not replace histologic evalua-

tion, may be a useful adjunct in surgical

planning. Moreover, as a premise to biopsy,

HFUS allows 3D analysis of tumor, whereas a

clinical approach permits only a 2D view. There-

fore, HFUS provides the benefit of examining the

dimensions of BCCs beyond what the naked eye

can visualize.

Squamous Cell Carcinoma (SCC)

SCC is the second most common skin cancer,

with a 1:4 ratio compared with BCC. Its fre-

quency increases as we approach the equator.

Elderly men are more frequently affected, in the

same locations as seen in BCC. The precancerous

lesion frequently presents as scars,

radiodermatitis, or areas of chronic inflamma-

tion. In immunocompromised individuals, its

incidence is twice that of normal subjects. Expo-

sure to chemicals such as waxes and

hydrocarbons has been hypothesized as a possi-

ble etiologic factor.

Nodular lesions grow rapidly with frequent

central ulceration. They typically present local

infiltration; sometimes lymph node metastases

are present, while systemic metastases occur

only occasionally. The median survival at

5 years is 35 %.

Subtypes of SCC include a variant in the

bowel, which is an SCC in situ, and erythroplasia

of Queyrat, which is the same form within the

glans.

Melanoma

Over the last 20 years, the incidence of skin

malignant melanoma (largely the most frequent

location of melanoma), and its mortality have

increased significantly.

Melanoma may be divided in different

histotypes, with the most frequent forms as

follows: superficial melanoma (70 %)

(Fig. 12.3), lentigo maligna (10 %), and nodular

melanoma (10 %) (Fig. 12.4).

One of the most important prognostic factors

in skin melanoma is the Breslow index, which

measures the degree of invasion of the dermis in

millimeters, with the thickness of the lesion the

most important oncologic benchmark. In fact, a

1-mm thickness defines a favorable prognosis for

survival, whereas a thickness greater than 1 mm

identifies a patient with a less favorable fate, the

prognosis being poorest in patients with�2 -mm

thickness as this most frequently indicates distant

metastases [15].

Measurements of skin thickness were first

made with US by Alexander and Miller in

1979, and the technique has since been refined

[9]. The better resolution of high-frequency

imaging systems should improve the diagnostic

value of US in determining the lateral margins

and depths of skin tumors, increasing the accu-

racy of skin thickness measurements, essential to

characterize malignant skin diseases such as

melanoma.

A particular mode of spread of melanoma is

the in-transit metastasis, i.e. a column of neoplas-

tic cells at any point adjacent to the main lesion

between the primary tumor and the first draining

lymph node; it appears generally in the first 4 cm

from the lesion (Figs. 12.5 and 12.6).

US does not play an important role in the first

phase of melanoma diagnosis, which usually

involves other methods, but it may be useful in

evaluating with adequate precision the thickness

of the lesion, providing results almost identical to

that from histologic examination [16].
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This information is clinically relevant, as it

discriminates superficial forms from those of

greater thickness that need much more urgent

and comprehensive surgery, including removal

of the sentinel lymph node. The management of

melanoma currently consists of a surgical resec-

tion performed on the basis of clinical features,

followed by histological measurement of the

maximum tumor thickness from the skin surface

to the deepest point of invasion (Breslow index

and/or Clark’s level).

Surgical margins must be at least 1 cm for

tumors with a Breslow index of �1 mm, 2 cm

for those with an index of 1.01–4 mm, and 3 cm

for those with an index >4 mm [17]. Therefore,

as previously reported, HFUS may play an

important role in the preoperative assessment of

melanoma lesions.

Since the initial appearance of US techniques

in the diagnostic scenario almost 50 years ago,

they have become an essential tool in medical

diagnosis. They allow versatile, painless,

low-risk, noninvasive procedures that can be

used virtually anywhere and can be readily

repeated.

In dermatology, 20-MHz US was recently

added to MFUS in the clinical work-up of skin

lesions; unfortunately, these devices are limited

in their clinical usefulness in patients with mela-

noma, overestimating Breslow thickness due to

lymphocytic infiltration or nevus remnants

[18]. The current availability of higher-frequency

probes (�40 MHz) mean it is now possible to

better study the skin lesions; in particular, the

nearest correspondence with the histological

Breslow’s thickness may be accurately

acquired [19].

HFUS (40 MHz) probes allow tissue penetra-

tion of 3–4 mm and a lateral resolution of 31 μm,

compared with the 20-MHz systems, with a tis-

sue penetration up to 6–7 mm, but with a poorer

lateral resolution. HFUS permits improved

Fig. 12.3 Ulcerated

superficial spitzoid

melanoma (1.3 mm, Clark

IV, 2 mm3). (a)
Histological section. (b)
Dermoscopic image. (c)
The high resolution

40-MHz ultrasound image

distinguishes the limit

between epidermis and

hypodermis. Images (a)
and (b), with permission of

IRCCS Pascale, Napoli,

Italy, by courtesy of

Gerardo Botti, MD, PhD
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analysis of the epidermis and therefore of the

superficial lesions, for the large majority of

melanomas (Fig. 12.5). Starting from this prem-

ise, HFUS could represent, in the near future, a

reliable noninvasive alternative to biopsy in

defining a strategy based on a single surgical

approach. In fact, the possible acquisition by

US of prognostic information concerning

Breslow index and the presence of in-transit

metastases could be sufficient to avoid biopsy,

defining a surgical strategy on the basis of nonin-

vasive methods (Fig. 12.6).

While consistency between histology and

HFUS results obtained with 20-MHz probes is

already well documented, a statistical correlation

between histological results and data obtained

with 40-MHz probes has not yet been extensively

published [20, 21]. Given the fundamental

importance of preoperative determination of the

thickness of skin melanoma, agreement is uni-

versal that the accurate and reliable identification

of melanoma lesions under a sort of spatial limit

(0.7–1.0 mm) is essential. Less thick tumors

undergo local excision with a little extension

around the lesion in qualified centers; deeper

lesions require a wider excision, always includ-

ing 3 cm of healthy tissue around the tumor, and

integration with the sentinel node technique, as a

premise to radio-guided surgery of the first

lymph node station draining the tumor

(Figs. 12.5 and 12.6) [21–23].

Lessons Learned

DI currently has a limited clinical role in the

evaluation of skin lesions, mostly restricted to

staging and re-staging of malignant lesions. In

Fig. 12.4 (a) Clinical image of an ulcerated nodular

melanoma. (b and c) Ultrasound images of the same

lesion studied with a 20-MHz (b) and a 40-MHz probe.

(c) The presence of artifacts make the ultrasonographic

study of this pattern unreliable. (d) Histological section of
the same lesion (5 mm, Clark IV, 1–2 mm3). (a) and

(b) with permission of the IRCCS Pascale, Napoli,

Italy, by courtesy of Gerardo Botti, MD, PhD
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this field, useful information may be provided by

PET-CT with FDG, MRI, or CT, mainly in

detecting distant metastases, such as in mela-

noma, or in evaluating locoregional involvement

of extra-skin structures. An important role may

also be found in defining lymph node involve-

ment, with a useful contribution primarily

achievable by US or, mainly in melanomas,

using the sentinel node technique, followed by

radio-guided surgery.

Conversely, the role of DI is less relevant in

the first evaluation of a skin lesion, be it benign

or malignant, as they are more easily and effec-

tively analyzed with alternative procedures,

based on more effective and/or feasible clinical

and pathological approaches.

In this chapter we evaluated the possible role

of HFUS performed with 20–100 MHz probes in

evaluating skin lesions. We have discussed that

these new devices render it possible to visualize

the dermis (20 MHz) and even the epidermis

(50–100 MHz). However, we must point

out that higher frequencies provide better

resolution but sacrifice tissue penetration

[3]. On the basis of results already published,

a good overlap between histological and HFUS

patterns has been demonstrated; therefore,

HFUS could be proposed as a tool to preopera-

tively assess tumor thickness in melanoma and

non-melanoma skin cancer.

To stimulate a wider and more rigorous diffu-

sion of the procedure, some warnings must be

highlighted [24, 25].

At present, it is impossible to differentiate

histological type with US alone, as some relevant

histological information is below the resolution

power of the probe.

In some cases, US may overestimate the depth

of the tumor extension if there is large lympho-

cytic infiltrate.

Fig. 12.5 (a) Dermoscopic image of a superficial

spitzoid melanoma. (b and c) Ultrasound images

acquired with a 20-MHz (b) and 40-MHz probe (c). (d)

Histological section of the same lesion (2.3 mm; 6 mm3).

Images (a) and (d) with permission of IRCCS Pascale,

Naples, Italy, by courtesy of Gerardo Botti, MD, PhD
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With melanoma, it is possible to recognize in

situ neoplasm with a thickness of<0.3 mm using

�40 MHz probes. Nevertheless, to correctly

evaluate the lesion and avoid artifacts, copious

amounts of gel are needed between the probe and

the skin.

Giving due importance to the points above, in

our experience and in agreement with the litera-

ture, HFUS may already be considered a reliable

and accurate method for the preoperative evalua-

tion of skin melanoma.

If further studies are required to give confi-

dence to the method and support its widespread

clinical use, we believe that HFUS in expert

hands can already reliably calculate a Breslow

index in the large majority of patients with mela-

noma. As the thickness is a condition sine qua

non for the choice of a surgical treatment, HFUS

could be proposed as a preliminary procedure

before surgery in patients with melanoma. In

fact, the definition of an ultrasonographic

Breslow index <1.0 mm could make a wider

surgical approach unnecessary, considering, of

course, the evaluation of lymph node involve-

ment. Conversely, HFUS evidence of a Breslow

index>1 mm strongly supports the integration of

a sentinel node technique, as a premise to radio-

guided surgery [26].

As a final remark, we highlight that color

Doppler has provided nonspecific findings in

melanomas and therefore does not currently

make a significant contribution [27].
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27. Calvo Lópeza MJ, Vallejos Roca E, Muñoz
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Diagnostic Imaging Techniques:
Lessons Learned 13
Luigi Mansi, Roberto Grassi, Vincenzo Cuccurullo,
and Antonio Rotondo

Whereas pathology continues to represent a cen-

tral and essential cornerstone of the diagnostic

tree, alone it cannot sufficiently answer all possi-

ble clinical questions. Preliminary and/or com-

plementary information must be acquired, with a

preference for noninvasive methods, including

laboratory tests and diagnostic imaging. In par-

ticular, diagnostic imaging may play a primary

role not only in diagnosis, but also in providing

further support to better define the connection

between prognosis and therapy.

The traditional distinction between

morphostructural and functional techniques,

each contributing differently, is going to disap-

pear with the ever-widening availability of

hybrid machines that are able to integrate com-

plementary information. The final result is a sig-

nificant improvement in diagnostic accuracy

both in oncologic and nononcologic disease.

This approach will contribute to so-called tai-

lored medicine, where the individual patient is

at the centre of the universe.

In this scenario, the major contribution of

diagnostic imaging will be from functional

techniques, primarily when molecular imaging

is possible, identifying a disease in its earliest

stages. Another fundamental implementation of

tailored medicine may be obtained through an

increasingly strong connection between pathol-

ogy and diagnostic imaging.

To better understand the great potential of

this interactive relationship, we have discussed

the contribution of the most advanced techno-

logical systems possible in humans or in

preclinical animal imaging. Currently, strong

performances may be obtained in clinical

practice as well as using micro-tools, which,

for technological, economical, and practical

reasons, remain the highest performers.

After a general discussion on the interrelation-

ship between diagnostic imaging and pathology,

we went on to describe the most important

techniques in humans. We used this section to

provide an example of how diagnostic imaging

may help the forensic pathologist by reporting on

our experience in defining anatomical features in

cephalothoracopagi.

We subsequently described the most important

procedures in animal imaging, accompanied by a

further practical addendum. As an example of how

preclinical imaging may help to better relate patho-

physiological premises to pathological samples, we

discussed our experience in experimental bowel

ischemic diseases in mice, characterized via

micro-magnetic resonance imaging (μMRI).

The final chapter demonstrated that signifi-

cant technological differences exist between
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instruments used in preclinical and clinical imag-

ing, except for ultrasounds. In fact, the same

high-frequency probes used to study structure

and function in experimental animals may be

used in humans to acquire information with a

spatial resolution in the order of microns.

To demonstrate this ability, we reported our

experience studying cutaneous lesions using

high-frequency ultrasound based on 20–10 MHz

probes, with primary reference to melanomas.
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