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v

 This book entitled  Toll-Like Receptors: Methods and Protocols  is a second edition that builds 
on the success of the fi rst book published in 2009. Since the fi rst edition, Toll-Like Receptors 
(TLRs) have been shown to have additional functions, playing a role in controlling events 
such as cross-priming of associated pattern recognition receptors, posttranscriptional 
regulation, interaction with other cellular and biologic systems, as well as driving cancer 
progression; all of which have been detailed in this new edition. 

 Composed of 25 practical chapters, this book has been divided into fi ve parts: Part I, 
“Toll-Like Receptor Detection and Activation,” outlines ligands, methods for TLR detection, 
interaction, and intracellular traffi cking, as well as containing a comprehensive overview of 
the best read-outs for TLR activation. Part II, “Toll-Like Receptor Cross-Priming of 
Associated Receptors,” describes methods and assays to investigate how TLRs cross- prime 
other pattern recognition receptors including intracellular DNA receptors and infl amma-
some formation, RIG-I like receptors, C-type lectin receptors, and transmembrane proteins 
such as UNC93. Part III, “Toll-Like Receptor Posttranscriptional Regulation,” highlights 
the novel area of RNA regulation, detailing how TLRs can induce RNA transcripts and 
molecules such as microRNAs and long noncoding RNAs to shape the immune response. 
Part IV, “Toll-Like Receptors and System Control,” describes methods to explore TLR 
detection and activation in other systems such as T and B lymphocytes, the intestinal bar-
rier, metabolism, and circadian rhythm. Part V, “Toll-Like Receptors and Disease,” describes 
models to delineate the role of TLRs in diseases such as dermatitis, arthritis, experimental 
autoimmune encephalitis, and gastric cancer as well as methods for the amelioration of 
disease progression. 

 Each chapter contains a summary, the materials required, step-by-step methods, and 
useful notes to investigate TLRs in cell culture, biological systems and disease. Entirely 
practical in nature, this book will add skill to both students and the more advanced molecu-
lar biologist who wishes to learn a new technique or move to a different area within their 
current repertoire of practical knowledge. Moreover, this book expands and reinforces our 
current knowledge of TLR function, as well as promoting the sharing and enhancement of 
practical skills often absent from current literature. This book will provide a valuable 
resource to immunologists and molecular or medical biologists working in a laboratory 
setting.  

  Dublin, Ireland    Claire     E. McCoy    
Clayton, VIC, Australia  

  Pref ace    
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Claire E. McCoy (ed.), Toll-Like Receptors: Practice and Methods, Methods in Molecular Biology, vol. 1390,
DOI 10.1007/978-1-4939-3335-8_1, © Springer Science+Business Media New York 2016

    Chapter 1   

 Toll-Like Receptors: Ligands, Cell-Based Models, 
and Readouts for Receptor Action       

     Jennifer     K.     Dowling      and     Jérome     Dellacasagrande     

  Abstract 

   This chapter details Toll-like receptors (TLRs) and the tools available to study their biology in vitro. Key 
parameters to consider before exploring TLR action such as receptor localization, signaling pathways, 
nature of ligands and cellular expression are introduced. Cellular models (i.e., host cells and readouts) 
based on the use of cell lines, primary cells, or whole blood are presented. The use of modifi ed TLRs to 
circumvent some technical problems is also discussed.  

  Key words     Toll-like receptors  ,   Cell-based assays  ,   Whole blood assays  ,   Reporter gene assays  ,   TLR 
ligands  

1      Toll-Like Receptors 

  Toll-like receptors (TLRs) represent a family of Pattern Recognition 
Receptors (PRRs)  that play a critical role in early defence against 
invading pathogens and responses to endogenous danger signals. 
To date ten human TLRs have been classifi ed (TLR1-TLR10) and 
12 in the mouse (TLR1-9, TLR11-13) [ 1 ]. From a technical point 
of view, TLRs are distinguished by ligand specifi city, signal trans-
duction, expression patterns, and cellular localization. 

 TLRs are type I transmembrane receptors and form part of the 
Toll/interleukin-1 (TIR) superfamily that includes the IL-1 recep-
tors (IL-1Rs) because of the shared homology of their cytoplasmic 
regions [ 2 ]. In contrast, their extracellular regions (ectodomains) 
are considerably different. TLR ectodomains contain tandem 
repeats of leucine-rich regions termed leucine-rich repeats (LRRs), 
while IL-1Rs have three immunoglobulin (Ig)-like domains. The 
arrangement of LRR side chains confers a unique combinatorial 
code to each TLR enabling it to bind a specifi c ligand. In addition 
detection of ligand is also dependent on the cellular localization of 
the TLR in question [ 3 ,  4 ]. The distinct cellular location of 
 different TLRs and the unique combinatorial code of their LRRs 
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afford them the ability to interact with structurally unrelated 
ligands of endogenous and exogenous origin. 

   TLRs are localized to the cell surface (plasma membrane) or intra-
cellular compartments [ 5 ]. The location of any given TLR is related 
to the origin of the ligand it recognizes. TLR1, TLR2, TLR4, 
TLR5, and TLR6 are expressed on the plasma membrane and are 
largely involved in the detection of bacterial products in the extra-
cellular space. On the other hand, TLR3, TLR7, TLR8, and TLR9 
are located within endocytic compartments that present nucleic 
acids of viral origin to these TLRs [ 6 ,  7 ]. Localization is also 
important for the discrimination between “self” and “non-self.” 
For example, in contrast to most TLR ligands nucleic acids can be 
of self and foreign origin. Studies have demonstrated that a chime-
ric TLR9 consisting of a transmembrane and cytoplasmic domain 
of other TLRs localizes to the plasma membrane [ 8 ]. Here it is 
able to detect and respond to mammalian DNA yet remain unre-
sponsive to viral nucleic acids, highlighting the importance of TLR 
location. Endogenous TLR9 is not exposed to mammalian DNA 
and can only be activated by viral DNA ingested and acidifi ed 
within endosomes. As a consequence of their localization, activa-
tion of intracellular TLRs in in vitro experiments requires the use 
of cell permeable ligands or ligands complexed with cationic lipids 
to facilitate their uptake.  

   Knowledge of the different signaling pathways mobilized by TLRs 
is essential for the selection of appropriate readouts or reporter 
genes in cell-based assays (see Part III). TLR signaling is initiated 
by the binding of a TLR with its respective ligand, be it exogenous 
or endogenous. Invading microbes are detected by means of rec-
ognizing specifi c “pathogen-associated molecular patterns” or 
PAMPs. TLRs have also evolved to detect molecules derived from 
damaged cells referred to as endogenous “danger-associated 
molecular patterns” or DAMPs. Recognition of PAMPs or DAMPs 
by TLRs results in the activation of signaling pathways that induce 
the upregulation of cytokines, chemokines, and co-stimulatory 
molecules. 

 The initial step in signal transduction following the binding of 
ligand is dimerization of two TLR receptor chains. In the case of 
TLR4 a homodimer is induced by the binding of MD-2 (Myeloid 
differentiation protein-2) to the lipid A moiety of Lipopolysaccharide 
(LPS) [ 9 ]. To date the crystal structures of several TLR dimers 
have been elucidated including dimers of TLR3 [ 10 – 12 ], TLR2/1 
[ 13 ] and TLR4 [ 14 ], TLR5 [ 15 ], TLR8 [ 16 ], and TLR10 [ 17 ]. 

 Following dimerization conformational changes in the recep-
tor leads to the association of the two cytoplasmic receptor TIR 
domains [ 4 ,  18 ]. It is believed the overall structure of the TLR 
ectodomain, transmembrane, and cytoplasmic regions in turn con-

1.1  TLR Localization

1.2  TLR Signaling
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stitutes a molecular switch “turned-on” by ligand binding. 
Ultimately, the association of TLR cytoplasmic TIR domains pro-
duces two symmetrically related binding sites for the recruitment 
of specifi c adaptor molecules which also contain TIR domains 
[ 19 ]. The result is a post-receptor signaling complex associating 
relevant adaptor molecules to active TIR domains of TLR dimers. 

 Subsequently, signaling cascades are activated via recruitment 
of such adaptors. These include MyD88, Mal/TIRAP, TRIF/
TICAM-1, TRAM/TICAM-2, and SARM [ 3 ,  20 ,  21 ]. The proxi-
mal events of ligand binding and adaptor recruitment to the active 
TIR domains of TLRs can result in the activation of two major 
signaling cascades, namely the MyD88-dependant and MyD88- 
independent pathways [ 22 ] ( see  Fig.  1 ).

   The MyD88-dependent pathway results in nuclear transloca-
tion of Nuclear Factor-kappaB (NF-κB) and induction of pro- 
infl ammatory cytokines, while the MyD88-independent pathway 
mediates induction of Type I interferons and interferon-inducible 
genes via Interferon Response Factors (e.g., IRF3/7) [ 21 ]. All 
TLRs with the exception of TLR3 are known to recruit MyD88 
and activate the MyD88-dependent pathway activating mitogen 
activated protein kinases (MAPKs) and NF-κB [ 6 ]. In addition to 

  Fig. 1    TLR localization and activation of MyD88-dependant and -independent pathways       
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MyD88, TLR2 and TLR4 require Mal/TIRAP to activate the 
MyD88-dependant pathway [ 23 ]. TLR3 typically activates IRFs 
and expression of IFNs from its endocytic compartments via TRIF 
[ 24 ]. Signaling via TLR4 is unique in that it activates both the 
MyD88-dependant pathway via MyD88 and Mal/TIRAP to acti-
vate NF-κB and the MyD88-independent pathway via TRAM and 
TRIF to activate IRF3. It remains unclear as to whether an acti-
vated TLR4 dimer can stimulate Mal and TRAM directed path-
ways simultaneously or whether the engagement of each adaptor is 
mutually exclusive [ 19 ]. Of particular interest is the fact that TLR4 
signaling via TRIF and TRAM also induces a late phase of NF-κB 
activation [ 25 ]. A role for TRAM in the induction of Type I IFN 
via TLR2 endosomal signaling has also recently been described 
[ 26 ]. TLR7, TLR8, and TLR9 act through MyD88 to induce pro- 
infl ammatory cytokine secretion and the IFNs. A recent study has 
defi ned a role for TRIF in TLR9-induced IFNs in response to high 
doses of CpG [ 27 ]. Other than MyD88, the signaling proteins 
employed by TLR7-8 to activate IFNs remain unidentifi ed.   

2    Ligands 

 Knowledge about how TLRs recognize pathogenic ligands is criti-
cal to understand how these receptors are activated and important 
for designing therapeutic compounds that can target this family of 
receptors for infl ammatory diseases. TLRs are activated by micro-
organisms such as bacteria, viruses, or fungi and by endogenous 
ligands. Most of these ligands are by nature complex and unde-
fi ned. From a technical point of view, defi ned, specifi c ligands are 
needed. This section will focus on commercially available ligands 
purifi ed for the purpose of TLR study and on the most recent TLR 
ligands described in the literature. Suppliers offering a large range 
of TLR-related products are Enzo Life Sciences, Hycult Biotech, 
Bio-Techne (formally Imgenex, Novus Biologicals), and InvivoGen; 
and most of the TLR ligands discussed in this chapter are commer-
cially available from them ( see  Table  1 ). Different formats are pro-
posed including 96-well plates precoated with TLR ligands 
(InvivoGen), and labeled ligands for staining purposes (e.g., fl ow 
cytometry). In addition, several pharmaceutical companies have 
developed new synthetic TLR ligands and TLR inhibitors (mainly 
for TLR7/8/9) [ 28 ].

   The potency of TLR ligands relies on their ability to induce 
homo- or heterodimerization and/or conformational change of 
receptor chains [ 29 ]. Direct binding of several TLRs to their 
known ligands has been experimentally demonstrated for TLR9 
[ 30 ], TLR1/2 [ 13 ], TLR4 [ 14 ] and TLR3 [ 10 – 12 ], TLR5 [ 15 ], 
TLR8 [ 16 ], and TLR13 [ 31 ]. 
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   TLR1 forms functional heterodimers with TLR2. TLR1/2 het-
erodimers are receptors for triacyl lipopeptides found in bacteria 
and mycobacteria [ 32 ]. An artifi cial model suggests that signaling 
through TLR1 homodimers would trigger a weak signal character-
ized by the activation of the TNF promoter [ 33 ]. The ligand of 
choice for TLR1/2 is the synthetic molecule Pam 3 CSK 4  and it is 
active when used at 10 ng/ml.  

   It is diffi cult to demonstrate ligand specifi city for TLR2 as it 
forms heterodimers with TLR1, TLR6, and possibly TLR10 to 
recognize a variety of microorganisms [ 34 ]. Zymosan from yeast 
cell wall, lipoteichoic acid [ 35 ], lipoarabinomannan from bacte-
ria and mycobacteria [ 36 ], and lipoproteins from mycoplasma or 
gram- negative bacteria [ 32 ] can all activate TLR2 in the absence 
of TLR1 or TLR6. In vitro, in the absence of TLR1 and TLR6, 
TLR2 can be activated with High-mobility group box (HMGB) 
1 [ 37 ], heat-killed  Listeria monocytogenes  [ 38 ], Pam 3 CSK 4  [ 32 ], 
or  Staphylococcus aureus  peptidoglycan [ 39 ]. With regard to 

2.1  TLR1

2.2  TLR2

   Table 1  
  Prototypic TLR ligands and working concentration   

 Ligand 
 Working 
concentration 

 TLR1/2  Pam 3 CSK 4   1–100 ng/ml 

 TLR3  Poly I:C  10–50 μg/ml 
 Poly A:U  300 ng to 100 μg/ml 

 TLR4  Purifi ed  E. coli  LPS  10–100 ng/ml 
 Monophosphoryl Lipid A  10 ng to 10 μg/ml 

 TLR5   S. typhimurium Flagellin  1 μg/ml 

 TLR6/2  Pam 2 CSK 4   1–100 ng/ml 
 FSL-1  1–100 ng/ml 
 Zymosan  1–10 μg/ml 

 TLR7  Gardiquimod  1–10 μg/ml 
 Loxoribine  0.2–1 mM 

 TLR8  CL075 (3M-002)  0.1 μg/ml 

 TLR9  ODN 2006 (human)  10 μg/ml (5 μM) 
 ODN 1826 (mouse) 

 TLR11 (mouse 
only) 

  T. gondii  Profi lin  1–10 ng/ml 

 TLR13  ORN Sa19  0.02–2 μg/ml 

TLRS: Ligands, Cell Based Models and Readouts
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peptidoglycan, it has been shown that this ligand is recognized 
by the cytosolic receptor NOD1 [ 40 ].  

   TLR3 is an intracellular TLR localized in endosomes; it binds 
dsRNA of viral origin. In addition, two synthetic TLR3 ligands 
mimicking dsRNA, polyriboinosinic-polyribocytidylic acid 
(polyI:C) and polyadenylic-polyuridylic acid (polyA:U), have been 
described [ 41 ]. Both low molecular weight (LMW; 0.2–1 kb) and 
high molecular weight (HMW; 1.5–1 kb) Poly I:C fragments can 
activate TLR3. However, low molecular weight fragments are less 
potent than the large fragments. Polyinosinic acid (polyI) has been 
shown to activate TLR3 in mouse B cells, macrophages, and bone 
marrow derived dendritic cells [ 42 ]. 

 TLR3 ligands are active when added to the medium at 10–50 
μg/ml. Complexation with a lipid-based transfection reagent 
results in a lower effective concentration but such a delivery system 
might also activate cytoplasmic receptors such as MDA-5 indepen-
dently of TLR3 [ 43 ]. 

 Direct addition of both HMW- and LMW-poly I:C to the cul-
tures of primary macrophages and a human neuroblastoma cell line 
(CHP212) activated TLR3 [ 44 ]. However, the transfection of 
poly I:C was necessary to induce TLR3 activation in other cell 
types studied. The activation effi ciency of TLR3 by poly I:C is 
infl uenced by various factors, including size of the ligands, delivery 
methods, and cell types.  

   TLR4 was the fi rst TLR identifi ed in mammals. It is one of the 
most studied TLRs [ 45 ]. First considered as the receptor for lipo-
polysaccharide (LPS) from Gram-negative bacteria, it has been 
later shown that TLR4 requires MD2, LPS binding protein (LBP), 
and CD14 as co-receptors to function. LPS consists of a polysac-
charide moiety and the active component lipid A. Lipid A is com-
posed of a glucosamine disaccharide linked to fatty acids [ 46 ]. The 
potency to activate TLR4 depends on the number of fatty acids. 
Lipid A from pathogenic bacteria (e.g.,  E. coli ,  Salmonella  species) 
contains six fatty acids whereas lipid A containing 4 or 5 fatty acids 
is found in less pathogenic bacteria (mutated  E. coli ,  Rhodobacter 
sphaeroides ,  P. gingivalis ). The latter LPS are considered as antago-
nists because they can inhibit the activation of TLR4 induced by 
hexaacylated LPS [ 47 ]. Complete competitive inhibition of LPS 
activity is possible using a 100-fold excess of the antagonistic LPS 
from  Rhodobacter sphaeroides  (available from InvivoGen). 

 Agonistic LPS are divided in two categories based on the mor-
phology of bacteria colonies: smooth or rough (S-LPS or R-LPS, 
respectively). S-LPS contains O-polysaccharide chains which are 
absent from R-LPS. Wild-type Gram-negative bacteria synthesize 
S-LPS which needs CD14 to signal through TLR4. Signaling by 
S-LPS through TLR4/CD14 activates both arms of the TLR4 

2.3  TLR3

2.4  TLR4
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pathway (i.e., MyD88-dependent and MyD88-independent;  see  
Fig.  1 ). R-LPS can signal in the absence of CD14 but it does not 
activate the MyD88-independent pathway [ 48 ]. This property 
might be useful for in vitro experiments in the absence of TLR4 co-
receptors but such activation of TLR4 is incomplete. Interestingly, 
it has been demonstrated that monophospholipid A, a candidate 
vaccine adjuvant, stimulates only the TRIF/TRAM arm of the 
TLR4 signaling [ 49 ]. This ligand is a promising tool to study the 
MyD88-independent response induced by TLR4 activation. 

 Basic purifi cation protocols lead to LPS containing associated 
lipoproteins and thereby activation of TLR2 and TLR4. Phenol 
re-extraction of LPS is needed to retain only a TLR4 activity [ 50 ]. 
Purifi ed LPS from different bacterial strains are commercially avail-
able and are active at 10 ng/ml. 

 Surprisingly, murine (but not human) TLR4 recognizes the 
antitumoral agent taxol [ 51 ]. Proteins of viral origin (e.g., respira-
tory syncytial virus, mouse mammary tumor virus) can also activate 
TLR4 [ 34 ]. Recently, heme has been shown to activate TLR4 in a 
CD14-dependent and MD2-independent manner [ 52 ]. 

 TLR4 also recognizes endogenous ligands [ 53 ]; these include 
hyaluronate, fi brinogen, and HMGB1. These substances are gen-
erally released after tissue injury and might trigger a danger signal 
through TLR4 [ 54 ]. Activation of TLR4 by heat shock proteins is 
controversial as some authors have shown that this could be due to 
endotoxin contamination [ 55 ,  56 ].  

   TLR5 recognizes monomeric fl agellin, a constituent protein of bac-
terial fl agella [ 57 ,  58 ]. Purifi ed fl agellin from  Salmonella 
typhimurium  or  Bacillus subtilis  is commercially available (InvivoGen, 
Bio-Techne). InvivoGen also proposes a recombinant  S. typhimurium  
fl agellin produced in mammalian cells that is devoid of TLR2/4 
activity of bacterial origin. Flagellins are active at 0.1–1 μg/ml.  

   TLR6 associates with TLR2 to recognize diacyl lipopeptides such 
as MALP-2 and FSL-1 [ 59 ]. Pam 2 CSK 4  is a synthetic ligand for 
TLR2/6; it activates TLR6-expressing cells when used at 1–10 
ng/ml. The level of activation is increased by the presence of CD14 
and CD36 [ 60 ]. Along with the standard bacterial cell wall compo-
nents available commercially, whole preparation of heat- killed bac-
teria (Gram-negative and Gram-positive) is available for TLR2/6 
activation (InvivoGen). None of the available TLR ligands seem to 
activate TLR6 in the absence of TLR2. Nevertheless, artifi cial acti-
vation of a TLR6-specifi c signaling cascade showed that signaling 
through TLR6 homodimers is theoretically possible [ 34 ].  

   TLR7 is expressed in endosomes; it is a receptor for ssRNA from 
viruses, especially U or GU-rich oligoribonucleotides such as 
RNA40 from the U5 region of HIV-1 RNA [ 61 – 63 ]. Activation 

2.5  TLR5

2.6  TLR6

2.7  TLR7
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of murine TLR7 but not human TLR7 can be achieved using com-
plexed ssRNAs. Imidazoquinolines, which are synthetic com-
pounds with antiviral activities, including R848 (or resiquimod) 
and its water soluble derivative CL097 (InvivoGen), imiquimod 
and gardiquimod (specifi c for TLR7 when used at less than 1 μg/
ml) have also been identifi ed as TLR7 ligands [ 64 ]. In addition, 
TLR7 is specifi cally activated by nucleoside analogs, e.g., 1 mM 
loxoribine, a guanosine analog [ 65 ], and the adenine analogs 
CL264 and CL307 from InvivoGen [ 66 ]. Notably, while looking 
for siRNA directed against human TLR9, Hornung et al. have dis-
covered that siRNA can specifi cally activate TLR7 [ 67 ]. This activ-
ity was attributed to a nine-base motif within a 19  mer  sequence. 
Immune complexes (ICX) formed of RNA-specifi c antibodies and 
self-RNA can activate TLR7; this participates in the development 
of autoimmune diseases [ 53 ]. As a result, small nuclear ribonucleo-
proteins purifi ed from ICX can be used as TLR7 ligands [ 68 ].  

   TLR8 shares high sequence homology with TLR7 and can recog-
nize most of the TLR7 ligands [ 62 ]. As mentioned above, ssRNAs 
activate human TLR8. Technically, it is possible to discriminate 
between TLR7 and TLR8 activity by using different concentra-
tions of nucleotide analogs. 3M-002 from 3M Pharmaceuticals 
(sold as CL075 by InvivoGen) can specifi cally activate human 
TLR8 when used at 0.1 μg/ml (0.4 μM) whereas higher concen-
trations of this ligand are required to activate TLR7. Initially, TLR8 
was considered to be active only in human and not in mouse, but a 
combination of 10 μM 3M-002 and 3M-003 with 1–3 μM polyT 
oligodeoxyribonucleotide (ODN) can activate mouse TLR8 [ 69 ].  

   TLR9 is an intracellular TLR involved in the recognition of DNA 
from bacterial and viral origin but also self-DNA in ICX [ 8 ]. Non- 
self- DNA is detected by the presence of unmethylated CpG motifs. 
Extensive research has been done to characterize immunostimula-
tory CpG DNA motifs [ 70 ]. Two main classes have been described. 
Class A CpG is active on plasmacytoid dendritic cells (pDC). These 
reagents contain polyG motifs and a palindromic sequence on a 
mixed phosphodiester/phosphorothioate backbone and can multi-
merize to form large structures. Class B CpG contains one or more 
CpG and no polyG motifs on a phosphorothioate backbone and 
they activate B cells. Class C CpG shares class A and class B charac-
teristics and properties. Despite the endosomal location of TLR9, 
CpG ODNs are usually added to the culture medium to activate 
TLR9 +  cells. The mechanism of activation by CpG has thus been 
challenging to understand. Tian et al. showed that class A CpG 
interacts with HMGB1 and the resulting complex is effi ciently inter-
nalized by a mechanism involving the receptor for advanced glyca-
tion end products (RAGE) [ 71 ]. This RAGE- dependent mechanism 
is thought to facilitate the delivery of class A CpG to TLR9. 

2.8  TLR8
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 In vitro, the optimal concentration for immunostimulatory 
CpG ODN is 1 μM. Higher concentrations are usually less effective. 
It should be noted that some CpG ODNs show species specifi cities 
(human vs. mouse). The specifi city of the activation by CpG ODN 
can be confi rmed by the use of control CpG ODN which contains 
the same sequence as immunostimulatory CpG ODN but in which 
CpG dinucleotides have been replaced by GpC dinucleotides. 
Purifi ed endotoxin-free  E. coli  DNA at 50 μg/ml can also be used as 
a TLR9 ligand. Natural CpG sequences from Gram- negative bacte-
ria termed repetitive extragenic palindromics (REPs) have been iso-
lated and shown to induce innate responses via TLR9 [ 72 ]. Immune 
complexes present in serum from SLE patients activate TLR9 by a 
mechanism involving the cell surface receptor FcγR (CD32) [ 73 ]. 
In vitro, patients’ serum can activate TLR9- expressing cells. 

 Besides immunostimulatory ODNs acting through TLR9, 
inhibitory ODNs have been identifi ed. The latter bind TLR9 but 
fail to induce the switch to an active conformation of TLR9. 
Inhibitory ODNs block signaling by competing with immunos-
timulatory ODNs for the binding site on TLR9 [ 74 ]. Two types of 
inhibitory ODNs have been identifi ed: repeated TTAGGG motifs 
found in telomeres or ODN containing either unmethylated GC 
or methylated CG [ 75 ]. 

 Hemozoin from  Plasmodium falciparum , which was initially 
identifi ed as a TLR9 ligand, seems to actually help bringing para-
site DNA in close proximity with TLR9 to induce a response [ 76 ].  

   TLR10 is expressed on B cells; it is closely related to TLR1 and 
TLR6 (48 and 46 % amino acid sequence identity, respectively) 
and may interact with TLR2 [ 77 ]. The ligand for TLR10 is still 
unknown. By use of homology modeling recent studies have 
shown the binding orientation of a human TLR10—TLR2 het-
erodimer to be similar with that of TLR2/1 and TLR2/6. 
Moreover, the study revealed that Pam 3 CSK 4  might be the ligand 
for a human TLR10/2 complex and PamCysPamSK 4  might acti-
vate a human TLR10/1 hetero- and TLR10 homodimer [ 78 ]. 
Using chimeric CD4TLR10 ( see  Fig.  2  and Subheading  5 ), Hasan 
et al. showed that promoters activated by signaling through TLR10 
include CXCL5, IL-4, NF-κB and to a lesser extent IL-2, TNF, 
and AP-1 [ 33 ]. Most recently, Oosting et al. demonstrate that 
TLR10 acts as an inhibitory receptor, with suppressive effects. The 
use of specifi c antibodies to block TLR10 signifi cantly upregulated 
TLR2-mediated cytokine production [ 79 ].

      It is worth pointing out that while the mouse genome encodes 13 
TLRs, the human genome lacks functional TLR11, TLR12, and 
TLR13. TLR11 is an endosomal TLR only functional in mice. It 
was fi rst described as a receptor for uropathogenic bacteria [ 80 ] and 
studies have shown that it is activated by a protein resembling 
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 Toxoplasma gondii  profi lin [ 81 ]. TLR12 is expressed in mice and 
rats [ 82 ]. TLR12 has been shown to form heterodimers with 
TLR11 for sensing and responding to  Toxoplasma gondii  profi lin 
[ 83 ]. The expression and distribution of TLRs 11–13 in normal 
and parasite infected mouse brains has been demonstrated suggest-
ing a role for them in central nervous system (CNS) infections [ 84 ].  

  
 TLR13 is an endosomal murine receptor; the exact role and ligand 
for which remains unclear. However, several groups have identifi ed 
the bacterial 23S ribosomal RNA (rRNA) sequence as a ligand for 
TLR13. Specifi cally, the conserved 23S ribosomal sequence 
“CGGAAAGACC,” has been shown to induce cytokine produc-
tion in a TLR13-, MyD88-, and UNC93B-dependent manner. 
(UNC93B is an accessory protein involved in the traffi cking of 
intracellular TLRs including, TLR3/7/9). The conserved 23S 
rRNA sequence is the binding site of the macrolide-lincosamide- 
streptogramin (MLS) antibiotics, and 23S rRNA from bacteria 
resistant to these antibiotics is not recognized by TLR13. ORN 
Sa19 is a 19  mer Staphylococcus aureus  rRNA derived oligoribonu-
cleotide stabilized by a phosphorothioate modifi cation available 
commercially and found to be highly stimulatory in murine 
TLR13-expressing cells (InvivoGen).   

3     Host Cells 

 When it comes to choosing a relevant host cell to study TLR biol-
ogy in vitro, several options are possible. Firstly, cell lines lacking 
TLR expression can be transfected with one or two TLRs with or 
without accessory molecules. The second option is to select cell 
lines naturally expressing TLR(s). Primary cells are another option 
as they might be more physiologically relevant (i.e., presence of 
normal expression level of TLRs and presence of crosstalk between 

2.12  TLR13

  Fig. 2    Example of engineered TLRs ( a ,  b )       
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signaling pathways) but they are technically more diffi cult to han-
dle than cell lines. 

   Cells devoid of endogenous active TLR are a valuable tool to study 
individual TLRs. The most commonly used cell lines are of epithe-
lial origin; they express all the signaling components needed down-
stream of TLR activation. Stable or transient transfection of one or 
two TLRs with or without accessory molecules renders them 
responsive to the corresponding ligand(s). This has been demon-
strated in the following cell lines: HEK293 [ 85 ,  86 ], HeLa [ 87 ], 
COS7 [ 88 ], or CHO [ 89 ]. It should be noted that HEK293 cells, 
unlike the variant HEK293T, might have endogenous TLR3 and 
TLR5 activity [ 90 ]. 

 Cells lacking endogenous TLR activity have been used to study 
TLR signaling, interactions between TLRs [ 91 ], requirement for 
accessory molecules [ 60 ], intracellular traffi cking [ 85 ], or localiza-
tion. The transfection effi ciency in these epithelial cells is very high 
and the experiments described above can be easily done in transiently 
transfected cells. Alternatively, stable cell lines expressing TLR, acces-
sory molecules, and even a reporter gene can be generated. 

 HEK293 cells stably expressing functional human or mouse 
TLR stably transfected or not with a reporter gene are commer-
cially available from InvivoGen (HEK Blue™) and Bio-Techne 
(SEAPorter™ and LUCPorter™). The one concern about the use 
of cells overexpressing a TLR is that overexpression could result in 
mislocalization, i.e., an intracellular TLR might be found on the 
cell surface when overexpressed [ 92 ]. For that reason, cell lines 
expressing normal levels of TLRs are often the preferred model.  

   Cell lines expressing TLRs endogenously may also be used to study 
TLR function. However, they may require transfection of acces-
sory molecules or co-receptors to increase the responsiveness of the 
cell. It is important to profi le cell lines for TLR and accessory mol-
ecules expression before using them in an assay. This can be done 
by RT-PCR and confi rmed by fl ow cytometry or western blot. 

 The following cell lines have been used in numerous TLR 
studies: RAW264.7 (mouse macrophage), THP-1 (human acute 
monocytic leukemia), and U937 (human promonocytic leukemia) 
and all belong to the monocyte/macrophage lineage. U373 are 
epithelial human glioblastoma astrocytoma cells and A549 are 
human alveolar basal epithelial cells. Cell lines having characteris-
tics similar to human pDC have been described: PMDC05 [ 93 ], 
GEN2.2 [ 94 ], and CAL-1 [ 95 ]. These cell lines could be a good 
alternative to the use of primary pDC which are present in very low 
numbers among circulating blood cells. CD14 expression is needed 
to render U373 cells responsive to LPS [ 96 ] or to increase the 
responsiveness of THP-1 cells to several TLR2/4/5 ligands [ 97 ]. 
Differentiation induced by phorbol myristate acetate (PMA) or 

3.1  Cell Lines 
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LPS also increases expression of TLRs and hence responsiveness of 
THP-1 cells to TLR ligands [ 98 – 100 ]. LPS responsiveness of 
A549 cells through TLR4 is controversial [ 101 ]. Table  2  shows 
the TLR profi le of some of these cell lines. In addition, human 
myeloma cell lines have been shown to express a variety of TLR 
genes [ 102 ].

   There are several TLR expressing cells stably transfected with a 
reporter gene available on the market which can be used to mea-
sure TLR activity: THP1-Blue™, THP1-Lucia™ (human mono-
cytes), Ramos-Blue™ (B lymphocytes), Jurkat-Dual™ (T 
lymphocytes, TLR3 + ), Raw-Blue™, Raw-Lucia™ (mouse macro-
phages) from InvivoGen (San Diego, CA), CellSensor™ (Life 
Technologies) derived from THP1 or RAW264.7 cells, and 
SEAPorter™ and LUCPorter™ RAW264.7 from Bio-Techne.  

   Ideally, cell line studies should be complemented by studies in pri-
mary cells. The main problem with the use of primary cells is to 
choose the right cell type as there are discrepancies in the literature 
regarding the expression and functionality of TLRs. 

 It was initially thought that TLRs are restricted to cells of the 
immune system. However, TLRs have been found in other cell 
types such as epithelial cells (TLR2, 3, 4, 5, 9) [ 103 ], fi broblasts, 
and even cells from the nervous system [ 104 ]. Hornung et al. [ 105 ] 
and Applequist et al. [ 106 ] have measured the expression of TLR1-
10 mRNA in different types of human or murine immune cells, but 
the presence of mRNA for a given TLR does not mean that this 
TLR is active. For example, eosinophils express TLR1, TLR4, 
TLR7, TLR8, TLR9, and TLR10 mRNA and only respond to 
stimulation with a TLR7 agonist [ 107 ]. Also worth noting is that 
while naive human CD4+ T cells express signifi cant levels of intra-
cellular TLR2 and TLR4 protein, cell surface expression of TLR2 
and TLR4 is found only in activated CD4+ T cells [ 108 ]. Expression 
of TLRs in T cells remains controversial. Hemont et al. have inves-

3.3  Isolated 
Primary Cells

   Table 2  
  TLR responsiveness of selected cell lines (no TLR10 ligand has been identifi ed yet; TLR11 is only 
functional in mouse cells)   

 TLR1/2  TLR2  TLR3  TLR4  TLR5  TLR6/2  TLR7  TLR8  TLR9  TLR10 

 RAW264.7  +  +  +  +  +/−  +  +  +  + 

 THP-1  +  +  −  +  +/−  +  −  +  +  + 

 U373-CD14  −  −  +  +  −  −  −  −  +/− 

 GEN2.2  ?  ?  ?  ?  ?  +  +  −  + 

 A549  +  +  +  +/−  +  +  −  −  + 

  See text for references. Symbol ? means “not known”  
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tigated TLR responsiveness of human mDC subsets using a whole 
blood assay followed by fl ow cytometry analysis [ 109 ]. Table  3  
summarizes the panel of functional TLRs expressed by human 
immune cells. Expression levels are altered by pro- infl ammatory 
signals or type I IFN treatment [ 99 ,  110 ]. In practice, the most 
commonly used primary cells are non-sorted peripheral blood 
mononuclear cells (PBMCs), monocytes, or B cells. Other cell types 
which are very valuable for the study of TLR biology (e.g., pDC) 
are more diffi cult to obtain in suffi cient quantity.

   Interestingly, mouse cells display a TLR profi le similar to the 
corresponding human cells. One important difference is the LPS 
responsiveness of murine but not human naïve B cells through 
TLR4 [ 111 ]. Among primary cells, murine embryonic fi broblasts 
(MEF) isolated from mouse embryos are a very good model to 
study TLRs as they express all known TLRs [ 112 ]. Ex vivo, MEFs 
can be grown for over ten passages, after which their proliferation 
rate then declines.  

   Whole blood assays emerged as a powerful way to investigate 
innate immune responses mediated by TLRs [ 113 ,  114 ]. They 
allow evaluation of TLR responsiveness in the absence of exoge-
nous additives such as animal serum and antibiotics. In this type of 
assay, anticoagulated whole blood is incubated 3–48 h in the pres-
ence of TLR ligand(s) to activate different populations of blood 
cells resulting in the release of chemokines, cytokines, and interfer-
ons in the supernatant (i.e., plasma). From a practical point of 
view, several parameters have to be controlled to ensure the robust-
ness of this type of assay: freshness of the blood, choice of antico-
agulant, dilution of blood, time of sampling [ 115 ,  116 ], and 
medical treatment as immunosuppressive treatment will result in 
decreased ex vivo responses. It has been shown that a few hours 
after sampling the responsiveness of the blood is reduced possibly 

3.4  Whole Blood

   Table 3  
  TLRs in human immune cells   

 TLR1/2  TLR2  TLR3  TLR4  TLR5  TLR6/2  TLR7  TLR8  TLR9  TLR10 

 B cells [ 77 ,  142 ]  +  +  −  −  −  +  +  −  +  + 

 CD4 +  T cells [ 143 ]  +  +  +  +  +  +  + a   + a   + a   − 

 CD8 +  T cells [ 144 ]  −  +  +  +  −  + a   +  +  + a   − 

 Monocytes [ 145 ]  +  +  −  +  +  +  −  +  −  − 

 NK cells [ 146 ]  −  −  +  −  −  −  +  −  +  − 

 pDC [ 77 ,  147 ]  −  −  −  −  −  −  +  −  +  + 

   a Transcript only, i.e., TLR functionality not demonstrated  
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due to the short half-life of some blood cell populations such as 
neutrophils [ 114 ]. Nevertheless, it is still possible to induce a TLR- 
mediated response in whole blood stored at room temperature for 
up to 48 h [ 114 ]. For whole blood assays, the preferred anticoagu-
lant is heparin over EDTA which might interfere with TLR func-
tion. Frozen whole blood (stored at −80 °C) has been proposed as 
an alternative to the use of fresh blood [ 117 ]. Upon thawing, red 
blood cells are lyzed and hemoglobin is released in the supernatant 
which can interfere with some detection techniques. According to 
a supplier of frozen whole blood (e.g., sold as part of the pyrogen 
detection kit PyroDetect, Merck Millipore), storage at  temperatures 
above −80 °C quickly reduces the responsiveness of frozen blood 
which limits its use in most of the labs. 

 Whole blood assays performed in 96- or 384-well plates allows 
the testing of many different stimuli with a small volume of blood 
as starting material. Blood from several donors/patients or even 
from newborns [ 118 – 121 ] can be processed in parallel. Of note, 
this type of assay is transposable to animal blood which allows the 
assessment of cross-species TLR responses [ 122 – 126 ]. 

 Whole blood assays refl ect donor to donor variability. Hence, 
in blood from normal donors, the stimulation by TLR ligands 
often results in secretion of cytokines over a wide range of concen-
trations. Great efforts are needed to normalize these assays. This 
process is ongoing in order to be able to use whole blood assays as 
a diagnostic test to identify immune disorders [ 127 ]. 

 The use of cell lines or isolated primary cells remains a tech-
nique of choice when high throughput is required. In combination 
with this technique, whole blood assays bring additional informa-
tion about the bioactivity of TLRs, their ligands and compounds 
interacting with them. As a consequence, whole blood assays have 
also been used in preclinical studies to characterize TLR modula-
tors whether they are small molecules or biologics.   

4    Readouts 

 As mentioned previously, signaling through the different TLRs 
involves mainly two families of transcription factors: NF-κB via a 
MyD88-dependent pathway (all TLRs except TLR3) and the IRFs 
via a MyD88-independent TRIF-dependent pathway (TLR3) or a 
MyD88-dependent pathway (TLR7/8/9). NF-κB and IRFs 
induce the expression of different sets of cytokines, chemokines, 
and interferons [ 128 ]. 

 In order to determine TLR activity in each of the cell models 
outlined in Subheading  3 , the following readouts can be used: 
measurement of cytokines, chemokines, and/or interferons secre-
tion by simplex or multiplex immunoassays (ELISA, AlphaLISA, 
HTRF ® , immunoPCR, Luminex); detection of activation markers 
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by western blot, RT-PCR, or fl ow cytometry; phosphorylation of 
signaling proteins; and nuclear translocation of transcription fac-
tors and/or reporter gene assays. 

   The simplest method to assay for the presence of functional TLR is 
to measure the production of pro-infl ammatory cytokines and/or 
chemokines after TLR stimulation using specifi c ligands. ELISA is 
a widely used technique and validated kits to detect most of the 
biomarkers are available from several suppliers. ELISA results can 
be suffi cient to distinguish between two signaling pathways, e.g., 
TRIF vs. MyD88 after TLR4 activation. TRIF activation will result 
in the production of G-CSF, CXCL10, CCL2, and CCL5 while 
MyD88 activation induces the secretion of IFNβ, IL-1β, IL-6, and 
CCL3 [ 20 ]. 

 Multiple cytokines and chemokines can be detected simultane-
ously in a single small volume sample using multiplex techniques. 
Cytometric Bead Array (CBA; BD Biosciences) is based on the use 
of beads coated with an antibody recognizing a specifi c analyte. 
This system requires the use of a fl ow cytometer. xMAP technol-
ogy (Luminex ® ) also uses beads available from Affymetrix eBiosci-
ence (ProcartaPlex™), Bio-Rad (Bio-Plex ® ), Merck Millipore 
(Milliplex ® ), and Bio-Techne but in a 96-well plate format. A com-
patible microplate reader is needed to process the samples. The 
multi-array technology by Meso Scale Discovery (MSD) uses elec-
troluminescence detection. Wells of dedicated microplates (96 or 
384 well) are coated with specifi c antibodies directed against cyto-
kines, chemokines, or signaling proteins allowing the detection of 
up to ten different targets. Secondary antibodies are labeled with 
the SULFO-TAGTM reagent which emits light upon electro-
chemical stimulation. Specifi c readers (SECTOR) are required to 
process MSD microplates. 

 Immuno-PCR is a combination of ELISA and PCR [ 129 ]. 
Antibodies specifi c for the target(s) of interest are conjugated with 
a short DNA sequence. After the antibodies recognize their target, 
the DNA tag is amplifi ed by real-time PCR. Compared to ELISA, 
immuno-PCR is more sensitive (down to fg/ml). Multiplexing 
and conjugation of DNA tags remain challenging and limit the 
generalization of this technique. Specialized suppliers are Innova 
Biosciences, Chimera Biotec, and Olink Bioscience. 

 Biomarker quantifi cation by HTRF ®  (CisBio Bioassays) is 
based on time-resolved fl uorescence resonance energy transfer 
(FRET). Two antibodies specifi c for the target are labeled with two 
different fl uorophores: an acceptor and a donor. When the two 
antibodies are in close proximity, i.e., when they recognize their 
target, the excitation of the donor by a laser will result in energy 
transfer to the donor which then emits fl uorescence. Unlike ELISA 
which requires several incubation/wash steps, HTRF ®  is a homog-
enous technique. HTRF ®  measurement is typically done in small 

4.1  Protein Secretion
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volume 384-well plates with only 10 μl sample. The detection 
range is wider with HTRF ®  compared to ELISA. There are much 
less HTRF ®  than ELISA kits available on the market and HTRF ®  
requires the use of a microplate reader capable of time-resolved 
FRET measurement. 

 Finally, in a polymorphic population of cells such as whole 
blood, intracellular staining of cytokines by fl ow cytometry com-
bined with cell surface staining allows the identifi cation of cell 
types responsible for each cytokine produced in response to TLR 
stimulation [ 118 ].  

   The phosphorylation of signaling components, such as the MAPK 
p38 or the NF-κB subunit p65, occurs usually within minutes after 
TLR stimulation. There are several techniques to monitor protein 
phosphorylation, all of them rely on the availability of phospho- 
specifi c antibodies. Flow cytometry is performed on permeabilized 
cells whereas western blots and immunoassays (e.g., TransAM ®  
from Active Motif and CASE™ from SABiosciences™, HTRF and 
AlphaScreen ®  (Perkin Elmer)) are performed using cell lysates. 
AlphaScreen ®  is interesting as it is designed to be used in high- 
throughput screening. This technique is a bead-based luminescent 
assay used to measure interactions between molecules. In the case 
of protein phosphorylation, two sets of beads containing different 
dyes are needed: one set of beads is coated with an antibody against 
the nonphosphorylated form of the target protein and another set 
of beads is coated with an antibody against the phosphorylated 
form of the protein. Beads are mixed with cell lysates and upon 
excitation light is emitted if both sets of beads are in close proxim-
ity, i.e., when the phosphorylated protein is present in the lysates. 
HTRF allows quantifi cation of protein phosphorylation without 
the need for beads as antibodies are directly coupled with FRET- 
compatible fl uorophores.  

   Another way to monitor TLR activation is to look at the change 
in localization of transcription factors (TF) activated after ligand 
binding, e.g., NF-κB, IRFs. This can be assayed using high content 
screening (HCS) or high content analysis (HCA) assays. The TF is 
detected using immunochemistry techniques before and after 
stimulation and the intensity of the signal in the nucleus vs. cyto-
plasm is measured. Alternatively, cells can be transfected to express 
a fl uorescent fusion protein with the TF (e.g., GFP-TF) and the 
change in localization can be observed in live cells [ 130 ]. HCS/
HCA techniques require using adherent cells having a low nucleus/
cytoplasm ratio. Finally, preparation of subcellular fractions using 
specifi c lysis buffers followed by protein detection by western blot 
is another method of choice.  

4.2  Phosphorylation

4.3  Translocation 
of Transcription 
Factors
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   Reporter gene assays are also used to monitor TLR activity. The 
most widely used promoter is derived from the ELAM-1 gene pro-
moter modifi ed to contain additional NF-κB motifs [ 131 ]. An arti-
fi cial promoter containing fi ve NF-κB binding sites is another 
option [ 132 ]. The reporter gene itself can code for a secreted 
 protein (e.g., human placental alkaline phosphatase (SEAP) [ 133 ] 
or secreted luciferase [ 134 ]) or an intracytoplasmic protein like 
fi refl y luciferase [ 135 ]. Cells can be transiently or stably transfected 
with the reporter gene construct and a construct coding for a 
TLR. TLR activation induces NF-κB-dependent production of the 
reporter gene. SEAP is secreted in the supernatants of cells and can 
be detected using colorimetric (e.g., Quantiblue™ from InvivoGen) 
or chemiluminescent (Phosphalight™ from Applied Biosystems) 
techniques. With a secreted reporter protein, it is possible to mea-
sure TLR activation over the time simply by sampling the superna-
tants. It should be noted that serum (human or animal) often used 
in culture media contains heat labile alkaline phosphatase activity. 
Heating of samples at 65 °C for 10 min is suffi cient to inactivate 
endogenous alkaline phosphatase activity prior to the measure-
ment of SEAP activity which is not altered by heating. 

 Secreted luciferase systems are available from Clontech (Ready- 
To- Glow™), New England Biolabs ( Gaussia  Luciferase), and 
InvivoGen. Unlike techniques based on the detection of a secreted 
protein, “classical” luciferase measurement does not allow to do 
time course experiments as it requires lysing the cells. Luciferase 
detection products are available from several suppliers. In reporter 
gene assays, IRF-dependent and NF-κB-independent promoters 
are needed to cover the full range of signaling pathways activated 
by the TLRs. IRF-specifi c reporter gene assays can be designed 
based on specifi c binding sites described for certain cytokines, che-
mokines, or interferon promoters [ 33 ,  136 ,  137 ].   

5     Engineered TLRs 

 The study of TLR biology is sometimes rendered diffi cult by the 
lack of a known ligand (e.g., for TLR10) or the accessibility of the 
receptor to its ligand(s) (e.g., TLR3/7/8/9). To overcome these 
technical problems, two techniques based on the use of engineered 
TLRs have been described. 

 In the fi rst technique the extracellular part of a TLR is fused 
with the transmembrane (TM) and intracellular (IC) parts of 
hCD32a [ 41 ] ( see  Fig.  2a ). The resulting chimeric protein can be 
expressed in HEK293 cells where it localizes on the cell surface. 
The engagement of this TLR by its ligand(s) results in a Ca 2+  
response/infl ux mediated by CD32a. The two main advantages of 
this technique are (1) intracellular TLRs become accessible to their 

4.4  Reporter Genes
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ligands added exogenously in the culture medium thereby facilitat-
ing the identifi cation of new ligands and (2) one single readout 
(Ca 2+ ) can be used to monitor the activity of any TLR. Ca 2+  infl ux 
is a very fast response that has been widely used as a readout in 
other domains (e.g., 7-TM receptors) and a lot of screening tools 
are available [ 138 ]. 

 Using this technique, De Bouteiller et al. [ 41 ] have demon-
strated the need for an acidic pH (~5.7) for TLR3 activity and the 
minimal requirements for TLR3 ligands (see TLR3 above). 
Nevertheless, when these chimeras are used to study intracellular 
TLRs, one should keep in mind that, in normal cells, a ligand iden-
tifi ed with this technique will need access to the TLR. In addition, 
the amount of ligand needed to induce Ca 2+  mobilization was 
about 50 times less than the amount needed to induce cytokine 
secretion by TLR3-expressing cells. 

 The second technique involves another fusion protein using 
the extracellular part of mouse CD4 fused with the TM and IC 
part of a TLR (see Fig.  2b ) [ 39 ,  45 ]. These chimeric proteins 
(CD4TLRx) are expressed on the cell surface when transfected in 
HEK293T cells. The association of extracellular CD4 domains 
triggers the signaling cascade corresponding to the TM + IC of the 
TLR. Hence, the ligand for this TLR can remain unknown to 
study the signaling. This technique can also be used to select the 
best readout for a given TLR. For example, besides repeated κB 
binding sites which are the most used promoter for reporter gene 
assays, the promoters for the chemokines IL-8 and CXCL5 were 
shown to be strongly activated by several TLRs. Focusing on 
TLR10, which has no identifi ed ligand yet, Hasan et al. [ 33 ] show 
that CD4TLR10 specifi cally activated IL-4, CXCL5, and NF-κB 
promoters after 48 h stimulation. This could be the basis to design 
an assay to identify TLR10 ligands. These results stress the impor-
tance of looking at more than one readout (usually NF-κB) when 
one studies TLR activity. 

 A last example of modifi ed TLRs is the dominant negative 
(DN) forms. These mutants can be obtained by inserting a point 
mutation in the TIR domain preventing the binding of adaptor 
proteins or by deleting the intracellular TIR domain. Such mutated 
TLRs can bind their ligands but they cannot trigger the signaling 
cascade. Hence, overexpression of one mutated TLR specifi cally 
inhibits the activity of the endogenous TLR by competition [ 36 , 
 39 ]. This technique can be used to show the involvement of each 
individual TLR in cells expressing several TLRs. 

 With new ligands discovered regularly, novel accessory mole-
cules identifi ed, and the potential for more TLRs to be discovered, 
there is a need for robust cell-based assays to monitor TLR activity. 
To keep up to date with latest developments, a rich database of 
bioassays is maintained by NCBI and hundreds of them are related 
to TLRs [ 139 ]. While “empty shells” such as HEK293 transformed 
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to express one TLR are still a very convenient tool, the future will 
probably see the rise of HCS and HTS assays in primary cells as the 
preferred techniques. Finally, the normalization of TLR assays 
using whole blood could be the basis for new diagnosis tools. 

 TLRs have the ability to harness great immunostimulatory sig-
nals and are therefore tightly regulated and activated. Incorrect 
and/or overactivation of these pathways can lead to autoimmune 
disease [ 140 ] and fatal sepsis [ 141 ]. Many questions remain sur-
rounding the exact interaction of TLRs and their ligands, the com-
plexities of which remain under constant investigation. TLR 
signaling and the responses they control continue to challenge 
thinking regarding the pathogenesis and treatment of cancers, 
immune and infectious diseases ( see  Part V, Chapters   21    –  25    ).     
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    Chapter 2   

 Bioinformatic Analysis of Toll-Like Receptor 
Sequences and Structures                     

     Tom     P.     Monie    ,     Nicholas     J.     Gay    , and     Monique     Gangloff      

  Abstract 

   Continual advancements in computing power and sophistication, coupled with rapid increases in protein 
sequence and structural information, have made bioinformatic tools an invaluable resource for the molecu-
lar and structural biologist. With the degree of sequence information continuing to expand at an almost 
exponential rate, it is essential that scientists today have a basic understanding of how to utilise, manipulate 
and analyse this information for the benefi t of their own experiments. In the context of Toll-Interleukin I 
Receptor domain containing proteins, we describe here a series of the more common and user-friendly 
bioinformatic tools available as Internet-based resources. These will enable the identifi cation and align-
ment of protein sequences; the identifi cation of functional motifs; the characterisation of protein second-
ary structure; the identifi cation of protein structural folds and distantly homologous proteins; and the 
validation of the structural geometry of modelled protein structures.  

  Key words     Toll-like receptor  ,   TLR  ,   Toll-Interleukin-1 Receptor Domain (TIR)  ,   Bioinformatics  , 
  Sequence alignment  ,   Sequence comparison  ,   Homology  ,   Structure validation  ,   FUGUE  

1      Introduction 

 Toll-like receptors (TLRs) are type I transmembrane receptors. 
They are constituted of a leucine-rich repeat ligand-binding 
domain, a single membrane spanning helix and a signalling Toll- 
Interleukin- 1 Receptor (TIR) domain [ 1 ,  2 ]. TLRs recognise a 
diverse range of microbial ligands. Following ligand binding, the 
TLRs undergo conformational change enabling the initiation of 
signal transduction [ 3 ]. The TIR domains possess a conserved αβ 
structural organisation essential for signal transduction [ 4 ]. Indeed, 
parologs of individual TLR TIRs show particularly high levels of 
amino acid conservation. 

 In this chapter, we describe the use of the classic bioinformatic 
tools BLAST [ 5 ,  6 ] and ClustalΩ [ 7 ], for the identifi cation and 
alignment of TLR TIR paralogues. We also address the identifi ca-
tion of structurally homologous proteins and the annotation of a 
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protein’s three-dimensional environment through the use of the 
programs FUGUE [ 8 ] and JOY [ 9 ]. Moreover, we describe the 
use of available resources for the identifi cation of functional motifs 
within proteins and the validation of the stereochemistry of pro-
tein structures. These techniques are highlighted with examples 
from TIR containing proteins. 

 These tools provide an important set of resources that, when 
used either individually, or in conjunction with one another, can 
greatly assist with multiple aspects of the study of TLRs. For exam-
ple, they enable important functional and structural observations to 
be made about specifi c proteins. Additionally, they can aid the design 
of expression constructs for structural and biochemical studies and 
assist in the design of rational mutagenesis for functional work.  

2    Materials 

       1.    Human TLR4 amino acid sequence (Accession Number 
O00206).   

   2.    Multiple TLR4 orthologue sequences ( see   Note 1 ).      

       1.    Human TLR4 amino acid sequence (Accession Number 
O00206). Select the region from residue 674 to 839.   

   2.    Key to formatted Joy alignments ( see  Table  1 ).

              1.    The TLR1, TLR2 and TLR10 TIR crystal structure PDB 
(Protein Data Bank) codes. These are 1fyv, 1fyw and 2j67 
respectively ( see   Note 2 ).      

2.1  TLR Orthologues

2.2  Sequence–
Structure Homology

2.3  Three- 
Dimensional Structure 
Comparison

     Table 1  
  Key to formatted Joy alignments   

 Structural features  Labelling  Residue format 

 Alpha helix  Red  x 

 Beta strand  Blue  x 

 3 10  helix  Maroon  x 

 Solvent accessible  Lower case  x 

 Solvent inaccessible  Upper case  X 

 Hydrogen bond to main-chain amide  Bold  x 

 Hydrogen bond to main-chain carbonyl  Underline  x 

 Disulfi de bond  Cedilla  ç 

 Positive phi torsion angle  Italic  x 

  X: any amino acid; ç: a half-cystine residue  

Tom P. Monie et al.
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       1.    PDB fi le for model to be validated.      

       1.    Human TRIF-related adaptor molecule, TRAM, also known 
as TICAM-2, amino acid sequence (Accession number 
NP_067681).       

3    Methods 

   Structurally and functionally important regions of homologous 
proteins often have high levels of amino acid conservation. 
Alignment and comparison of the amino acid sequence of homolo-
gous proteins from different species (i.e. protein orthologues) can 
be extremely helpful experimentally through the identifi cation of 
key functional residues and protein domain boundaries. Here, we 
describe how to identify and align orthologues of TLR4. 

          1.    BLAST (Basic Local Alignment Search Tool) identifi es regions 
of local similarity between the query and database sequences.   

   2.    Paste the human TLR4 amino acid sequence into the query 
window of the NCBI-BLAST2—Protein Database page 
(  http://www.ebi.ac.uk/Tools/sss/ncbiblast/    ).   

   3.    Check that the program selected is blastp and the database is 
protein and UniProtKB/Swiss-Prot. Run Blast ( see   Note 3 ).   

   4.    A table of results will be generated showing information about 
homologous sequences such as: protein description and source, 
length, identity, score and E value ( see   Note 4 ). From these 
results, it is possible to select TLR4 orthologues identifi ed and 
download the sequences in a FASTA format ( see   Note 5 ).      

        1.    Copy the FASTA formatted orthologues downloaded from the 
BLAST search (Subheading  3.1.1 ) into the input query fi eld 
on the EMBL-EBI ClustalΩ server web-page  (  www.ebi.ac.uk/
Tools/msa/clustalo/    ).   

   2.    The default parameters can normally be retained. Run ClustalΩ 
( see   Note 3 ).   

   3.    A series of alignment and similarity results will be generated. 
These include pairwise scores for each sequence aligned, phyl-
ogram and cladogram trees, and a multiple sequence align-
ment (Fig.  1 ).

       4.    The multiple sequence alignment is especially useful for identi-
fying regions of high and/or low conservation, domain bound-
aries and potential substitutions for mutagenic studies.       

2.4  Structural 
Validity

2.5  Post- 
translational 
Modifi cations

3.1  TLR Orthologues

3.1.1  BLAST Search

3.1.2  ClustalΩ Multiple 
Sequence Alignment

TLR Sequences and Structures
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   Sequence and structural information can be simultaneously used to 
improve the homology recognition power and the accuracy of 
sequence alignments ( see   Note 6 ). Identifying structural homol-
ogy between a protein sequence of unknown three-dimensional 
structure and one with known structure provides useful informa-
tion for understanding protein function. It also provides another 

3.2  Sequence–
Structure Homology

  Fig. 1    Example ClustalΩ multiple sequence alignment. The TIR signalling domains of six of the TLR4 ortho-
logues (host species as labelled in  fi gure panel ) identifi ed by a BLAST search (Subheading  3.1.1 ) were submit-
ted for ClustalΩ multiple sequence alignment (Subheading  3.1.2 ). The Clustal consensus sequence identifi es 
fully conserved residues (*), strongly similar substitutions (:), weakly similar substitutions (.), and a lack of 
consensus (). The consensus sequence highlights the high degree of conservation in the TLR4 TIR, in contrast 
the very C-terminus of the protein shows signifi cant variation       
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layer of information and refl ects the high evolutionary pressure for 
structurally and functionally important residues in a given protein 
family. In other words, such alignments help identify divergently 
evolved (homologous) proteins with structural and functional rela-
tionships. Furthermore, it allows prediction of the three- 
dimensional structure through comparative modelling, a technique 
which is beyond the scope of this chapter ( see   Note 7 ). Here, we 
demonstrate how to use the program FUGUE to identify struc-
tural homologues for the TLR4 TIR domain. Unlike the TIR 
domains of TLR1, 2 and 10, the structure of the TLR4 TIR 
domain has not yet been solved experimentally. 

 Annotation of protein sequence alignments with three- 
dimensional structural features is a useful tool for identifying key 
structural and functional residues. This can be achieved with a pro-
gram such as Joy, which provides a modifi ed version of the one- 
letter amino-acid code in order to convey structural information 
( see  Table  1 ). 

        1.    Open the Fugue web-page (  http://tardis.nibio.go.jp/fugue/
prfsearch.html    ) and enter your e-mail address and the amino 
acid sequence of the human TLR4 TIR domain (residues 
673–839).   

   2.    Keep the default parameters and click on search. The output is 
sent via e-mail and results can be accessed at   http://tardis.
nibio.go.jp/result/fugue/1146/fugue.html    .   

   3.    The Fugue result for human TLR4 TIR domain reveals that 
the HOMSTRAD [ 10 ] profi le hs1fyxa ( see   Notes 8  and  9 ) has 
the highest  Z -score. With over 99 % confi dence, the suggested 
homology is certain (Fig.  2a ).

       4.    The HOMSTRAD family called TIR ( see   Note 9 ), which was 
built on the crystal structures of human TLR1 and TLR2 TIR 
domains, is the second best hit. The low  Z -score of other hits 
makes them less reliable.   

   5.    Focus only on the two alignments with the highest  Z -scores by 
clicking on ‘alignment’ in the results.      

       1.    The alignments mentioned in  step 5 , Subheading  3.2.1  (Fig. 
 2b ) are represented using the Joy annotation described in 
Table  1 . In addition to providing a secondary structure predic-
tion for the query sequence they can also be used to highlight 
differences and/or problem areas within the sequence-struc-
ture alignments. These could be, for example: insertions or 
deletions in regions of helical structure; proline residues in 
regions of predicted helix; the presence, or substitution, of 
charged residues (e.g. lysine, arginine) for hydrophobic (e.g. 
phenylalanine, leucine, isoleucine, tyrosine) ones, and vice 
versa.   

3.2.1  Sequence–
Structure Homology 
with Fugue

3.2.2  Sequence–
Structure Alignment 
with Joy

TLR Sequences and Structures
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   2.    Analysis of the structural alignments reveals that the core of 
the TIR domain is well conserved between TLR1 (1fyv), TLR2 
(1fyw) and TLR4 (Query). There are however apparent differ-
ences. For instance, an extra histidine residue at position 724 in 
human TLR4 interrupts an alpha-helix and is likely to cause 
some structural distortion. In addition, compared to the struc-
tural templates, there are extra residues at the C-terminus of 
the TLR4 sequence. These are not part of the TIR domain but 
constitute a tail of unpredictable structure.       

   It can be very helpful to evaluate the degree of three-dimensional 
structural similarity between either two or more experimentally 
determined or computer-modelled structures. This can help pro-
vide an estimation of structural similarity and/or model/structure 
reliability. The following method uses the Secondary Structure 
Matching (SSM) program PDBeFold, available at    http://www.ebi.
ac.uk/msd-srv/ssm/    , to determine the similarity between experi-
mentally determined TLR TIR domains. 

       1.    Choose the pairwise 3D alignment submission option and 
select ‘PDB entry’ for both the query and target sequences.   

   2.    Insert the PDB codes for TLR1 (1fyv) and TLR2 (1fyw) TIR 
domains in the query and target fi elds respectively.   

   3.    Retain the default parameters and submit query ( see   Note 10 ).   
   4.    An output table detailing the 3D structural similarity will be 

generated. In general, the higher the number of aligned resi-
dues and the lower the rmsd (Root mean square deviation of 

3.3  Three- 
Dimensional Structure 
Comparison

3.3.1  Pairwise Structural 
Comparison

  Fig. 2    Example analysis of a TLR4-TIR domain homology search using Fugue. Extract of the output for Fugue 
sent via e-mail ( a ) and the sequence–structure alignments of the two top hits based on the Joy annotation ( b )       
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Cα atoms) the greater the degree of structural similarity ( see  
 Note 11 ). The values for the TLR1 and TLR2 structural com-
parison suggest a high degree of structural similarity.      

       1.    Choose the multiple 3D alignment submission option and 
select ‘PDB entry’ as the source.   

   2.    Input the TLR1 TIR PDB code (1fyv) and press the ‘Actualize’ 
button, followed by the new entry button. Repeat for TLR2 
(1fyw).   

   3.    Input the TLR10 (2j67) TIR structure fi les and press ‘Find 
Chains’; delete B, Y and Z from the text box then press 
‘Actualize’. This removes unnecessary information as the 
TLR10 structure was a dimer. Submit query.   

   4.    The results page will contain information relating to the simi-
larities of the 3D superposition of the structure. This will 
include rmsd and Q scores, alignment of secondary structure 
elements and a structural alignment of input fi les. The aligned 
fi les can be viewed individually, as a superposition, or 
downloaded.       

   There are many computer packages that will produce structural 
models with little more user input than an amino acid sequence. 
However, the models produced may contain regions of either 
poor, or disallowed, stereochemistry. It is always advisable to vali-
date the geometry of any models generated. Two good ways to do 
this: use the programs Verify3D and Rampage. Verify3D assesses 
the sequence position and structural environment of the model 
and compares them to databases of known high-quality structures. 
Rampage provides a Ramachandran plot analysis to assess the ste-
reochemical environment of the backbone torsion angles in the 
modelled structure.

    1.    Upload, and submit for analysis, the co-ordinate PDB fi le of 
the modelled structure to the servers for Verify3D  (  http://ser-
vices.mbi.ucla.edu/Verify_3D/    ) and RAMPAGE (  http://
mordred.bioc.cam.ac.uk/~rapper/rampage.php    ).   

   2.    Sample results for a TLR4 TIR homodimer model are in 
Fig.  3 .

       3.    Verify3D scores each residue on a scale of −1 to +1 and a score 
of >0.2 suggests that the residue is in a structurally favourable 
environment. Regions with scores below this suggest that 
those parts of the model must be viewed as less reliable. The 
region of output shown in Fig.  3  indicates that the TLR4 
model submitted has all Verify3D scores over 0.2 and therefore 
possesses high-quality stereochemistry, with the individual res-
idues being found in structurally favoured environments.   

3.3.2  Multiple Structural 
Comparison

3.4  Structural 
Validity

TLR Sequences and Structures
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   4.    RAMPAGE produces a clear graphical output of the 
Ramachandran plot that identifi es the proportion of residues 
in favoured, allowed and disallowed regions. This provides a 
clear indication of the stereochemical quality of the model. For 
the TLR4 model submitted (Fig.  3 ) over 98 % of the residues 
have torsion angles in the favoured regions, less than 2 % in 
allowed regions, and there are no outliers. This helps confi rm 
the high-quality stereochemistry of the model.      

   Assessing the presence of post-translational modifi cations in the 
Toll receptor pathway proteins is critical for understanding the 
biology of Toll signalling. Many tools exist for this purpose ( see  
 Note 12 ) and here we use one to identify a protein myristoylation 
site on the TIR containing adaptor protein TRAM. Myristoylation 
anchors the adaptor protein to the plasma membrane, where it 
fulfi ls its biological role in transferring the signal of activated Toll 
receptors. The linkage occurs on a consensus sequence consisting 
of Gly-X-X-X-Ser/Thr-Lys/Arg, where X stands for any amino 
acid. The 14 carbon fatty acid, myristic acid, is covalently attached 

3.5  Post- 
translational 
Modifi cations
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  Fig. 3    Example analysis of a modelled TLR4 homodimer using RAMPAGE ( a ) and Verify3D ( b )       
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by amide linkage to the N-terminal glycine of a protein by an 
N-terminal myristoyltransferase.

    1.    Copy the FASTA formatted TRAM protein sequence into the 
query fi eld on the NMT server web-page (  http://mendel.imp.
ac.at/myristate/SUPLpredictor.htm    ).   

   2.    Keep the default parameter of ‘Eukaryota’ as it fi ts the taxon-
omy of the sequence.   

   3.    Run the prediction.   
   4.    A reliable myristoylation site is predicted at residue G2 within 

the sequence  G IGK SK INSCPLSLSWG, with an overall score 
of 0.85 and a probability of false-positive prediction of 
1.98 × 10 −3 .   

   5.    A logical progression would be to confi rm the presence and 
biological relevance of this modifi cation. Indeed site-directed 
mutagenesis of the predicted myristylation residue (Gly2Ala) 
and confocal microscopy experiments have determined that 
wild-type TRAM is myristylated and localises to the plasma 
membrane. In contrast, a G2A mutant TRAM has a cytoplas-
mic distribution and is unresponsive to lipopolysaccharide 
stimulation [ 11 ].    

4       Notes 

     1.    These can be obtained from a BLAST search,  see  Subheading 
 3.1.1 .   

   2.    The full PDB fi les can be downloaded from the Protein Data 
Bank (  http://www.rcsb.org/pdb/home/home.do    ).   

   3.    The default search parameters should be fi ne for these applica-
tions. If the user wants further information regarding parame-
ter attributes and variation it is recommended that they read 
the related program documentation available through the 
EMBL-EBI web-site (  http://www.ebi.ac.uk    ). The UniProtKB/
Swiss-Prot database is the smaller portion of the  UniProt data-
base and contains fully annotated sequence information. Using 
this stops multiple redundant hits being identifi ed. If it was 
unknown whether orthologues existed then use of the 
UniProtKB/TrEMBL or UniProt Clusters databases would be 
more appropriate.   

   4.    The score takes into account the number of gaps and substitu-
tions in the alignment. The greater this number, the better the 
quality of the alignment. The E value is a measure of the likeli-
hood of the alignment occurring by chance. The smaller this 
number the less likely the alignment is a result of chance.   

TLR Sequences and Structures
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   5.    The fi rst line of a FASTA formatted protein sequence starts 
with a > followed by descriptive text about the sequence. The 
second, and subsequent, lines contain the protein sequence in 
single letter code with no spaces or numbering.   

   6.    A good overview of structural homology modelling can be 
found in the following reference [ 12 ].   

   7.    To fi nd out about the homology modelling approach, go to 
the Swiss-model (  http://swissmodel.expasy.org    ) and the 
Modeller (  http://www.salilab.org/modeller    ) web-pages.   

   8.    HOMSTRAD (HOMologous STRucture Alignment 
Database) is a curated database of structure-based alignments 
for homologous protein families. Its web-site can be found at 
  http://tardis.nibio.go.jp/homstrad/    .   

   9.    FUGUE results are given as a list of potentially matching 
HOMSTRAD profi les. The code hs1fyxa corresponds to the 
crystal structure of the TLR2 mutant P681H. 1fyxa relates to 
the PDB identifi er (1fyx; chain A) in the HOMSTRAD ‘hs’ 
database. The code TIR refers to the HOMSTRAD family 
containing the TLR1 and TLR2 crystal structures (PDB 1fyv 
and 1fyw). Clicking of the listed HOMSTRAD profi le in the 
FUGUE results will open the HOMSTRAD entry and show 
details of its composition.   

   10.    If using a different query sequence and the whole PDB archive 
as the target then it may be necessary to lower the percentage 
similarity cut-off for the lowest acceptable target match in 
order to get any positive hits.   

   11.    Full details of the interpretation of results and scores can be 
found at   http://www.ebi.ac.uk/msd/EMBO/ssm-tutorial/
ssm_tutorial.html    . The higher the Z and Q scores the better.   

   12.    A list of programs for the prediction of post-translation modi-
fi cations can be found on the Expasy tools web-site at   http://
www.expasy.org/tools    .         
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Chapter 3

Toll-Like Receptor Interactions Measured by Microscopic 
and Flow Cytometric FRET

Gabor L. Horvath, Pia Langhoff, and Eicke Latz

Abstract

Protein–protein interactions regulate biological networks. The most proximal events that initiate signal 
transduction frequently are receptor dimerization or conformational changes in receptor complexes. Toll- 
like receptors (TLRs) are transmembrane receptors that are activated by a number of exogenous and 
endogenous ligands. Most TLRs can respond to multiple ligands and the different TLRs recognize struc-
turally diverse molecules ranging from proteins, sugars, lipids, and nucleic acids. TLRs can be expressed on 
the plasma membrane or in endosomal compartments and ligand recognition thus proceeds in different 
microenvironments. Not surprisingly, distinctive mechanisms of TLR receptor activation have evolved. A 
detailed understanding of the mechanisms of TLR activation is important for the development of novel 
synthetic TLR activators or pharmacological inhibitors of TLRs. Confocal laser scanning microscopy com-
bined with GFP technology allows the direct visualization of TLR expression in living cells. Fluorescence 
resonance energy transfer (FRET) measurements between two differentially tagged proteins permit the 
study of TLR interaction, and distances between receptors in the range of molecular interactions can be 
measured and visualized. Additionally, FRET measurements combined with confocal microscopy provide 
detailed information about molecular interactions in different subcellular localizations. These techniques 
permit the dynamic visualization of early signaling events in living cells and can be utilized in pharmaco-
logical or genetic screens.

Key words Confocal microscopy, Laser scanning microscopy (LSM), Fluorescence resonance energy 
transfer (FRET), Fluorescence lifetime imaging microscopy (FLIM), Flow cytometry, Toll-like recep-
tor (TLR)

1 Introduction

Investigations of protein–protein interactions are important for the 
understanding of higher organization levels of molecular com-
plexes, their structure–function relationships, and the regulation of 
signal transduction processes. Many techniques are available to 
measure and quantify protein–protein interactions in vitro, for 
example, circular dichroism, isothermal titration calorimetry, sur-
face plasmon resonance, nuclear magnetic resonance spectroscopy, 
or gel retardation assays. However, some techniques require large 
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amount of proteins and protein interactions are assessed outside 
the more complex context of a living cell. Biophysical approaches 
combined with light microscopy permit the study of protein–protein 
interactions in a non-destructive manner in living cells. The lateral 
resolution of light microscopy is a function of the numerical aper-
ture (NA) of the objective lens and is influenced by the index of 
refraction of the medium and the wavelength of light. Regular 
light microscopy and confocal laser scanning microscopy therefore 
have a practical lateral resolution limit of about 200 nm. Most 
molecular interactions occur in the range of a few nanometers, and 
thus, receptor–receptor interactions or conformational changes 
within receptor complexes cannot be directly visualized by light 
microscopy due to the limitations given by the resolution of light. 
However, if light microscopy is combined with techniques such as 
fluorescence resonance energy transfer (FRET) or bimolecular flu-
orescence complementation, molecular interactions can be studied 
dynamically in living cells. Furthermore, if combined with confocal 
imaging, information about the subcellular localization of protein 
interactions or conformational changes can be obtained.

We will discuss the different methods of microscopic detection 
of FRET based on sensitized emission intensity, photobleaching, 
and fluorescence lifetime measurements. Furthermore, we will 
describe how to measure sensitized emission-based FRET on a 
flow cytometer with fluorescently labeled antibodies (Fig. 1).

FRET is a process by which a fluorescent donor molecule in an 
excited electronic state transfers its energy to a neighboring accep-
tor molecule via a non-radiative dipole–dipole interaction [1, 2]. 
The term “fluorescence resonance energy transfer” can be mislead-
ing, because the energy is not actually transferred by fluorescence. 
The acceptor fluorophore molecule can be a dark quencher or 
another fluorescent molecule (in this article, we only explore the 
latter). The prerequisites for this process are that (1) there is a sub-
stantial overlap between the emission spectrum of the donor and 
the excitation spectrum of the acceptor fluorophore (gray area in 
Fig. 2a), (2) the spatial separation of the two molecules is between 
1 and 10 nm, and (3) the dipole moments of the molecules are 
correctly aligned.

The most immediate effect of FRET is a decrease in fluores-
cence lifetime of the donor fluorophore, as the FRET process 
competes for the available excited donor states with fluorescent 
and thermal relaxation. This results in the decrease of donor fluo-
rescent quantum efficiency and fluorescent intensity, and the 
simultaneous increase of acceptor fluorescent intensity (as excited 
at the donor excitation wavelength). These two phenomena are 
referred to as “donor quenching” and “sensitized emission” 
(arrows in Fig. 2a).

1.1 Theory of FRET
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The extent of the FRET process can be quantified by FRET 
efficiency (E), which is a direct measure of the fraction of photon 
energy absorbed by the donor that is transferred to an acceptor. 
Transfer efficiency can be calculated by using the rate constants of 
donor relaxation processes:

 
E

k

k k k
=

+ +
T

T F( )
,

0  
(1)

where kT is the transfer rate constant, kF is the fluorescent rate con-
stant, and k0 is the sum of any other relaxation rate constants of 

TLR9-CFP + TLR9-YFP TLR9-CFP + TLR9-YFP

      TLR2              TLR2
         +                 +
IgG-AF488        IgG-AF555

      TLR2          TLR2
         +             +
IgG-AF488    IgG-AF555

a

b

Fig. 1 Model of TLR association and ligand-induced changes in TLR9 conforma-
tion reported by CFP-YFP FRET (a) or in TLR2 association reported by fluores-
cently labeled antibodies (b)
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donor fluorophore. Since the transfer rate can also be expressed as 
a function of the separation of the two fluorophores (see Note 1), 
one can yield an equation where the transfer efficiency is deter-
mined by the distance (R) between the donor and acceptor fluo-
rescent dyes:
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where R0 is the so-called Förster critical distance corresponding to 
50 % transfer efficiency for a given donor–acceptor pair (for CFP–
YFP, this is 4.9 nm) (see Note 2). Accordingly, the biggest advan-
tage of any FRET method is the strong dependence of transfer 
efficiency on the distance between the two fluorescent dyes (Fig. 2b). 
The FRET efficiency depends on the donor-to-acceptor separation 
distance with an inverse 6th power law. Subtle changes in distances 
between FRET fluorophores at the level of molecular interaction 
or binding are reflected by changes in FRET efficiencies.

The measurement of fluorescence intensity is one of the easiest and 
most available ways to characterize protein interactions via the 
FRET process, and it is adapted to fluorescent plate readers, 
 spectrofluorometers, flow cytometers, wide-field microscopes, and 
confocal laser scanning microscopes.

One measurable characteristic of energy transfer is the decrease 
in donor fluorescence intensity (i.e. donor quenching). Thus, the 
analysis of donor quenching can be used to calculate the transfer 
efficiency E. Equation 3 indicates that only two fluorescent intensities 

1.2 Experimental 
Approaches 
for Measuring FRET
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are required. The fluorescence intensity of the donor is compared 
in the presence (ID

DA) or absence (ID
D) of an acceptor:

 
E
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D
D
.
 

(3)

One possible way to measure fluorescence de-quenching is to 
bleach the acceptor fluorophore by applying intense laser light at 
the wavelength of acceptor absorbance to photo-physically destroy 
the acceptor fluorophore. FRET efficiency is calculated using Eq. 
3 by comparing the donor fluorescence before and after acceptor 
bleaching. This technique is referred to “donor de-quenching after 
acceptor photobleaching.”

Another popular method to study FRET in living samples is to 
quantify the sensitized emission of the acceptor fluorophore by 
excitation of the donor fluorophore (termed “sensitized emission 
FRET”). In this approach, the fluorescence intensity of the accep-
tor as excited at the donor wavelength in the presence (IA

DA) or 
absence (IA

A) of a donor is compared. The transfer efficiency is
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where εD and εA are the extinction coefficients of the donor and 
acceptor fluorophores as excited at the donor wavelength, and cD 
and cA are the concentrations of the donor and acceptor fluoro-
phores. The excitation coefficients and concentrations are practi-
cally scaling the calculated transfer efficiency values to an absolute 
scale, which is only dependent on the Förster critical distance. The 
advantage of this calculation is that the sensitized emission inten-
sity is compared to very low fluorescence intensity, as the acceptor 
usually cannot be efficiently excited at the donor excitation wave-
length. However, considerable spectral bleed-through from the 
donor can represent a major technical hurdle. Thus, the sensitized 
emission intensity should be corrected for both donor bleed- 
through and acceptor cross-excitation. For this reason, sensitized 
emission FRET measurements always require the presence of 
appropriate controls (donor and acceptor fluorophore alone).

The ratiometric image-based sensitized emission FRET method 
can be adapted to data sets measured on a flow cytometer. The 
same benefits and restrictions apply to this measurement technique 
as practically the same lasers and emission filters are used in both 
the imaging and flow cytometry method. A great advantage here is 
that while on a microscope usually only a few cells are measured, 
on a flow cytometer fluorescent intensities of tens of thousands of 
cells are acquired that allows for robust statistics on a large popula-
tion and even for distinguishing populations based on different 
FRET efficiencies [3].

1.2.2 Sensitized 
Emission FRET

1.2.3 Sensitized 
Emission FRET in Flow 
Cytometry
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Another approach to measure FRET efficiency is the photo- physical 
destruction of the donor fluorophore, which will efficiently 
decrease the possibility of energy transfer. The complete photo-
destruction of the donor molecule would not lead to a feasible 
method, because it would not leave any measurable fluorescence 
intensity that can be compared to the initial intensity. Instead, the 
donor fluorophore is destroyed sequentially by strong excitation 
light with concomitant imaging of the decreasing fluorescence 
emission. The photobleaching decay rate of the donor fluorophore 
is calculated by fitting a double-exponential function to the series 
of intensities on a pixel-by-pixel basis. The transfer efficiency is 
obtained by comparing the average photobleaching time constants 
of a sample with donor only (τ′D) to a sample with both donor and 
acceptor present (τ′DA):
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where τ′DA > τ′D, because energy transfer introduced an additional 
pathway for relaxation beside fluorescence emission and non- 
radiative photo-destruction [4]. A disadvantage of donor photo-
bleaching is that it requires two separate measurements to calculate 
transfer efficiency that can result in statistical artifacts. Additionally, 
the data analysis requires sophisticated software that is not readily 
available [5], and long acquisition times (usually 5–15 min, 
depending on the photostability of donor dye) do not allow for 
live cell imaging.

On the other hand, if the acceptor molecule is sufficiently 
photo-labile, its photo-destruction would result in the recovery of 
donor intensity, thus a simple donor quenching calculation will 
yield transfer efficiency in the same sample:
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where IDpre and IDpost are the donor intensities in pre- and post- 
bleaching conditions. Since donor photobleaching is not frequently 
used for FRET efficiency analysis, we do not describe this method 
further in Subheading 3.

Each of the methods to detect FRET described above is based on 
measuring fluorescence intensities and changes thereof as a conse-
quence of FRET. These methods make use of the fact that fluoro-
phores display characteristic emission spectra that can be used to 
separate different fluorophores and that FRET leads to intensity 
changes in both donor and acceptor fluorophores. Another physi-
cal process that can be measured with excited fluorophores is the 
lifetime of fluorescence decay. Each fluorophore exhibits a unique 
fluorescence lifetime that can be used to separate fluorophores or 

1.2.4 Donor 
Photobleaching

1.2.5 FRET Analysis 
by Fluorescence Lifetime 
Imaging (FLIM)
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to probe for the existence of FRET. The fluorescence lifetime (τ) is 
the average time during which a fluorescent molecule remains in 
an excited state before returning to the ground state. Fluorescence 
lifetime imaging (FLIM) combines the measurement of fluores-
cence lifetimes with microscopic imaging techniques, such as con-
focal imaging or other imaging modalities. In confocal-based 
FLIM for example, fluorescence lifetime decay characteristics of a 
fluorescent sample are acquired at each position of a confocal scan, 
i.e. at each pixel of the image. The data can be represented as 
images, where fluorescence lifetime data are color-coded, and the 
amount of signal (i.e. the fluorescence intensity) is coded by con-
trast intensity.

The fluorescence lifetime of a fluorophore is independent of 
probe concentration, excitation intensity, and photobleaching. In 
addition, the fluorescence lifetimes are not only different for dis-
tinct fluorophores, but the fluorescence lifetime also depends on 
the molecular environment of the fluorophore molecules. Since 
the lifetime does not depend on the concentration of the fluoro-
phore, fluorescence lifetime measurements can directly probe 
changes of, for example, ion concentrations or oxygen saturation. 
During the process of FRET, donor fluorophores that transfer 
energy to acceptor fluorophores show decreased fluorescence life-
times. This phenomenon can be exploited for sensitive and accu-
rate FRET measurements.

A major advantage of FLIM-based FRET measurements is that 
only the donor fluorescence decay needs to be measured as the 
donor lifetime changes upon energy transfer. Thus, spectral bleed- 
through correction for acceptor fluorescence is not required. By 
measuring the donor lifetime in the presence and the absence of 
acceptor one can accurately assess the FRET efficiency
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where rDA is the donor lifetime in the presence of acceptor (energy 
transfer situation) and rD is the donor lifetime in the absence of 
acceptor.

Even though acquiring an acceptor image is not required, it 
can be really beneficial to see whether the measured FRET effi-
ciency corresponds to areas where acceptor molecules are present. 
To account and correct for the absence of acceptor molecules, 
pulsed interleaved excitation (PIE) was developed [6–8]. In PIE- 
FRET applications, two pulsed laser sources are selected to excite 
both the donor and acceptor molecules. The laser pulses are 
delayed to each other in the tens of nanoseconds range (to allow 
for proper fluorescence relaxation) to generate a pulse sequence, 
where the pulses are interleaved. When the two fluorophores are 
within FRET range, the acceptor fluorescence will show up in the 
first time window in the acceptor channel, which is followed by the 
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fluorescence of the donor in the second time window in the donor 
channel that is accompanied by acceptor fluorescence due to 
FRET. When the separation between the two fluorophores is too 
large, only direct excitation will produce observable fluorescence. 
However, when the acceptor molecule is not present or non- 
fluorescent, there will be no fluorescence in the first-time window. 
The PIE-FRET method allows correcting for proper stoichiometry 
in FRET calculations and eliminates zero-peak signals on the FRET 
efficiency histogram originating from donor-only molecules.

FLIM can be implemented in wide-field, confocal, and multi- 
photon excitation microscopes. Point scanning methods are advan-
tageous as subcellular resolution can be obtained, and the lifetime 
measurements do not reflect average lifetimes of entire excited vol-
umes. Instrumental methods for measuring fluorescence lifetimes 
can broadly be divided into two categories: frequency domain and 
time domain [9, 10]. Either method can be used in one-photon or 
two-photon FRET-FLIM microscopy. In the frequency domain 
mode, the fluorescence lifetimes can be determined by a phase- 
modulated method. The intensity of a laser continuous wave 
source can be modulated at high frequency, resulting in modula-
tion of the fluorescence. Since the fluorophore in the excited state 
has a specific lifetime, the fluorescence will be delayed with respect 
to the excitation signal. Thus, the lifetime can be determined from 
the phase shift.

Here, we describe the measurement of fluorescence lifetimes 
using the time domain method of data acquisition. Fluorescence 
lifetimes can be determined in the time domain by using a pulsed 
laser source. Time-correlated single photon counting (TCSPC) is 
typically employed in time domain FLIM measurements. In 
TCSPC, the laser pulses excite a population of fluorophores and 
the timing of single-photon emissions is recorded yielding a prob-
ability distribution for the emission of single photons. The 
 time- resolved fluorescence decays exponentially and thus, during 
lifetime analysis, fluorescence decay curves recorded by TCSPC are 
fitted to (multiple) exponential decays. The time response of the 
instrument components is taken into account by an iterative decon-
volution technique.

2 Materials

In principle, FRET can be analyzed with any instrument that is 
able to read fluorescence. For example, it is possible to perform 
FRET measurements with epi-fluorescence microscopes, confocal 
laser scanning microscopes, spectrofluorometers, flow cytometers, 
fluorescence plate readers, fluorescence gel documentation sys-
tems, or instruments capable of analyzing fluorescence lifetimes. 
A requirement for intensity-based FRET analysis is a sufficiently 

2.1 Instrumentation
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sensitive fluorescence acquisition that allows reliable measurements 
of donor, sensitized emission, and acceptor fluorescence. Complete 
fluorescence separation of donor from acceptor or donor from sen-
sitized emission is not a requirement as the FRET efficiency can be 
obtained by using appropriate mathematical algorithms (described 
above). The analysis of FRET by confocal microscopy is particu-
larly useful for living biological samples, as the spatial resolution of 
a confocal microscope allows relating the FRET signal to subcel-
lular structures and to fluorescent ligands. A flow cytometry-based 
FRET analysis does not permit subcellular FRET resolution, but 
has the advantage that entire cell populations can be analyzed for 
the existence of or change in FRET [11, 12]. A combination of 
confocal FRET analysis with flow cytometric FRET analysis would 
be an ideal scenario for comprehensive analysis of receptor 
interactions.

There are many commercial confocal microscope systems avail-
able which allow the analysis of FRET. We will describe the analysis 
of FRET as performed on a Leica AOBS confocal microscope. The 
Leica SP5 AOBS confocal microscopes have an optical configura-
tion that does not make use of any filters or dichroic mirrors. As a 
result of this completely filter-free optical set-up, these instruments 
have less light loss in the optical path than conventional confocal 
microscopes. In addition, the acousto-optical devices and the spec-
tral detection system allow for a flexible set-up of optical paths. (1) 
Multi-parameter analysis requires the selection of several laser lines. 
To select the laser lines or to attenuate intensity for balanced illu-
mination of different fluorophore densities, acousto-optical tun-
able filters (AOTF) are used. (2) The fluorescence emission from 
the specimen is separated by an acousto-optical beam splitter 
(AOBS), which replaces the conventionally used dichroic mirrors. 
(3) The spectral detector uses a prism to break up the light. The 
appropriate wavelength range is selected by a series of spectropho-
tometer modules. These modules carry reflective mirrors at the 
edges of the spectrophotometer slits that reflect the wavelengths 
above and below the captured fluorescence range to other detec-
tors having similar setups. Up to five detectors are implemented in 
the Leica spectral detection confocal microscopes. The spectral 
detector replaces the arrays of secondary beam splitters and barrier 
filters found in conventional confocal microscopes. The non-linear 
optical elements (AOTF, AOBS) and the spectral detection system 
allow for precise wavelength selection in any range at very high 
light transmission. The complete freedom of selection of laser lines 
(due to the AOBS) and range of emission capture (due to the spec-
tral detection) is very beneficial for the set-up of optimal condi-
tions for FRET experiments.

For FLIM measurements in the time-domain on a confocal 
microscope, a pulsed laser source and drive (PDL-828 “Sepia II”, 
Picoquant, Berlin, Germany) and a fast detector (LSM_SPAD) 
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along with a time-correlated single photon counting (TCSPC) 
module (PicoHarp 300) are necessary. The pulsed excitation can 
be obtained with a multi-photon laser or a pulsed single-photon 
laser. For the Leica SP2 AOBS confocal system, a time-domain 
lifetime attachment system (D-FLIM) can be obtained. The Leica 
SP5 confocal microscopes can be equipped with up to two internal 
FLIM detectors and two external high-sensitivity, single-photon 
avalanche diode (SPAD) detectors, and with external pulsed laser 
sources. It is advisable to use the external SPAD detectors because 
of the higher sensitivity; however, the external light path does not 
use the internal AOBS system, but rather relies on conventional 
filters and dichroic mirrors that need to be matched to the proper 
fluorophore pair. The implementation of TCSCP capability in a 
laser scanning confocal microscope allows the measurement and 
analysis of fluorescence lifetimes at each pixel of the confocal scan.

For flow cytometric FRET measurements, any flow cytometers 
would work that have two laser lines corresponding to the excita-
tion of the donor and acceptor fluorophores, and three detectors 
with two detecting signals from the donor excitation laser and one 
from the acceptor laser. We have successfully performed FRET 
measurements on BD FACSCalibur, FACSDiVa, FACSArray, 
FACSCanto, LSRII, Aria and LSRFortessa, Beckman Coulter 
MoFlo, and Miltenyi MACSQuant VYB.

The image acquisition for FRET measurements can be performed 
with the Leica Application Suite Advanced Fluorescence (LAS AF) 
software. The software provides an easy-to-use interface for 
 different methods of FRET analysis (e.g. acceptor photobleaching 
FRET or sensitized emission FRET). For lifetime measurements, 
data analysis can be performed using SymPhoTime64 from 
PicoQuant on the SMD acquisition and analysis computer pro-
vided with the Leica SP5 system.

The use of the LAS AF software for FRET analysis is not 
required, as there are many image analysis software packages that 
can analyze images for the existence of FRET. An excellent free-
ware program for image analysis is ImageJ that was developed at 
the NIH (http://rsb.info.nih.gov/ij/index.html), or the Fiji, pre- 
compiled ImageJ distribution package [13]. ImageJ operates with 
various data formats, can perform a multitude of image manipula-
tions, and it is programmable via a macro interface or using Java. 
Of note is the RiFRET ImageJ plugin that can perform intensity- 
based ratiometric FRET analysis on multiple images [14].

There are multiple commercial software packages available for 
analyzing flow cytometry data; unfortunately, these can only calcu-
late simple ratios, and do not have complex mathematical expres-
sion of measured parameters implemented. In order to be able to 
define any mathematical equations between the measured fluores-
cent intensities, we use a custom-written software, ReFLEX [12].

2.2 Data Processing
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The most commonly used fluorophores applicable for FRET analysis 
are listed in Table 1. Some widely used FRET dye-pairs according 
to this table are: CFP–YFP, YFP (GFP)–mCherry, R-PE–APC, 
Alexa 488–Alexa 555, Alexa 546–Alexa 647, and Cy3–Cy5. The 
fluorescence protein pairs CFP–YFP or GFP–mRFP are mostly 
used for live cell imaging of FRET.

 1. DNA transfection reagents: FuGENE 6 (Promega) or 
GeneJuice (EMD Millipore) for transient transfection of cells.

 2. Slides to use for live cell imaging: CELLView, 35-mm dish 
(Greiner Bio-One) or μ-Slide, 8-well (Ibidi).

 3. Antibodies: anti-TLR2 antibodies (TL2.1; eBioscience) were 
directly conjugated by Alexa dyes following the protocol pro-
vided by the manufacturer (Life Technologies GmbH).

 4. Ficoll density gradient (GE Healthcare GmbH).
 5. Red cell lysis buffer (Miltenyi Biotec GmbH).
 6. RPMI 1640 medium (Life Technologies GmbH).
 7. Fetal Bovine Serum (FBS) (Life Technologies GmbH).
 8. CD14 microbeads (Miltenyi Biotec GmbH).

2.3 Fluorophores

2.4 Reagents

Table 1 
Photo-physical parameters of frequently used fluorescent proteins and fluorophoresa

Fluorophore 
names

Extinction
coefficient
ε (1/M cm)

Fluorescent 
quantum yield

Excitation 
maximum (nm)

Emission 
maximum (nm)

Laser 
lines (nm)

ECFP 33,900 0.40 435 475 405, 458

EGFP 55,000 0.60 489 508 458, 488

EYFP 84,000 0.61 514 527 488, 514

mRFP 44,000 0.25 584 607 543, 561

FITC 81,000 0.85 495 520 488

Alexa 488 71,000 0.94 495 519 488

R-PE 1,960,000 0.84 498, 565 575 488, 514, 
543

Cy3 150,000 0.15 552 570 532, 543

Alexa 546 104,000 0.96 556 573 532, 543

Cy5 250,000 0.28 643 667 633

Alexa 647 239,000 ND 650 665 633

APC 240,000 0.68 650 660 633
aAll of these values were obtained from the collective fluorophore database available at George McNamara’s web-site: 
http://home.earthlink.net/~pubspectra/
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3 Methods

Fluorescent proteins can be fused to either terminus of the protein 
and the functionality of the fusion partner should be tested empiri-
cally. TLRs are type 1 transmembrane receptors with an N-terminal 
leader sequence. In our experience, C-terminal fusions of fluores-
cent proteins with TLRs did not disrupt signaling of the published 
TLR-FP fusions [15–27]. It is advantageous to deliver TLR-FP 
fusion proteins via viral vectors, such as lentiviruses or retroviruses, 
as this method permits dosage of gene integration and thus limits 
effects of gene overexpression. The most reliable and reproducible 
FRET measurements can be performed in stably transfected or 
transduced cells. Transient transfection can act as a cell stressor, 
which could negatively influence the FRET analysis. For FRET 
measurements, single color controls (donor and acceptor fluoro-
phores) are necessary for sensitized emission FRET analysis. It is 
advantageous to generate single color control cells of the fusions 
used for the FRET experiments, as this would ensure that  expression 
levels of controls are similar to that of the double color sample.

 1. Human peripheral blood mononuclear cells (PBMCs) were 
purified from whole blood over Ficoll density gradient accord-
ing to manufacturer’s description.

 2. Erythrocytes were lysed in red cell lysis buffer and cells were 
resuspended in RPMI medium supplemented with 10 % FBS.

 3. Human CD14+ monocytes were isolated from PBMCs using 
CD14 microbeads. These cells are used to describe methods in 
Subheading 3.2.2.

Sensitized emission FRET is a non-destructive method of FRET 
analysis and is most frequently used for live cell experiments. Any 
sensitized emission FRET experiment requires at least three sam-
ples: a sample containing donor only, a sample containing acceptor 
only, and a sample containing both fluorophores. The samples 
containing single fluorophores are used for calculating spectral 
overlap and cross-excitation from different laser lights at different 
detectors. In addition, single color controls are generally useful to 
determine whether the FRET calculation was accurate and did not 
lead to false-positive FRET assignments. In addition to these 
required fluorescent samples, it is also advantageous to prepare a 
positive FRET control, such as a fusion between donor and accep-
tor fluorescent proteins. The Leica confocal software contains a 
FRET SE acquisition and analysis wizard. The user follows several 
steps that are briefly outlined below.

 1. The experimental conditions are set for the acquisition of the 
donor, FRET (sensitized emission), and acceptor channels. 
These three images are required for the calculation of the 

3.1 Constructs 
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3.2.1 Sensitized 
Emission FRET
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correction factors. Two scans will be performed in a line-by-line 
fashion. The first scan should be set-up with a laser exciting 
the donor (e.g. 405 or 458 nm for CFP) and two detectors 
activated for the emission acquisition of donor fluorescence 
and FRET fluorescence. Adjust the PMT gains so that pixels 
are not saturated. For the second scan, a laser that excites the 
acceptor fluorophore is selected (e.g. 514 nm for YFP) and 
the emission of the acceptor is captured with the same detec-
tor that was used in the first scan for the FRET fluorescence. 
The PMT settings for this channel should not be changed at 
all. Instead, adjust the image brightness by changing the laser 
power until the image setting is satisfactory (see Note 3). 
Define the zoom level (around three times with a 63× objec-
tive for best digital resolution) and number of averages (usu-
ally four or eight for single images, and two for time-series to 
avoid substantial  photobleaching) for best imaging condi-
tions and proceed to the next step.

 2. The actual images are acquired. The software is set-up for the 
acquisition of three samples: FRET, donor, and acceptor (A, B, 
and C in the FRET algorithm). It is recommended to have 
single positive cells for donor and acceptor fluorophores in the 
same or independent dishes (see Note 4).

 3. The calibration is performed. Ensure that you have the appro-
priate image set active and draw a region of interest (ROI) 
around a representative cell that expresses either donor or accep-
tor fluorophore alone. If the background between the samples 
differs or the background fluorescence is above zero, perform a 
background correction by selecting ROIs in regions of the sam-
ple that are not covered by cells. After the ROIs have been cor-
rectly assigned to acceptor and donor fluorescence and the 
background has been sampled, press the button “Next” to 
obtain the correction factors. The calculated calibration factors 
will be applied to the current FRET sequence and to all subse-
quent images that are acquired with unchanged settings. It is 
possible to save the correction factors and reuse them. However, 
the precondition for reusing saved settings is that the measure-
ments are performed with exactly the same imaging conditions.

 4. The theoretical background of FRET analysis is given in 
Subheading 1.2. There are many different ways to calculate 
FRET efficiency using sensitized emission FRET. The equa-
tions differ mostly in the use of correction factors. The Leica 
LAS AF software for the SP5 and SP8 generation instruments 
gives the user the choice to select from several methods for the 
FRET efficiency calculation (see Note 5).

 5. The FRET output is provided as an image in which the FRET 
efficiencies found at each pixel of the image are false-colored 
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using a look-up table that codes changes in FRET efficiency as 
changes in color. It is also possible to analyze particular regions 
of interest in the image for the amount of FRET efficiency.

The measurement of FRET efficiency based on the sensitized emis-
sion of the acceptor fluorophore on a flow cytometer is fairly simi-
lar to how that is performed on a microscope. The FRET 
experiment would require four samples in this case: an unlabeled 
or non-transfected background sample, a sample containing donor 
only, a sample containing acceptor only, and a sample containing 
both fluorophores. The unlabeled sample is used to set up the 
background autofluorescence of the cells (which is usually not 
observable on a microscope), the samples containing single fluoro-
phores are used for calculating spectral overspill and cross- excitation 
from different laser excitations at the different detectors. When the 
proteins of interest were labeled with antibodies, the proper iso-
type- and FMO-control samples are also required, but only to 
identify possible problems with non-specific antibody binding. 
Using fluorescence compensation is not recommended (especially 
the hardware-based ones on the older instruments), as the mathe-
matical algorithms to calculate FRET efficiency rely on raw fluores-
cence intensities and the spectral correction factors in the algorithm 
act similar to a compensation matrix. In addition to these required 
fluorescent samples, it is also advantageous to prepare a positive 
FRET control, such as a fusion between donor and acceptor fluo-
rescent proteins or antibody labeling of some proteins that are 
known to dimerize (e.g. EGFR upon EGF stimulation).

Since most modern flow cytometers use temporal and spatial 
separation of the excitation laser lines, the basic default acquisition 
setup is already equivalent to the sequential scan mode of a confo-
cal microscope. Again, two detectors have to be activated from the 
donor excitation laser path and one from the acceptor; and the 
forward (FSC) and side (SSC) scatter signals are used to identify 
encountered events as cells. If the flow cytometer acquisition soft-
ware allows for bi-exponential or hyper-log display, that needs to 
be activated for the fluorescence signal detectors or displays in 
order to avoid the “picket fencing” visual effect of low signals in 
normal logarithmic histogram displays.

To set up the acquisition conditions, only the background sam-
ple needs to be measured; however, it is advisable to check whether 
the samples with the highest signal still fit into the dynamic range 
of the detectors. The PMT voltages of the three fluorescent signals 
need to be adjusted in a way that the log-Gaussian distribution 
histogram of the fluorescent signal for the background sample falls 
between 0 and 100, with median fluorescence of around 30–50 
(between 0.1 and 1, with around 0.3 median signal for the 
MACSQuant VYB instrument). Afterward, the voltage settings 
should not be changed, and all the samples must be acquired with 

3.2.2 Sensitized 
Emission FRET in Flow 
Cytometry
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the same settings. If there is a drift in the fluorescent signals or the 
instrument has to be primed or restarted, the samples have to be 
acquired again with the new instrument setting.

Unfortunately, there is not any flow cytometer acquisition soft-
ware that can currently perform the mathematical calculations 
required for FRET analysis on the run, so the FRET efficiency his-
tograms cannot be displayed during the measurement, but has to be 
calculated afterward in separate dedicated software (see Note 6).

Identifying the double-positive population during analysis is 
fairly straightforward and it is outlined in Fig. 3. In this example, 
we used freshly isolated PBMCs to measure ligand-induced homo- 
dimerization of TLR2. The monocyte population was identified 
with CD14-FITC labeling in a separate sample, so that that 
wouldn’t interfere with our FRET fluorophores. The CD14-FITC 
back-gated population was further gated to exclude doublets. On 
the single labeled samples, the donor and FRET channel dot-plot 
was used to determine spectral correction factors for the donor (S1 
and S3), and the acceptor and FRET channel dot-plot for acceptor 
cross-excitation (S2). For FRET samples, three gates were set on 
the correlation dot-plots of the three fluorescence intensities to 
identify positively stained cells, and the population from the inter-
section of these three gates was used to calculate FRET efficiencies. 
The cell-by-cell FRET values can be displayed on a histogram or 
on dot-plots, and the efficiencies can be exported for further 
analysis.

As outlined in Subheading 1.2.1, FRET acceptor photobleaching 
involves measuring the donor de-quenching due to the loss of 
acceptor fluorescence after acceptor photobleaching. In the accep-
tor photobleaching method, the change in intensity of the donor 
fluorophore needs to be monitored as it becomes “de-quenched” 
by the ablation of the acceptor, thus only two channels are detected:

 – D = donor, for assessing transfer efficiency.
 – A = acceptor, for performing photobleaching and determining 

the efficiency of photobleaching.

The actual transfer efficiency is calculated from comparing the 
donor intensity before (Dpre) and after (Dpost) photobleaching:

 
FRET for all eff

post pre

post
post pre=

-
>

D D

D
D D, .

 
(8)

In theory, all FRET fluorophore pairs can be used for this method. 
However, in practice it is better to choose an acceptor fluorophore 
that is easily photobleached to minimize bleaching times and pho-
totoxic effects of intense laser illumination. Examples of these pairs 
are Cy3–Cy5, CFP–YFP, and fluorescein–rhodamine (see Note 7).

3.2.3 Acceptor 
Photobleaching FRET
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The Leica confocal microscope software has a built-in wizard 
(FRET AB) that guides the user through an acceptor photobleach-
ing experiment. In the first (setup) step, the experimental condi-
tions are defined. Beam path and PMT settings are defined for the 
donor and the acceptor fluorophore. PMT and laser power should 
be adjusted so that the PMT is not saturated. In the second (bleach-
ing) step, a region of interest is selected for the acceptor photo-
bleaching procedure. Here, the laser illuminating the acceptor 
fluorophore should be adjusted to 100 % power level to ensure 
efficient photobleaching. In the bleach configuration window, one 
can chose to bleach a certain number of scans or one can utilize a 
“regulator” which ascertains that the bleaching is performed up to 
a set intensity of the acceptor fluorescence. Once the experiment is 
started, the instrument executes the following steps: (1) acquisi-
tion of the pre-bleach images, (2) photobleaching of the selected 
region of interest, and (3) acquisition of the post-bleach images. 
In the third (evaluation) step, the software calculates the FRET 
efficiency according to Eq. 8 and displays a false-colored FRET 
image and statistical information with FRET efficiency for the 
defined region.

There are many different microscopy systems available that can 
analyze fluorescence lifetimes of samples. We only describe the 
general principle of image acquisition and analysis. The acquisition 
of FLIM data for FRET analysis is very simple. The first step is to 
utilize regular intensity-based imaging to find the sample region of 
interest for the fluorescence lifetime analysis. This area is then 
scanned by a pulsed laser light source. For CFP–YFP FRET experi-
ments, a pulsed diode laser emitting at 405 nm can be used at a 
frequency of 20 MHz. The pulsed laser illuminates the sample over 
a number of image frames until enough photons have been 
acquired for the analysis of lifetimes. The acquisition time depends 
on the amount of fluorescence in the sample and on the required 
analysis method (see below). The photons detected by the FLIM 
detector are processed in the TCSPC module, which is controlled 
by the SymPhoTime64 software. The data recorded by the FLIM 
system are multi-dimensional. The Time-Tagged Time-Resolved 
(TTTR) data file structure contains all the photon arrival times 
relative to the laser pulse (TCSPC time in picoseconds) and 
also relative to the beginning of the experiment (Time Tag up 
from nanoseconds), and all of these are embedded in the time-frame 
of a line- or frame-scan in area scan measurements and re-assigned to 
the proper pixel coordinates. In the output, there are two- dimensional 
arrays of pixel (i.e. in XY direction) and each pixel contains the 
information of fluorescence lifetime, which is the counted photon 
numbers in a series of time channels. The SymPhoTime64 software 
is able to display the data in various display modes. The number of 
photons per pixel is typically displayed as shades of grey in an inten-

3.2.4 FLIM-FRET
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sity image, which allows an overview on photon counts over the 
entire image.

The next step of FLIM analysis is the decay data analysis, which 
is also performed by the SymPhoTime64 software. To obtain fluo-
rescence lifetime decay curves, the photon decay information at 
each recorded pixel must be fitted with an appropriate mathemati-
cal model. Since the measurement system is not infinitely fast, the 
fitting algorithms have to take the so-called “instrument response 
function” into account. The instrument response function is a 
pulse shape that is recorded for an infinitely short fluorescence 
 lifetime. The fitting procedure convolutes the model decay func-
tion with the instrument response function and relates the results 
with the photon numbers in the subsequent time channels in each 
individual pixel. The algorithm varies the model parameters until 
the best fit between the convoluted model function and the mea-
sured data is obtained. This procedure is termed iterative deconvo-
lution. During the analysis procedure, the user has influence on a 
variety of parameters including the selection of an appropriate fit-
ting model. Typical models used for lifetime analysis are single 
exponential or a sum of exponential terms. The selection depends 
on the sample and one can be guided by the goodness of fit of a 
particular model that was used.

Biological samples often contain fluorescence components of 
several fluorescent dyes. For example, when CFP–YFP pair is used, 
one would expect at least two components: fluorescent decay time 
of CFP and of YFP, and if FRET exists, another decay time of CFP 
engaged in energy transfer is observed. The decay curves are then 
multi-exponential. If more exponential terms are necessary for the 
curve-fitting procedure, calculation times will become longer and 
more photon counts are necessary in each pixel in order to achieve 
an accurate curve fitting. It is advisable to restrict the amount of 
dyes that are sampled by TCSCP by use of barrier filters that can be 
placed in front of the FLIM detector (or in the SP5 model by use 
of the spectral detection system). For example, one could sample 
CFP-derived photons only by collecting light up to a wavelength 
of 495 nm. This would ensure that the recorded fluorescence life-
times are not contaminated with fluorescence decay data of 
YFP. Thus, a double exponential decay model can be applied to 
analyze the lifetime components of unquenched CFP and the CFP 
molecule that is engaged in energy transfer. The fitting procedure 
delivers lifetimes and amplitude coefficients for the individual 
exponential components. For example, a double exponential decay 
function is described by

 N t a a a at t( ) , ( )./ /= × + × + =- -
1 2 1 2

1 2 1e et t
 (9)

If this model is used for CFP–YFP FRET under conditions where 
YFP lifetimes are not recorded, the CFP lifetimes, τ1 and τ2, and 

Gabor L. Horvath et al.



59

the amplitudes, a1 and a2, are obtained. A slow lifetime component 
(CFP, non-FRET) can be separated from a fast lifetime component 
(CFP, FRET). These data can then be utilized to calculate FRET 
efficiencies at each pixel of the image. Lifetimes can be reported in 
a variety of ways. For example, mean lifetimes can be reported as 
distribution plots of lifetimes observed in the images and the color- 
coded lifetime images represent the number of photons per pixel as 
brightness and the fluorescence lifetime as color.

The SymPhoTime64 software also provides multiple, easy-to- use 
scripts to facilitate analysis of specific area or point scan lifetime 
measurements (FRET, PIE-FRET, fluorescence correlation spec-
troscopy, time trace or burst analysis, anisotropy; for more details, 
see: http://www.tcspc.com). Of note of these are the two FLIM- 
FRET scripts for calculating pixel-by-pixel FRET efficiencies; one 
for donors with single exponential decay kinetic (e.g. mTurquoise, 
YFP and TagRFP) and the other for donors with more compli-
cated decay kinetic (CFP, mCerulean, GFP and in general, most of 
the fluorescent proteins). Both analysis scripts rely on a priori 
knowledge of the donor lifetime, usually determined empirically 
from a separate image or from an area of the image that only con-
tains donor signals. With a single exponential donor decay curve, it 
is possible to determine not only the FRET efficiency for every 
pixel, but also the percentage of molecules that undergo FRET, 
which in the end can be used for binding studies as well. The pres-
ence of multiple donor decay processes, however, only allows for 
determining amplitude-weighted average lifetimes and average 
FRET efficiencies.

4 Notes

 1. According to Förster’s theory [1], the rate constant of the 
FRET interaction can be described by the equation
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which combined with Eq. 1 gives the distance dependence 
of transfer efficiency (Eq. 2). The Förster critical distance, R0 
(in nanometer) is calculated from the photo-physical parame-
ters of the interacting fluorophores

 R Q n J0
2 4 1 6978= × × × ×-( ) ,/

D DAk  (11)

where QD is the fluorescence quantum efficiency of the 
donor, n is index of refraction of the conveying medium (assumed 

FRET of TLR Activation

http://www.tcspc.com/


60

to be 1.4 for cells in aqueous media), κ2 is the orientation factor 
(which has a value between 0 and 4, and is assumed to be 2/3 
for dynamic averaging [28]), and JDA is the overlap integral. 
The overlap integral (in the unit of M−1 cm3) can be deter-
mined from the emission spectrum of the donor and the 
excitation spectrum of the acceptor dye normalized to unity:
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 2. Seeing Eq. 2, it is very tempting to calculate the distance of 
two proteins from transfer efficiencies, however, extra care 
should be taken as how to interpret those values.
If the protein-labeling scheme involves antibodies, one has to 
note that the size of a Fab fragment has a size of about 5.0 nm 
and the fluorophores can be unevenly distributed along the 
protein. If fluorescent proteins were used as protein tags, then 
the closest separation of two fluorescent proteins is approxi-
mately 5.0 nm, as the fluorophore is situated inside the pro-
tein. This implies that using the fluorescent protein FRET pair, 
the FRET transfer efficiency has a practical limit of around 50 
% transfer efficiency, but it can also be higher when the orienta-
tion of the dipoles of the two fluorescent proteins are close to 
parallel and free rotation is constrained. Another factor that 
should be considered is the way the FRET experiment and the 
transfer efficiency evaluation were carried out. It is possible to 
obtain transfer efficiency values as an average for a population 
of cells based on the mean fluorescence intensities of the popu-
lation or the mean of transfer efficiencies of individual cells, or 
the mean for a single cell, or the mean of several hundreds of 
proteins located in one pixel. All of these procedures result in 
mean transfer efficiencies, however the averaging is fundamen-
tally different, and accordingly the average molecular distances 
should have different interpretations.

 3. Depending on the expression level of the protein, it may be 
required to open the pinhole to above one airy unit in order to 
keep the detector gain at levels around 600–800 V, which is 
required for appropriate image quality.
For CFP–YFP FRET, the following settings could be used:

Scan 1: CFP excitation 405 nm (if available) or alterna-
tively 458 nm; CFP emission: 463–509 nm; FRET emission: 519–
580 nm. Scan 2: YFP excitation 514 nm. The images are 
acquired in a line-by-line fashion and it is important to keep 
the emission acquisition settings for acceptor exactly the same 
as for the FRET channel. In addition, it is vital to keep the 
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PMT settings of the acceptor emission exactly the same as for 
the FRET channel (set in scan 1). In practice, only three 
things in the set- up for the second scan need change: Firstly, 
reduce the laser light of the donor laser to 0 %. Secondly, 
deactivate the CFP channel, leaving the YFP channel (that is 
the FRET channel in scan 1) at 518–580 nm. Thirdly, adjust 
the laser power of the 514 nm acceptor laser so that the accep-
tor cell emission is within the dynamic range of the PMT (no 
saturation of pixels) and do NOT change the PMT setting of 
the acceptor channel at all. It is vital to keep all measurements 
under identical conditions as the calculation of bleed-through 
and cross-excitation is based on these settings. If your controls 
do not match the actual imaging conditions, i.e. one of the 
controls is brighter than the FRET sample and saturates the 
channel under the conditions where the FRET sample is opti-
mally illuminated; one should try to use cells that express 
lower amounts of protein (comparable to the FRET sample) 
for the calibration. One should not readjust the settings of the 
PMT between control and sample. All measurements per-
formed under differing conditions are invalid and should be 
discarded!

 4. It is not mandatory to have three independent culture dishes 
with the different samples and to acquire three images. In fact, 
it is beneficial to have all three cell populations in the same 
culture dish. It is then possible to only acquire one image hav-
ing all populations in one field. In the following step, regions 
of interests are defined for donor and acceptor fluorescence 
and this can be done from one image containing donor and 
acceptor single positive cells or from independent images 
(which can then be background corrected).

 5. The Leica SP2 generation LCS software utilizes the following 
equations for the FRET efficiency calculation. As outlined 
above, three channels have to be acquired for the FRET 
calculation:

 – A = donor emission by excitation of the donor
 – B = FRET emission by excitation of the donor
 – C = acceptor emission by excitation of the acceptor

As mentioned earlier, in a sample containing both fluorophores 
these channels do not represent pure donor or acceptor signals, 
but also contain some spectral spillovers from the other dyes, 
and thus have to be corrected for bleed-through and cross-
excitation. These correction factors are obtained from samples 
containing single fluorophore:

 – a = A/C (acceptor-only sample)
 – b = B/A (donor-only sample)
 – c = B/C (acceptor-only sample).
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The transfer efficiency is calculated as follows on a pixel-by-
pixel basis:

 FRET = - × - - × ×B b A c a b C( ) ,  (13)

 FRET FRETeff = / .C  (14)

The Leica SP5 and SP8 instrument software allows the user to 
choose from two more methods for FRET efficiency calcula-
tion. One method gives the option to correct for further cross- 
talk; however, in most cases, those effects are miniscule and 
can be neglected. The third method is a simple ratiometric 
calculation that can be used for samples with a fixed stoichiom-
etry of donor and acceptor (e.g. FRET sensors).

 6. The ReFlex software uses similar equations for the FRET effi-
ciency calculation as the Leica software. A notable difference 
here is that the FRET efficiency is weighted to the donor signal 
instead of the acceptor signal.
For the FRET calculation, three channels have to be acquired:

 – I1 = donor emission by excitation of the donor
 – I2 = FRET emission by excitation of the donor
 – I3 = acceptor emission by excitation of the acceptor

In a sample containing both fluorophores these channels do 
not represent pure donor or acceptor signals, but can also con-
tain significant contribution from the other dyes that has to be 
corrected for. The correction factors are calculated from sam-
ples labeled with only one of the fluorophores:

 – S1 = I2/I1 (donor-only sample)
 – S2 = I2/I3 (acceptor-only sample)
 – S3 = I3/I1 (donor-only sample).

The transfer efficiency is calculated for each cell with the 
following formulas:
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The α-factor in Eq. 15 is a scaling factor that allows for abso-
lute FRET efficiency calculations. It can be considered a con-
version rate between the measured donor and acceptor 
intensities, and it is dependent on and empirically calculated 
from the detection efficiencies of the instrument and the 
photo-physical properties of the fluorophores [11]. In most 
cases, relative FRET measurements are sufficient to decide 
whether a stimulus induces or changes receptor interactions, 
and the value of 0.5–2.0 can be used for the α-factor; however, 
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adequate distance estimations require absolute FRET efficien-
cies. On the other hand, FRET- based distance calculations are 
more reliable in single molecule and/or fluorescence lifetime 
measurements.

There are also variations to this set of equations that mostly 
differ in whether they account for additional cross-talk factors, 
or use an additional channel for cell-by-cell correction of auto-
fluorescence signal to obtain smaller variations on low-signal 
samples [3]. However, since any equations can be defined in 
the software, it is easy to apply new intensity-based FRET 
methodologies [29, 30].

 7. If fluorescent proteins are used for FRET analysis by the accep-
tor photobleaching method, one should remember that accu-
rate measurements of FRET could only be obtained from fixed 
cells. In living cells, proteins diffuse through the cells with a 
diffusion constant that depends on the subcellular compart-
ment in which the protein is situated. The time between the 
acceptor photobleaching and the acquisition of the post-bleach 
image allows diffusion of unquenched acceptor fluorophores 
into the region that is already bleached. It is possible to bleach 
an entire living cell and compare the donor fluorescence before 
and after photobleaching; however, depending on cell size and 
fluorophore expression levels, photobleaching can take longer 
than the bleaching of smaller regions of interest.
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    Chapter 4   

 Using Confocal Microscopy to Investigate Intracellular 
Traffi cking of Toll-Like Receptors       

     Harald     Husebye     and     Sarah     L.     Doyle      

  Abstract 

   Toll-like receptors (TLR) survey the extracellular space, cytoplasm, and endosomal compartments for signs 
of infection or tissue injury. Over the past decade, it has become evident that TLR activation and signal 
transduction can be regulated by subcellular compartmentalization of both the receptors and their down-
stream signaling components. Immunofl uorescence and/or overexpression of fl uorescently “tagged”’ 
proteins teamed with confocal microscopy presents a powerful technique for studying the spatial organiza-
tion of TLRs, their signaling mediators, and the dynamic processes they activate. This chapter details the 
common methods for determining the subcellular location of TLRs in both live and fi xed cells.  

  Key words     Immunofl uorescence  ,   Immunocytochemistry  ,   Confocal microscopy  ,   TLR traffi cking  , 
  Subcellular localization  ,   GFP  ,   Fluorophore  

1      Introduction 

 Understanding how TLR signaling networks are integrated into 
the cellular infrastructure is key to appreciating the nuances of 
when and how TLRs respond to their various ligands. A good 
example of this concept explains why the TRAM-TRIF signaling 
pathway induced by TLR4 activation [ 1 ] occurs with delayed 
kinetics when compared to the Mal-MyD88-dependent signaling 
pathway. In response to LPS, TLR4 activates these two signaling 
pathways. Detailed localization studies have established that 
MyD88-dependent signaling to NFκB is disrupted by receptor 
endocytosis [ 2 ] and that Mal localizes to the plasma membrane 
through interaction with phosphatidylinositol-4,5-bisphosphate 
(PIP2) [ 3 ]. 

 In contrast, TLR4 endocytosis was required to induce TRAM- 
TRIF- dependent interferon (IFN) expression [ 4 ]. Together these 
studies support a mechanism whereby TLR4 at the plasma mem-
brane activates the MyD88-dependent pathway and subsequently 
upon receptor endocytosis TLR4 signals through TRIF. The 
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necessity for receptor endocytosis for the TRIF signal explains the 
delayed kinetics of activation of this pathway. Consequently, it was 
found that the reason TLR4 is compartmentalized in an endosome 
for TRIF-induced IFN induction is to position the receptor com-
plex adjacent to TRAF3 [ 5 ]. TRAF3 appears to be restricted in its 
mobility and is only found intracellularly [ 4 ]. The detailed map-
ping of the dynamic cellular processes involved in TLR responses 
has come about mainly due to cell biological studies and has relied 
heavily on fl uorescent microscopy. 

 Immunofl uorescence is a specifi c example of immunocyto-
chemistry that makes use of fl uorophores to visualize the location 
of a specifi c protein of interest in cells. Antibodies are important 
tools for demonstrating both the presence and the subcellular 
localization of an antigen. A primary antibody, that binds your 
protein of interest, is directly conjugated to a fl uorophore or bound 
by a secondary antibody conjugated to a fl uorophore, this allows 
for visualization of the protein by fl uorescent microscopy. 
Immunofl uorescence also allows researchers to determine which 
subcellular compartments express the protein through co- 
localization studies. 

 Sample preparation of cells for immunofl uorescence involves a 
sequence of steps starting with fi xing the cells to the slide. Fixation 
of cells stops cellular metabolism, immobilizing the antigens, main-
taining protein structure and retaining authentic cellular and sub-
cellular architecture and location. For intracellular staining, 
antibodies need to traverse across the membrane, which is imper-
meable to most antibodies, for this reason the cell membranes 
must be permeabilized. Permeabilization, usually with detergent, 
allows for both antibodies and dyes to cross cell membranes while 
preserving cellular structure. The non-specifi c binding of antibod-
ies to proteins other than their target antigen causes high back-
ground signals. Protein blocking minimizes background 
fl uorescence from non-specifi c binding of antibodies, maximizing 
signal-to-background ratios and improving sensitivity. This step is 
especially important when looking for low-expressing antigens 
where signals will be dimmer, or when using samples with high 
autofl uorescence. Once fi xed, permeabilized and blocked cells are 
bathed in a quenching buffer to reduce autofl uorescence caused by 
the aldehyde fi xatives reacting with amines and proteins. 

 At this stage the cells are ready for incubation with your pri-
mary antibodies of choice. This step is followed by washes, a fur-
ther incubation with the fl uorescently tagged secondary antibodies 
and further wash steps. Stained cells are then coated in mounting 
solution and covered with a glass coverslip, ready for imaging. 

 When planning your experimental set up, it is advisable to 
plate enough wells to run the appropriate negative controls along-
side your experimental wells. Negative controls establish 
 background fl uorescence and non-specifi c staining of the primary 
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antibodies. Ideally, the controls for non-specifi c staining should be 
isotype-matched immunoglobulin fractions obtained from the 
same animal strain used for generating the primary antibody. 

 Immunofl uorescence is a powerful technique, however, its use 
for intracellular localization studies is largely limited to fi xed (i.e. 
dead) cells, as antibodies cannot cross the cell membrane of living 
cells. Overexpression of recombinant fl uorescently tagged proteins 
offers an alternative approach to the study of intracellular traffi ck-
ing of TLRs. This involves the introduction of a plasmid coding for 
your protein of interest genetically modifi ed with an N- or 
C-terminal fl uorescent protein, such as green fl uorescent protein 
(GFP). Once transfected or transduced with the fl uorescently 
tagged protein, localization studies can be performed on live or 
fi xed cells and analyzed by confocal microscopy. Another advan-
tage is that this methodology allows an easy way of studying mutant 
version of the protein of interest. Together, these methods are 
valuable tools for the determination of subcellular compartmental-
ization and traffi cking of TLR signaling components in individual 
cells.  

2    Materials 

          1.    Human embryonic kidney (HEK) 293 cells.   
   2.    HEK293 TLR4 Cherry  cells [ 6 ].   
   3.    HEK293 TLR4 YFP  cells [ 7 ] .    
   4.    HEK293 TLR2 YFP  [ 7 ] .    
   5.    Immortalized Bone Marrow-Derived Macrophages 

(iBMDMs).   
   6.    Peripheral Blood Mononuclear Cells (PBMCs).   
   7.    Dulbecco’s Modifi ed Eagle’s Medium (DMEM) supplemented 

with 10 % FCS and 2 mM glutamine with 50 μg/ml 
gentamycin.   

   8.    Phenol-red-free DMEM ( see   Note 1 ) supplemented with 10 % 
FCS and 2 mM glutamine with 50 μg/ml gentamycin.   

   9.    Trypsin-EDTA solution: 0.5 g/ml Trypsin, 0.2 g/ml EDTA.   
   10.    0.5 mg/ml G418.   
   11.    T75 cell culture fl asks.   
   12.    35 mm MatTek Glass Bottom Dishes.   
   13.    Chamber slides.   
   14.    Bright light microscope.   
   15.    Coverslips.      

2.1  Cell Culture

2.1.1  HEK293 
and iBMDM
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       1.    Lymphoprep (Axis-Shield).   
   2.    Human A+ serum, pooled from four donors (The Blood Bank, 

St Olavs Hospital, Trondheim, Norway).   
   3.    RPMI-1640 medium (Sigma).   
   4.    L-Glutamine (Sigma).   
   5.    Dulbecco’s phosphate buffered saline (Sigma).   
   6.    Hanks’ Balanced Salt solution (Sigma).   
   7.    ZAP-OGLOBIN II Lytic Reagent.   
   8.    Sterile 50 ml Polypropylene tubes.   
   9.    T75 cell culture fl asks.   
   10.    35 mm MatTek Glass Bottom Dishes.       

       1.    Expression plasmids ( see  Subheading  2.2.1 ).   
   2.    Sterile water.   
   3.    Opti-MEM.   
   4.    GeneJuice™ transfection reagent.   
   5.    Lipofectamine transfection reagent.   
   6.    Lipofectamine ®  RNAiMAX reagent.   
   7.    Sterile 1.5 ml eppendorfs.     

         1.    TLR1-YFP [ 8 ] .    
   2.    TLR2-GFP [ 9 ] .    
   3.    TLR3-CFP ( see   Note 2 ).   
   4.    TLR4-mcherry [ 6 ] .    
   5.    TLR4-YFP [ 7 ] .    
   6.    TLR5-CFP ( see   Note 2 ).   
   7.    TLR6-YFP ( see   Note 2 ).   
   8.    TLR7-YFP ( see   Note 2 ).   
   9.    TLR8-YFP ( see   Note 2 ).   
   10.    TLR9-YFP ( see   Note 2 ).   
   11.    TLR10-YFP ( see   Note 2 ).   
   12.    MyD88-CFP [ 7 ] .    
   13.    Mal-CFP [ 7 ] .    
   14.    TRAM-GFP [ 10 ] .    
   15.    TRAM-CFP [ 10 ] .    
   16.    TAG-GFP [ 11 ] .    
   17.    TMED7-GFP [ 12 ] .    
   18.    TMED7-CFP [ 12 ] .    

2.1.2  Isolation 
of Human PBMCs

2.2  Transient 
Transfection

2.2.1  Expression Vectors
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   19.    TRIF-CFP ( see   Note 2 ).   
   20.    Rab5-CFP [ 13 ] .    
   21.    Rab7-YFP [ 14 ] .    
   22.    Rab11-CFP [ 6 ] .    
   23.    EEA1 C-t -CFP [ 15 ] .    
   24.    EEA1 C-t  -GFP [ 15 ] .    
   25.    LAMP1-GFP [ 16 ] .    
   26.    ER-CFP (Clontech).   
   27.    Golgi-CFP (Clontech).   
   28.    Unc93b-GFP [ 17 ] .        

       1.    Confocal microscope with a heating stage.   
   2.    1 M HEPES ( see   Note 3 ).     

         1.    TLR1/2: 20 nM Pam3Cys (Invivogen).   
   2.    TLR2/6: 20 nM Malp2 (Alexis Corporation).   
   3.    TLR3: 5–25 μg/ml Poly(I:C) (Invivogen).   
   4.    TLR4: 10–100 ng/ml ultrapure LPS 0111:B4 (Invivogen).   
   5.    1 μg/ml Fluorescent LPS Alexa fl uor conjugates (Life 

Technologies).   
   6.    TLR5: 10 ng to 10 μg/ml fl agellin (Invivogen).   
   7.    TLR7/8: 1–5 μg/ml R848/Clo75 (Invivogen).   
   8.    TLR9: 1–2.5 μM CpG ODN (Invivogen).       

       1.    Paraformaldehyde (PFA) ( see   Note 4 ).   
   2.    1 M MgCl 2 : 4.67 g in 50 ml H 2 O.   
   3.    1 M K-PIPES: 18.93 g in 50 ml H 2 O, pH 6.8.   
   4.    0.17 M EGTA: 3.23 g in 50 ml H 2 O (Use a few drops of 

NaOH to dissolve).   
   5.    500 mM NH 4 Cl: 1.337 g in 50 ml H 2 O.   
   6.    1× Phosphate Buffered Saline (PBS).   
   7.    10 % Saponin, stored at 4 °C ( see   Note 5 ).   
   8.    PEM (General tubulin buffer): 80 mM K-Pipes, pH 6.8, 5 

mM EGTA, 1 mM MgCl 2 , 0.05 % Saponin.   
   9.    Block and Antibody buffer: 10 % FCS, 1 % BSA, 0.05 % 

Saponin in PBS.   
   10.    Glycerol.   
   11.    Mowiol ®  4-88 (Sigma).   
   12.    0.2 M Tris–HCl buffer, pH 8.5.   

2.3  Live Cell Imaging

2.3.1  TLR Ligands

2.4  Fixed Cell 
Imaging
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   13.    0.1 % aqueous solution of  p -Phenylenediamine (PPD)   
   14.    Primary antibodies of interest ( see   Note 6 ).   
   15.    Secondary antibodies conjugated to a fl uorescent dye such as 

Alexa Fluor.   
   16.    Hoechst 33342 Fluorescent Stain (Thermo Scientifi c, Pierce).   
   17.    Antibodies for negative controls ( see   Note 7 ).   
   18.    Confocal microscope.       

3    Methods 

         1.    HEK293 cells and iBMDMs are cultured in DMEM and main-
tained at 37 °C in a humidifi ed atmosphere of 5 % CO 2 . Cells 
are seeded at 1 × 10 5  cells/ml (15 ml per T75 fl ask) and sub- 
cultured two to three times a week when cells reach 50–80 % 
confl uency.   

   2.    Cells are removed from the surface of the fl ask by incubation 
with 5 ml of Trypsin-EDTA (0.05 mg/ml) for 1–3 min. 
Complete medium (10 ml) is then added to the cells, the con-
tents of the cells are then transferred to a 30 ml tube and cen-
trifuged at 110 ×  g  for 5 min.   

   3.    The supernatant is discarded and the cells are resuspended in 
1 ml of complete medium and counted using a hemocytome-
ter and a bright light microscope.   

   4.    Cells can be transfected with appropriate DNA plasmids ( see  
Subheading  3.2 ) and set up for fi xed cell imaging ( see  
Subheading  3.4 ) or prepared for live cell imaging ( see  
Subheading  3.3 ).      

        1.    Add 100 ml PBS to a 75 cm 2  fl ask and incubate at 37 °C.   
   2.    Incubate 50 ml of Lymphoprep solution at 37 °C.   
   3.    Wash the tube of the infusion bag with 70 % ethanol and cut 

using a sterile scalpel.   
   4.    Transfer the blood from the infusion bag (~25 ml) to the PBS 

and mix carefully.   
   5.    Transfer 35 ml of the PBS/blood solution to four separate 

50 ml tubes.   
   6.    Add 12.5 ml of Lymphoprep to each of the four 50 ml by care-

fully applying from the bottom of the tube.   
   7.    Spin at 690 ×  g  for 25 min at 20 °C. Avoid using the centrifugal 

brakes for fast retardation.   

3.1  Cell Culture

3.1.1  HEK293 
and iBMDM

3.1.2  Human PBMCs
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   8.    Remove the PBMCs (creamy white layer close to the center of 
the tube) carefully by the use of a pipette.   

   9.    Split the PBMCs into two 50 ml tubes.   
   10.    Spin at 840 ×  g  for 10 min at 20 °C. Brakes for fast retardation 

can now be used in all the following steps.   
   11.    Carefully remove the supernatant by decanting. Always keep 

an eye on the pellet.   
   12.    Resuspend the pellet in 20 ml Hanks solution and spin at 

250 ×  g  for 8 min 20 °C. Repeat this step two times.   
   13.    Resuspend the pellet in 20 ml Hanks and remove 20 μl for count-

ing and spin the rest of the cells at 190 ×  g  for 8 min at 20 °C.   
   14.    Resuspend the cells in 10 ml isoton solution supplemented 

with two drops of ZAP-OGLOBIN II Lytic Reagent to lyse 
red blood cells.   

   15.    Resuspend the cells in 5 ml RPMI medium without serum.   
   16.    Generate a stock solution of 4 × 10 6  cells/ml in medium con-

taining 5 % A+ serum.   
   17.    Plate 8 × 10 6  cells (2 ml) in 35 mm MatTech dishes and incu-

bate for 1 h in the CO 2  incubator for adherence of cells.   
   18.    Remove the non-adherent cells by three successive washes in 

Hanks solution. Allow a 2 min rest between each wash.   
   19.    Add RPMI growth medium supplemented with 10–30 % A+ 

serum. DO NOT USE ANTIBIOTICS if the cells are to be 
treated with siRNA.   

   20.    Cells can be set up for fi xed cell imaging ( see  Subheading  3.4 ) 
or fi rst transfected with siRNA ( see  Subheading  3.2.3 ).       

          1.    HEK293 cells are seeded at 2.5 × 10 5  cells per well in 35 mm 
MatTek Glass Bottom Dishes in 2 ml of complete antibiotic- 
free medium and grown overnight.   

   2.    GeneJuice is used to transfect HEK293 cells where the ratio 
of GeneJuice to DNA is 3 μl:1 μg. Cells are transfected with 
a total of 1 μg DNA per transfection. Ensure that the total 
DNA concentration still equates to 1 μg DNA even if mul-
tiple plasmids are co-transfected. We have most commonly 
used DNA generated from expression vectors listed in 
Subheading  2.2.1 . Mix the appropriate amount of GeneJuice 
(3 μl per transfection × 1.2) with serum-free Opti-MEM 
(100 μl per transfection × 1.2) and incubate at RT for 5 min 
( see   Note 8 ).   

   3.    Add the appropriate amounts of DNA (1 μg per transfec-
tion × 1.1) to separate eppendorfs.   

3.2  Transient 
Transfection

3.2.1  HEK293 Cells
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   4.    Add 110 μl (i.e. 100 μl × 1.1) of the GeneJuice/Opti-MEM 
mix to the DNA, invert tube fi ve times and incubate for 15 min 
at RT.   

   5.    Remove 100 μl of medium from the cell culture dish, discard 
and replace with 100 μl of GeneJuice/Opti-MEM/DNA mix 
to each dish.   

   6.    Cells can now be assessed for live cell imaging ( see  Subheading 
 3.3 ).      

       1.    Cells are seeded at 2.5 × 10 5  cells per well in 35 mm MatTek 
Glass Bottom Dishes in 2 ml of complete antibiotic-free 
medium and grown overnight.   

   2.    The ratio of Lipofectamine to DNA is 3 μl:1 μg per 
transfection.   

   3.    The appropriate amount of Lipofectamine (3 μl per transfec-
tion × 1.1) is mixed with serum-free Opti-MEM (250 μl per 
transfection × 1.1) and incubated at RT for 5 min.   

   4.    In a separate eppendorf add serum-free Opti-MEM (250 μl 
per transfection × 1.1) to appropriate amount of DNA (1 μg 
per transfection × 1.1) and incubate for 5 min at RT.   

   5.    Mix 260 μl of each mixture together and incubate for a further 
15 min at RT.   

   6.    Remove 500 μl of medium from the cell culture dish, discard 
and replace with 500 μl of DNA/Opti-MEM/Lipofectamine 
mixture.   

   7.    Cells can now be assessed for live cell imaging ( see  Subheading 
 3.3 ).      

        1.    Isolate the PBMCs as described in Subheading  3.1.2  and incu-
bate the PBMCs in 30 % A+ for 7 days to differentiate them 
into macrophages. On day 7 transfect the cells to your protein 
of interest using the following steps.   

   2.    Add 10 μl of siRNA from stock solution (10 μM) and 490 μl 
Opti-MEM into eppendorf tube A and mix by pipetting.   

   3.    Add 10 μl of RNAiMAX and 490 μl Opti-MEM into eppen-
dorf tube B and mix by gently pipetting.   

   4.    Incubate for 5 min at RT.   
   5.    Transfer the content of tube B into tube A and mix by gentle 

pipetting.   
   6.    Incubate for 15–20 min at RT.   
   7.    Mix by gentle pipetting before transferring 485 μl of the trans-

fection solution into two separate 35 mm MatTech dishes. The 
protocol can be scaled up to treat ten dishes at the time.   

3.2.2  iBMDMs

3.2.3  PBMCs
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   8.    Incubate for 2–3 days before changing the medium (RPMI 
growth medium supplemented with 30 % A+ serum). If knock 
down is not suffi cient, repeat the treatment with siRNA.   

   9.    Incubate for 1 day before stimulating cells with the appropriate 
TLR ligand.   

   10.    Cells can now be assessed by fi xed cell imaging ( see  Subheading 
 3.4 ).       

          1.    24 h after transfection of cells remove the medium in the cell 
culture dishes and replace with complete clear DMEM (2 ml 
per dish).   

   2.    Place dishes back in the 37°C incubator overnight to rest.   
   3.    Add 50 μl of 1 M HEPES to dishes if not using a microscope 

equipped with a CO2 chamber.   
   4.    Add 1 μg/ml of Hoechst nuclear stain.   
   5.    Remove 1 ml of medium from dishes, leaving 1 ml 

remaining.   
   6.    Working in the dark, place dish on 37°C heating stage and 

capture images with a 60× oil objective ( see   Notes 9  and  10 ).   
   7.    Stimulate cells with the appropriate concentration of TLR 

ligand as listed in Subheading  2.3.1  and continue to capture 
images.      

            1.    Weigh out 4 g PFA ( see   Note 11 ) in a fume hood and dissolve 
in 50 ml H 2 O. Dissolving the powder will require warming the 
solution on a heating block and the addition of one or two 
drops of 1 M NaOH. Do not boil the solution.   

   2.    When the solution is clear cool to RT and add 10 ml of 10× 
PBS.   

   3.    Analyze the pH and make to pH 7.4.   
   4.    Make the solution up to a fi nal volume of 100 ml. This can be 

aliquoted and frozen.      

       1.    Weigh out 6 g glycerol in a 50 ml plastic tube, add 2.4 g of 
Mowiol and stir thoroughly using a stirring bar.   

   2.    Add 6 ml H 2 O and leave stirring for 2 h at RT.   
   3.    Continue stirring and add 12 ml of 0.2 M Tris–HCl buffer, pH 

8.5, and incubate at approximately 53 °C until the Mowiol 
dissolves.   

   4.    Clarify by centrifugation at 4000–5000 ×  g  for 20 min and ali-
quot into 1.5 ml tubes. Stored frozen it should last for up to 
12 months and is stable at RT for 1 month.   

3.3  Live Cell Imaging

3.4  Fixed Cell 
Imaging

3.4.1  Preparation of 4 
% PFA

3.4.2  Preparation 
of Mounting Solution
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   5.    Add 1 part of PPD aqueous solution (antifade agent) to 9 parts 
Mowiol solution to each aliquot immediately before fi rst use 
( see   Note 9 ).   

   6.    Add 1 μg/ml of Hoechst nuclear stain to mounting solution 
before fi rst use.      

       1.    Cells (as listed in Subheading  2.1 ) are seeded at 1.25 × 10 5  
cells/ml of complete medium on chamber slides and grown 
overnight.   

   2.    Stimulate cells with TLR ligand ( see  Subheading  2.3.1 ) for 
required time.   

   3.    Stop the reaction by addition of the same volume of 4 % PFA 
as there is medium in the well so that there is a fi nal concentra-
tion of 2 % PFA. Incubate at RT for 15 min.   

   4.    Remove PFA/medium and wash cells gently by dropping PBS 
down the sides of the wells with a (Pasteur) pipette three times 
for 1 min each time ( see   Note 10 ).   

   5.    Block cells at RT for 10 min with blocking buffer.   
   6.    Remove blocking buffer and permeabilize the cells with PEM/

Saponin on ice for 15 min.   
   7.    Remove PEM/Saponin and quench-free aldehyde groups with 

50 mM NH 4 Cl/Saponin for 5 min at RT.   
   8.    Remove Quenching buffer and incubate with blocking buffer 

for 10 min at RT.   
   9.    Add 80 μl of primary antibody (2–5 μg/ml of polyclonal anti-

body or 10 μg/ml of monoclonal antibody in antibody buffer) 
for 60 min at RT ( see   Note 12 ).   

   10.    Wash cells gently in PBS/Saponin three times for 1 min each 
time.   

   11.    Wash cells in blocking buffer once.   
   12.    Remove all buffers.   
   13.    Add 80 μl of the secondary antibody (1 μg/ml) for 15–30 min 

at RT.   
   14.    Wash cells gently in PBS/Saponin.   
   15.    Remove well dividers carefully.   
   16.    Add a drop of mounting solution to each fi xed area (approxi-

mately 15–20 μl total for a 22 × 22 coverslip or 40–50 μl total 
for 22 × 50 mm coverslip) .    

   17.    Gently place coverslip onto slide.   
   18.    Leave cover-slipped slides in the dark overnight to harden, 

coverslips do not require sealing by nail-varnish.   
   19.    Slides can be stored at −20°C or are ready for imaging by con-

focal microscopy ( see   Notes 9 ,  10 , and  13 ).        

3.4.3  Fixation, 
Permeabilizing, 
and Intracellular Staining
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4    Notes 

     1.    Using clear media can optimize image clarity and signal-to- 
noise ratio throughout the imaging period. We tend to use 
clear DMEM, but there are alternatives on the market that are 
designed specifi cally for live cell imaging such as “Live Cell 
Imaging Solution,” an optically clear physiological solution 
that helps keep cells healthy for up to 4 h and FluoroBrite™ 
DMEM (Life Technologies), an optically clear solution for 
long-term imaging and subsequent cell culture, which can be 
used alternatively.   

   2.    Fluorescently tagged TLR expression vectors are available 
from Addgene.   

   3.    Live-cell imaging of dynamic processes requires active observa-
tion over time which can be challenging, it is essential that the 
cells be healthy and maintained as closely as possible to physi-
ological temperature, pH, oxygen tension, and other condi-
tions. Use of HEPES in the media acts as a CO 2  buffer in the 
absence of a fully incubated heating stage mounted to the 
microscope.   

   4.    There are many ways to fi x cell samples, each method has its 
own strengths and unique characteristics. Fixation methods fall 
generally into two classes: organic solvents and cross- linking 
reagents. We use PFA, which is a cross-linking reagent. PFA 
forms intermolecular bridges, normally through free amino 
groups, creating a network of linked antigens. Cross- linkers 
preserve cell structure better than organic solvents, but may 
reduce the antigenicity of some cell components, they also 
require the addition of a permeabilization step, to allow access 
of the antibody to the specimen.   

   5.    We use 0.05 % Saponin to permeabilize cells, however alterna-
tive detergents can be used such as Triton X-100 or Tween-20 
can be used.   

   6.    Fixation may denature protein antigens, and for this reason, 
antibodies prepared against denatured proteins may be more 
useful for cell staining. For detecting Rab5, Rab7, Rab11, 
LAMP1 and LC3, we tend to use antibodies sourced from 
Santa Cruz.   

   7.    Ideally the controls for non-specifi c staining should be isotype- 
matched immunoglobulin fractions obtained from the same 
animal strain used for generating the primary antibody. For 
fl uorescent analysis of cells with Fc receptors, the use of isotype- 
matched negative controls is mandatory.   

   8.    Volumes are multiplied by 1.2 or by 1.1 to encompass pipet-
ting error.   

Using Confocal Microscopy to Investigate Intracellular Traffi cking of TLRs 



76

   9.    Loss of fl uorescence through irreversible photobleaching pro-
cesses can lead to a signifi cant reduction in sensitivity. This 
problem is particularly relevant to live cell imaging when exci-
tation light can be of long duration, or when target molecules 
are of low abundance so excitation light is of high intensity. 
While anti-fade reagents minimize photobleaching we recom-
mend that you keep laser power as low as possible and if cap-
turing images using a number of different channels, use only 
one laser channel to scan for cells of interest imaging to avoid 
photobleaching as much as possible. Photobleaching occurs 
due to the decomposition of fl uorophores by reactive oxygen 
species (ROS), if photobleaching is a signifi cant problem ROS 
inhibitors can extend the life of the fl uorophores.   

   10.    Do not let the cells dry at any stage. Especially during washing, 
handle each dish individually, since leaving a washed dish with-
out medium for even a few seconds can cause drying in the 
center of the dish.   

   11.    As an alternative to preparing your own PFA, 16 % methanol- 
free PFA can be purchased from Alfa Aesar GmbH & Co 
instead.   

   12.    Optimum times for incubating cells with primary antibody can 
vary, you may fi nd that incubating the cells overnight at 4 °C 
produces better results. If you are observing high background 
signal or weak fl uorescence, lower the concentration of pri-
mary antibody, if this does not work you may need to try an 
antibody from an alternative manufacturer. If further optimi-
zation is required BackDrop® Background Suppressor 
ReadyProbes™ Reagent (Life technologies), are a set of 
reagents designed to suppress background fl uorescence in live-
cell imaging samples.   

   13.    In general when undertaking imaging by confocal microscopy 
you would be advised to work in the dark and work quickly to 
minimize photobleaching thereby achieving the best possible 
images. You will fi nd that some fl uorescently tagged plasmids 
and secondary antibody-conjugated fl uorophores are much 
more sensitive to photobleaching than others.         
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    Chapter 5   

 Assessing the Inhibitory Activity of Oligonucleotides 
on TLR7 Sensing       

     Jonathan     Ferrand      and     Michael     P.     Gantier        

  Abstract 

   Aberrant sensing of self-nucleic acids by Toll-like receptor (TLR) 7, 8, or 9 is associated with several auto-
immune disorders, including systemic lupus erythematosus (SLE), rheumatoid arthritis, psoriasis, or sys-
temic sclerosis. In recent years, several classes of synthetic oligonucleotides have been shown to antagonize 
sensing of immunostimulatory nucleic acids by TLR7/8/9, indicating that these molecules could have 
therapeutic applications in such autoimmune diseases. Conversely, synthetic oligonucleotides used in ther-
apeutic technologies such as antisense and microRNA inhibitors also have the potential to inhibit 
TLR7/8/9 sensing, rendering patients more susceptible to viral/bacterial infections. This chapter 
describes a protocol to defi ne the inhibitory activity of synthetic oligonucleotides on TLR7.  

  Key words     Innate immunity  ,   Oligonucleotides  ,   Toll-like receptors  ,   TLR7  ,   TLR8  

1      Introduction 

 The discovery of Toll-like receptors (TLRs) and their crucial role 
in the activation of the innate response against pathogen infections 
in 1997–1998 [ 1 ,  2 ] have revolutionized the fi eld of immunology, 
leading to the award of the 2011 Nobel Prize in Medicine for this 
fi nding. TLRs are specialized in the detection of pathogen- 
associated molecular patterns (PAMPs), which are normally not 
expressed by the host. Nonetheless, TLRs specialized in the detec-
tion of nucleic acids, such as TLR3, 7, 8, and 9, have the potential 
capacity to detect both self- and non-self-nucleic acids. To prevent 
detection of self-DNA/RNA and safeguard the homeostasis of the 
host, expression of TLR3/7/8/9 is limited to a few cell types and 
furthermore is restricted to the endosomal compartment. 

 TLR7 and 8 are specialized in the detection of viral single- 
stranded RNAs and bacterial RNA [ 3 ]. They are predominantly 
expressed in immune cells, with a prevalence in plasmacytoid den-
dritic cells (pDCs) and B cells for human TLR7, and monocytes 
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for human TLR8 [ 4 ]. Their restriction to the endosomal compart-
ment limits their contact with phagocytosed RNAs from infected 
apoptotic cells, bacteria, or viral particles. Delivery of extracellular 
RNA to endosomal TLRs can be facilitated by host cargos, such as 
LL37 or HMGB1/2 [ 5 ,  6 ]. 

 Critically, the specifi city of TLR7/8 sensing of non-self-RNA 
relies on modifi cations generally absent in foreign RNAs. As such, 
human ribosomal RNA contains 25 times more 2′-O-methylated 
bases (2′OMe) and 10 times more pseudo-uridines than bacterial 
ribosomal RNA [ 7 ]. Incorporation of 2′OMe residues directly 
suppresses TLR7/8 signaling [ 8 – 11 ], presumably by increasing 
the affi nity of the RNA molecules to the TLRs but without allow-
ing structural changes in TLR7/8 required for signaling [ 12 ]. As 
such, one molecule of 2′OMe-modifi ed RNAs can inhibit more 
than 80 molecules of immunostimulatory RNA [ 13 ]. Conversely, 
posttranscriptional modifi cation of viral RNA, such as conversion 
of adenosine residues into inosine residues by host deaminases, can 
facilitate recognition of viral RNA by TLR7/8 [ 14 ]. 

 Despite these multiple safeguards to prevent recognition of 
self-RNA, sensing of host RNAs by TLR7/8 may occur through 
enhanced expression of TLR7/8 or favored uptake of self-RNAs, 
to contribute to the development of autoimmune diseases such as 
systemic lupus erythematosus (SLE), rheumatoid arthritis, psoria-
sis, or systemic sclerosis (reviewed in [ 3 ,  15 ]). Indeed, TLR7 and 
8 being the only TLRs expressed on the X chromosome, it is 
remarkable to note that SLE incidence is directly correlated with a 
chromosome X dosage effect in both humans [ 16 ,  17 ] and mice 
models [ 18 ,  19 ]. Furthermore, overexpressed antimicrobial pep-
tide LL37 can form a complex with self-RNA and activate TLR7/8- 
driven autoinfl ammatory responses in psoriasis [ 5 ]. In addition, 
the use of TLR7 agonists exacerbates psoriasis in patients [ 20 ] and 
induces SLE and psoriasis-like symptoms in mice [ 21 ,  22 ], con-
fi rming the direct contribution of TLR7/8 engagement in these 
autoimmune disorders. 

 Collectively, these data suggest that strategies aimed at antago-
nizing TLR7/8 could have therapeutic potential against several 
autoimmune disorders. In favor of this concept, the antimalarial 
drug hydroxychloroquine is therapeutically used against rheumatic 
diseases, including rheumatoid arthritis and SLE, through its 
potential action on endosomal maturation and interaction with 
nucleic acids, which inhibit TLR7/8 signaling [ 23 ,  24 ]. In addi-
tion, recent reports suggest that specifi c TLR7/8/9 antagonists 
based on modifi ed synthetic oligonucleotides could have therapeu-
tic potential in the treatment of SLE and psoriasis [ 25 – 27 ]. Such 
immunosuppressive oligonucleotides can benefi t from base modi-
fi cations, specifi c motifs, and backbone chemistry [ 11 ,  28 – 31 ]. In 
line with this, we have recently discovered that different types of 
steric antisense oligonucleotides designed to target specifi c microR-
NAs could act as specifi c TLR7/8 inhibitors [ 13 ]. Critically, we 
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demonstrated that 2′OMe-modifi ed oligonucleotides inhibited 
TLR7/8 with different potencies, independent of TLR9, in a 
motif-dependent manner [ 13 ]. These fi ndings pave the way for the 
rational design of novel specifi c TLR7/8 inhibitors, to treat auto-
infl ammatory disorders. In addition, these studies underline the 
important immune regulation of synthetic oligonucleotides used 
in other technologies such as antisense or microRNA inhibitors, 
potentially inducing long-term immunosuppressive effects in 
patients. In this chapter, we describe a protocol that allows for the 
screening of oligonucleotides that antagonize TLR7 signaling.  

2    Materials 

       1.    L929 cells (ATCC reference CCL-1).   
   2.    Dulbecco’s Modifi ed Eagle’s Medium (DMEM; Life 

Technologies) supplemented with 10 % sterile fetal bovine 
serum (FBS; ICPBio Ltd, New Zealand) and 1× antibiotic/
antimycotic (Life Technologies); referred to as complete 
DMEM.   

   3.    Roswell Park Memorial Institute medium (RPMI) 1640 plus 
 l -glutamine medium (Life Technologies) complemented with 
1× antibiotic/antimycotic and 10 % FBS; referred to as com-
plete RPMI.   

   4.    Dulbecco’s Phosphate-Buffered Saline (DPBS; Life 
Technologies).   

   5.    TrypLE™ Express Stable Trypsin (Life Technologies).   
   6.    Tissue culture plastic ware: sterile tissue culture treated 

microtest™ 96-well plates; 100 mm sterile tissue culture 
treated dishes; T175 and T75 sterile tissue culture treated 
fl asks (BD Falcon).   

   7.    Corning ®  500 ml bottle-top vacuum fi lter system 
(Sigma-Aldrich).   

   8.    0.22 μm polyethersulfone  fi lters  (Sigma-Aldrich).   
   9.    Cell scrapers 24 cm (TPP).   
   10.    Sterile carbon steel surgical scalpel blades (No. 10) (Swann- 

Morton Ltd).   
   11.    27G ½ PrecisionGlides needles (BD).   
   12.    10 ml plastipak syringes (BD).      

       1.    Stimulant of TLR7/8, R848: stock solution at 1 mg/ml in 
endotoxin-free sterile H 2 O (Invivogen).   

   2.     N -[1-(2,3-Dioleoyloxy)propyl]- N , N , N -trimethylammonium 
methylsulfate (DOTAP) (Roche).   

   3.    Nuclease-free TE Buffer, pH 7.0 and 8.0, for RNA and DNA 
oligonucleotides, respectively (Life Technologies).   

2.1  Cell Culture

2.2  BMDM 
Transfection 
and Stimulation
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   4.    Oligonucleotides are synthesized as single-stranded molecules 
by Integrated DNA Technologies (IDT), with standard desalt-
ing purifi cation. The oligonucleotides are resuspended into 
fi lter- sterilized TE buffer to a concentration of 40 μM.   

   5.    Control RNA sequences used:
   (a)    B-406AS-1: 5′UAAUUGGCGUCUGGCCUUCUU 3′ 

(nonmodifi ed RNA);   
  (b)    RD: 5′UAACACGCGACAGGCCAACUU 3′ (nonmodi-

fi ed RNA);   
  (c)    NC1: 5′GzCGUAUUAUAGCCGAUUAACGzA 3′ (all 

bases are 2′OMe RNA and “z” denotes ZEN groups 
(IDT) [ 13 ,  32 ]).          

       1.    TNF-α OptEIA ELISA set (BD Biosciences).   
   2.    TNF-α coating buffer: 0.084 mg NaHCO 3 , 0.036 mg Na 2 CO 3  

in 10 ml of double-distilled H 2 O (ddH 2 O), freshly made up.   
   3.    10× PBS: NaCl 8 % (w/v), KCl 0.2 % (w/v), Na 2 HPO 4  1.22 

% (w/v), KH 2 PO 4  0.2 % (w/v) in ddH 2 O, pH 7.4.   
   4.    PBS-tween (PBST): 1× PBS diluted in H 2 O complemented 

with 0.05 % tween 20.   
   5.    Pharmingen Assay Diluent (BD Biosciences).   
   6.    F96 maxisorp plates (Nunc).   
   7.    Tetramethyl benzidine substrate (TMB, Sigma-Aldrich).   
   8.    Sulfuric acid 2 N.   
   9.    Plate reader with 450 nm absorbance fi lter.       

3    Methods 

 This section details a method to measure the inhibitory activity of 
oligonucleotides on immunostimulatory RNA sensing by TLR7, 
in the biologically relevant context of primary macrophages. 
Although more appropriate than the use of HEK293-TLR7 cells 
for its reliance on macrophages, which naturally express TLR7, the 
use of primary bone marrow-derived macrophages (BMDMs) has 
several limitations. It necessitates access to a mouse facility and 
appropriate local ethics clearance, relies on a 7-day differentiation 
of the macrophages, and is limited by the maximum amount of 
cells that can be purifi ed and differentiated from one mouse. As 
such, this protocol may not be suitable for the screening of more 
than ~60 to 70 different oligonucleotides at a time, given the vari-
ability of responsiveness of BMDMs from mouse to mouse, mak-
ing it very diffi cult to combine data from larger sets of 
oligonucleotides tested in different BMDMs. 

2.3  TNF-α ELISA
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     The differentiation of bone marrow into macrophages is carried 
out in L929 cell-conditioned medium, as a source of M-CSF. This 
medium is prepared in 250 ml batches as follows.

    1.    Culture L929 cells from a frozen vial in complete RPMI at 37 
°C in 5 % CO 2  until the cells reach ~95 % confl uency in a 
100 mm tissue culture dish. Collect the cells, rinse with DPBS 
with 1.5 ml TrypLE™ Express, and passage them into 3× 
100 mm dishes in complete RPMI and expand to ~95 % 
confl uency.   

   2.    Collect the cells from two of the 100 mm dishes and pool 
them together to inoculate 5× T175 fl asks, with 50 ml of com-
plete RPMI per fl ask. Freeze down the cells from the third dish 
for stock. This is day 0. Incubate the cells for 5 days at 37 °C 
in 5 % CO 2  ( see   Note 1 ).   

   3.    On day 5, collect the conditioned medium from each fl ask into 
50 ml sterile tubes and centrifuge at 300 ×  g  for 2 min to pellet 
any potential fl oating cells. Pool the 5× 50 ml conditioned 
medium into a Corning ®  500 ml bottle-top vacuum fi lter sys-
tem and fi lter sterilize it. Aliquot by 12 ml (in 15 ml tubes), 
and freeze at −80 °C or use to make BMDMs. The medium 
can be kept for 2 weeks at 4 °C without any noticeable impact 
on activity.      

       1.    Collect the two femurs from a humanely killed mouse (4–12 
weeks old) and clean them to remove most of the connective 
tissue ( see   Note 2 ).   

   2.    In a sterile tissue culture cabinet, rinse one femur for 10 s in 80 
% (v/v) EtOH, and then in DPBS for 30 s.   

   3.    Cut the two ends of the femur using a sterile scalpel blade 
while holding the middle of the bone with sterile tweezers ( see  
 Note 3 ).   

   4.    Flush/collect the bone marrow in a new 15 ml sterile tube 
using 5 ml of complete DMEM in a 10 ml syringe with a 27G 
½ needle, by inserting the needle inside the end of the bone 
( see   Note 4 ).   

   5.    Repeat this process with the second femur and pool the 10 ml 
of bone marrow.   

   6.    Spin down the bone marrow at 300 ×  g  for 5 min.   
   7.    Discard the supernatant and vigorously resuspend the bone 

marrow using a 1 ml pipette with 800 μl of complete DMEM, 
to minimize cell aggregates.   

   8.    Transfer the cells into 24 ml of complete DMEM in a 50 ml 
sterile tube. Add 6 ml of L929 cell-conditioned medium to 
obtain 30 ml and mix the cells by pipetting up and down sev-
eral times with a 10 ml pipette.   

3.1  Cell Culture

3.1.1  L929 cell- 
Conditioned Medium

3.1.2  BMDM Harvest
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   9.    Transfer the cells into two tissue culture treated T75 fl asks (15 ml 
per fl ask) and incubate at 37 °C in 5 % CO 2 . This is day 0.   

   10.    On day 3, collect the culture medium into a 50 ml sterile tube, 
and replenish the medium with 10 ml fresh complete DMEM 
and 3 ml L929 cell-conditioned medium, per fl ask. Spin down 
the culture medium to collect fl oating cells and resuspend 
them in 2 ml complete DMEM per fl ask (i.e., use 4 ml if the 
culture medium is pooled from two fl asks). Add 2 ml of these 
cells to each fl ask, giving a fi nal volume of 15 ml ( see   Note 5 ). 
Further incubate the cells until day 6.   

   11.    In the afternoon of day 6, discard the medium and add 3 ml 
of complete DMEM to one fl ask ( see   Note 6 ). Collect the cells 
with a sterile cell scraper and transfer into a 15 ml sterile tube. 
Rinse the fl ask a second time with 2 ml of complete DMEM 
and renew scraping to maximize the amount of cells 
collected.   

   12.    Count the cells with a hemacytometer and plate 80,000 mac-
rophages per well of a 96-well plate in 150 μl of complete 
DMEM supplemented with 20 % L929 cell-conditioned 
medium. Incubate the cells overnight until day 7, when the 
cells are stimulated with the TLR7 agonists/inhibitors ( see  
 Note 7 ).       

   
 This protocol relies on the use of a single-stranded immunostimula-
tory RNA (ssRNA), referred to as B-406AS-1, which specifi cally 
activates TLR7 in mouse BMMs [ 13 ,  14 ,  33 ]. Importantly, 
B-406AS-1 is synthesized with unmodifi ed RNA bases, thereby 
mimicking biologically relevant immunostimulatory RNAs. Given 
that chemical agonists of TLR7, such as R848 and imiquimod, 
engage several distinct residues of TLR7 compared to ssRNA with 
functional downstream consequences [ 34 ], it is preferable to use a 
natural TLR7 ligand (in the form of an ssRNA) to screen for TLR7 
antagonists. Importantly, our optimization studies demonstrated 
that consecutive transfection of the indicated doses of (1) the inhibi-
tory oligonucleotide tested, followed by (2) transfection of the 
immunostimulatory ssRNA, resulted in optimal reproducibility. The 
RD RNA sequence can be used as a noninhibitory oligonucleotide 
(to control for the effect of the fi rst transfection), while the NC1 
RNA sequence can be used as a positive inhibitory oligonucleotide, 
dampening by >50 % the production of TLR7-driven TNF-α. 

   Please note that the volumes provided below allow for the use of 
biological triplicate samples for each condition tested, which is 
highly recommended.

    1.    Dilute the oligonucleotides 1/10 to 4 μM in TE buffer under 
sterile conditions.   

3.2  BMDM 
Transfection 
and Stimulation

3.2.1  Transfection 
of TLR7 Inhibitory 
Oligonucleotides
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   2.    In a new 0.5 ml tube, mix 6 μl of 4 μM oligonucleotide (such as 
NC1 or RD) with 32 μl of pure DMEM (without antibiotics or 
serum). In a separate tube, mix 1.05 μl of DOTAP with 37 μl of 
pure DMEM and incubate at room temperature (RT) for 
2–5 min.   

   3.    Add the DOTAP mix to the oligonucleotide mix with gentle 
tapping and incubate for 10 min at RT ( see   Note 8 ).   

   4.    In the meantime, rinse the cells with 150 μl of complete 
DMEM.   

   5.    Add 25 μl of the oligonucleotide/DOTAP mix per well, giving 
three wells with 175 μl for each condition. Incubate at 37 °C 
in 5 % CO 2  for 30–45 min maximum, and proceed to the trans-
fection of the immunostimulatory ssRNA (Subheading  3.2.2 ).      

        1.    Mix 2.68 μl of 40 μM B-406AS-1 with 36 μl of pure DMEM, 
per condition, i.e., three wells (a mastermix should be used to 
increase robustness).   

   2.    Mix 4.75 μl of DOTAP with 33 μl of pure DMEM per condi-
tion and incubate for 2–5 min at RT.   

   3.    Add the DOTAP mix to the oligonucleotide mix with gentle 
tapping and incubate for 10 min at RT.   

   4.    Add 25 μl of B-406AS-1/DOTAP mix per well, giving three 
wells with 200 μl for each condition (with 40 nM of inhibitory 
oligonucleotide and 180 nM of immunostimulatory ssRNA). 
Incubate at 37 °C in 5 % CO 2  overnight (16–18 h) and collect 
supernatants for analysis of TNF-α production ( see   Note 9 ).       

  
 A TNF-α ELISA is performed to assess the inhibitory activity of 
the oligonucleotides on TLR7 sensing.

    1.    The day before the assay (or a few days before), coat a maxi-
sorp 96-well plate with 80 μl of capture antibody diluted 
1:500 in coating buffer, and leave sealed with tape at 4 °C. The 
morning of the assay, rinse the plate three times with PBST 
and block for 1 h at RT with 100 μL Assay Diluent per well, 
with rocking.   

   2.    Following blocking, wash the plate three times with 
PBST. Prepare the TNF-α standard curve following the 
Analysis Certifi cate leafl et from the kit, to give a concentration 
range from 1000 to 15.6 pg/ml (seven points). Add 50–75 μl 
of neat supernatant or standard to each well of the ELISA 
plate, and incubate for 2 h at RT, with rocking.   

   3.    Wash the plate three times with PBST and prepare the working 
detector antibody. Dilute both detection antibody and 
streptavidin- horseradish peroxidase (SAv-HRP) to 1:500 in 
Assay Diluent. Incubate for 10 min before adding 80 μl per 
well, and further incubate for 1 h at RT. Following fi ve to 

3.2.2  Transfection 
of Immunostimulatory 
ssRNA

3.3  TNF-α 
Production Analysis 
by ELISA
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seven PBST washes, perform the enzymatic assay. Add 80 μl of 
pre- warmed TMB (at 25–37 °C) per well and incubate at RT 
in the dark until a blue color develops. Stop the reaction with 
40 μl sulfuric acid. Read the absorbance in a plate reader within 
30 min at 450 nm.   

   4.    To determine the inhibitory effect of the oligonucleotides 
tested, divide each concentration measured by the average 
concentration for the condition RD + B-406AS-1.       

4    Notes 

     1.    The L929 cells should reach 100 % confl uency on day 3 and 
will then stop growing. The medium will probably get slightly 
yellow by day 5, but this should have no impact on the health 
of the cells. Very little cell debris should be present in the 
medium on day 5.   

   2.    The femurs can be kept in DPBS on ice for less than 24 h. For 
this however, it is essential to maintain the integrity of the 
bones, and as such, great care should be taken during collec-
tion. Broken bones should be used immediately. Noteworthy, 
the ability to keep the bones for up to 24 h makes it possible to 
use overnight shipping to collaborating laboratories.   

   3.    This can be carried out in a lid of a 60 mm sterile dish. Fine 
movements of the blade with limited pressure on the bone 
works better than static heavy pressure, as it avoids crushing 
the bone.   

   4.    Flush the bone from both ends to maximize collection. At the 
end of this process, the bone should appear mostly white.   

   5.    By day 3, a good proportion of cells should be sticking to the 
bottom of the fl ask. The collection of cells in suspension is 
used here to maximize the amount of cells obtained, but is 
facultative.   

   6.    On day 6, the cells should be 70–90 % confl uent, and the 
medium probably slightly yellow.   

   7.    It should be noted that by day 7, >90–95 % of the cells will be 
differentiated into macrophages. Nonetheless, this procedure 
does not exclude fi broblasts that rapidly adhere between day 0 
and 1. Purity of the differentiated cells can be assessed by fl ow 
cytometry using expression of CD11c+ and F4/80. The aver-
age yield of BMDMs for one mouse should be >1 × 10 7  cells.   

   8.    A mastermix of DOTAP/pure DMEM can be made to increase 
robustness between the conditions.   

   9.    Appropriate positive and negative controls should also be used. 
RD + B-406AS-1 condition should be used as a negative control 
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and reference to calculate inhibitory activity by the oligonucle-
otide tested. R848 added directly to the medium to a fi nal con-
centration of 1–2 μg/ml can also be used as a positive control. 
NC1 + B-406AS-1 condition (or any other inhibitory sequences 
reported in [ 13 ], such as miR-122 AMO “2′OMe 5 in ZEN, 
3′ZEN”; Fig.  1 ) can be used as a positive control for inhibition 
of TLR7 sensing. Mock and Medium controls, with DOTAP 
only and no-treatment, respectively, should also be used to 
defi ne baseline cytokine production by the cells (Fig.  1 ).

  Fig. 1    Inhibition of TLR7 sensing by miR-122 synthetic inhibitors in mouse mac-
rophages. Primary mouse macrophages were treated as presented in Subheading 
 3.2  with 40 nM of the indicated synthetic oligonucleotides targeting miR-122 (as 
published in [ 32 ]), and 180 nM of B-406AS-1 complexed with DOTAP, for 16–18 
h. Each treatment was carried out in biological triplicate and the data are from 
four independent experiments. Two-tailed unpaired  t -tests comparing to 
RD+B406AS-1 condition and standard error of the mean are shown (ns: not 
signifi cant; * p  < 0.05). The data are shown relative to the condition RD + 
B406AS-1, and suggest that short versions (“15mer”) of the oligonucleotides 
targeting miR-122 have no inhibitory activity on TLR7 sensing, and are therefore 
preferable to limit immunosuppression in patients. Mock condition refers to 
DOTAP control (without any RNA), and Medium condition to nonstimulated cells 
(to determine basal cytokine production)       
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    Chapter 6   

 Methods for Delivering DNA to Intracellular Receptors                     

     Katryn     J.     Stacey     ,     Adi     Idris    ,     Vitaliya     Sagulenko    ,     Nazarii     Vitak    , 
and     David     P.     Sester      

  Abstract 

   Cytosolic DNA can indicate infection and induces type I interferon (IFN) and AIM2 infl ammasome 
responses. Characterization of these responses has required introduction of DNA into the cytosol of mac-
rophages by either chemical transfection or electroporation, each of which has advantages in different 
applications. We describe here optimized procedures for both electroporation and chemical transfection, 
including the centrifugation of chemical transfection reagent onto cells, which greatly increases the speed 
and strength of responses. Appropriate choice of DNA and use of these methods allow study of either the 
cytosolic DNA responses in isolation or the simultaneous stimulation of cytosolic receptors and the CpG 
DNA receptor toll-like receptor 9 (TLR9) in the endosomes.  

  Key words     Cytosolic DNA  ,   Macrophage  ,   Transfection  ,   Electroporation  ,   Centrifection  ,   AIM2  ,   cGAS  , 
  Infl ammasome  ,   Pyroptosis  ,   Interferon  

1       Introduction 

 Detection of foreign DNA in the cytosol occurs in infections with 
viruses such as vaccinia and MCMV as well as with cytosolic bacte-
ria such as  Francisella  [ 1 ,  2 ]. Two pathways of response have been 
characterized, leading either to induction of type I interferon (IFN) 
[ 3 ,  4 ] or release of IL-1β and cell death [ 5 – 7 ]. Although innate 
immune cell pattern recognition receptors generally recognize 
microbial molecules as intrinsically foreign structures not present in 
the host, this is not the case for DNA. Rather, it is the aberrant loca-
tion that triggers the alarm; both self and foreign DNAs are per-
ceived as a danger to the cell when found in the cytosol. Following 
binding to cytosolic DNA, cyclic GMP-AMP synthase (cGAS) cata-
lyzes formation of a cyclic dinucleotide second messenger, which 
subsequently binds to STING and initiates downstream signaling 
leading to IFN-β production [ 4 ]. A second response to DNA is the 
activation of the absent in melanoma 2 (AIM2) infl ammasome [ 5 , 
 6 ]. DNA recruits AIM2, which in turn recruits the infl ammasome 
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adapter molecule ASC  (apoptosis- associated speck-like protein 
 containing a CARD), to form a single focus—the “ASC speck.” 
ASC binds caspase-1, inducing its dimerization and activation. 
Active caspase-1 elicits rapid lytic cell death termed pyroptosis, as 
well as cleaving proinfl ammatory cytokines IL-1β and IL-18 to 
their active forms prior to their release. Both these responses occur 
only with double-stranded (ds) DNA in a DNA length-dependent 
manner, and there is no effect of single- stranded DNA. cGAS and 
AIM2 both predominantly bind to the phosphate backbone of 
dsDNA [ 8 ,  9 ] and there is therefore little sequence dependence. In 
contrast, the CpG DNA receptor TLR9 is located in endosomes 
and recognizes unmethylated CG dinucleotide- containing motifs 
in either single- or double-stranded bacterial DNA or oligonucle-
otides [ 10 ,  11 ]. The choice of DNA as well as the method of appli-
cation of DNA to cells is important to consider when targeting 
TLR9, cytosolic receptors, or both simultaneously. 

 The characterization of pathways in response to cytosolic DNA 
has depended heavily on the introduction of DNA into macro-
phage cells. Here we describe methods for both electroporation 
and chemical transfection of macrophages, for studying these 
responses. Each of these techniques has advantages for different 
applications. The mechanism through which electroporation per-
meabilizes cells is incompletely understood [ 12 ]. Electroporation 
seems to deliver macromolecules directly into the cytosol [ 13 ] 
avoiding endocytic pathways and associated nucleases [ 14 ]. In 
addition, electroporation introduces a bolus of DNA at one instant, 
and so the response of cells is rapid and relatively synchronous. 
Electroporation in cuvettes is convenient for analyses of early 
responses requiring nonadherent cells, such as fl ow-cytometric 
detection of pyroptosis by probing membrane integrity as described 
here, or quantifi cation of ASC speck formation [ 15 ]. Chemical 
transfection, on the other hand, is convenient if adherent cells are 
to be studied, although nonadherent cells can also be chemically 
transfected. Advantages over electroporation include the ease of 
transfecting larger numbers of samples, and when conducted on 
adherent cells, the suitability for subsequent analysis by micros-
copy. Complexes of transfection reagent with DNA enter the cells 
through endocytosis and DNA must escape from the endosome 
into the cytosol. This is by nature a slower process than electro-
poration, and generally an inferior method for studying rapid 
DNA-dependent pyroptosis, which requires a certain threshold of 
cytosolic DNA. However, here we describe an optimized chemical 
transfection procedure involving centrifugation of transfection 
complex onto cells [ 16 ], which we term centrifection. Centrifection 
generates a much more synchronous and profound response than 
conventional chemical transfection, and also reduces the amount 
of ligand required for assays. Furthermore, we highlight two 
 techniques which can be used to assess cell death mediated by the 
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AIM2 infl ammasome following transfection of DNA—the MTT 
assay for cell viability, and the monitoring of membrane integrity in 
real time, by fl ow cytometry. 

 In planning experiments on macrophage DNA responses, it is 
important to consider whether only TLR9, or only cytosolic DNA 
responses, or both responses simultaneously are to be measured. 
Macrophage TLR9 responses can be effi ciently elicited by non-
transfected bacterial DNA as well as CpG-containing oligonucle-
otides, but not by vertebrate DNA, which has CpG suppression 
and methylation [ 11 ,  17 ]. Macrophages bind and take up DNA 
into the endosomal pathway where it is exposed to TLR9. Chemical 
transfection of DNA certainly enhances exposure of TLR9 to DNA 
but is not necessary for studying TLR9 responses, and would be 
undesirable if double-stranded DNA is used and activation of cyto-
solic pathways is not wanted. However, chemical transfection of 
bacterial DNA could be used to elicit simultaneous stimulation of 
TLR9 and cytosolic DNA recognition pathways. On the other 
hand, electroporation should not enhance TLR9 responses, as the 
plasma membrane is directly permeabilized to DNA. With electro-
poration, TLR9 should only be exposed to the amount of DNA 
that manages to bind and be internalized though the normal route 
into the endosomal system. This exposure can be minimized by 
washing DNA away after electroporation, but to avoid TLR9 acti-
vation nonstimulatory vertebrate DNA [ 11 ] should be used, such 
as calf thymus DNA used here. The DNA most frequently used in 
publications for stimulating cytosolic responses is the alternating 
copolymer, poly(dA-dT).poly(dA-dT). However, this has been 
shown to be an RNA polymerase III substrate, generating double- 
stranded RNA which activates RIG-I pathways [ 18 ]. This compli-
cates interpretation of results, and it cannot be considered solely as 
an activator of DNA response pathways. In summary, careful con-
sideration of the source of DNA (vertebrate, bacterial, or CpG 
oligonucleotides) and routes of exposure to DNA will allow tailor-
ing of the responses required.  

2     Materials 

        1.    Complete RPMI-1640: RPMI-1640 supplemented with 10 % 
heat inactivated fetal calf serum (HI-FCS), 1× GlutaMAX, 50 
U/mL penicillin, 50 μg/mL streptomycin, and 25 mM 
HEPES (optional,  see   Note 1 ). (All reagents were purchased 
from Life Technologies).   

   2.    Additive-free RPMI-1640: RPMI-1640 alone with no 
additions.   

   3.    Calf thymus DNA (Sigma Aldrich), further extracted with 
phenol and chloroform to remove protein, and with Triton 
X-114 to remove any traces of LPS [ 11 ].   

2.1   Centrifection

Delivering DNA to Intracellular Receptors
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   4.    Ultrapure LPS from  E. coli  0111:B4 (LPS-EB Ultrapure; 
Invivogen).   

   5.    Lipofectamine ® 2000 (Life Technologies).   
   6.    MTT reagent ((3-(4,5-Dimethylthiazol-2-yl)-2,5-Diphenyl-

tetra zolium Bromide); Life Technologies). Prepare a 5 mg/
mL stock in PBS, and fi lter (0.22 μm) to sterilize and remove 
any remaining insoluble material. Aliquot immediately and 
store at −20 °C. Aliquots should be protected from light, and 
may be frozen and thawed a number of times unless a blue 
formazan precipitate develops.   

   7.    MTT solubilization solution (Isopropanol/10 % Triton 
X-100/0.1 N HCl), stored at room temperature.      

       1.    Complete RPMI-1640 ( see   Item 1,  Subheading  2.1 ).   
   2.    Propidium Iodide (PI) (Life Technologies). A 5 mg/mL stock 

solution is prepared in PBS and stored at 4 °C.   
   3.    Electroporator, BioRad Gene Pulser MXcell™ fi tted with a 

Gene Pulser MXcell™ ShockPod Cuvette Chamber (or any 
other suitable electroporation system, e.g., BioRad Gene 
Pulser, Gene Pulser II)   

   4.    Flow cytometer, e.g., BD Accuri C6 cytometer and regular 
heating block, or other cytometer allowing temperature con-
trol of the sample.       

3     Methods 

 Carry out all techniques aseptically and at room temperature unless 
otherwise stated. Cell culture should be carried out in a Class II 
biosafety cabinet/microbiological safety cabinet. 

           1.    Bone marrow-derived macrophages (BMMs) differentiated for 
6–10 days should be collected after routine culture on bacte-
riological plastic plates [ 19 ]. Collect culture medium into a 50 
mL tube, wash cell monolayer twice with Ca 2+ /Mg 2+ -free PBS 
combining washes with culture medium, and allow attached 
cells to sit at room temperature (RT) in a minimal volume of 
Ca 2+ /Mg 2+ -free PBS for 5 min. Gently harvest attached cells 
using a 10 mL serological pipette or blunt-ended 18G needle 
and 10 mL syringe. Combine harvested cells, washes, and 
residual culture medium, mix and determine cell density.   

   2.    Pellet cells by centrifugation at 300 ×  g  for 5 min, remove 
supernatant, resuspend cell pellet in 100–200 μL of penicillin/
streptomycin- free complete RPMI-1640 supplemented with 
10 4  U/mL CSF1 ( see   Note 2 ), and generate a single cell sus-
pension by pipetting up and down at least ten times with a 
P200 pipette set to 200 μL ( see   Note 3 ). Add additional peni-

2.2   Electroporation

3.1   Centrifection

3.1.1   BMM Cell Culture
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cillin/streptomycin-free complete RPMI-1640 supplemented 
with 10 4  U/mL CSF1 to generate a cell suspension of 750,000 
cells/mL.   

   3.    Add 100 μL of penicillin/streptomycin-free complete RPMI- 
1640 per well to positions A1–A2 of a 96-well plate (to use as 
blank for MTT analysis).   

   4.    Plate 75,000 BMMs (100 μL) per well in a 96-well plate and 
incubate overnight at 37 °C in an air/5 % CO 2  humidifi ed 
environment.   

   5.    Following overnight incubation, if required ( see   Note 4 ), add 
75 μL of 47 ng/mL LPS in penicillin/streptomycin-free com-
plete RPMI-1640, tap plate gently to mix, and incubate for 4 
h (to prime cells at a fi nal concentration of 20 ng/mL LPS).      

   

     1.    Outlined below is a method for the preparation of material 
that will allow for 40 replicates of both mock and calf thymus 
(CT) DNA treatments, in 96-well format, delivering 125 ng 
CT DNA per well ( see   Note 5 ). Complexes are prepared at a 
ratio of 1 μg DNA: 2 μL Lipofectamine ® 2000 and can be 
scaled to make more or less as desired ( see   Notes 6  and  7 ).   

   2.    Prepare two 1.5 mL microfuge tubes containing either 125 μL 
of additive-free RPMI-1640 for “mock” samples or 125 μL of 
additive-free RPMI-1640 containing 5 μg of CT DNA for 
“CT DNA” samples.   

   3.    In a 1.5 mL microfuge tube combine 20 μL Lipofectamine ® 2000 
and 230 μL of additive-free RPMI-1640 and mix thoroughly 
(avoiding the introduction of bubbles) by pipetting up and 
down with a P200 pipette set to 200 μL, and then incubate at 
room temperature for 4 min.   

   4.    Add 125 μL of the Lipofectamine ® 2000 complex mix from 
 step 3  to each of the 125 μL “mock” preparation from  step 2  
and the 125 μL “CT DNA” preparation from  step 2 . Mix 
thoroughly (avoiding the introduction of bubbles) by pipet-
ting up and down at least fi ve times with a P200 set to 200 μL 
and incubate at room temperature for 20 min. Dilute each 
tube 1:4 by addition of 750 μL of additive-free RPMI-1640 
and mix thoroughly (avoiding the introduction of bubbles) by 
pipetting up and down at least three times with a P1000 set to 
750 μL.      

  

     1.    Following 4 h of LPS priming of BMMs, add either 25 μL of 
“mock-Lipofectamine ® 2000” or “CT DNA- Lipofectamine ® 
2000” preparation (from  step 4 , Subheading  3.1.2 ).   

   2.    Gently tap the 96-well plate to facilitate mixing of transfection 
complexes in wells.   

3.1.2  Preparation of DNA 
Complexes

3.1.3  Application of DNA 
Complexes
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   3.    To achieve enhanced and synchronized delivery of DNA to 
cells, a “centrifection” step is recommended, which involves 
centrifugation of plates at 1000 ×  g  for 10 min at room tem-
perature. Return plates to the 37 °C incubator following com-
pletion of centrifugation.   

   4.    Incubate cells for 1–6 h ( see   Note 8 ).      
  

     1.    AIM2 infl ammasome-mediated pyroptosis can be assessed by a 
number of means including MTT assay for cell viability. Release 
of IL-1β can be assessed by ELISA as well as western blotting 
( see   Note 9 ). To allow assessment of IL-1β release by ELISA, 
and cell viability on the one sample, carefully harvest 120 μL of 
cell culture medium making sure not to disturb cell monolay-
ers/debris during the process. Cell supernatants can be stored 
at −80 °C until assayed by ELISA for cytokine levels such as 
IL-1β (Fig.  1a ) ( see   Note 10 ).

       2.    To the remaining 80 μL of culture medium in wells, add 20 μL 
of 5 mg/mL MTT reagent and return to the incubator for 1 h 
( see   Note 11 ).   

   3.    Remove plate and add 125 μL of MTT solubilization solution, 
seal plate with parafi lm and leave overnight at room tempera-
ture in the dark.   

   4.    The following day, either tap the plate to mix wells or use a 
P200 pipette if required to achieve a homogenous solution 
and measure reduced MTT on a plate spectrophotometer at 
570 nm. The background from wells without cells is subtracted 
from all samples. This can be done in conjunction with a refer-
ence wavelength at 630 nm to eliminate background absor-
bance contributed by cell debris, fi ngerprints on plates, 
scratches etc. [ 20 ]. Representative data for cell viability using 
this protocol is presented in Fig.  1a  and the AIM2-dependence 
is shown in Fig.  1b .       

    
 Outlined below is a protocol specifi cally for the electroporation of 
BMMs or infl ammasome-competent RAW mASC-EGFP cells with 
CT DNA for the purpose of analysis of pyroptosis via fl ow cytom-
etry. Electroporation is a versatile method for the introduction of 
nucleic acid ligands into macrophages. It can be used for study of 
various AIM2 responses such as pyroptosis (Fig.  2a, b ), apoptosis, 
ASC oligomerization, ASC speck formation, caspase cleavage, and 
IL-1β release [ 15 ,  21 ,  22 ], as well as induction of IFN-β mRNA via 
the cGAS pathway (Fig.  2c ).

    

     1.    Conditions described below enable introduction of DNA into 
both BMMs and RAW264.7 macrophage-like cell line. 
RAW264.7 cells respond to DNA with induction of IFN-β, 

3.1.4  MTT Viability Assay 
and ELISA

3.2   Electroporation

3.2.1  Cell Culture
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but have no infl ammasome response, due to lack of ASC 
expression. However, we have generated RAW264.7 cells 
expressing mouse ASC fused to GFP, and this successfully 
reconstitutes infl ammasome function ( see  Fig.  2a ).   

   2.    Harvest cells from routine subculture, count, pellet at 300 ×  g  
for 5 min (can be conducted as per  step 1,  Subheading  3.1.1 ). 
Remove supernatant, resuspend cell pellet in 100–200 μL of 
complete RPMI-1640, and generate a single cell suspension by 
pipetting up and down at least ten times with a P200 pipette 
set to 200 μL ( see   Note 3 ). Add additional complete RPMI-
1640 to generate a cell suspension of 2.7 × 10 6  cells/mL kept 
at room temperature ( see   Note 12 ).      

  

     1.    Aliquot 380 μL (ca. 1 × 10 6  cells) of cells in complete RPMI- 
1640 at room temperature into a BioRad® 0.4 cm electro-
poration cuvette ( see   Note 12 ). Ensure that the liquid is all in 
the bottom of the cuvette, and avoid bubbles.   

   2.    Add 10–20 μg of CT DNA in a total volume of 20 μL of PBS, 
mix thoroughly, pipetting up and down approximately ten 
times with a P200 pipette set to 200 μL.   

3.2.2  Electroporation
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  Fig. 1    Centrifection is superior to standard chemical transfection of CT DNA (Subheading  3.1 ) for eliciting 
AIM2- dependent pyroptosis and IL-1β production. ( a ) IL-1β levels ( left panel ) (data represent the mean of two 
technical replicates), and viability of C57BL/6 BMMs measured by MTT reduction (A570— right panel ) (data 
represent the mean and range of two technical replicates), exposed for 6 h to varying amounts of CT DNA with 
transfection reagent (CT DNA). The “mock” controls were treated with transfection reagent alone, at amounts 
equivalent to those used in the DNA transfections. Plates were treated with or without centrifugation. ( b ) 
Macrophage cell death after centrifection of CT DNA is dependent on AIM2. Responses of either C57BL/6 
BMMs (wildtype) or AIM2-defi cient BMMs ( Aim2 −/−) to centrifected DNA of the indicated amount, or transfec-
tion reagent alone (Mock). Cell viability was measured by MTT cleavage (A570) after 6 h (data represent the 
mean and range of two technical replicates)       

 

Delivering DNA to Intracellular Receptors



100

   3.    Incubate at room temperature for 10 min ( see   Note 13 ), and 
gently fl ick cuvette contents, without splashing, every 2–3 min 
to prevent cells settling. The cuvette contents will appear as in 
Fig.  2d .   

   4.    Electroporate with a BioRad Gene Pulser set to an exponential- 
decay waveform, 240 V ( see   Note 14 ), 1000 μF ( see   Note 15 ) 
and infi nite resistance. Note the pulse half-life should be 25–35 
ms under these conditions ( see   Note 16 ).      
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  Fig. 2    Methods and analysis of murine macrophages after electroporation with DNA. ( a ) Real-time fl ow- 
cytometric analysis of pyroptotic macrophage cell death as described in Subheading  3.2 . RAW264.7 cells 
expressing ASC (RAW mASC-EGFP Clone E5) were analyzed for the indicated time following either no treat-
ment (untreated), electroporation alone (Zap), incubation with 20 μg of CT DNA for 10 min at RT (DNA) or 
incubation with 20 μg of CT DNA for 10 min at RT followed by electroporation (DNA + Zap). ( b ) The rapid cell 
death observed with electroporation of DNA into RAW mASC-EGFP cells is infl ammasome-dependent as the 
parental RAW-264.7 cell line, which lacks ASC expression, shows no response. ( c ) A time course of  Ifn-β  mRNA 
induction following electroporation of  Tlr9−/−  BMMs (C57BL/6 background) with 10 μg of CT DNA. Results 
were obtained by quantitative real-time PCR and are expressed relative to  Hprt  message levels. ( d – g ) 
Electroporation and collection of cells as outlined in Subheading  3.2,  showing a cell suspension in cuvette prior 
to electroporation ( d ), following electroporation, noting the fl oating “gunge” ( arrow ) that forms following elec-
trical discharge ( e ), the positioning of a pipette through the “gunge” ( f ), and collection of cells below the 
“gunge” ( g )       
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       1.    Immediately following electroporation a distinctive layer of 
fl oating “gunge” will appear (Fig.  2e —see arrow), carefully 
place a P200 pipette through this material (Fig.  2f ), and har-
vest the lower 300 μL in two 150 μL samplings (Fig.  2g ) ( see  
 Note 17 ).   

   2.    Working quickly, place the fi rst 150 μL aliquot into an empty 
1.5 mL microfuge tube, pipette up and down 2–3 times to 
achieve a single cell suspension, and then transfer to a 1.5 mL 
microfuge tube containing 950 μL of 37 °C complete RPMI- 
1640 ( see   Note 18 ) containing 1.5 μg of propidium iodide 
(PI) ( see   Note 19 ).   

   3.    Repeat  step 2  for the second 150 μL aliquot, transferring it 
fi nally to the same 1.5 mL microfuge tube containing the fi rst 
aliquot and complete RPMI-1640/PI.   

   4.    Place the tube of electroporated cells into a heating block set 
to 37 °C and position (with support) the heating block under 
the sample introduction probe (SIP) of a BD Accuri C6 cytom-
eter to allow sample collection ( see   Note 20 ). Collect data with 
a fl ow rate of “slow” (14 μL/min), or “custom” (set to 15–25 
μL/min), set to “Run Unlimited” for a nominal time ( see  
 Notes 21  and  22 ).   

   5.    Analyze data using appropriate software (e.g., FlowJo™, 
C-Flow Plus). Remove debris by SSC-Area v FSC-Area gating, 
remove doublets by appropriate gating on FSC-Width v FSC-
Area. View remaining events in terms of FL3-Area v time.   

   6.    Electroporation cuvettes can be washed and reused ( see   Note 
23 ).        

4     Notes 

     1.    The addition of 25 mM HEPES is advised for electroporation, 
to buffer the acidity and alkalinity that results at the anode and 
cathode of the electroporation cuvette respectively following 
the electrical discharge.   

   2.    Any commercial source of CSF1 or 20 % L929 cell- conditioned 
medium may substitute.   

   3.    If larger numbers of cells are being used, and a 200 μL volume 
does not suffi ce for resuspending cells, a larger volume (e.g., 5 
mL) may be added and a single cell suspension can be gener-
ated by passing through a blunt-ended 18G needle at least fi ve 
times.   

   4.    “Priming” of cells with a toll-like receptor signal like LPS is 
necessary for effective activation of the NLRP3 infl ammasome 
response, but has only a modest effect on the activation of 

3.2.3  Real-Time 
Flow-Cytometric Analysis
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caspase-1 and cell death by the AIM2 infl ammasome [ 23 ]. 
However, if IL-1β is being measured, priming is necessary to 
induce pro-IL-1β. The priming time may be reduced to 2 h, 
when induction of pro-IL-1β is adequate but not maximal.   

   5.    Both the induction of type I IFN and infl ammasome responses 
induced by DNA require double-stranded DNA (dsDNA) and 
there is no response to single-stranded DNA. Responses are 
dependent on DNA length; AIM2 responses increase with 
increasing DNA length from 44 bp and are maximal with 
DNA greater than 500 bp [ 6 ]. Induction of type I IFN was 
also length-dependent, with optimal responses seen above 90 
bp or 245 bp in different cells [ 18 ,  24 ]. Both cGAS and AIM2 
bind to the phosphate backbone of DNA in an apparently 
sequence-independent manner [ 8 ,  9 ]. Consequently any 
dsDNA of suffi cient length will activate these pathways. We 
routinely use calf thymus DNA (Sigma) [ 6 ]. Synthetic poly-
nucleotides have been used as stimuli, and their nomenclature 
is somewhat confused. The most frequently used ligand is an 
alternating copolymer poly(dA-dT).poly(dA-dT). This is gen-
erally and probably inappropriately written poly(dA:dT) but 
should not be confused with the hybrid of homopolymers, 
poly(dA).poly(dT) which has been written poly(dA):(dT) [ 6 ]. 
Poly(dA-dT).poly(dA-dT) is a poor choice of ligand for study-
ing cGAS responses, as it is a template for RNA polymeraseIII 
and generates dsRNA which induces IFN-β via RIG-I-like 
receptor pathways [ 18 ].   

   6.    We routinely use Lipofectamine2000 ® , but other transfection 
reagents may work similarly. The dose of transfection complex 
should be optimized to minimize effects of the transfection 
reagent alone. It can be seen in Fig.  1a  that the higher concen-
trations of “centrifected mock” (i.e., transfection reagent 
alone) caused release of signifi cant amounts of IL-1β. When 
studying the induction of type I IFN by transfected DNA, we 
have found occasional induction of IFN-β by 
 Lipofectamine2000 ®  alone, in a batch-dependent manner. 
Another company’s product was superior for that purpose, but 
its sale is now discontinued. Screening of transfection reagents 
for induction of IFN-β is recommended.   

   7.    We have found for centrifection that a ratio of 1:2 (μg DNA: 
μL Lipofectamine ® 2000) produces a stronger response, in 
terms of signal to noise, when compared to using a 1:4 ratio.   

   8.    We have observed clear responses to centrifected DNA when 
assayed as early as 30 min (i.e., cell death as measured by addi-
tion of MTT reagent at 30 min followed by a further 1 h incu-
bation). However, sensitivity to lower amounts of DNA may 
be reduced at shorter time points of incubation. Optimal 
IL-1β detection may require incubation times of 2 h or more.   
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   9.    Here we examine cell medium for the release of IL-1β by 
ELISA, but for any new procedure more defi nitive confi rma-
tion of infl ammasome activation is provided by assessment of 
IL-1β and caspase-1 cleavage by western blot.   

   10.    Mouse IL-1β IL1F2 DuoSet ELISA kit from R&D Systems 
(DY401) for assessing levels of IL-1β in culture supernatants, 
used as per manufacturer’s instructions.   

   11.    The MTT assay reagent is reduced to give an insoluble blue 
formazan product by cellular reductases [ 25 ] and is a fre-
quently used measure of cellular viability [ 20 ]. The length of 
incubation with MTT reagent varies depending on plated cell 
number and metabolic activity of the cells. A 1 h incubation is 
generally adequate for the 75,000 BMMs plated overnight as 
described. Some cell lines are signifi cantly more metabolically 
active and require less time. With experience of this assay, you 
will be able to judge when to stop the color development to 
prevent it reaching too high an absorbance after 
solubilization.   

   12.    The cell number in electroporations can be increased for dif-
ferent applications. We routinely electroporate cells at a con-
centration of 2 × 10 7 /mL (8 × 10 6  cells per electroporation) or 
higher (up to 3 × 10 7  cells per 400 μL electroporation), when 
larger numbers are needed for analysis. Cells to be electropor-
ated should be at room temperature and not in warmed 
medium, to avoid heat stress during the electrical discharge.   

   13.    Electroporation effi ciency is improved by prior incubation of 
cells for up to 10 min with the nucleic acid to allow cell surface 
binding.   

   14.    The voltage drop across the cell diameter is thought to be the 
determinant of whether membrane permeabilization will be 
achieved. Thus small cells would require a higher voltage set-
ting than large cells. We have found for BMMs and RAW264.7 
cells that the use of 240 V in a 0.4 cm electroporation cuvette 
provides effective permeabilization whilst minimizing cell 
death caused by the electroporation pulse alone. Higher volt-
ages deliver more DNA, but have more pulse-associated toxic-
ity. Note that voltage settings may vary on different 
instruments; a titration of voltage at a fi xed volume and capac-
itance, in the presence and absence of DNA, will enable opti-
mization to maximize DNA-dependent cell death as an 
indication of AIM2 response, and minimize the pulse- 
associated cell death.   

   15.    The capacitance setting determines the total amount of charge 
that fl ows through the cuvette. To obtain good transfection of 
DNA, capacitance must be balanced with the volume in the 
cuvette. If the volume is reduced, the capacitance should be 
reduced proportionately, to keep the current density the same.   
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   16.    In an exponential decay pulse, an appropriate pulse length  t  1/2  
is 25–35 ms. If the pulse length  t  1/2  is above 40, this starts to 
cause undesirable levels of cell death due to the electrical pulse 
alone. Increasing the volume or decreasing the capacitance 
will lower the pulse length.   

   17.    The layer of fl oating “gunge” consists mainly of cell debris 
resulting from the electrical discharge. Two 150 μL aliquots 
are collected with a P200 pipette as a P1000 tip will not reach 
the bottom of the cuvette. Additionally, a P200 pipette is 
more effi cient at generating a single cell suspension. As an 
alternative to collecting the lower 300 μL, the entire contents 
of the cuvette can be collected, added to 10 mL of additive- 
free RPMI, and centrifuged for 5 min at 350 ×  g  to wash out 
debris and residual DNA. This will normally add another 
10 min to the procedure, and hence is not desirable for this 
real-time death assay. However, this washing step is necessary 
for removing released cellular proteins from cells lysed directly 
by the electrical discharge, if analyzing cell-associated and 
released proteins such as caspase-1 by western blot, or using 
LDH release as a measure of cell death. Cells need to be main-
tained at room temperature or less (preferably 4 °C) during 
the washing step, to prevent the commencement of pyropto-
sis. Inclusion of the dead cells within the “gunge” resulting 
from electroporation alone will signifi cantly increase the back-
ground % dead cells when analyzed by fl ow cytometry using 
DNA-based viability assays (e.g., PI or 7-AAD).   

   18.    Pyroptosis seems to be very temperature sensitive, and is much 
delayed with medium at room temperature, and prevented at 
4 °C. If it is necessary to slow down the initiation of death to 
allow loading on the fl ow cytometer, this can be achieved by 
keeping cells in medium at a lower temperature.   

   19.    This can be easily achieved by addition of 15 μL of 0.1 mg/
mL PI solution prepared in PBS, or 150 μL of 0.01 mg/mL 
PI (in PBS) to 935 μL or 800 μL complete RPMI-1640 
respectively.   

   20.    The advantage of the BD Accuri C6 is that the fl uidics system 
utilizes a peristaltic pump, allowing the analysis of samples in a 
1.5 mL microfuge tube. Similar analysis can be achieved on 
other fl ow-cytometric platforms that allow sample tempera-
ture control, by employing appropriate tubes for the given 
cytometer.   

   21.    It will normally take 2 min from the electroporation of cells to 
the start of acquiring samples on the cytometer. This may be 
longer if the cytometer you are using is not in close proximity 
to where you are conducting electroporations.   

   22.    Data can normally be collected for up to 30 min or longer 
depending on the fl ow rate employed. With longer collection 
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times the sample may have to be gently agitated during acqui-
sition to avoid settling of cells.   

   23.    To wash cuvettes for reuse, place in a container of sterile high 
quality water immediately after removing cells. As soon as pos-
sible after completion of the experiment, wash with multiple 
changes of high quality water, and then store in 70 % (w/v) 
ethanol. Before use, tip the ethanol out of cuvettes, and leave 
to dry in the biosafety cabinet. Bacterial contaminants such as 
LPS must be excluded from containers and water for washing, 
and cuvettes must not sit long before washing and sterilizing. 
Any traces of LPS in the cuvette will lead to induction of 
IFN-β in cells.         
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    Chapter 7   

 Detection of Interaction Between Toll-Like Receptors 
and Other Transmembrane Proteins 
by Co-immunoprecipitation Assay       

     Yu-Ran     Lee     ,     Wondae     Kang     , and     You-Me     Kim      

  Abstract 

   Toll-like receptors are type I membrane proteins and bind other membrane proteins often via a specifi c 
interaction between transmembrane domains. The co-immunoprecipitation assay is a widely used bio-
chemical technique for assessing interactions among proteins in cell lysates or tissue extracts. By isolating 
a native protein complex with a specifi c antibody against a protein of interest, followed by western blotting 
with an antibody for a binding partner, the co-immunoprecipitation assay can be used to confi rm a puta-
tive interaction between two proteins. The co-immunoprecipitation assay can also be combined with a 
proteomics approach such as protein mass spectrometry to build an interactome of a target protein. 
Despite its usefulness and popularity to probe protein interactions within complex biological samples, the 
co-immunoprecipitation assay of membrane proteins is rather tricky, often resulting in false data. Here, we 
describe a co-immunoprecipitation method for analyzing interactions between toll-like receptors and 
other membrane proteins, using the interaction between TLR9 and UNC93B1 as an example. Especially, 
we describe an optimal cell lysis and sample preparation method to preserve protein interactions mediated 
by transmembrane domains.  
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1       Introduction 

 Toll-like receptors (TLRs) belong to a major innate immune recep-
tor family and recognize a variety of pathogen-associated molecu-
lar patterns as well as endogenous host molecules [ 1 ]. TLRs are 
type I membrane proteins consisting of the N-terminal ligand- 
binding leucine-rich repeat domain, a single transmembrane 
domain, and a C-terminal signaling domain [ 2 ]. We have shown 
that several TLRs physically associate with a polytopic membrane 
protein, UNC93B1, via their transmembrane domain [ 3 ]. TLR4, 
which normally does not bind UNC93B1, becomes associated 
with UNC93B1 when its transmembrane region is substituted 
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with the one from the UNC93B1-interacting TLRs such as TLR3 
or TLR9. On the other hand, TLR3 and TLR9 no longer bind 
UNC93B1 when their transmembrane regions are replaced by that 
of TLR4. By forming a stable complex with TLRs, UNC93B1 
chaperones the receptors from the endoplasmic reticulum to their 
proper cellular destination, i.e., the plasma membrane or the endo-
somes, and thereby controls receptor signaling [ 4 – 9 ]. 

 Due to the diffi culty of purifi cation and a possible involvement 
of lipid-embedded regions for binding, an interaction between two 
membrane proteins are rarely analyzed using highly purifi ed pro-
teins. Instead, a co-immunoprecipitation (co-IP) assay using total 
cell lysates or a method to visualize the interaction in intact cells, 
such as a bimolecular fl uorescent complementation (BiFC) assay, a 
fl uorescence resonance energy transfer (FRET), or a biolumines-
cence resonance energy transfer (BRET) assay, is preferred [ 10 –
 13 ]. Among these methods, the co-IP assay is most widely used 
due to several benefi ts. First, it only requires standard lab equip-
ment whereas the other methods need a complicated fl uorescent 
microscopy setting or a fl ow cytometer. Second, co-IP can be used 
to analyze an interaction among endogenous proteins whereas 
both FRET/BRET and BiFC assays mandate to express each of 
the two binding partners as a separate fusion protein. Third, co-IP 
determines a physical interaction among proteins, whereas FRET/
BRET and BiFC assays are based on the proximity of two fusion 
proteins. Lastly, co-IP can be adapted to identify novel protein–
protein interactions if combined with a protein identifi cation 
method such as protein sequencing or mass spectrometry. In con-
trast, other methods only assess an interaction between two candi-
date proteins. 

 Important considerations to achieve successful co-IP experi-
ments include a cell lysis method, a choice of an antibody against 
the protein of interest, a washing condition to remove nonbinding 
proteins and more. Among them, the cell lysis condition is espe-
cially critical when analyzing an interaction between two mem-
brane proteins. Unlike most of the water soluble proteins, 
membrane proteins must be solubilized using a detergent, the 
strength of which will greatly affect the interaction between two 
membrane proteins. If too strong, it may dissociate the two bind-
ing partners, sometimes even denaturing them, and cause a false- 
negative data. If too weak, it may not suffi ciently solubilize 
membrane lipids and nonbinding neighboring transmembrane 
proteins remain together as embedded in membrane lipids, leading 
to a false-positive data. 

 Digitonin is our choice of detergent for solubilizing TLRs and 
its transmembrane binding partners [ 14 ]. Here, we describe a 
method to assess the interaction between TLR9 and UNC93B1 
proteins by co-IP followed by western blotting. This method can 
also be applied to monitor interactions between TLRs with other 
transmembrane proteins.  
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2     Materials 
  

     1.    HEK293T cells (ATCC).   
   2.    Dulbecco’s Modifi ed Eagle Medium (DMEM; Life 

Technologies).   
   3.    Fetal bovine serum (FBS; HyClone).   
   4.    Lipofectamine 2000 (Life Technologies).   
   5.    Plasmid DNA: pcDNA3.1-TLR9-myc; pcDNA3.1-UNC93B1 

(WT)-HA; pcDNA3.1-UNC93B1 (H412R)-HA.      
  

     1.    Protease inhibitor cocktail: a mixture of leupeptin, pepstatin A, 
aprotinin, and phenylmethanesulfonyl fl uoride (PMSF) ( see  
 Note 1 ).   

   2.    Lysis buffer: 50 mM Tris–HCl, pH 8.0, 150 mM NaCl, 5 mM 
EDTA, 1 % digitonin, and 1× protease inhibitor cocktail ( see  
 Notes 2 – 4 ).   

   3.    Bovine serum albumin (BSA) (Roche).   
   4.    BCA protein assay kit (Thermo scientifi c).   
   5.    Rabbit anti-myc polyclonal antibody (Cell signaling).   
   6.    Protein A-agarose beads (Repligen) ( see   Note 5 ).   
   7.    Washing buffer: 50 mM Tris–HCl, pH 8.0, 150 mM NaCl, 5 

mM EDTA, and 0.1 % digitonin ( see   Note 6 ).   
   8.    Sample loading buffer: 50 mM Tris–HCl, pH 6.8, 2 % SDS, 1 

% β-mercaptoethanol, 0.02 % bromophenol blue and 10 % glyc-
erol ( see   Note 7 ).      

  
     1.    Resolving gel buffer: 1.5 M Tris–HCl, pH 8.8 and 0.4 % 

SDS. Add approximately 300 ml of distilled water in a glass 
fl ask. Add 90.86 g of Tris and dissolve with gentle agitation. 
Adjust the fi nal pH to 8.8 using 5 N HCl ( see   Note 8 ) and add 
20 ml of 10 % SDS solution. Add water up to 500 ml and store 
at room temperature (RT).   

   2.    Stacking gel buffer: 0.5 M Tris–HCl, pH 6.5 and 0.4 % 
SDS. Weigh 30.29 g Tris to prepare a 500 ml buffer solution as 
described in  step 1 . Store at RT.   

   3.    30 % acrylamide/Bis solution (37.5:1) (Bio-Rad). Store at 4 °C 
( see   Notes 9  and  10 ).   

   4.    10 % ammonium persulfate (APS): 10 % APS solution is prepared 
by dissolving 1 g of APS in 10 ml distilled water ( see   Note 11 ).   

   5.     N , N , N , N ′-tetramethyl-ethylenediamine (TEMED) (Bio-Rad). 
Store at 4 °C.   

2.1  Transient 
Transfection

2.2  Cell Lysis 
and Co-immuno- 
precipitation

2.3  Sample 
Preparation 
and SDS-PAGE
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   6.    Mini-PROTEAN Tetra Cell electrophoresis apparatus (Bio- 
Rad). The system includes short plates, spacer plates, gel cast-
ing frames, a gel casting stand, combs, an electrode, a buffer 
dam, a buffer tank, and a lid with power cables.   

   7.    SDS-PAGE running buffer: 25 mM Tris, 192 mM Glycine, 
and 0.1 % SDS ( see   Note 12 ).   

   8.    PageRuler prestained protein ladder (Thermo scientifi c).      
  

     1.    Mini Trans-Blot Electrophoretic Transfer Cell system (Bio- 
Rad). The system includes mini gel holder cassettes, fi ber pads, 
an electrode module, a cooling unit, a buffer tank, and a lid 
with power cables.   

   2.    Nitrocellulose membrane (GE healthcare).   
   3.    Filter paper (GE healthcare).   
   4.    Transfer buffer: 25 mM Tris, 192 mM glycine, and 20 % 

methanol ( see   Note 13 ).   
   5.    Tris buffered saline (TBS): 50 mM Tris–HCl, pH 7.4 and 150 

mM NaCl ( see   Note 14 ).   
   6.    TBS-T: TBS with 0.1 % Tween-20 ( see   Note 15 ).   
   7.    Blocking solution: 5 % skim milk in TBS-T ( see   Note 16 ).   
   8.    Primary antibodies: mouse anti-myc monoclonal antibody 

(Cell signaling) and rat anti-HA monoclonal antibody 
(Roche).   

   9.    Secondary antibodies: goat anti-mouse IgG (H&L) antibody, 
horseradish peroxidase (HRP)-conjugated (Invitrogen) and 
goat anti-rat IgG (H&L) antibody, horseradish peroxidase 
(HRP)-conjugated (Invitrogen).   

   10.    Enhanced chemiluminescence (ECL) solution (Thermo scien-
tifi c). Store at 4 °C.   

   11.    Antibody stripping buffer: 0.2 M glycine–HCl, pH 2.2, 0.1 % 
SDS, and 1 % tween-20 ( see   Note 17 ).       

3     Methods 

 The following methods describe the transient expression of TLR9- 
myc and UNC93B1-HA fusion proteins in HEK293T cells and 
the subsequent co-immunoprecipitation experiment. 

  
     1.    Seed 0.8 × 10 6  HEK293T cells in 2 ml DMEM (10 % FBS) per 

well in a 6 well plate ( see   Note 18 ). Incubate the cells in a cell 
culture incubator (37 °C, 5 % CO 2 ) for 16 h.   

   2.    Before transfection, change the cell culture media with fresh, 
pre-warmed DMEM (10 % FBS).   

2.4   Western Blotting

3.1  Transient 
Transfection
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   3.    Aliquot 300 μl of pre-warmed, serum-free DMEM into micro-
tubes and add 9 μl of Lipofectamine 2000 by inserting the 
pipet tip in the middle of the media and slowly releasing the 
transfection reagent dropwise ( see   Notes 19  and  20 ). Incubate 
at RT for 5 min.   

   4.    In new microtubes, mix 2 μg of pcDNA3.1-TLR9-myc with 1 
μg of pcDNA3.1-UNC93B1 (WT)-HA or pcDNA3.1- 
UNC93B1 (H412R)-HA.   

   5.    Transfer the diluted transfection reagent from  step 3  drop by 
drop into the center of the microtubes containing the DNA 
mixture. Incubate at RT for 15 min to allow the formation of 
DNA-containing liposomes.   

   6.    Add the transfection mixture from  step 5  to the cells drop-
wise. Gently swirl the plate once and culture the cells for 48 h 
in a cell culture incubator.      

  
     1.    Harvest the cells and spin them down by centrifugation at 

300 ×  g  for 5 min. Wash the cells once by resuspending them in 
1 ml of cold PBS. After centrifugation, carefully remove the 
supernatant and add 500 μl of the cold lysis buffer to the cell 
pellet. Completely resuspend the cell pellet by trituration and 
incubate at 4 °C for 0.5–1 h with gentle rotation. To remove 
insoluble cell debris and nuclei, centrifuge the cell lysate at 
13,000 ×  g  in a microcentrifuge for 10 min and transfer the 
supernatant to new microtubes. Keep the cell lysates on ice or at 
4 °C during the entire procedure of co-immunoprecipitation.   

   2.    To measure the protein concentration of the cell lysate, per-
form the BCA protein assay ( see   Note 21 ). Prepare the work-
ing BCA reagent by mixing the BCA reagent A and the BCA 
reagent B in the ratio of 50:1 (for example, mix 10 ml of 
reagent A with 0.2 ml of reagent B) and aliquot 100 μl of the 
working BCA reagent to each well of a microtiter plate. 
Transfer 12.5 μl of the cell lysate and BSA standard solution 
(0–10 μg/ml) into each well ( see   Note 22 ). Incubate at 37 °C 
for 30 min and measure the absorbance at 562 nm using a 
microplate reader. Calculate the concentration of the cell 
lysates using the standard curve prepared with absorbance 
readings of the BSA standards.   

   3.    Transfer a small portion of the cell lysates (equivalent to 20 μg 
total protein) into new microtubes and add the lysis buffer to 
make up to 20 μl. Add 4 μl of 6× sample loading buffer and 
incubate for 30 min at 37 °C ( see   Note 23 ). The samples are 
ready for SDS-PAGE and western blotting to check the expres-
sion levels of TLR9-myc and UNC93B1-HA in total cell 
lysates. The samples can be stored at −20 °C.   

   4.    Transfer the remainder of the cell lysates (equivalent to 500 μg 
total protein) into new microtubes and add the lysis buffer to 

3.2  Cell Lysis 
and Co-immuno- 
precipitation
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make up to 500 μl. Add 2 μl of rabbit anti-myc antibody. 
Incubate the samples at 4 °C for 3 h or up to overnight with 
gentle rotation for antibody binding.   

   5.    Aliquot the desired amount of protein-A beads into a micro-
tube using a wide-bore pipet tip and wash the beads with cold 
PBS to remove the preservatives as follows. Add 1 ml of cold 
PBS, mix, spin down the beads at 3,000 ×  g  in a microcentri-
fuge for 1 min and remove the supernatant. Repeat three 
times. When removing the supernatant, be careful not to lose 
beads. Perform another wash with the lysis buffer. After the 
fi nal centrifugation and removing the supernatant, add the 
lysis buffer to make 50 % slurry.   

   6.    Add 40 μl of protein A-agarose bead slurry to each sample 
using a wide-bore pipet tip. Incubate the samples at 4 °C for 1 
h or up to overnight with gentle rotation for binding of the 
immune complexes to protein A-agarose beads.   

   7.    Spin down the beads at 3,000 ×  g  in a microcentrifuge for 
1 min and remove the supernatant. If you want to check the 
effi ciency of the immunoprecipitation, save the supernatant at 
this step for western blotting to assess how much of TLR9-
myc is left in the supernatant. Add 1 ml of the cold washing 
buffer to the beads, incubate at 4 °C for 5 min under gentle 
rotation, centrifuge, and carefully remove the supernatant. It 
is okay to leave ~20 μl of the buffer. Repeat three times to 
remove nonspecifi c binding. After removing the supernatant 
at the fi nal washing step, centrifuge the samples again to bring 
down the buffer sticking to the wall of microtubes. Carefully 
remove the supernatant as much as possible without losing the 
beads.   

   8.    Add 20 μl of the 2× sample loading buffer to the beads and 
incubate for 30 min at 37 °C to elute proteins from the beads 
( see   Note 23 ). Centrifuge at 3,000 ×  g  in a microcentrifuge for 
1 min and the co-immunoprecipitation samples are ready for 
SDS-PAGE and western blotting. The samples can be stored 
at −20 °C.      

  
     1.    Carefully clean and dry a short plate and a spacer plate. Insert 

the two plates into the casting frame, keeping the short plate 
facing the front of the casting frame. Lock the pressure cams 
to secure the two plates. Make sure that both plates are fl ush 
on a level surface. Secure the casting frame into the casting 
stand by using the spring-loaded lever. For more information, 
refer to the Mini-PROTEAN Tetra Cell instruction manual.   

   2.    Prepare the 10 % resolving gel solution by mixing 2.5 ml of 
the resolving gel buffer, 3.33 ml of 30 % acrylamide/Bis solu-
tion, and 4.1 ml of distilled water. Add 50 μl of 10 % APS and 
5 μl of TEMED and mix by gentle swirling while avoiding 

3.3   SDS-PAGE
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bubble formation. Pour the resolving gel solution (~3.5 ml) 
into the gel cassette, avoiding bubble formation, and immedi-
ately overlay the resolving gel solution with isopropanol or 
water. Leave the gel to be polymerized for 30 min. Rinse off 
the isopropanol with distilled water and dry the top of the 
resolving gel with fi lter paper.   

   3.    Prepare the stacking gel solution by mixing 750 μl of the 
stacking gel buffer, 400 μl of 30 % acrylamide/Bis solution, 
and 1.8 ml of distilled water. Add 30 μl of 10 % APS and 5 μl 
of TEMED. Pour the stacking gel solution into the gel cas-
sette up to the top of the short plate and carefully insert the 
comb avoiding bubble formation. Leave the gel to be polym-
erized for 5 min, carefully pull out the comb, and wash the 
wells with distilled water. Shake off water from the wells.   

   4.    Take out the gel sandwich from the casting frame, assemble 
into the electrode assembly module with short plate facing 
inward, and place in the buffer tank. Fill the inner chamber 
and the buffer tank with 1× running buffer. Do not fi ll up the 
buffer tank so that buffer in the inner chamber and the buffer 
tank stay unmixed.   

   5.    If using the frozen samples, thaw and incubate for 30 min at 
37 °C. Centrifuge the samples at 13,000 ×  g  in a microcentri-
fuge for 1 min and load the prestained protein ladder and the 
samples into the wells of the gel using sample loading pipette 
tips. When loading the co-immunoprecipitation samples, 
avoid loading the beads. Do not leave empty wells and instead 
load 1× sample loading buffer ( see   Note 24 ). Place the lid and 
connect power cables to a power supply. Turn on the power 
and begin electrophoresis at 80 V until the samples are stacked 
at the border between the stacking gel and the resolving gel. 
Then, continue at 100 V until bromophenol blue dye reaches 
the bottom of the gel and the protein ladder is properly 
separated.   

   6.    After electrophoresis, disassemble the electrode assembly 
module and take out the gel sandwich. Carefully separate the 
two glass plates, remove the gel from the glass plate, and soak 
the gel in 1× transfer buffer for 10 min to remove SDS-PAGE 
running buffer.      

  
     1.    Cut the nitrocellulose membrane and fi lter paper a little larger 

than the size of the gel ( see   Note 25 ). Equilibrate the mem-
brane, fi lter paper, and fi ber pads in the transfer buffer for 
5 min.   

   2.    Place the gel holder cassette on a clean surface with the black 
plate facing downwards. Place a pre-wetted fi ber pad on the 
black plate and place the fi lter paper on top of the fi ber pad. 
Place the gel on the fi lter paper avoiding trapping air bubbles 

3.4   Western Blotting
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between them ( see   Note 26 ). Place the nitrocellulose mem-
brane on top of the gel. Place a fi lter paper on the nitrocellu-
lose membrane and fi nally lay the fi ber pad. Close the gel 
holder cassette and fasten with the white latch, being careful 
not to move the gel and membrane sandwich.   

   3.    Place the gel holder cassette in the electrode module, with the 
black plate of the gel holder cassette facing the black side of 
the electrode module. Put the electrode module, a magnetic 
stirring bar, and a frozen cooling unit into the buffer tank. Fill 
the buffer tank with 1× transfer buffer. Place the lid and plug 
the cables into the power supply. Transfer at 100 V for 1 h on 
a stirring plate ( see   Note 27 ).   

   4.    After the transfer, take out and disassemble the gel holder cas-
sette. Place the nitrocellulose membrane in TBS.   

   5.    Incubate the membrane in the blocking solution for 1 h at RT 
on a laboratory rocker.   

   6.    Prepare primary antibody solutions by adding 5 μl of rat anti-
 HA antibody in 5 ml of the blocking solution.   

   7.    Incubate the membrane in the primary antibody solution for 
1 h at RT on a laboratory rocker.   

   8.    Wash the membrane with TBS-T for 10 min on a laboratory 
rocker. Repeat three times.   

   9.    Prepare a secondary antibody solution by adding 1 μl of HRP- 
conjugated goat anti-rat IgG antibody in 5 ml of the blocking 
solution. Incubate the membrane in the secondary antibody 
solution for 1 h at RT on a laboratory rocker.   

   10.    Wash as in  step 8 .   
   11.    Remove extra buffer on the membrane by picking it up with 

forceps and gently dabbing the tip of the membrane on a 
paper towel.   

   12.    Place the membrane on a clean glass plate and evenly add 1 ml 
of the ECL solution on the membrane. Detect chemilumines-
cent signals using an ImageQuant LAS 4000.   

   13.    Rinse the membrane with TBS.   
   14.    Remove the antibodies from the membrane by incubating the 

membrane in the stripping buffer for 30 min at RT on a labo-
ratory rocker.   

   15.    Rinse the membrane with TBS three times.   
   16.    Repeat the  steps 7 – 12 . This time, use the mouse anti-myc 

antibody and the HPR-conjugated goat anti-mouse IgG anti-
body as a primary and a secondary antibody, respectively.   

   17.    An example of data obtained by following the methods 
described above is shown in Fig.  1 .

Yu-Ran Lee et al.
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4             Notes 

     1.    We usually prepare a 100× protease inhibitor cocktail contain-
ing leupeptin, pepstatin A, and aprotinin. First, make a stock 
solution for each protease inhibitor. Leupeptin stock solution: 
dissolve 5 mg of leupeptin in 5 ml of distilled water. Pepstatin 
A stock solution: dissolve 5 mg of pepstatin A in 7.3 ml of 
ethanol. Aprotinin stock solution: dissolve 5 mg of aprotinin 
in 5 ml of distilled water. Mix 1 ml of the leupeptin stock solu-
tion, 0.1 ml of the pepstatin A stock solution, and 1 ml of 
aprotinin stock solution with distilled water to make 10 ml of 
the 100× protease inhibitor cocktail. Make small-volume 
 aliquots of each stock solution and the 100× cocktail and store 
at −20 °C. PMSF is separately added to the lysis buffer because 
it is very unstable in water. Prepare a 200× PMSF stock solu-
tion by dissolving 0.35 g of PMSF in 10 ml isopropanol and 
store at −20 °C. If precipitates are formed during storage, 
warm it up to RT before use.   

   2.    Digitonin is a glycoside purifi ed from a plant  Digitalis pur-
purea . It is a mild nonionic detergent ideal for solubilizing 
transmembrane proteins for probing protein–protein interac-
tions as well as for functional studies. We use 1 % digitonin to 
solubilize TLRs and other membrane proteins for binding 

  Fig. 1    TLR9-myc interacts with wild-type (WT) UNC93B1, but not with the H412R 
mutant. HEK293T cells co-expressing TLR9-myc and UNC93B1-HA (WT or 
H412R) were lysed and TLR9-myc was immunoprecipitated with a rabbit anti- 
myc antibody. Co-immunoprecipitated UNC93B1-HA was detected by immunob-
lotting with a rat anti-HA antibody ( top panel ). The blot was reprobed with mouse 
anti-myc antibody to confi rm the equal immunoprecipitation effi ciency of TLR9- 
myc between samples ( second panel ). The  third  and the  bottom panels  show the 
expression levels UNC93B1-HA and TLR9-myc in the total cell lysates, 
respectively       
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studies. Other commonly used nonionic detergents such as 
1 % Triton X-100 or 1 % NP-40 can be utilized to simply solu-
bilize TLRs, but they do disrupt the interaction between TLRs 
and UNC93B1, therefore are not suitable for the use in co-IP 
experiments assessing an interaction mediated by transmem-
brane regions.   

   3.    To make a 5 % digitonin stock solution, dissolve 1 g of high 
purity digitonin (Calbiochem) in 20 ml of distilled boiling 
water and heat at 95 °C until the solution becomes clear (usu-
ally for 5–10 min). Cool, make small-volume aliquots, and 
store at −20 °C. Avoid repeated freezing and thawing. The 
stock solution is stable up to a week at 4 °C. Sometimes the 
stock solution becomes cloudy when kept at 4 °C due to pres-
ence of impurity in commercially available digitonin prepara-
tion. In such a case, centrifuge the stock solution at 18,000 ×  g  
for 5 min in a microcentrifuge and use the supernatant.   

   4.    To prepare a 10× lysis buffer stock solution (0.5 M Tris–HCl, 
pH 8.0, 1.5 M NaCl, and 0.05 M EDTA), dissolve 30.38 g 
Tris, 43.83 g NaCl and 7.31 g EDTA in 400 ml distilled water. 
Adjust the pH to 8.0 using HCl, and add water up to 500 ml. 
Store at 4 °C. To prepare the fi nal lysis buffer, mix 500 μl of 
10× lysis buffer stock solution, 1 ml of 5 % digitonin stock 
solution, 50 μl of 100× protease inhibitor cocktail and distilled 
water to make a 5 ml solution. Just before the use, add 25 μl 
of 200× PMSF solution and mix well while avoiding bubbles.   

   5.    Protein A strongly binds rabbit IgG antibodies which we use 
for immunoprecipitation of TLR9-myc. If you use mouse 
IgG1 or rat IgG antibodies for immunoprecipitation, use pro-
tein G-agarose beads instead of protein A-agarose beads.   

   6.    Washing buffer is prepared by using 10× lysis buffer stock 
solution ( see   Note 2 ) and 5 % digitonin stock solution ( see  
 Note 3 ). Add 1 ml of 10× lysis buffer stock solution and 200 
μl of 5 % digitonin stock solution to 8.8 ml of distilled water 
to make 10 ml washing buffer.   

   7.    We usually prepare a 6× sample loading buffer stock solution 
(300 mM Tris–HCl, pH 6.8, 12 % SDS, 6 % β-mercaptoethanol, 
0.12 % bromophenol blue and 60 % glycerol) and dilute it to 
a desired concentration with distilled water before use. To 
make a 6× sample loading buffer stock solution, dissolve 1.82 
g Tris in 10 ml of distilled water, adjust pH to 6.8 using HCl, 
add 6 g of SDS, 3 ml of β-mercaptoethanol, and add distilled 
water to make up to 20 ml. Mix gently, while avoiding bub-
bles, until Tris and SDS are completely dissolved. Add 0.06 g 
of bromophenol blue and 30 ml of glycerol to make a fi nal 
50 ml stock solution. Mix thoroughly by placing it on an 
inverting rotator overnight. Make small-volume aliquots and 
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store at −20 °C. When thawing the frozen stock, briefl y warm 
it at 37 °C and make sure that SDS is completely dissolved.   

   8.    The concentrated HCl solution is ~12 N. To avoid a sudden 
drop of pH, it would be better to use the diluted HCl (1 N) 
when the pH of the solution is close to the desired pH. For 
dilution, add a required amount of the concentrated HCl 
solution into distilled water with an extreme caution because 
of the strong exothermic reaction. Handling of the concen-
trated HCl solution should be performed in a chemical hood.   

   9.    Acrylamide monomer is toxic and directly affects the nervous 
system, so we prefer to purchase the premade 30 % acryl-
amide/Bis solution. If you make your own acrylamide/Bis 
solution, make sure to wear protective gear when handling 
acrylamide powder and avoid skin contact.   

   10.    The pore size and rigidity of the polyacrylamide gel is deter-
mined by the concentration of the acrylamide/bis-acrylamide 
mixture as well as the ratio between acrylamide and bis- 
acrylamide which cross-links acrylamide polymer. For analyz-
ing TLRs, we generally use 30 % acrylamide/Bis solution with 
the acrylamide to bis-acrylamide ratio of 37.5:1 to make a fi nal 
10 % resolving gel.   

   11.    APS is unstable in a water solution and it is recommended to 
prepare a fresh APS solution each time.   

   12.    Prepare 10× SDS-PAGE running buffer by dissolving 15.1 g 
Tris and 72 g glycine in distilled water to make a 450 ml solu-
tion. Make sure glycine is completely dissolved. Then, add 
50 ml of 10 % SDS to make a fi nal 500 ml stock solution. Store 
at RT. To make a working buffer solution, dilute 100 ml of the 
10× SDS-PAGE running buffer with 900 ml of distilled water.   

   13.    Prepare a 10× transfer buffer stock solution (0.25 M Tris, 
1.92 M glycine) by dissolving 30.29 g Tris and 144.13 g gly-
cine in distilled water to make 1 L stock solution. Store at RT 
or 4 °C. To make a working buffer solution, mix 100 ml of the 
10× transfer buffer with 700 ml of distilled water, and then 
add 200 ml of methanol. Store at 4 °C. We use the cold trans-
fer buffer to minimize heat generation during the transfer pro-
cedure. Therefore, it is recommended to prepare the working 
transfer buffer several hours before the experiment to cool it 
down, and it is often convenient to keep cold distilled water 
for dilution of the 10× transfer buffer stock solution.   

   14.    Prepare a 10× TBS stock solution (0.5 M Tris–HCl, pH 7.4 
and 1.5 M NaCl). Dissolve 60.57 g Tris and 87.66 g NaCl in 
900 ml of distilled water and adjust pH to 7.4 using HCl. 
Then, add distilled water up to 1 L and store at RT. To make 
a working solution, mix 100 ml of the 10× TBS stock solution 
with 900 ml of distilled water.   
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   15.    Mix 100 ml of the 10× TBS stock solution ( see   Note 14 ) with 
895 ml of distilled water. Then, add 5 ml of 20 % tween-20 
dissolved in water to make 1 L TBS-T. Use a stirrer to com-
pletely dissolve tween-20 because it is very viscous. Store at RT.   

   16.    Dissolve 2.5 g of skim milk powder in 50 ml of TBS-T. Store 
at 4 °C. It is easily perishable, so do not store it for more than 
a couple of days.   

   17.    Dissolve 7.5 g glycine in 400 ml of distilled water and adjust 
pH to 2.2 using HCl. Add distilled water up to 470 ml, add 
5 ml of 10 % SDS and 25 ml of 20 % tween-20. Store at RT.   

   18.    The cell density should be approximately 60 % confl uent at the 
time of the DNA transfection to achieve the best transfection 
effi ciency. If you need to change the time interval between the 
cell seeding and the transection, adjust the cell seeding density 
accordingly.   

   19.    Instead of serum-free DMEM, you can also use Opti-MEM 
(Life technologies). When you add Lipofectamine 2000 into 
the serum-free media, be careful not to apply the transfection 
reagent directly to the wall of microtubes because the transfec-
tion reagent easily sticks to plastic surface. Due to the same 
reason, do not mix the transfection reagent with the media by 
pipetting up and down.   

   20.    In general, the ratio of 3:1 between the volume (μl) of 
Lipofectamine 2000 and the amount (μg) of plasmid DNA 
yields a good transfection effi ciency. For the best results, opti-
mize the transfection conditions by changing the ratio of the 
transfection reagent to the plasmid DNA.   

   21.    For quantifi cation of the protein concentration in cell lysates, 
the BCA protein assay is preferred over the Bradford protein 
assay because digitonin in the lysis buffer can interfere with 
the Bradford protein assay.   

   22.    Prepare the BSA stock solution by dissolving 10 mg of BSA in 
10 ml of distilled water to make a 1 mg/ml BSA solution. Add 
0, 2, 4, 6, 8, or 10 μl of the BSA stock solution and 5 μl of cell 
lysates to each well of a microtiter plate and add distilled water 
to make up to 12.5 μl.   

   23.    Do not heat up the samples above 50 °C when working with 
multi-transmembrane proteins such as UNC93B1. Because 
transmembrane regions are very hydrophobic, severely dena-
tured multi-transmembrane proteins will aggregate and cannot 
be separated by SDS-PAGE. Incubating the immunopre-
cipitates in the sample loading buffer for 30 min at 37 °C is 
enough to elute binding proteins and antibodies from the pro-
tein A-agarose beads. However, in such a condition, most of 
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the antibody heavy chains remain as dimers whereas the light 
chains dissociate from the heavy chains.   

   24.    Filling up all the empty wells with 1× sample loading buffer 
helps make the gel band width of each lane uniform. For the 
gel loaded with the total cell lysate samples, use 1× sample 
loading buffer which is prepared by diluting the 6× sample 
loading buffer with the lysis buffer to ensure that each well is 
loaded with same amount of digitonin. Digitonin in the sam-
ple tends to make the band width wider.   

   25.    When handling the gel and nitrocellulose membrane, always 
wear gloves to prevent contamination.   

   26.    Air bubbles trapped between a fi lter paper and the gel and 
between the gel and the nitrocellulose membrane will inter-
fere with uniform transfer of proteins onto the membrane. If 
air bubbles are present, use a glass tube or a roller to gently 
roll out the air bubbles.   

   27.    Circulating the transfer buffer with a stirring bar helps to 
maintain even buffer temperature and ion distribution in the 
tank during the transfer.         
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    Chapter 8   

 Flow Cytometry-Based Bead-Binding Assay 
for Measuring Receptor Ligand Specifi city                     

     Joris     K.     Sprokholt    ,     Nina     Hertoghs    , and     Teunis     B.  H.     Geijtenbeek      

  Abstract 

   In this chapter we describe a fl uorescent bead-binding assay, which is an effi cient and feasible method to 
measure interaction between ligands and receptors on cells. In principle, any ligand can be coated on fl uo-
rescent beads either directly or via antibodies. Binding between ligand-coated beads and cells can be mea-
sured by fl ow cytometry, which results in an easily quantifi able readout. Furthermore, it allows measuring 
of binding by specifi c cell subsets within a mixed cell population. Overall, this method is a convenient and 
easily standardized assay for measuring binding.  

  Key words     C-type lectin receptors  ,   CLRs  ,   PRR  ,   Binding  ,   Adhesion assay  ,   Ligand specifi city   

1      Introduction 

 Interactions between receptors and their ligands are at the basis of 
many biological processes. In immunology, elucidating binding 
between receptors and their ligands is of great interest, but often 
requires laborious and diffi cult methods. 

 In this chapter we describe the fl uorescent bead-binding assay, 
a method to investigate ligand–receptor interactions that is adapt-
able to a variety of ligands, easily standardized and time effi cient. 
Moreover, this assay allows the measurement of binding of differ-
ent cell subsets in a mixed cell population. In short, ligand-coated 
fl uorescent beads—otherwise called ‘spheres’—are incubated with 
cells expressing the receptor of interest, and binding of the fl uores-
cent beads can be measured and quantifi ed by fl ow cytometry [ 1 ]. 

 This method was developed to explore binding candidates of 
C-type lectin receptors (CLRs). CLRs are a specialized subset of 
receptors that harbor a Calcium (Ca 2+ )-dependent or Ca 2+ -
independent carbohydrate recognition domain. This domain 
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contains conserved residue motifs that determine the glycan-spec-
ifi city of the CLR [ 2 ,  3 ]. CLRs can exist in a soluble form or as 
transmembrane receptors and fulfi ll a diverse range of functions. 
Many transmembrane CLRs have been shown to function as 
important pattern recognition receptors (PRRs), which can inter-
nalize antigens and induce robust immune activation [ 4 ,  5 ]. Since 
recognition by CLRs leads to ligand binding, the assay described 
here is particularly suitable for assessing CLR functionality but can 
also be used to investigate CLR cross talk with TLRs and thereby 
TLR functionality. 

 In short, the coating of fl uorescent beads with a potential 
ligand is obtained in two steps: (1) streptavidin is covalently cou-
pled to fl uorescent beads and (2) biotin is used to couple ligands 
to the beads. 

 These different options enable the use of any type of ligand, 
such as proteins, carbohydrates, or lipid structures. The beads have 
a carboxylic group that allows covalent coupling to streptavidin, 
which facilitates coating of beads with ligands; either directly using 
biotinylated ligands or indirectly via biotinylated ligand-specifi c 
antibodies. The ligand-coated beads are incubated with cells (either 
purifi ed or a mixture) and binding of beads to cells can be detected 
by fl ow cytometry. Combining the fl uorescent beads with other 
antibodies allows the distinction between different cell types and 
the binding capacity of each subset. 

 Specifi city needs to be assessed by including a block of the 
proposed interaction, such as a known unlabeled ligand or a block-
ing antibody for the receptor. The fl uorescent bead-binding assay 
comprises three stages: the coating of streptavidin to fl uorescent 
beads, coupling the ligand of choice to fl uorescent beads, and 
fi nally performing the binding assay and analyzing binding by fl ow 
cytometry.  

2    Materials 

       1.    PBS: 50 mM phosphate, 0.9 % NaCl, pH 7.4. Store at room 
temperature.   

   2.    PBA: 0.5 % BSA, 0.02 % sodium azide in PBS ( see   Note 1 ). 
Store at 4 °C.   

   3.    MES-buffer: 50 mM 2-(morpholino)ethanesulfonic acid, pH 
6.0.   

   4.    1.1 M Glycine.   
   5.    EDAC: 1.33 mg/ml 1-Ethyl-3-(3-dimethylaminopropyl) car-

bodiimide in MES-buffer. Prepare fresh ( see   Note 2 ).   
   6.    5.0 mg/ml Streptavidin in MES-buffer.   
   7.    NaOH: 0.1 M solution.   

2.1  Covalent 
Coupling 
of Streptavidin 
to Fluorescent Beads
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   8.    Fluorescent beads: TransFluoSpheres carboxylate-modifi ed 
microspheres (Life Technologies: 1.0 μm size beads, 488 exci-
tation, 647 emission, provided as 2 % solids in water, supple-
mented with 2 mM sodium azide).      

       1.    Streptavidin-coupled fl uorescent beads.   
   2.    1.5 ml microcentrifuge tubes.   
   3.    PBS: 50 mM Phosphate, 0.9 % NaCl, pH 7.4. Store at room 

temperature.   
   4.    PBA: 0.5 % BSA, 0.02 % sodium azide in PBS ( see   Note 1 ). 

Store at 4 °C.   
   5.    Purifi ed (biotinylated) recombinant ligand or supernatant con-

taining ligand ( see   Note 3 ).   
   6.    Biotinylated tag-specifi c or ligand-specifi c antibody ( see   Note 4 ).      

       1.    Ligand-coated fl uorescent beads.   
   2.    96-well V-bottom plate.   
   3.    TSM: 20 mM Tris–HCl, 150 mM NaCl, 1 mM CaCl 2 , 2 mM 

MgCl 2 . Dissolve in 0.8 L of distilled H 2 O, set pH to 7.4 using 
11.1 M HCl and add distilled H 2 O to a fi nal volume of 1 L ( see  
 Note 5 ). Store at 4 °C.   

   4.    TSA: 0.5 % BSA in TSM, no sodium azide ( see   Note 6 ). Store 
at 4 °C.   

   5.    Blocking molecules: carbohydrates, EGTA and/or blocking 
antibodies ( see   Note 7 ).       

3    Methods 

    In this part of the assay, streptavidin is covalently coupled to the 
fl uorescent beads. The beads are coated with a hydrophilic poly-
mer containing multiple pendent carboxylic acids, which allows 
covalent binding. EDAC is used to couple carboxyl groups to pri-
mary amines, which mediates the binding between streptavidin 
and the carboxylic acids. EDAC crosslinking is most effi cient in 
acidic conditions ( see  Fig.  1 ).

     1.    Thoroughly resuspend (vortex) the fl uorescent beads into a 
homogeneous suspension.   

   2.    Add 50 μl beads to 20 μl streptavidin and vortex.   
   3.    Incubate at room temperature (RT) for 15 min protected from 

light ( see   Note 8 ).   
   4.    Dissolve a new vial of EDAC in MES-buffer at a fi nal concen-

tration of 1.33 mg/ml ( see   Note 2 ).   

2.2  Coating 
Fluorescent Beads 
with Ligand

2.3  Fluorescent 
Bead- Binding Assay

3.1  Covalent 
Coupling 
of Streptavidin 
to Fluorescent Beads

Bead-Binding Assay
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   5.    Add 30 μl of EDAC to the bead solution.   
   6.    Vortex 15 s.   
   7.    Adjust the pH to 6.5 ± 0.2 with diluted NaOH (4.5 μl of 0.1 M 

NaOH is often enough).   
   8.    Incubate at RT for 2 h on a bench top mixer (e.g., Eppendorff 

ThermoMixer) and keep the samples protected from light.   
   9.    Add 10 μl of 1.1 M glycine to stop the reaction.   
   10.    Incubate at RT for 30 min, protected from light.   

  Fig. 1    Schematic representation of different methods to coat spheres with ligands. Streptavidin is coupled to 
fl uorescent beads by covalent binding, mediated by EDAC (Subheading  3.1 ). Three methods are described to 
couple ligands to fl uorescent beads: (1) coating of biotinylated ligand to streptavidin-coupled beads (Subheading 
 3.2.1 ), (2) binding of tag-specifi c biotinylated antibody to streptavidin-coupled beads followed by recombinant 
tagged ligand (Subheading  3.2.2 ), and (3) ligation of biotinylated secondary antibody to streptavidin-coupled 
beads followed by a ligand-specifi c antibody and native ligand (Subheading  3.2.3 )       

 

Joris K. Sprokholt et al.



125

   11.    Centrifuge at 20,000 ×  g  for 2 min in a benchtop 
microcentrifuge.   

   12.    Wash beads three times with PBS. (Resuspend beads in 500 μl 
PBS, vortex and centrifuge at 20,000 ×  g  for 2 min.)   

   13.    Resuspend pellet in 150 μl PBA.   
   14.    Continue with coating the beads with ligand ( see  Subheading 

 3.2 ), or store at 4 °C. Do not freeze. Keep away from light. 
The beads can be stored for at least a year.    

      This section describes how to coat fl uorescent beads with ligand, 
using biotinylated ligand (Subheading  3.2.1 ), using recombinant 
tagged protein (Subheading  3.2.2 ) or using native protein 
(Subheading  3.2.3 ) ( see  Fig.  1 ). 

          1.    Combine 15 μl (±100 × 10 6 ) of streptavidin-coupled fl uores-
cent beads with 5 μg/ml of biotinylated ligand ( see   Note 9 ) 
and PBA to a total volume of 300 μl in a 1.5 ml microcentri-
fuge tube.   

   2.    Incubate at 37 °C for 2 h while rotating or shaking.   
   3.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   4.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 

of PBA. After resuspension, add 400 μl of PBA ( see   Note 10 ).   
   5.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   6.    Aspirate liquid and resuspend fl uorescent beads in 100 μl of 

PBA.   
   7.    Store fl uorescent beads at 4 °C protected from light. The sta-

bility of coated fl uorescent beads depends on the stability of 
the ligand. Most coated fl uorescent beads can be stored for a 
month up to a year.      

          1.    Combine 15 μl (±100 × 10 6 ) of streptavidin-coupled fl uores-
cent beads with 10 μg/ml biotinylated tag-specifi c antibody 
( see   Note 4 ) and PBA to a total volume of 300 μl in a 1.5 ml 
microcentrifuge tube.   

   2.    Incubate at 37 °C for 2 h while rotating or shaking.   
   3.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   4.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 

of PBA. After resuspension, add 400 μl of PBA.   
   5.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   

3.2  Coating 
Fluorescent Beads 
with Ligand

3.2.1  Coating 
Fluorescent Beads 
with Biotinylated Ligand

3.2.2  Coating 
Fluorescent Beads 
with Recombinant Tagged 
Ligand

Bead-Binding Assay
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   6.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 
of PBA. Add 0.5–1 μg/ml of recombinant tagged ligand and 
PBA to a total volume of 300 μl ( see   Note 3 ).   

   7.    Incubate overnight at 4 °C while rotating or shaking.   
   8.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   9.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 

of PBA. After resuspension, add 400 μl of PBA.   
   10.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   11.    Aspirate liquid and resuspend fl uorescent beads in 100 μl of PBA.   
   12.    Store fl uorescent beads at 4 °C protected from light. The sta-

bility of coated fl uorescent beads depends on the stability of 
the ligand and the antibody used. Most coated fl uorescent 
beads can be stored for a month up to a year.      

         1.    Coat fl uorescent beads with biotinylated secondary antibody 
as described in Subheading  3.2.2 ,  steps 1 – 5  for tag-specifi c 
antibody.   

   2.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 
of PBA. Add 5 μg/ml of ligand-specifi c antibody ( see   Note 
11 ) and PBA to a total volume of 300 μl.   

   3.    Incubate overnight at 4 °C while rotating or shaking.   
   4.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   5.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 

of PBA. After resuspension, add 400 μl of PBA.   
   6.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   7.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 

of PBA. Add 0.5–1 μg/ml of recombinant ligand and PBA to 
a total volume of 300 μl ( see   Note 3 ).   

   8.    Incubate overnight at 4 °C while rotating or shaking.   
   9.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   10.    Aspirate supernatant and resuspend fl uorescent beads in 100 μl 

of PBA. After resuspension, add 400 μl of PBA.   
   11.    Centrifuge for 2 min at 20,000 ×  g  in a benchtop microcentri-

fuge at 4 °C.   
   12.    Aspirate liquid and resuspend fl uorescent beads in 100 μl of PBA.   
   13.    Store fl uorescent beads at 4 °C protected from light. The sta-

bility of coated fl uorescent beads depends on the stability of 
the ligand and the antibodies used. Most coated fl uorescent 
beads can be stored for a month up to a year.       

3.2.3  Coating 
of Fluorescent Beads 
with Native Ligand

Joris K. Sprokholt et al.



127

       1.    Plate 50,000 cells ( see   Note 12 ) per well of a 96-well V-bottom 
plate.   

   2.    Centrifuge plate for 3 min at 400 ×  g .   
   3.    Aspirate supernatant or gently invert plate on paper towels.   
   4.    Resuspend cells in 100 μl TSA and centrifuge for 3 min at 

400 ×  g .   
   5.    Aspirate supernatant or gently invert plate on paper towels and 

resuspend cells in 20 μl TSA or TSA containing 2× concen-
trated blocking agent ( see   Note 7 ).   

   6.    Incubate for 30 min at 37 °C. This step can be skipped if no 
block is used.   

   7.    Dilute 2 μl of ligand-coated fl uorescent beads in 18 μl of TSA 
for each sample.   

   8.    After 30 min incubation, add 20 μl of diluted fl uorescent beads 
to each well and incubate for 45 min at 37 °C.   

   9.    In case of a heterogeneous cell suspension, a FITC-labeled 
subset-specifi c antibody ( see   Notes 12  and  13 ) can be added 
to the fl uorescent bead-cell suspension for the fi nal 15 min of 
the 45 min incubation step.   

   10.    Centrifuge plate for 3 min at 400 ×  g .   
   11.    Aspirate supernatant or gently invert plate on paper towels.   
   12.    Resuspend cells in 100 μl TSA and centrifuge for 3 min at 

400 ×  g .   
   13.    Aspirate supernatant or gently invert plate on paper towels.   
   14.    Resuspend cells in 100 μl TSA and measure adhesion by fl ow 

cytometry ( see   Note 13  and Fig.  2 ).

4            Notes 

     1.    Sodium azide is added to PBA to inhibit contaminations and 
increase the shelf life of the streptavidin-coupled beads and 
ligand-coated beads.   

   2.    It is pivotal to dissolve EDAC freshly before use for successful 
coupling of streptavidin to fl uorescent beads.   

   3.    In addition to coating fl uorescent beads using purifi ed ligand, 
it is also possible to resuspend the beads in supernatant con-
taining the ligand. For example, we have produced several 
CHO cell lines which stably express ligand-Fc chimeric pro-
teins. The produced ligand-Fc chimeras are secreted in the 
supernatant which is collected and cleared from debris by cen-
trifuging at 3000 ×  g  for 5 min. Aliquots of supernatant are 
stored at −20 °C and can be used to coat fl uorescent beads.   

   4.    The majority of recombinant proteins used in our lab are fused 
to IgG1 F(ab′) 2  fragments, although other tags could also be 

3.3  Bead- 
Binding Assay

Bead-Binding Assay
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used, such as histidine, GST, or FLAG. We use biotinylated 
goat-α-human Fc-specifi c F(ab′) 2  (Jackson Immuno Research 
Laboratories) to couple Fc-proteins to fl uorescent beads. If 
proteins are fused to mouse or rabbit IgG1, we also have good 
experience with using mouse or rabbit Fc-specifi c F(ab′) 2  anti-
bodies from Jackson Immuno Research Laboratories.   

   5.    We usually make 10× concentrated TSM which can be stored 
at 4 °C for up to a year. We have tested a wide variety of buffers 
in combination with the fl uorescent bead-binding assay and we 
have determined that TSM provides us with the best result due 
to the Ca 2+  and Mg 2+  content. In general, most ligand–recep-
tor interactions are optimal in neutral buffers of pH 7.4, but 
some interactions are stronger in slightly acidic buffers. This 
has to be determined by the end user.   

   6.    We do not add sodium azide to the TSA as it can affect cell 
viability.   

   7.    It is important to use blocking agents in the binding assay to 
determine the specifi city of the binding. As our research often 

  Fig. 2    Interpretation of fl uorescent bead-binding assay. Results obtained from a fl uorescent bead-binding 
assay using human dendritic cells and fucose-coated beads. Biotinylated fucose was coupled to fl uorescent 
beads as described in Subheading  3.2.1 . ( a ) One cell will typically bind to multiple beads as can be observed 
by confocal microscopy. ( b ) Unbound beads can be detected along the SSC-H axis of the SSC-H/FSC-H scat-
terplot and it is important to exclude them from further analysis. ( c ) Multiple peaks are usually observed when 
the results are presented as a histogram. In this experiment, bead −  cells have a fl uorescent intensity below 
zero and are therefore not visible in the histogram. The fi rst peak in the histogram corresponds to cells which 
have bound one bead and subsequent peaks correspond to cells which have bound multiple beads. ( d ) The 
binding- capacity of a receptor or cell is typically expressed as the percentage of bead +  cells       
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aims to investigate CLR binding, we commonly use mannan 
(100 μg/ml fi nal concentration), EGTA (10 mM fi nal 
 concentration), or blocking antibodies (20 μg/ml fi nal 
concentration).   

   8.    We prefer to wrap tubes or plates in aluminum foil to protect 
fl uorescent beads from light. For incubation steps at room 
temperature, it is also convenient to simply place the plate or 
tubes in a closed drawer.   

   9.    Lectinity (Moscow, Russia) provides a large range of biotinyl-
ated carbohydrates which can be used as ligands to coat fl uo-
rescent beads.   

   10.    For complete resuspension, it is important to resuspend fl uo-
rescent beads with a 100 μl pipette tip before adding larger 
volumes.   

   11.    Antibodies might interfere with receptor-ligand binding. It is 
best to use and test different antibodies for optimal results.   

   12.    A wide variety of cells can be used in the fl uorescent bead- 
binding assay. Cell types commonly used in our lab are den-
dritic cells, Langerhans cells, T cells and various cell lines, 
stably expressing different CLR receptors, such as Raji cells, 
K562 cells, and Jurkat cells. Notably, the binding assay is also 
suitable to identify ligand-specifi c cells in a heterogeneous cell 
suspension by combining the binding assay with cell-specifi c 
antibodies ( see   Note 13 ).   

   13.    Fluorescent beads are highly fl uorescent and the emission is 
typically detected in multiple channels, although this depends 
on the fl ow cytometer. On the FACSCalibur ™  (BD, Franklin 
Lakes, NJ, USA), the voltage of the FL3 channel should be set 
at 288 because of limitations in the scale of the fl uorescent 
intensity. On a FACSCanto ™  II (BD, Franklin Lakes, NJ, 
USA), we select Peridinin Chlorophyll (PerCP) as fl uoro-
chrome and set the voltage around 300, but fi nal voltage set-
tings should be optimized by each user. The emission spectrum 
of fl uorescent beads overlaps with most fl uorochromes, but 
FITC-coupled antibodies can be used in combination with 
fl uorescent beads to select specifi c cell types if a heterogeneous 
cell suspension is used.         

   References 
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    Chapter 9   

 Measuring Monomer-to-Filament Transition of MAVS 
as an In Vitro Activity Assay for RIG-I-Like Receptors                     

     Bin     Wu    ,     Yu-San     Huoh    , and     Sun     Hur      

  Abstract 

   During viral infection, the innate immune RIG-I like receptors (RLRs) recognize viral double stranded 
RNA (dsRNA) and trigger fi lament assembly of the adaptor protein Mitochondrial Anti-viral Signaling 
protein (MAVS). The MAVS fi lament then activates anti-viral signaling events including the up-regulation 
of type I interferon expression. In recent years, much insight has been gained into how RLRs recognize 
dsRNA, but the precise mechanism of how activated RLRs stimulate MAVS fi lament formation remains 
less understood. In this chapter, we describe an in vitro reconstitution assay that we have previously devel-
oped to study the RLR-catalyzed fi lament assembly of MAVS. We provide technical guidance for purifying 
the caspase activation recruitment domain (CARD) of MAVS (MAVS CARD ) as a functional monomer and 
also preformed fi lament seed. We also describe the methods to monitor the monomer-to-fi lament tran-
sition of MAVS CARD  upon stimulation. This protocol provides a minimalist approach to studying RLR 
signaling events and can potentially be applied to elucidate signaling mechanisms of other innate immune 
receptors, such as Toll-like receptors and infl ammasomes, that involve higher order assemblies of CARDs 
or related domains for their downstream signal activation.  

  Key words     RIG-I  ,   MDA5  ,   MAVS  ,   Caspase activation recruitment domain (CARD)  ,   Filament forma-
tion  ,   IFNα/β signaling pathway  ,   Protein refolding  ,   Filament assembly  ,   Innate immune signaling  

1      Introduction 

 Effective immune defense against microbial infection is dependent 
upon effi cient detection of Pathogen Associated Molecular Pattern 
(PAMP) by the Pattern Recognition Receptors (PRRs). Retinoic 
acid-inducible gene 1 (RIG-I) and its paralog, Melanoma 
Differentiation-Associated protein 5 (MDA5) compose one such 
family of PRRs. They are broadly expressed, cytoplasmic proteins 
and are responsible for detection of double-stranded RNA (dsRNA) 
generated by a wide range of viruses [ 1 – 3 ]. Upon recognition of 
viral dsRNA, RIG-I/MDA5 activate the type I interferon signaling 
pathway through the common adaptor molecule, Mitochondrial 
Anti-viral Signaling protein (MAVS, also known as IPS-1, Cardif, 
and VISA) [ 4 – 7 ]. Despite the shared downstream pathway, RIG-I 
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and MDA5 play nonredundant roles in antiviral immunity by 
recognizing largely distinct groups of viruses [ 8 – 10 ]. 

 Over the last several years, we and others have investigated the 
structural and biochemical mechanisms by which these two recep-
tors recognize different types of viral RNAs and activate the IFN 
signaling pathway [ 11 – 14 ]. RIG-I and MDA5 commonly contain 
the N-terminal tandem caspase activation recruitment domain 
(2CARD), the central DExD/H motif helicase domain, and the 
C-terminal domain (CTD) (Fig.  1a ) [ 15 ]. 2CARD is responsible 
for interaction with MAVS and IFN signaling, whereas the helicase 
domain and CTD together function as an RNA recognition unit 
(Fig.  1a ) [ 16 ,  17 ]. The crystal structure of ligand-free, full-length 
RIG-I suggested that 2CARD is masked by the protein structure 
in the absence of RNA, but is released upon dsRNA interaction 

  Fig. 1    ( a ) Domain architectures of RIG-I/MDA5 and MAVS. This article focuses on 
2CARD of RIG-I/MDA5 and CARD of MAVS. ( b ) Schematic of the signal activation 
processes of RIG-I/MDA5. Upon viral RNA recognition, 2CARDs of RIG-I/MDA5 are 
released from auto-repression and undergo homo-oligomerization. The oligo-
meric 2CARD then nucleates a MAVS CARD fi lament for activation of the IFNα/β 
signaling pathway       

 

Bin Wu et al.



133

(Fig.  1b ) [ 13 ]. The exposed 2CARD then assembles into a helical 
oligomer [ 18 ], aided by high local concentration of 2CARD within 
the oligomeric assembly of RIG-I and/or bridged by K63-linked 
polyubiquitin chains [ 19 ,  20 ]. The assembled oligomer of 2CARD 
then associates with the CARD domain of MAVS (MAVS CARD , 
Fig.  1b ) and nucleates MAVS fi lament formation (Fig.  1b ) by 
extending the helical trajectory predefi ned by the 2CARD oligo-
mer [ 21 ]. The MAVS fi lament in turn recruits further downstream 
signaling molecules, such as TRAF2, 5, and 6, to activate the type 
I interferon signaling pathway [ 22 ].

   One of the challenges in the fi eld for some time has been the 
lack of in vitro biochemical assays to analyze the signaling activities 
of RIG-I and MDA5. Interactions between RIG-I/MDA5 2CARD 
and MAVS CARD  were often diffi cult to measure with confi dence, 
possibly indicating the transient nature of their interactions or suf-
fi ciency of a few interactions for signal amplifi cation. In our effort 
to understand the signal activation processes of RIG-I and MDA5, 
our laboratory has developed an assay (namely MAVS activation 
assay) that allows one to monitor the transition of MAVS CARD  from 
monomeric to fi lamentous state in response to RIG-I/MDA5. 
This assay recapitulates many features of the cellular signaling pro-
cesses of RIG-I/MDA5, for example the requirement for K63- 
linked polyubiquitin for isolated 2CARD [ 19 ] and alleviation of 
such requirement in pre-oligomerized full-length RIG-I [ 18 ]. 
Furthermore, this assay enabled detailed mechanistic analysis of 
the signal activation processes of RIG-I/MDA5 at the level of 
molecular structure and biochemistry [ 19 ,  21 ]. It should be noted 
that an analogous cell-free assay has been developed [ 23 ]. The 
advantage of our assay is that our system is reconstituted entirely 
from purifi ed components (i.e., receptor, ligand, and adaptor), 
which greatly simplifi es data interpretation and allows more 
detailed investigation of the molecular events. 

 We here describe our reconstitution of the MAVS activation 
assay. This assay utilizes a MAVS construct containing just its 
CARD domain (residues 1–97) fused to a SNAP tag (MAVS CARD - 
SNAP) [ 24 ]. The advantage of this fusion construct is that it has 
superior solubility over the construct having just the CARD 
domain, and also allows specifi c fl uorescent labeling via the SNAP 
tag. MAVS CARD -SNAP oligomerizes into a fi lamentous structure 
with prion-like characteristics similar to those observed with full- 
length MAVS or MAVS CARD  [ 11 ,  22 ]. We provide detailed guide-
lines on how to purify functional MAVS CARD -SNAP in its 
fi lamentous and monomeric forms. We also describe how to moni-
tor monomer-to-fi lament transition of MAVS CARD -SNAP using 
native gel electrophoretic migration shift assay (EMSA).  

Filament Formation of MAVS CARD
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2    Materials 

       1.    pET47b expression vector encoding MAVS CARD (residues 
1–97) with an N-terminal His-tag and a C-terminal SNAP-tag 
(MAVS CARD -SNAP) ( see   Note 1 ).   

   2.    LB broth and agar plate containing 30 μg/ml kanamycin.   
   3.    BL21(DE3) competent cells.   
   4.    0.5 M Isopropyl β- D -1-thiogalactopyranoside (IPTG).   
   5.    2.8 L fernbach baffl ed fl asks.   
   6.    A temperature-controlled shaking incubator for 2.8 L fl asks 

that can be set to 20–37 °C.   
   7.    A spectrophotometer and cuvette that can measure absorbance 

at 600 nm.   
   8.    A high-speed centrifuge (e.g., Sorvall refrigerated centrifuge).   
   9.    Lysis buffer: 20 mM Tris, pH 7.5, 250 mM NaCl, 20 mM 

imidazole, pH 7.5, 0.05 % CHAPS, 10 % glycerol.   
   10.    Emulsifl ex (Avestin) for cell lysis.   
   11.    Nickel-nitrilotriacetic acid (Ni-NTA) agarose (Qiagen).   
   12.    Gravity fl ow column for nickel-affi nity protein purifi cation.   
   13.    Ni-NTA wash buffer: 20 mM Tris, pH 7.5, 250 mM NaCl, 

40 mM imidazole, pH 7.5, 0.05 % CHAPS, 10 % glycerol.   
   14.    Ni-NTA elution buffer: 20 mM Tris, pH 7.5, 250 mM NaCl, 

300 mM imidazole, pH 7.5, 0.05 % CHAPS, 10 % glycerol.   
   15.    HRV 3C protease (GE Healthcare or prepared in-house [ 25 ]).   
   16.    Dialysis membrane with a 12,000–14,000 MWCO and clips 

(Spectrum Labs).   
   17.    3C protease digestion buffer: 20 mM Tris, pH 7.5, 150 mM 

NaCl.   
   18.    CARD storage buffer: 20 mM Tris, pH 7.5, 150 mM NaCl, 

0.5 mM EDTA.   
   19.    7 M Guanidinium chloride (GndCl, CalBiochem).      

       1.    Magnetic stir bar.   
   2.    Stir plate.   
   3.    A temperature-controlled shaking incubator that can be set to 

37 °C.   
   4.    Dialysis membrane with a 12,000–14,000 MWCO and clips 

(Spectrum Labs).   
   5.    MAVS CARD -SNAP refolding buffer: 20 mM Tris, pH 7.5, 

500 mM NaCl, 0.5 mM EDTA.   

2.1  Protein 
Purifi cation

2.2  Preparation 
of Monomeric MAVS

Bin Wu et al.
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   6.    β-Mercaptoethanol (BME, MP biomedicals).   
   7.    0.1 μm syringe fi lter (Millex).   
   8.    5 ml disposable syringe.      

       1.    Benzylguanosine-conjugated Alexa647 (BG-Alexa-647 sur-
face labeling fl uorophore, New England Biolabs).   

   2.    RIG-I truncation variant containing only 2CARD (expression 
and purifi cation of which is described [ 19 ]).   

   3.    Unanchored K63-linked polyubiquitin chains (production of 
which is described in [ 19 ]).   

   4.    CARD storage buffer: 20 mM Tris pH 7.5, 150 mM NaCl, 
0.5 mM EDTA.   

   5.    6× native gel loading dye: 70 % sucrose with 0.0025 % of bro-
mophenol blue and xylene cyanol.   

   6.    SYBR-Gold dye (Life Technologies) for nucleic acid staining.   
   7.    Krypton (Thermo Scientifi c) for protein staining.   
   8.    3–12 % Bis-Tris-Tricine native gel (Novex by Life Technologies).   
   9.    Bis-Tris-Tricine running buffer: 50 mM BisTris, 50 mM 

Tricine.   
   10.    FLA-9000 laser gel image scanner (GE Healthcare) or equiva-

lent machine capable of scanning multiple fl uorophore chan-
nels (488 nm, 555 nm and 647 nm).       

3    Methods 

     MAVS CARD -SNAP purified from  E. coli  is in the form of short 
filaments, which we refer to as fi lament seeds. The following pro-
tocol describes the purifi cation strategies for MAVS CARD -SNAP fi la-
ment seeds ( see  Fig.  2 ).

     1.    Transform BL21(DE3) cells with pET47b encoding His-tagged 
MAVS CARD -SNAP and plate transformed cells onto an LB 
agar + kanamycin plate. Let the cells grow overnight at 37 °C.   

   2.    Pick a colony from the LB agar plate and inoculate 5–20 ml of 
LB broth + kanamycin. Shake the starter culture at 37 °C 
 overnight.   

   3.    Transfer 5–10 ml of starter culture to 1 L of LB broth + kana-
mycin in a 2.8 L fernbach fl ask. Shake at ~200 rpm at 37 °C for 
a few hours. Monitor cell growth by measuring the OD 600 .   

   4.    When the OD 600  of the culture reaches 0.4, lower the incuba-
tor temperature to 20 °C. Induce with 0.4 mM IPTG, when 
the OD 600  reaches 0.6. Shake the induced culture overnight.   

2.3  MAVS 
Activation Assay

3.1  Protein 
Purifi cation

Filament Formation of MAVS CARD
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   5.    All subsequent steps are performed at 4–8 °C unless otherwise 
stated. Harvest the cells by spinning down the culture at 
4500 ×  g  for 10 min, and resuspend with 25 ml lysis buffer per 
liter of culture.   

   6.    Cells are lysed using an Emulsifl ex ( see   Note 2 ).   
   7.    Once cells are suffi ciently lysed, spin the cell lysate at 38,000 ×  g  

for 30 min.   
   8.    Apply the cleared lysate onto pre-equilibrated Ni-NTA gravity 

fl ow column (5–10 ml agarose per liter of culture). To enhance 
MAVS CARD -SNAP enrichment on Ni-NTA agarose, incubate 
lysate with the Ni-NTA column for at least 10 min before 
starting the column fl ow. Batch Ni-NTA binding can work as 
well.   

   9.    Wash the Ni-NTA column with 20 column volumes of Ni- 
NTA wash buffer.   

   10.    First elute MAVS CARD -SNAP with a half column volume of Ni- 
NTA elution buffer. This fraction will most likely contain 

  Fig. 2    Schematic of the purifi cation strategies for the MAVS CARD -SNAP fi lament 
seed and monomer       
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contaminants and should not be pooled with the second 
Ni-NTA elution.   

   11.    Elute MAVS CARD -SNAP with 2 column volumes of Ni-NTA 
elution buffer.   

   12.    Cleave off the His-tag using HRV 3C protease (50 μg per 
1 mg of MAVS CARD -SNAP) while dialyzing against 3C protease 
digestion buffer overnight.   

   13.    Remove the His-tag by applying the 3C protease digestion 
onto pre-equilibrated Ni-NTA beads. MAVS CARD -SNAP will 
be in the unbound fraction and a subsequent wash using half 
column volume of the CARD storage buffer. MAVS CARD - SNAP 
should be of >95 % purity as analyzed by SDS-PAGE.   

   14.    At this point, MAVS CARD -SNAP is a fi lamentous seed. A few 
milliliters of MAVS CARD -SNAP seed (~1 mg/ml) can be stored 
at 4 °C for a month or frozen at −20 °C for longer periods.    

      Chemical denaturation of MAVS CARD -SNAP fi lament seeds with 
GndCl followed by refolding yields monomeric MAVS CARD -SNAP 
( see   Note 3 ).

    1.    After purifi cation of the MAVS CARD -SNAP fi lament seed 
(Subheading  3.1 ), concentrate it to 5–10 mg/ml ( see   Note 4 ).   

   2.    Denature MAVS CARD -SNAP by adding 6× volumes of 7 M 
GndCl. Vortex to mix at room temperature.   

   3.    Make 0.5–1.5 ml aliquots of denatured MAVS CARD - 
SNAP. These aliquots can be snap frozen in liquid nitrogen 
and stored at −80 °C for 2 months, or can be directly used for 
preparation of monomeric MAVS CARD -SNAP as in the follow-
ing steps.   

   4.    Thaw frozen denatured MAVS CARD -SNAP samples by shaking 
at ~200 rpm for 30 min at 37 °C ( see   Note 5 ).   

   5.    While protein is being thawed, prepare ice-cold refolding buf-
fer (at least 50× volume of the denatured MAVS CARD -SNAP).   

   6.    To the thawed MAVS CARD -SNAP, directly add BME to a fi nal 
concentration of 100 mM and transfer the MAVS CARD - 
SNAP + BME mixture into dialysis tubing ( see   Note 6 ).   

   7.    Place the dialysis setup into ice-cold refolding buffer 
( see   Note 7 ).   

   8.    Supplement refolding buffer with BME to a fi nal concentra-
tion of 20 mM.   

   9.    Dialyze MAVS CARD -SNAP for 45–60 min at 4 °C ( see   Note 8 ). 
Be sure to have the dialysis setup constantly spinning at 
~60 rpm.   

3.2  Preparation 
of Monomeric MAVS

Filament Formation of MAVS CARD
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   10.    Recover the refolded MAVS CARD -SNAP. There will be some 
precipitated protein after dialysis. Spin down the precipitated 
protein at >12,000 ×  g  for 1 min.   

   11.    Syringe fi lter (0.1 μm) the cleared MAVS CARD -SNAP sample, 
but be careful not to introduce any air bubbles. Expect to 
recover ~50 % of the protein after fi ltration.    

     Since monomeric MAVS CARD -SNAP will spontaneously oligomer-
ize over the course of several hours, the fi lament formation assay 
should be performed as quickly as possible. Each batch of mono-
meric MAVS CARD -SNAP needs to be tested for proper refolding. In 
our lab, we use at least two criteria to confi rm functionality of 
monomeric MAVS CARD -SNAP. That is, correctly refolded 
MAVS CARD -SNAP should (1) effi ciently extend the fi lament seeds 
(Fig.  3a, b ) and (2) form de novo fi laments upon addition of RIG-I 
with K63-linked polyubiquitin chains (Fig.  3c ). Below, we describe 
both strategies.

     1.    Add BG-Alexa-647 dye (1 μM, fi nal) to monomeric MAVS CARD - 
SNAP (20 μM or 0.6 mg/ml). Incubate the reaction on ice for 
10 min ( see   Note 9 ). Monomeric MAVS CARD -SNAP can be 
purifi ed by Size Exclusion Chromatography (SEC) to remove 
free dye. Alternatively, the labeling reaction can be quenched 
by addition of an excess amount of free benzylguanosine. 
Labeled MAVS CARD -SNAP will be referred to as MAVS CARD -
SNAP*. All reactions with MAVS CARD -SNAP* will be per-
formed using CARD storage buffer ( see   Note 10 ).   

3.3  MAVS 
Activation Assay

  Fig. 3    ( a ) Monomer-to-fi lament transition of MAVS CARD -SNAP* upon addition of the fi lament seed.  Asterisk  
indicates fl uorescent labeling of the SNAP tag. The fi lament seed is nonfl uorescent. ( b ) Representative electron 
micrographs of fi laments extended in ( a ). ( c ) Monomer-to-fi lament transition of MAVS CARD -SNAP* upon addition 
of RIG-I 2CARD in the presence or absence of K63-linked polyubiquitin (K63-Ub n ). MAVS stimulatory activities 
of wild-type 2CARD and oligomerization-defi cient mutants (D122A and E178R/R179E) were compared. Figure 
images in ( a ) and ( b ) were adopted from [ 11 ], and the image in ( c ) from [ 19 ]       
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   2.    If MAVS CARD -SNAP* was properly refolded, it should not 
form fi laments on its own within ~2 h post-refolding. To test 
this, incubate 10 μl of 10 μM MAVS CARD -SNAP* at 22 °C for 
15–30 min.   

   3.    For fi lament extension, add the MAVS CARD -SNAP seed (pre-
pared in Subheading  3.1 ) to monomeric MAVS CARD -SNAP* 
(10 μM, fi nal) (prepared in Subheading  3.2 ), and incubate at 
22 °C for 15–30 min. We typically use the seed:monomer mass 
ratio of 25:1, but different ratios can be used to obtain fi la-
ments with different lengths ( see  Fig.  3b ).   

   4.    For fi lament induction by RIG-I, add RIG-I 2CARD (10 μM, 
fi nal) and unanchored K63-linked polyubiquitin chains 
(80 μg/ml, fi nal) to MAVS CARD -SNAP* (10 μM, fi nal) and 
incubate at 22 °C for 15–30 min.   

   5.    To reactions prepared in  steps 2 – 4  (10 μl), add 2 μl of 6× 
native gel loading dye.   

   6.    Immediately load samples into a 3–12 % Bis-Tris-Tricine native 
gel ( see   Note 11 ). Run the native gel in Bis-Tris-Tricine run-
ning buffer at 200 V for 70–80 min at 4 °C or until the dye 
front runs off the gel.   

   7.    Scan the gel using the Alexa647 fl uorescence with a gel scan-
ner FLA-9000. We obtain optimal visualization using the 
100 μm resolution and 300–600 V laser sensitivity settings ( see  
 Note 12 ).    

4       Notes 

     1.    The plasmid encoding the CARD domain (residues 1–97) of 
MAVS (UnitProtKB: Q7Z434.2) fused to the SNAP tag (ver-
sion 1.0, New England Biolabs) was generated by inserting 
MAVS CARD between the BamHI and EcoRI restriction sites 
and SNAP between the EcoRI and XhoI restriction sites in 
pET47b. The amino acid sequence of the resultant fusion pro-
tein, His-tagged MAVS CARD -SNAP, is 

 MAHHHHHHSAALEVLFQGPGYQDPMPFAEDKTYK
YICRNFSNF CNVDVVEILPYLPCLTARDQDRLRATC
TLSGNRDTLWHLFNTLQRRPGWVEYFIAALRGCELVD
LADEVASVYQSYQPEFMDKDCEMKRTTLDSPL
G K L E L S G C E Q G L H E I K L L G K G T S A A D AV E V P
A PA AV L G G P E P L M Q ATAW L N A Y F H Q P E A I E E
FPVPALHHPVFQQESFTRQVLWKLLKVVKFGE
VISYQQLAALAGNPAATAAVKTALSGNPVPILIP
C H RV V S S S G AV G G Y E G G L AV K E W L L A H E G H R
LVNRVWDLQV   

Filament Formation of MAVS CARD
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   2.    Other mechanical devices can be used to lyse cells, but avoid 
using a sonicator as it may increase fragmentation of fi lament 
seeds.   

   3.    The refolded monomer displays the same three dimensional 
structure [ 21 ] as the one without refolding [ 26 ].   

   4.    We found that the concentration of MAVS CARD -SNAP 
(5–10 mg/ml) at this step is important. At higher concentra-
tions, MAVS CARD -SNAP does not refold as well and leads to 
heavy precipitation.   

   5.    We found that incubating the denatured MAVS CARD -SNAP at 
37 °C before refolding is critical for obtaining correctly 
refolded monomeric MAVS CARD -SNAP.   

   6.    Since MAVS CARD -SNAP has multiple cysteines, it is important 
to keep high concentrations of BME to maintain a reducing 
environment during refolding. Add fresh BME to the refold-
ing buffer just before its use. Tris(2-carboxyethyl)phosphine 
(TCEP) can be used as an alternative reducing agent.   

   7.    It is important to use ice-cold buffer for optimal refolding of 
MAVS CARD -SNAP.   

   8.    If the refolding buffer is not compatible with a downstream 
assay, you must fi rst refold the protein in the refolding buffer 
for 30 min and then perform a secondary dialysis using your 
desired buffer. We have extensively optimized the refolding 
buffer and do not recommend altering the composition of this 
buffer.   

   9.    The labeling reaction is not sensitive to buffer conditions and 
can also be performed at 22 °C.   

   10.    We found that MAVS CARD -SNAP* fi lament formation (in par-
ticular seed extension) is not sensitive to salt concentration of 
the reaction buffer. You may alter these reaction conditions to 
suit your desired experimental setup.   

   11.    While other native gel buffer systems may be used, we found 
that the best results were obtained with Bis-Tris-Tricine 
native gels.   

   12.    While the native gel assay provides a convenient method to 
examine fi lament formation of MAVS CARD, it has its limita-
tions. First, it cannot distinguish between the fi lament of 
MAVS CARD -SNAP and nonfi lamentous aggregate. In addi-
tion, very long fi laments can fail to enter the gel, although 
disappearance of monomeric MAVS CARD -SNAP can be ana-
lyzed instead. We recommend using negative stain electron 
microscopy as a complementary method to verify fi lament 
formation.         

Bin Wu et al.
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    Chapter 10   

 Co-transcriptomic Analysis by RNA Sequencing 
to Simultaneously Measure Regulated Gene Expression 
in Host and Bacterial Pathogen                     

     Timothy     Ravasi     ,     Charalampos     (Harris)     Mavromatis    ,     Nilesh     J.     Bokil    , 
    Mark     A.     Schembri    , and     Matthew     J.     Sweet      

  Abstract 

   Intramacrophage pathogens subvert antimicrobial defence pathways using various mechanisms, including 
the targeting of host TLR-mediated transcriptional responses. Conversely, TLR-inducible host defence 
mechanisms subject intramacrophage pathogens to stress, thus altering pathogen gene expression pro-
grams. Important biological insights can thus be gained through the analysis of gene expression changes 
in both the host and the pathogen during an infection. Traditionally, research methods have involved the 
use of qPCR, microarrays and/or RNA sequencing to identify transcriptional changes in either the host or 
the pathogen. Here we describe the application of RNA sequencing using samples obtained from in vitro 
infection assays to simultaneously quantify both host and bacterial pathogen gene expression changes, as 
well as general approaches that can be undertaken to interpret the RNA sequencing data that is generated. 
These methods can be used to provide insights into host TLR-regulated transcriptional responses to 
microbial challenge, as well as pathogen subversion mechanisms against such responses.  

  Key words     Host-pathogen  ,   Innate immunity  ,   Intracellular pathogens  ,   Macrophages  ,   RNA sequencing  , 
  Toll-like receptors  ,   Transcriptomics  ,   Urinary tract infections  ,   Uropathogenic  E. coli   

1      Introduction 

 TLR-regulated transcriptional responses enable the host to initiate 
appropriate defence mechanisms against microbial challenge. Next-
generation sequencing technologies have been adopted to study 
regulated gene expression during infection [ 1 – 7 ]. Such methodol-
ogies enable quantifi cation of millions of RNA transcripts in a sam-
ple, thus enabling mapping of global differences in gene expression 
between treatment groups [ 8 ,  9 ]. Since these approaches directly 
determine absolute transcript levels, they overcome some of the 
limitations of microarray expression profi ling [ 5 ,  10 ]. Most previous 
infection model studies employing RNA sequencing have charac-
terized either the host or the pathogen response [ 1 ,  7 ,  11 ,  12 ]. 
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Here we detail RNA sequencing and analysis methodology that we 
have used to characterize the expression profi les of two organisms 
using the same biological sample (Fig.  1 ).

   The model system that we have employed for host-pathogen 
co-transcriptomics relates to urinary tract infections (UTI), one of 
the most common infections in humans. Uropathogenic  Escherichia 
coli  (UPEC), the main causative agent of UTIs, can invade and 
replicate within bladder epithelial cells [ 13 ], and some UPEC 
strains can also survive within macrophages [ 14 ]. To further under-
stand UPEC-macrophage interactions, we recently performed co- 
transcriptomics of mouse bone marrow-derived macrophages 
(BMM) challenged over a 24 h time course with the UPEC genome 
sequenced reference strains, UTI89 (cystitis strain) and 83972 
(asymptomatic bacteriuria strain) [ 15 ]. These strains both trigger 
TLR4-mediated transcriptional responses in the host, but possess 
contrasting phenotypes for intramacrophage survival. In this chap-
ter, we use our mouse macrophage-UPEC infection studies as a 
model system to present an approach for performing in vitro infec-
tion assays, isolating and sequencing total RNA from cocultures, 
extracting sequence data for each organism studied, and analyzing 
the simultaneous changes in expression that occur in the interact-
ing organisms. These methods could be adapted for the study of 
other host-pathogen systems in which TLRs are engaged, as well as 
the detailed analysis of organisms that interact in symbiotic 
relationships.  

2    Materials 

       1.    Specifi c pathogen free C57BL/6 male mice at 6–8 weeks age.   
   2.    BMM medium with antibiotic (complete medium): RPMI 1640 

containing 10 % heat-inactivated fetal bovine serum, 50 U/mL 
penicillin, 50 μg/mL streptomycin and 2 mM  L -glutamine.   

   3.    Antibiotic-free BMM medium (medium as described in  item 
2 , but without penicillin and streptomycin).   

   4.    Gentamicin solution (TC grade).   
   5.    Glycerol stocks of uropathogenic  E. coli  strains UTI89 [ 16 ] 

and 83972 [ 17 ].   
   6.    10 mL syringes.   
   7.    21G needles.   
   8.    18G blunt needles.   
   9.    100 mm square bacteriological petri dishes.   
   10.    Luria Bertani (LB) medium.   
   11.    LB agar plates with no antibiotic selection.   
   12.    Phosphate buffered saline (PBS).   

2.1  BMM 
Infection Assays

Timothy Ravasi et al.
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  Fig. 1    Bioinformatic analysis pipeline. Summary of the four stages of analysis (RNA preparation and sequenc-
ing; data preprocessing; alignment and differential expression analysis; functional analysis), as well as details 
of the steps involved in each stage       
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   13.    Magnesium- and calcium-free sterile PBS (TC grade).   
   14.    0.01 % (v/v) Triton X-100 made up in PBS.   
   15.    10 % yeast solution: 10 % (w/v) dry yeast powder made up in 

PBS.   
   16.    24 well tissue culture plates.   
   17.    10 cm tissue culture plates.   
   18.    50 mL conical centrifuge tubes.      

       1.    Sterile 5 mL and 10 mL plastic serological pipettes.   
   2.    RNase-free 1.5 mL tubes.   
   3.    5 mL syringes.   
   4.    25G needles.   
   5.    16 cm cell scrapers.   
   6.    50 mL conical centrifuge tubes.   
   7.    RNeasy Maxi kits (Qiagen).   
   8.    14.3 M β-mercaptoethanol.   
   9.    Absolute ethanol (AR grade).   
   10.    DNase- and RNase-free sterile water.   
   11.    Ambion MICROBEnrich kit (Life Technologies).   
   12.    Ribo-Zero rRNA removal kit (Epicenter).   
   13.    Agilent RNA 6000 Nano Kit (Agilent Technologies).   
   14.    Qubit ®  RNA BR Assay Kit (Life Technologies).   
   15.    TruSeq ®  Stranded mRNA Sample Preparation Kit (Illumina).   
   16.    SuperScript II Reverse Transcriptase (Invitrogen).   
   17.    Agencourt AMPure XP 60 mL kit (Beckman Coulter).   
   18.    TruSeq PE Cluster Kit v3 (Illumina).   
   19.    TruSeq SBS v3-HS kit (Illumina).   
   20.    OLB 1.8.0 (Illumina).   
   21.    CASAVA 1.7.0 (Illumina).   
   22.    GERALD (Illumina/CASAVA 1.7.0).   
   23.    FastQC (Babraham Bioinformatics).   
   24.    Trimmomatic (Usadel Lab).   
   25.    Bowtie 2 (John Hopkins University).   
   26.    Tophat 2 (CCB, John Hopkins University).   
   27.    Cuffl inks 2 (Cole Trapnell Lab).   
   28.    CummeRbund (CSAIL-MIT, SCRB-Harvard).   
   29.    GFOLD (Tongji University).   

2.2  RNA Preparation, 
Sequencing, 
and Analysis

Timothy Ravasi et al.
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   30.    MCE (Integrative Systems Biology Lab).   
   31.    RSAT (Université libre de Bruxelles).   
   32.    Packages NbClust and pheatmap (CRAN R Project).       

3    Methods 

 Here, we describe an experimental system that includes UPEC 
only controls, BMM only controls, and BMM and UPEC cocul-
tured at 2, 4, and 24 h ( see  Fig.  2 ). RNA should be prepared from 
three or more independent experiments, to ensure that RNA 
sequencing data generated is biologically robust. When comparing 
gene expression profi les for different conditions (e.g., different 
UPEC strains, macrophages from different host species or differ-
ent sources), it is necessary to determine intracellular bacterial 
 survival in parallel (i.e., using the same preparations of bacteria 
and macrophages). This is an important quality control measure, 
and ensures that matched intramacrophage bacterial survival and 
expression profi ling data are generated. We therefore describe 
methods for determining intracellular survival of UPEC within 
macrophages, before going on to describe methods to extract 
RNA, perform RNA sequencing, and analyze the resulting data.

  Fig. 2    Experimental design of BMM infection assays, used for quantifi cation of intracellular bacterial loads and 
RNA generation       
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          1.    On day 0, sacrifi ce mice, collect femurs and tibias and place the 
bones in complete medium.   

   2.    Remove muscle and surrounding tissue from the femoral and 
tibial bones, then under sterile conditions clean the bones with 
70 % ethanol and place in complete medium ( see   Note 1 ).   

   3.    Remove the very tips of the femurs and tibias using surgical 
scissors, and fl ush the bone cavity with complete medium and 
a 21G needle into a 50 mL tube to collect bone marrow (BM) 
cells ( see   Note 2 ).   

   4.    Wash BM cells twice with complete medium (centrifuge at 
500 ×  g  for 5 min each time).   

   5.    Divide BM cells into four 100 mm 2  petri dishes with 15 mL 
complete medium per plate, and culture in the presence of 
10,000 U/mL recombinant colony stimulating factor-1 (CSF- 1), 
as described previously [ 18 ,  19 ].   

   6.    On day 5, add fresh complete medium (5 mL), plus fresh 
CSF-1 to fi nal concentration of 10,000 U/mL ( see   Note 3 ).   

   7.    Also on day 5, streak an antibiotic-free LB agar plate of specifi c 
UPEC strain of interest from glycerol stock under aseptic con-
ditions ( see   Note 4 ).   

   8.    On day 6, harvest BMM. To do so, discard the medium from 
the 100 mm 2  petri dishes, then wash the plates twice with mag-
nesium- and calcium-free sterile PBS, transferring both washes 
to a 50 mL tube. Add 10 mL magnesium- and calcium- free 
sterile PBS to the petri dishes and leave for 5 min. Using a 
10 mL syringe and 18G blunt needle, wash the BMMs off the 
plate and collect in the same 50 mL tubes. Spin the cells down 
at 500 ×  g  for 5 min and resuspend in antibiotic-free BMM 
medium. Plate BMM out in antibiotic-free BMM medium in 
24 well tissue culture plates: 2 wells for each treatment and 2 
wells for control. Plate a total of 200,000 cells/well in a total 
volume of 900 μL with 10,000 U/mL CSF-1 ( see   Note 5 ).   

   9.    On day 6, also set up overnight bacterial cultures. UPEC 
strains are cultured statically in LB broth at 37 °C overnight in 
conical fl asks. Static culture is employed to enrich for the 
expression of type 1 fi mbriae.   

   10.    On day 7, spin down overnight cultures of bacteria at 4000 ×  g  
for 10 min. Wash two times with magnesium- and calcium- free 
sterile PBS, then resuspend in 10 mL magnesium- and cal-
cium-free sterile PBS.   

   11.    Assess expression of type 1 fi mbriae on the surface of UPEC 
isolates using the yeast agglutination test [ 20 ], prior to per-
forming infection assays. In short, mix a drop of 10 % yeast 
solution with a bacterial suspension on a glass slide and observe 
for agglutination. Strains expressing type 1 fi mbriae will agglu-
tinate ( see   Note 6 ).   

3.1  BMM Infection 
Assay to Determine 
Intracellular Survival

Timothy Ravasi et al.



151

   12.    Using a spectrophotometer, measure absorbance at 600 nm of 
the bacterial suspension. Centrifuge the bacterial suspension 
(4000 ×  g  for 10 min), and then resuspend the pellet in a 
 volume of antibiotic-free medium such that the A 600nm  of the 
bacterial suspension now equates to 0.7 absorbance units. This 
is equivalent to 1 × 10 8  cfu/mL ( see   Note 7 ).   

   13.    Dilute bacteria to the required concentration in antibiotic-free 
medium such that the volume of bacterial suspension to be 
added to macrophage cultures is 100 μL/well. For example, 
for a multiplicity of infection (MOI) of 10; dilute bacterial sus-
pension to 2 × 10 7  cfu/mL, 100 μL is thus 2 × 10 6  cfu, which 
will be used to infect 200,000 BMM ( see   Note 7 ).   

   14.    Plate appropriately diluted bacterial suspension on antibiotic- 
free LB agar plates and incubate overnight at 37 °C for MOI 
determination ( see   Note 7 ).   

   15.    Add 100 μL bacterial suspension per well of 24 well plate of 
BMM, and incubate for 1 h at 37 °C.   

   16.    Aspirate the supernatant from wells, wash twice with 1 mL anti-
biotic-free medium containing 200 μg/mL gentamicin, add 
another 1 mL medium containing gentamicin (200 μg/mL) to 
the wells and incubate at 37 °C for 1 h ( see   Notes 8  and  9 ).   

   17.    Aspirate supernatant from wells, wash wells twice with 1 mL 
antibiotic-free medium, then add 1 mL antibiotic-free medium 
containing 20 μg/mL gentamicin to the wells and incubate at 
37 °C for the appropriate time ( see   Notes 8  and  10 ).   

   18.    To assess intracellular bacterial loads at designated time points, 
aspirate medium, wash twice with 1 mL antibiotic-free medium, 
add 1 mL 0.01 % Triton X-100 in PBS to each well, leave for 
5 min at room temperature, then pipette up and down to 
ensure complete lysis before harvesting lysate into a 1.5 mL 
eppendorf tube.   

   19.    Vortex the eppendorf tube and plate out 50 μL on LB agar 
plates at multiple dilutions. Incubate overnight.   

   20.    Count colonies and calculate intracellular bacterial numbers 
( see   Notes 11  and  12 ).      

   To assess bacterial and mammalian RNA expression profi les by 
RNA sequencing, infection assays need to be scaled up. Thus, 
infection assays are carried out essentially as described above, but 
in a 10 cm round tissue culture plate (Fig.  2 ).

    1.    Plate out 7 × 10 6  BMM in 10 mL antibiotic-free medium 1 day 
prior to infection.   

   2.    Infect with bacteria and perform washes as described in  steps 
13 – 17 , Subheading  3.1 . For an MOI of 10; dilute bacterial 
suspension to 7 × 10 8  cfu/mL, 100 μL is thus 7 × 10 7  cfu, which 
will be used to infect 7 × 10 6  BMM.   

3.2  BMM Infection 
Assay for RNA 
Preparation

Co-transcriptomic Analysis by RNA Sequencing to Simultaneously Measure Regulated…
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   3.    After incubation for designated times (e.g., 2, 4, 24 h), wash 
cells with ice-cold PBS, then lyse on plates with the appropriate 
lysis buffer, as per the specifi c RNA purifi cation protocol.   

   4.    To determine a basal level of bacterial gene expression, culture 
bacteria statically in 10 mL antibiotic-free BMM medium for 
2 h, using the same inoculum that is used to infect the BMM. At 
the end of 2 h, spin down the bacteria (4000 ×  g  for 10 min) 
and lyse with appropriate lysis buffer. Total RNA should also 
be prepared from uninfected BMM at the same time points as 
used for coinfections (Fig.  2 ).   

   5.    Extract RNA using RNeasy Maxi kits. Add 3.5 mL RLT buffer 
(with added 2-mercaptoethanol) per 10 cm dish, as well as to 
bacterial pellets from bacteria grown separately.   

   6.    Scrape cell lysates off the plate using a cell scraper for maxi-
mum yield. Homogenize lysates by passing them 20 times 
through a 25G needle and extract total RNA, as per the manu-
facturer’s protocol (including off-column DNase digestion). 
For enrichment of microbial RNA in coculture samples, use 
Ambion MICROBEnrich (Life Technologies).   

   7.    rRNA should be removed from all purifi ed RNA samples using 
kits, such as Ribo-Zero (Epicenter), targeting mammalian, and 
Gram-negative bacterial rRNAs.   

   8.    Prior to sequencing, all RNA preparations should be quanti-
fi ed and assessed for protein and reagent contamination using 
Qubit ® . RNA samples for analysis must be selected based on a 
spectroscopic A 260 /A 280  nm ratio of 1.8–2.0, and an A 260 /
A 230  nm ratio of greater than 1.5 ( see   Note 13 ).    

     Next-generation sequencing analyses for  n  ≥ 3 biological replicates 
can be performed on an Illumina Cluster Station and the Illumina 
HiSeq 2000 System. The fi rst step is to convert the mRNA within 
the total RNA into a library of template molecules of known strand 
origin using the reagents provided in the Illumina ®  TruSeq ®  
Stranded mRNA Sample Preparation Kits. The library generated 
is suitable for subsequent cluster generation with the TruSeq PE 
Cluster Kit. The cluster is now ready for sequencing using the 
TruSeq SBS v3-HS kit that determines the DNA sequence of each 
cluster on a fl ow cell using sequencing by synthesis technology on 
the HiSeq sequencing systems.

    1.    Use the Solexa Automated Pipeline (OLB, CASAVA, and 
GERALD) for image analysis, base calling, and quality 
calibration.   

   2.    Quality control of RNA-Seq reads can be preprocessed by cus-
tom java script (FastQC), which checks the raw sequence data 
from high-throughput sequencing pipelines for any problems. 

3.3  RNA Sequencing, 
Alignment, Annotation, 
and Differential Gene 
Expression Analyses

Timothy Ravasi et al.
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RNASeq reads can be subjected to quality trimming in order 
to remove Illumina adapters, low quality leading and trailing 
bases, bases with low average quality, and reads shorter than 36 
bases long. Trimmomatic, a fl exible read trimming tool for 
Illumina NGS data [ 21 ], can be used for this purpose.   

   3.    To align reads, bowtie indexes should be created for the host 
and pathogen reference genomes. To do this, use the bowtie- 
build algorithm and reference sequences from the GenBank 
database. To map the raw RNA-Seq reads (fastq fi les) to the 
reference genomes, we recommend TopHat. This uses Bowtie 
as an alignment engine. Reads that Bowtie cannot align on its 
own are broken up by TopHat into smaller fragments [ 22 ]. 
Both reads of paired-end libraries can be mapped using the 
standard parameters. All simulations should be performed 
using a high-memory node cluster system.   

   4.    The approach for transcription annotation is dependent upon 
the number of replicates per condition. If the number of repli-
cates per condition is large ( n  > 10), after running TopHat, we 
suggest generating a transcriptome assembly for each condi-
tion by providing the resulting alignment fi les to Cuffl inks. 
Adapter tags, mitochondrial sequences, poly A, poly C, and 
phiX sequences, and remaining ribosomal sequences will be 
fi ltered out within this analysis. Estimated normalized expres-
sion levels will be reported in fragments (i.e., reads) per kilo-
base of exon per million mapped reads (FPKM). These 
assemblies will be compared with annotation fi les using the 
Cuffcompare utility that is included in the Cuffl inks package 
[ 23 ,  24 ]. On the other hand, if the number of replicates per 
condition is small ( n  < 10), after running TopHat, we suggest 
providing the resulting mapped short reads in SAM format, 
along with the gene annotation in GTF format, to GFOLD 
count to count the number of reads mapped to each gene 
[ 25 ]. Estimated normalized expression levels will be reported 
in reads per kilobase of exon per million mapped reads (RPKM).   

   5.    The number of replicates also affects the approach to be used for 
differential gene expression analysis. Where the number of rep-
licates is large, the reads and assemblies can be further imported 
to Cuffdiff, in order to determine expression levels and test the 
statistical signifi cance of any changes identifi ed. To compare dif-
ferentially expressed genes across samples, the Cuffl inks package 
is used to normalize (to FPKM) the number of raw clean tags in 
each library. A threshold can be set for the minimum number 
of alignments in a locus needed to test for statistically signifi cant 
changes in that locus between samples. If no testing is per-
formed, changes in the locus are considered insignifi cant, and 
these changes will not contribute to corrections for multiple 
testing. The Cuffdiff output fi les can subsequently be imported 
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to cummeRbund. This plots abundance and differential expression 
data as expression plots for quality control [ 24 ]. Where the 
number of replicates is small, the reads can be further imported 
to GFOLD diff, which generalizes the fold change by consider-
ing the posterior distribution of log fold change. Consequently, 
each gene is assigned a reliable fold change ( see   Note 14 ). The 
GFOLD output fi les can be further processed for quality control 
using the R package.    

         1.    Identifi cation of orthologous genes is an essential component 
of studies comparing multiple host and/or pathogen species. 
We have used the Ensembl database [ 26 ] for this purpose 
( see   Note 15 ). All genes that share orthology should be con-
verted to orthologous groups (OG). In the case of one-to-one 
orthology, an OG will contain a single gene from each species. 
In the cases of one-to-many and many-to-many orthology 
relationships, an OG is defi ned as the set of genes that share 
this relationship. A new annotation fi le should be prepared 
with only orthologous interactions prior to performing a 
 second differential expression analysis, this time comparing 
species (A vs. B vs. C etc) for each time point. This step is nec-
essary since it eliminates genes present in one species but not 
the other.   

   2.    Dimensionality reduction enables exploration of the relation-
ships between conditions in RNA sequence data sets. The mini-
mum classifi cation error (MCE) method performs a nonlinear 
dimension reduction. It does so by embedding high- dimensional 
data points into a lower-dimensional space through the use of 
the minimum curvilinear kernel in combination with multidi-
mensional scaling (MDS) [ 27 ], or alternatively, the singular 
value decomposition (SVD) [ 28 ]. The nonlinear data distances 
for MDS or SVD are computed and stored in the minimum 
curvilinear kernel as the traversal distances over the minimum 
spanning tree between the data points (sample conditions) in 
the multidimensional space (the gene space). The minimum 
spanning tree is constructed from the Pearson correlation-
based distances between the samples [ 27 ]:

  
C on based distance , Pearson Correlation Samporrelati l_ _ _x y( ) = 1 eex y,Sample( )

   

  As a parameter-free projection algorithm, MCE is especially 
effective in using only the fi rst dimension of embedding to dis-
tinguish classes in small- n  (samples: here conditions), large- m  
(features: here gene expression) datasets [ 27 ]. Because  n  ≪  m  
in the UPEC/macrophage RNA sequence datasets, we adopted 
the MCE algorithm for unsupervised analysis of the different 
sample conditions.   

3.4  Ortholog 
Identifi cation, 
Dimensionality 
Reduction, Clustering, 
and Pathway Analysis
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   3.    Genes with similar expression patterns can often have related 
functions or coexist within a biological pathway. The R pack-
age NbClust can be used to perform a cluster analysis of gene 
expression patterns, in order to identify the optimal number of 
clusters in the dataset. Selected lists of divergently expressed 
genes can be further compiled for hypothesis testing and 
 clustering using the Ward’s methodology of the R package 
pheatmap. Signifi cantly enriched gene ontologies (GOs) and 
pathways can be identifi ed by mapping all divergently expressed 
genes to terms in the GO and KEGG databases by applying 
two-sided Fisher’s exact and  χ  2  tests, respectively [ 29 ,  30 ]. 
 P -values should be corrected by calculating the FDR, and only 
GOs and pathways with an FDR < 0.01 should be chosen.   

   4.    Analysis of promoter sequences of divergently expressed genes 
can identify likely transcription factors (TFs) and upstream signal-
ing pathways mediating changes in gene expression. Promoter 
sequences can be retrieved using regulatory sequence analysis 
tools (RSAT), with subsequent input into the RSAT matrix-scan 
tool along with host-related matrices for transcription factor 
binding site (TFBS) prediction [ 31 – 33 ]. The RSAT output 
should be fi ltered using an adjusted  P -value < 0.05 as a cutoff, and 
lists of the most signifi cant TFBSs and their known correspond-
ing TFs should be compiled. Profi les of the host divergently 
expressed genes can be clustered, and each cluster can be corre-
lated with the TF profi les using Pearson correlation in R. Finally, 
the clusters can be further annotated using GO to gain insights 
into the molecular processes in which each TF is involved.       

4    Notes 

     1.    While cleaning femurs and tibias with ethanol do not leave the 
bones in ethanol for more than 3–5 min, as this can cause the 
bones to go brittle.   

   2.    While fl ushing femurs and tibias do not re-aspirate fl ushed 
medium using the needle. This can result in cell shearing and 
decreased yield.   

   3.    Since BMM consume CSF-1, cell density is an important vari-
able if the CSF-1 concentration becomes limiting. We there-
fore use a high concentration of CSF-1 and replenish the CSF-1 
during differentiation to avoid variability between different cell 
preparations. The actual CSF-1 concentration to be used (in 
U/mL or ng/mL) will vary, depending on the source.   

   4.    There is no selection, be careful with your technique.   
   5.    Whether to include CSF-1 in BMM cultures post- differentiation 

is a point of contention. We normally include CSF-1 in cultures 
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used for our experiments, because this growth factor is 
 constitutively present in vivo. Furthermore, macrophages do 
proliferate locally in various tissue environments. However, in 
experiments where cell proliferation may confound data inter-
pretation, CSF-1 should be excluded. In any case, whether this 
growth factor is included in experimental conditions should be 
clearly stated, given that it has major effects on the functions of 
mature macrophages.   

   6.    Optimal type 1 fi mbriae expression should result in a rapid 
time to agglutination (i.e., less than 5 s). If this is not achieved, 
a second round of static culture, where the inoculum is obtained 
by removing 100 μL from the air–liquid interface of the fi rst 
culture, should be performed.   

   7.    As soon as possible after determining cfu/mL, use bacterial 
suspension for infection assays and plate the inoculum out for 
MOI determination (to avoid further bacterial growth, which 
will alter the MOI that is actually used). If this is not possible, 
place the inoculum at 4 °C or on ice until the plating can be 
performed. In this case, make sure that the bacterial suspen-
sion is returned to room temperature prior to performing 
infections. Note that each laboratory should independently 
determine the correlation between A 600nm  and cfu/mL for 
determining the MOI.   

   8.    There are several washing steps during infection assays, which 
can result in detachment of BMM from the tissue culture plas-
tic surface. To avoid this, add the wash solution slowly along 
the side of the well or plate.   

   9.    There is some literature to suggest that gentamicin can affect 
intracellular bacteria [ 34 ,  35 ]. If comparing intramacrophage 
survival and/or responses of different bacterial species or 
strains, ensure that there are no differences in their sensitivity 
to gentamicin, as this may confound data interpretation.   

   10.    To confi rm that the gentamicin wash has killed all extracellular 
bacteria, the supernatant from the fi nal wash with antibiotic- 
free medium can be plated on antibiotic-free LB agar.   

   11.    To calculate intracellular bacterial numbers, plate out at least 2 
dilutions per sample, i.e., neat and 1/50 or 1/100, etc. The 
dilution depends on how high your MOI is, the length of the 
infection assay and the specifi c pathogen being investigated. 
Calculation of MOI and intracellular bacterial numbers:

  cfu mL No of colonies dilution factor volume of plated sol/ . /= ´ ´1000 uution.    

      12.    Plate out the supernatant and the lysate from the uninfected 
samples. This will serve as a control to confi rm there was no 
contamination during the course of the infection assay.   
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   13.    Extensive quality control is crucial when undertaking large- scale 
analyses such as RNA sequencing. Prior to performing RNA 
sequencing, qPCR analyses should be performed for specifi c 
host and pathogen genes for which biological effects are 
already known.   

   14.    GFOLD overcomes the shortcoming of  p -value by measuring 
relative expression changes instead of the signifi cance of whe-
ther a gene is differentially expressed [ 25 ]. It also overcomes 
the limitation of using fold change, which suffers from the fact 
that the fold changes of genes with low-read counts are not as 
reliable as those of genes with high read counts.   

   15.    There are many freely available resources that can be used to 
determine orthology relationships. Each method will result in 
some differences in orthology predictions based on the data-
base used and enrichment score cutoff.         
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Chapter 11

Simple Methods to Investigate MicroRNA Induction 
in Response to Toll-Like Receptors

Victoria G. Lyons and Claire E. McCoy

Abstract

In this chapter, we describe simple methods to investigate microRNA (miRNA) induction in response to 
lipopolysaccharide, the ligand for Toll-Like Receptor-4 activation. In brief, we demonstrate how to inves-
tigate global miRNA induction and/or repression in bone marrow-derived macrophages using TaqMan 
MicroRNA Arrays, followed by methods to measure individual miRNAs and target mRNA expression. 
Moreover, we explain step-by-step instructions on how to modulate endogenous miRNA expression 
through the use of miRNA inhibitors and mimics as well as highlight how miRNA modulation can be used 
to confirm mRNA targeting via Luciferase reporter assay. Moreover, these methods can be applied to 
whichever cell type and cellular function under investigation.

Key words Toll-like receptors, microRNA, miRNA, miRNA inhibitor, miRNA mimic, Luciferase 
assay, TaqMan MicroRNA Array, RT-PCR, Bone marrow-derived macrophages, BMDM

1 Introduction

Negative regulation of pathways such as those induced by Toll- 
Like Receptors is an important mechanism required to control 
inflammation [1]. Without this, excessive inflammation can result 
in the numerous inflammatory pathologies prominent in today’s 
population [2]. Moreover, there is now unsurpassed evidence that 
prolonged inflammation is a key player in the progression of dis-
eases such as type 2 diabetes, atherosclerosis, and cancer [2]. 
Classic mechanisms of negative regulation have focused on post-
translational modifications including phosphorylation, ubiquitina-
tion, and degradation of signaling components, induction of 
transcriptional repressors, and competition by inhibitory mole-
cules. However, more recent discoveries have highlighted the 
increasing importance of posttranscriptional regulation, such as 
those undertaken by microRNAs (miRNAs) [3].
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MiRNAs are important regulators of gene expression. Formerly 
thought to repress translation of target mRNAs, it is more likely 
that the main effect is to decrease target mRNA levels [4]. miRNAs 
are 22 nucleotides in length, characterized by a 6–8mer “seed” 
sequence which binds with partial and/or exact complementarity to 
the 3′ untranslated region (3′UTR) of target mRNA molecules. 
There are various reports as to the importance of the seed region 
over that of the surrounding sequence within an miRNA, but it is 
likely that both regions play an important role [5].

To date, TLRs have been shown to induce and repress a range 
of miRNAs (for a detailed review see ref. 6). The outcome of TLR- 
induced miRNAs is to modulate the TLR response by targeting 
mRNA molecules that play a role in the overall inflammatory 
response. For example, miR-155 is a pro-inflammatory miRNA 
potently induced by innate immune cells such as macrophages and 
dendritic cells, as well as CD4+ T cells. In order to promote an 
inflammatory response, miR-155 targets the 3′UTR of mRNA 
molecules such as suppressor of cytokine 1 signaling (SOCS1) and 
inositol polyphosphate-5-phosphate (SHIP1), two negative regu-
lators of a TLR-driven immune response [6]. Moreover, mice defi-
cient in miR-155 have severe defects in innate and adaptive immune 
responses and they are protected in models of experimental auto-
immune encephalomyelitis (EAE), arthritis, and colitis, again sug-
gesting that miR-155 acts as an essential component of the 
pro-inflammatory response [7–11].

In general terms, the regulation undertaken by miRNAs 
should be perceived as that of “fine-tuning,” where the induction 
of miRNAs is a tightly orchestrated, multifaceted lattice required 
to regulate the mRNA expression within every cell in response to a 
particular signal to mediate a particular functional response. 
Although sometimes modest in effect, it is obvious from our stud-
ies and those of others that when miRNAs are absent or inhibited, 
target mRNA molecules are more highly expressed and biological 
outcomes such as those discovered in miR-155 deficient mice are 
apparent [4, 7, 8]. It is also clear that specific miRNAs are differ-
entially expressed and induced in different cell types, for example, 
miR-122 is a liver-specific miRNA whereas TLR-induced miR-155 
occurs in cells of the immune system [6, 12]. This specificity makes 
miRNAs a wonderful tool with which to manipulate and modulate 
in specific cell types to provide novel approaches for molecular 
therapeutics, where an outcome of “fine-tuning” is often more 
beneficial than that of complete mRNA ablation.

Modulation of miRNAs has shown promise as a therapeutic 
tool in disease. Numerous strategies have been employed to either 
reduce or over-express miRNAs. miRNA inhibitors, also desig-
nated anti-miRNA oligonucleotides (AMOs), are currently the 
most available tool for miRNA inhibition and have shown to 
inhibit specific endogenous miRNAs through complementary 
base-pairing in cell culture, flies, and mice [13]. miRNA mimics 
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which are small double-stranded RNA molecules can be over- 
expressed to replace endogenous miRNA levels that may be low or 
absent. The application of miRNA therapeutics, although in a pre-
clinical stage of development, is rapidly advancing; most compel-
lingly the first study conducted in primates demonstrated that an 
AMO specifically designed to miR-122 could inhibit viral replica-
tion of hepatitis C in the liver [14].

In this chapter, we demonstrate how to investigate miRNA 
induction in response to the TLR4 ligand, lipopolysaccharide (LPS), 
in bone marrow-derived macrophages (BMDM). These cells are 
extremely TLR-responsive and we have found that in primary cells, 
basal miRNA expression is represented in its most natural state com-
pared to cultured cell lines where miRNAs expression is often dys-
regulated due to the transforming nature of immortalization. Our 
first approach aims to characterize the global changes in miRNAs in 
LPS-stimulated BMDMs which can be assessed using TaqMan 
microRNA Arrays provided by Applied Biosystems. Changes in 
miRNA expression can be easily determined by fold induction of a 
stimulated sample compared to a nontreated sample or as we have 
previously published by plotting the data according to its relative 
abundance in the cell. The latter offers the chance to observe induced 
changes in more abundantly expressed miRNAs, thus adding more 
weight than those that are more lowly expressed [15, 16].

Once a miRNA of interest has been determined, its expression 
in different cell types and in response to alternative ligands over 
various time points can be assessed by individual miRNA assays as 
described here. Conveniently, we describe a method to extract 
total RNA so that gene expression of potential mRNA targets for 
the miRNA in question can be determined using the same sample. 
This is crucial as induction of a miRNA over-time should decrease 
its target mRNA expression in a reciprocal manner. Protein analy-
sis of a mRNA target can also be assessed by Western blot, but it 
should be noted that these effects are often modest and can be 
masked by enhanced chemiluminescence. An excellent method  
to confirm miRNA targeting to a specific mRNA is by cloning  
the 3′UTR of a mRNA gene into vectors such as pMIR-
REPORT. These vectors express Luciferase protein under the 
control of the cloned 3′UTR; thus overexpression of miRNA 
inhibitors or miRNA mimics will increase or decrease luciferase 
expression, respectively.

2 Materials

 1. Humanely culled naïve mouse, aged 6–12 weeks.
 2. Autoclaved surgical scissors and tweezers.

2.1 BMDM Harvest 
and Stimulation

miRNA Induction by Toll-Like Receptors
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 3. Complete Dulbecco’s Modified Eagle Medium (DMEM): 
500 ml DMEM supplemented with 10 % Fetal Calf Serum 
(FCS) and 1 % penicillin/streptomycin.

 4. 70 % EtOH
 5. Dulbecco’s Phosphate-Buffered Saline (DPBS; Life 

Technologies).
 6. TrypLE™ Express Stable Trypsin (Life Technologies).
 7. Cell scrapers 24 cm (TPP).
 8. Sterile carbon steel surgical scalpel blades (No. 10) (Swann- 

Morton Ltd).
 9. 27G ½ gauge needles.
 10. 10 ml syringes.
 11. DNA/RNase-free H2O.
 12. L929-conditioned medium [17].
 13. LPS from E. coli, Serotype 0111:B4 (Alexis). Dilute the 1 

mg/ml stock to a working stock concentration of 100 μg/ml 
in sterile DNA/RNase-free H2O; use 1:1000 on cultured 
cells. Store at 4 °C.

 14. Tissue culture plates: 10 cm, 6 cm, 24-well and 96-well.

 1. Qiagen RNeasy Mini Kit.
 2. β-Mercaptoethanol.
 3. 1.5 ml DNA/RNase-free microcentrifuge tubes.

 1. TaqMan® MicroRNA Reverse Transcription Kit (Applied 
Biosystems). Stored at −20 °C.

 2. Megaplex™ RT Primers (Applied Biosystems) (see Note 1). 
Stored at −20 °C.

 3. TaqMan® Universal PCR Master Mix, 2×, No Amp Erase 
UNG (Applied Biosystems). Stored at 4 °C.

 4. TaqMan® MicroRNA Array (Applied Biosystems). The Array 
contains four identical microfluidic cards, enabling detection 
of 384 miRNAs from four independent samples (see Note 2). 
Stored at 4 °C.

 5. DNA/RNase-free H2O.
 6. DNA/RNase-free 1.5 ml microcentrifuge tubes.
 7. DNA/RNase-free PCR tubes (see Note 3).
 8. 7900HT RT-PCR System with TaqMan Array Block (Applied 

Biosystems) (see Note 4).
 9. Microfluidic plate sealer (Applied Biosystems) (see Note 4).
 10. Microfluidic plate centrifuge adaptors (Applied Biosystems) 

(see Note 4).

2.2 RNA Extraction

2.3 TaqMan 
MicroRNA Array
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 1. TaqMan® MicroRNA Reverse Transcription Kit (Applied 
Biosystems). Stored at −20 °C.

 2. TaqMan® cDNA Reverse Transcription Kit (Applied 
Biosystems). Stored at −20 °C.

 3. TaqMan MiRNA Assay (Applied Biosystems). Stored at −20 
°C. The assay is comprised of two components: 5× primer and 
20× FAM-labeled probe per specific miRNA (see Note 5).

 4. Gene expression primers (see Note 6). Dilute to 2 μM with 
DNA/RNase-free H2O.

 5. SYBR Green Master Mix (see Note 7).
 6. DNA/RNase-free H2O.
 7. MicroAMP™ Optical 384-well or 96-well reaction plate 

(Applied Biosystems).
 8. MicroAMP™ Optical Adhesive Film (Applied Biosystems).
 9. 7900HT RT-PCR System with 384-well or 96-well block (see 

Note 4).

 1. Lipofectamine® 2000 (Life Technologies).
 2. Opti-MEM® (Life Technologies).
 3. DMEM with 10 % FCS only (minus penicillin/streptomycin).
 4. Complete DMEM.
 5. DPBS (Life Technologies).
 6. TrypLE™ Express Stable Trypsin (Life Technologies).
 7. DNA/RNAase-free H2O.
 8. Nuclease-free TE Buffer, pH 8.0 (Life Technologies).
 9. RNA Oligonucleotides: miRNA inhibitor, miRNA mimic, and 

nontargeting control oligos (Integrated DNA Technologies; 
see Note 8). Generate working stocks of 4 μM in TE buffer.

 10. pMIR-REPORT miRNA Expression Reporter Vector 
(Ambion) containing the 3′UTR for your miRNA target gene 
of interest.

 11. pRL-Renilla plasmid.
 12. Dual-Luciferase® Reporter Assay System (Promega).

3 Methods

 1. On day 0, humanely cull a naïve mouse. Collect two femurs 
using autoclaved surgical scissors and tweezers. Trim off the 
muscle and place in approximately 10 ml of complete DMEM 
on ice.

2.4 RT-PCR

2.5 MiRNA 
Modulation

3.1 BMDM Harvest 
and Stimulation

miRNA Induction by Toll-Like Receptors
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 2. In a sterile biological safety cabinet, add 5 ml of 70 % EtOH, 
DPBS, and complete DMEM into three separate 6 cm tissue 
culture plates. Holding one femur tightly with the tweezers, 
briefly rinse the femur first in 70 % EtOH, then DPBS, fol-
lowed by complete DMEM. The femur should be left in the 
6 cm plate containing DMEM while performing the next step.

 3. Cut both ends of the femur using a sterile scalpel blade while 
holding the middle of the bone with sterile tweezers.

 4. Fill a 10 ml syringe with 10 ml complete DMEM and attach a 
27G ½ needle. Holding the femur with the tweezers, insert 
the needle into one end of the femur and flush approximately 
5 ml of DMEM through the bone, collecting the bone mar-
row in a 50 ml falcon.

 5. Turn the femur bone upside down and insert the needle into 
the other end of the femur. Continue to flush the bone with 
the remaining DMEM until the bone marrow has been visibly 
removed.

 6. Repeat steps 2–5 with the second femur and pool the bone 
marrow from the two femurs.

 7. Vigorously resuspend the bone marrow using a 1 ml pipette 
and centrifuge at 300 × g for 5 min.

 8. Discard the supernatant and resuspend the bone marrow using 
a 1 ml pipette with 1 ml of complete DMEM.

 9. Add 15 ml of complete DMEM and 4 ml of L929 conditioned 
medium (the final concentration of L929 medium is 20 %). 
Transfer 10 ml to two 10 cm tissue culture plates and incubate 
at 37 °C, 5 % CO2 in a humidified incubator.

 10. On day 3, remove the medium and replace with 8 ml complete 
DMEM and 2 ml L929 conditioned medium.

 11. On day 6, check the cells under the microscope to ensure cells 
look differentiated. The 10 cm plates should be almost ~95 % 
confluent. If not, they can be left for another day.

 12. Remove the medium, wash cells with 5 ml sterile DPBS and 
remove.

 13. Add 1 ml of TrypLE™, place the plates back in the incubator 
for 5–8 min until cells look partially detached (see Note 9).

 14. Due to the adherent nature of macrophages, use a cell scraper 
to gently remove any remaining adherent cells from the bot-
tom of the plate before adding 9 ml of complete 
DMEM. Transfer the cells to a 50 ml tube and centrifuge at 
300 × g for 5 min.

 15. Resuspend the cell pellet in 5 ml complete DMEM and count 
cells using a hemacytometer. Generate a stock dilution of 
4 × 105/ml with complete DMEM, ensuring that the medium 
also contains 20 % L929 cell-conditioned medium.
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 16. Seed 5 ml of BMDM cell suspension on a 6 cm plate for 
TaqMan MicroRNA analysis (see Subheading 3.3); seed 500 μl 
of BMDM cell suspension on a 24-well plate for miRNA and 
gene expression analysis (see Subheading 3.4) and seed 200 μl 
on a 96-well plate for miRNA modulation experiments (see 
Subheading 3.5). Place the cells at 37 °C, 5 % CO2 
overnight.

 17. On day 7, stimulate the cells with 100 ng/ml LPS for desired 
length of time (see Note 10).

This method of RNA extraction from eukaryotic cells is a modified 
protocol derived from the Qiagen RNeasy Mini Kit. It ensures 
extraction of total RNA thereby allowing analysis of small RNA 
molecules such as miRNAs as well as allowing analysis of mRNA 
expression from the same sample (see Note 11). All steps should be 
carried out in the fume hood until β-mercaptoethanol has been 
completely removed from cell lysates. All reagents are supplied 
with the Qiagen RNeasy Mini Kit unless otherwise listed in 
Subheading 2.2.

 1. Prepare cell lysis buffer (supplied as RLT buffer) by adding 10 
μl of β-mercaptoethanol per 1 ml of RLT buffer in a fume 
hood.

 2. Lyse cells in 600 μl of RLT buffer (containing 
β-mercaptoethanol) for 10 cm and 6 cm plates or 350 μl for 
cells plated on 24- or 96-well plates. Gently pipette the buffer 
over the cells a number of times, whilst gently scraping the 
cells with the end of the pipette tip. Sometimes a cell scraper is 
required for larger plates. Transfer lysates to a 1.5 ml micro-
centrifuge tube, proceed to step 3 immediately or store at −80 
°C indefinitely.

 3. Pipette 100 % EtOH to 1.5× volume of cell lysate (i.e., 525 μl 
of EtOH if cells are lysed in 350 μl of lysis buffer, or 900 μl 
EtOH if lysed in 600 μl). Ensure thorough mixing of EtOH 
by pipetting (do not vortex).

 4. Add 650–700 μl of cell lysate to Qiagen column provided 
(column has a maximum volume limit of 700 μl and is sup-
plied within a collection tube).

 5. Centrifuge column at 10,000 × g for 15 s at room 
temperature.

 6. Discard the eluted liquid in the collection tube. The RNA is 
contained within the column.

 7. If there is remainder lysate from step 4 that did not fit into the 
column’s maximum volume limit, add it now and repeat steps 
5 and 6.

 8. Add 500 μl of RPE wash buffer to the column.

3.2 RNA Extraction

miRNA Induction by Toll-Like Receptors
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 9. Centrifuge column at 10,000 × g for 15 s.
 10. Repeat washing steps 8 and 9 and place the column in a new 

collection tube.
 11. Centrifuge column at 10,000 × g for 2 min, to ensure any 

remaining EtOH will be removed and eluted.
 12. Carefully place column into a new microcentrifuge tube.
 13. Pipette 30 μl of DNA/RNase-free H2O to the middle of the 

column being careful not to touch the membrane.
 14. Centrifuge column at 10,000 × g for 1 min.
 15. The eluate in the microcentrifuge tube contains RNA which 

should be placed immediately on ice.
 16. Nanodrop 1 μl of eluent to determine RNA concentration. 

Prior to loading sample onto Nanodrop machine, DNA/
RNase-free H2O should be used to clean the sample loading 
surface area and can also be used as a blank.

 17. Once total RNA concentration from samples has been deter-
mined, prepare an RNA stock dilution of 100–300 ng/μl for 
TaqMan MiRNA Array Analysis (see Subheading 3.3); 5–10 
ng/μl to measure individual miRNA (see Subheadings 3.4.1 
and 3.4.2), and 5–100 ng/μl to measure gene expression (see 
Subheadings 3.4.3 and 3.4.4). RNA can be stored at −80 °C 
for 1–2 years before proceeding further.

The TaqMan® MicroRNA Array is an excellent way to efficiently 
and effectively measure an array of miRNAs in a particular cell type 
or tissue in response to any stimuli, such as TLR ligands. The array 
itself is a microfluidic card containing dried TaqMan® primers and 
probes to enable quantification of up to 384 miRNAs plus con-
trols. The array is sensitive enough to detect miRNAs from a start-
ing total RNA input of 1–1000 ng. However an extra 
pre-amplification step is required if the starting RNA input is below 
350 ng. The following protocol is used for RNA without the pre- 
amplification step.

In brief, RNA is first synthesized to single-stranded cDNA 
using the MegaPlex™ RT primers, after which the cDNA is com-
bined with TaqMan® Universal Master Mix and loaded onto the 
microfluidic cards. The entire procedure including analysis is less 
than 6 h. It is important before you start, as with any array 
 experimental design, that the cells are responsive to your chosen 
stimuli. It is also worth removing a small aliquot of RNA (20 ng) 
to assess any confirmed inducible miRNAs as outlined in 
Subheadings 3.4.1 and 3.4.2 before proceeding.

 1. Thaw on ice the RNA samples prepared at a stock concentra-
tion of 100–300 ng/μl from step 17, Subheading 3.2.

3.3 TaqMan 
MicroRNA Array

3.3.1 Reverse 
Transcription
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 2. Thaw on ice all the reagents from the TaqMan® MicroRNA 
Reverse Transcription Kit and the Megaplex™ RT primers. 
Briefly vortex and microcentrifuge dNTPs, 10× buffer, and 
Megaplex™ RT primers.

 3. Using thawed components and the reverse transcriptase 
enzyme, generate a 4.5 μl reverse transcription (RT) reaction 
mix per sample as outlined in Table 1.

 4. Pipette 4.5 μl of RT reaction mix into individual PCR tubes.
 5. Add 3 μl of RNA (so that the total RNA input is in the range of 

350–1000 ng) to the 4.5 μl of RT reaction mix (see Note 12).
 6. Incubate the samples on ice for 5 min.
 7. Run the samples on a standard PCR machine with the follow-

ing program: (16 °C for 2 min, 42 °C for 1 min, 50 °C for 1 
s) ×40 cycles, 85 °C for 5 min, 4 °C for ∞.

 8. The resultant RT product (cDNA) can be kept at −20 °C for 
1 week.

 1. Remove TaqMan® microfluidic plates from their storage at 4 
°C and bring to room temperature on your bench.

 2. Thaw samples of RT product from step 8, Subheading 3.3.1, 
on ice. Gently flick the tubes and microcentrifuge briefly to 
collect the sample at the bottom of the tube.

 3. Mix the TaqMan® Universal PCR master mix by gently swirl-
ing the bottle.

3.3.2 TaqMan 
MicroRNA Array

Table 1 
The reagents and volumes required to generate a 4.5 μl RT reaction mix 
for the reverse transcription stage of the array (see Subheading 3.3.1)

Reagent
Volume 
(μl)

Megaplex RT primers 0.8

dNTP (100 mM) 0.2

RT enzyme 1.5

10× buffer 0.8

MgCl2 (25 mM) 0.9

RNase inhibitor (200 U/μl) 0.1

H2O (DNA/RNase free) 0.2

Total volume 4.5

These volumes can be multiplied by the number of samples you have (+1 for pipetting 
error) to create an RT reaction master mix
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 4. For each sample to be analyzed, combine 450 μl of TaqMan 
Universal PCR master mix, 6 μl of RT product, and 444 μl of 
DNA/RNase-free H2O into a clean 1.5 ml microcentrifuge 
tube. There is now a total volume of 900 μl.

 5. Invert the tube six times and microcentrifuge the tubes briefly.
 6. Dispense 100 μl of the reaction mix from step 5 into each port 

of one microfluidic plate, of which there are eight ports (see 
Note 13). Repeat this process for each sample.

 7. Centrifuge the microfluidic plates using special Applied 
Biosystems centrifuge adaptors at 200 × g for 1 min (see 
Note 14).

 8. Repeat step 7.
 9. Seal the plate by using the supplied microfluidic plate sealer 

(see Note 15).
 10. Ensure the 7900HT system has been set up with the appropri-

ate TaqMan Low Density Array Block (see Note 16).
 11. On the 7900HT System, import the SDS setup file (SDS.txt) 

located in the CD supplied with the TaqMan® MicroRNA 
Array.

 (a) Start the SDS v2.2 software.
 (b) In the main menu, select File—New

(c) In the new document dialog box, select the following 
from the drop-down menu: Relative Quantification 
(ΔΔCt) and 384-well TaqMan Low Density Array.

(d) In the main menu, select File—Import to open the new 
document.

(e) In the open dialog box, navigate to the Setup.txt file spe-
cific for the array being run and click import.

 (f) Save as an SDS 7900 Template (.sdt) file.
 12. Load and run the microfluidic plates using the 384-well 

TaqMan Low Density Array default thermal-cycling condi-
tions. The run takes approximately 2 h.

 1. To review the results, transfer the SDS files from each array 
into an RQ study (see Note 17).

 2. View the amplification plots, then review the baseline and 
threshold settings (see Note 18).

 3. To analyze the RQ study, click Analysis—Analyse all. RQ man-
ager automatically calculates the fold changes of individual 
miRNA targets compared to a reference target (e.g., non-
treated/control sample) using the ΔΔCt method. To do this, 
using the drop-down Endogenous Control Detector, select 
the same house-keeping gene for each array (typically 
snoRNA202 or RNAU6) to normalize miRNA targets (ΔCt). 

3.3.3 Post-analysis
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Then using the Calibrator drop-down tab, normalize the 
arrays to the reference array (ΔΔCt). The results are then rep-
resented as fold change which can be exported as a txt.file.

 4. The raw CT values can also be exported (File—Export—All 
wells) and calculated manually on an excel spreadsheet. We 
have used a method which normalizes the data and plots miR-
NAs according to their relative abundance in the cell. Any 
changes in highly abundant miRNAs would thus add weight 
to their overall contribution to cellular function compared to 
more lowly abundant miRNAs. Furthermore, plotting data in 
such a way enabled the quick identification of miRNAs that 
deviated from any unchanged miRNAs located on the trans-
verse line (see Fig. 1). This method has been described previ-
ously [15, 16] but in brief is determined using the following 
filtering:

 (a)  miRNAs with Ct values higher than 38 for any of the indi-
vidual arrays are not analyzed.

 (b)  Data is normalized to the snoRNA202 probe present on 
each array (giving ΔCt values).

 (c)  The relative level of each miRNA compared to the most 
abundant RNA molecule (e.g., RNAU6) (ΔΔCt values) is 
inferred using 2(−ΔΔCt) and plotted accordingly (see Fig. 1).

0.000001 0.00001 0.0001 0.001 0.01 0.1 1
0.000001

0.00001

0.0001

0.001

0.01

0.1

1

Relative miRNA abundance in BMDMs
NT

R
el

at
iv

e 
m

iR
N

A
 a

bu
nd

an
ce

 in
 

B
M

D
M

 +
 L

P
S

miR-155

Fig. 1 TaqMan miRNA array performed in BMDMs stimulated with LPS (100 ng/
ml). Data was normalized to house-keeping snoRNA202 expression and the rela-
tive level of each miRNA was compared to the most abundant miRNA (RNAU6). 
Data was plotted to demonstrate changes in relative abundance by comparing 
nontreated (NT) v LPS. Deviation from the transverse line indicates induced/
repressed miRNAs. miRNAs located in the upper quadrants signify high abun-
dance. miR-155 falls into both these categories in LPS-stimulated BMDMs
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Here, we outline protocols to measure individual miRNAs and 
gene expression from the same sample. These protocols have been 
modified from the manufacturer’s protocols in that the reaction 
volumes have been reduced and/or altered to increase reagent lon-
gevity and save costs. All steps during the RT-PCR protocol should 
be carried out on ice where possible.

 1. Thaw on ice RNA samples prepared at a stock concentration 
of 5–10 ng/μl from step 17, Subheading 3.2.

 2. Thaw on ice all the reagents from the TaqMan® MicroRNA 
Reverse Transcription Kit and the TaqMan® Primer from the 
TaqMan® MiRNA Assay Kit. Briefly vortex and microcentri-
fuge dNTPs, 10× buffer, and TaqMan® MiRNA Primers.

 3. In a microcentrifuge tube, prepare an RT reaction master mix 
as outlined in Table 2 comprising dNTP, 10× buffer, RNase 
inhibitor, RT enzyme, and desired primers (maximum eight 
per RT reaction, one of which is a house-keeping miRNA such 
as snoRNA202 or RNAU6). If there are multiple samples, 
multiply these volumes by the sample number (+2 for pipet-
ting error) (see Note 19).

 4. Pipette 3 μl of RNA samples into PCR strip tubes (see 
Note 20).

 5. Add 12 μl of RT reaction master mix to each RNA sample and 
mix gently with a quick flick.

 6. Microcentrifuge samples at a low speed for no longer than 5 s 
to ensure all liquid is gravitated down to the bottom of the 
PCR tubes.

 7. Run the samples on a PCR machine using the following pro-
gram: 16 °C for 30 min, 42 °C for 30 min, 85 °C for 5 min, 
and 15 °C for ∞.

 8. Samples may be kept overnight in PCR machine at a holding 
temperature of 15 °C, stored at 4 °C for 1 week, or stored at 
−20 °C for up to 1 year before proceeding to Subheading 
3.4.2 (see Note 21).

 1. Thaw the cDNA samples from step 8, Subheading 3.3.1, and 
keep on ice.

 2. Prepare individual master mixes for each miRNA intended to 
be detected. Each master mix comprises 2× TaqMan Universal 
Master Mix, 20× probe, and DNA/RNase-free H2O, made up 
according to the volumes outlined in Table 3. Each sample 
must be run in technical duplicates for each miRNA being 
assessed.

 3. Vortex each master mix to ensure all reagents are thoroughly 
mixed.

3.4 RT-PCR

3.4.1 miRNA Reverse 
Transcription

3.4.2 miRNA RT-PCR
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 4. Label the layout of your experiment on a 384- or 96-well RT- 
PCR plate (see Note 22).

 5. Pipette 8.9 μl of each master mix to appropriate wells (e.g., If 
there are ten samples and two probes, each master mix would 
be pipetted into 20 wells (technical duplicates) resulting in a 
total of 40 wells being used (two probes) in the 384- or 
96-well plate).

 6. Quickly flick the cDNA samples and microcentrifuge briefly to 
collect the sample at the bottom of the tube.

Table 2 
The reagents and volumes required to generate a 12 μl RT reaction mix 
for individual miRNA analysis (see Subheading 3.4.1)

Reagent Volume (μl)

dNTP 0.125

10× buffer 1.5

RNase inhibitor 0.18

RT enzyme 1.0

TaqMan primer (5×) a0.375 (per each primer)

H2O (DNA/RNase free) bDependent on primer number

Total volume 12

These volumes should be multiplied by the number of samples you have (+2 for pipet-
ting error) to create an RT reaction master mix
aThe reaction can allow multiple miRNA primers (maximum 8) to be accommodated in 
the one reaction mix
bThe volume of H2O will depend on the amount of primers included in the reaction mix

Table 3 
The reagents and volumes required to generate an RT-PCR reaction mix 
for individual miRNA analysis

Reagent
Volume 
(μl)

2× TaqMan Universal Master Mix 10.0

H2O (DNA/RNase free) 8.0

20× probe 0.66

These volumes incorporate enough mix to measure one miRNA in duplicate as well as 
allowing extra for pipetting error. These volumes should be multiplied by the number 
of samples in your experiment to generate a master mix
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 7. Pipette 1 μl of each cDNA sample into appropriate wells. 2 μl 
of each cDNA sample should be used per probe due to dupli-
cates (see Note 23).

 8. Seal the RT-PCR plate with an optical adhesive film. Once the 
film is sufficiently applied (using applicator provided), tear off 
perforated edges.

 9. Centrifuge the RT-PCR plate at 200 × g for 1 min. This is to 
ensure there are no droplets trapped at the edge of any wells 
(the laser within the RT-PCR machine may not identify these 
drops causing skewed results).

 10. On the 7900HT System, start the SDS v2.2 software. In the 
main menu, select File—New. In the new document dialog 
box, select the following from the drop-down menu: Absolute 
Quantification (ΔΔCt) and 384-well format (or 96-well for-
mat depending on the plate used) (see Note 24).

 11. On the right hand side of the screen, open the New Detector 
tab; name each miRNA being evaluated in your experiment. 
Make sure the FAM tab is also highlighted.

 12. On the left hand side of the screen, highlight the wells that 
contain your samples and label with the appropriate miRNA 
detector and sample number.

 13. Save as an SDS 7900 Template (.sdt) file.
 14. Load and run the RT-PCR plate using the standard default 

thermal-cycling conditions, changing the reaction volume to 
10 μl (see Note 25). The run takes approximately 1 h 20 min.

 15. To retrieve data, go to File and Open saved .sdt file. Click 
analyse data by pressing the green triangle. Export data as a 
.txt file to a USB stick.

 16. The fold change in miRNA expression is calculated on an excel 
spreadsheet as follows: data is first normalized to a house- 
keeping gene (ΔCt), followed by normalization to a reference 
(control/nontreated) sample (ΔΔCt). Fold induction is then 
calculated using 2−ΔΔCt method as follows:

 

Ct Ct Ct

Ct Ct
sample house keeping miRNA sample

target sample

- = D
D - D

-

rreference sample
Ct

Ct

Fold Induction

= DD
= -DD2  

 1. Thaw on ice RNA samples prepared at a stock concentration 
of 5–100 ng/μl from step 17, Subheading 3.2 (see Note 26).

 2. Thaw on ice all the reagents from the TaqMan® cDNA Reverse 
Transcription Kit. Briefly vortex and microcentrifuge dNTPs, 
10× buffer, and random primers.

3.4.3 Gene Expression 
Reverse Transcription
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 3. Prepare an RT reaction master mix as outlined in Table 4 com-
prising dNTP, 10× buffer, RNase inhibitor, RT enzyme, and 
random primers in a microcentrifuge tube. If there are multi-
ple samples, multiply these volumes by the sample number (+2 
for pipetting error).

 4. Pipette 8 μl of RNA samples into PCR tubes (see Note 20).
 5. Add 12 μl of RT master mix to each RNA sample and mix 

gently with a quick flick.
 6. Microcentrifuge samples at a low speed for no longer than 5 s 

to ensure all liquid is gravitated down to the bottom of the 
PCR tubes.

 7. Run the samples on a PCR machine using the following pro-
gram: 25 °C for 10 min, 37 °C for 120 min, 85 °C for 5 min, 
and 15 °C for ∞.

 8. Samples may be kept overnight in PCR machine at a holding 
temperature of 15 °C, stored at 4 °C for 1 week, or stored at 
−20 °C for up to 1 year before proceeding to Subheading 
3.4.4 (see Note 21).

 1. Thaw on ice the cDNA samples from step 8, Subheading 
3.4.3.

 2. Prepare individual master mixes for each gene intended to be 
detected, including a master mix for one house-keeping gene 
such as GAPDH or 18S. Each master mix comprises 2× SYBR 
Green Master Mix, forward and reverse primers for your gene 
of interest, and DNA/RNase-free H2O, made up according to 

3.4.4 Gene 
Expression RT-PCR

Table 4 
The reagents and volumes required to generate a 12 μl RT reaction mix 
for gene expression analysis (see Subheading 3.4.3)

Reagent
Volume 
(μl)

dNTP 0.8

10× buffer 2

RNase inhibitor 0.2

RT enzyme 1.0

Random primers 2

H2O (DNA/RNase free) 6.5

Total volume 12

These volumes should be multiplied by the number of samples you have (+2 for pipet-
ting error) to create an RT reaction master mix
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the volumes outlined in Table 5. Each sample must be run in 
technical duplicates for each gene that is being assessed.

 3. Vortex each master mix to ensure all reagents are thoroughly 
mixed.

 4. Label the layout of your experiment on a 384- or 96-well RT- 
PCR plate (see Note 22).

 5. Pipette 8 μl of each master mix to the appropriate wells.
 6. Quickly flick the cDNA samples and microcentrifuge briefly to 

collect the sample at the bottom of the tube.
 7. Pipette 2 μl of each cDNA sample into appropriate wells. 4 μl 

of each cDNA sample should be used per probe due to dupli-
cates (see Notes 23 and 27).

 8. Seal the RT-PCR plate with an optical adhesive film. Once the 
film is sufficiently applied (using applicator provided), tear off 
perforated edges.

 9. Centrifuge the RT-PCR plate at 200 × g for 1 min.
 10. On the 7900HT System, start the SDS v2.2 software. In the 

main menu, select File—New. In the new document dialog 
box, select the following from the drop-down menu: Absolute 
Quantification (ΔΔCt) and 384-well format (or 96-well for-
mat depending on the plate used) (see Note 25).

 11. On the right hand side of the screen, open the New Detector 
tab; name each gene being evaluated in your experiment. 
Make sure the SYBR tab is also highlighted.

 12. On the left hand side of the screen, highlight the wells that 
contain your samples and label with the appropriate gene 
detector and sample number.

 13. Save as an SDS 7900 Template (.sdt) file.

Table 5 
The reagents and volumes required to generate an RT-PCR reaction mix 
for gene expression analysis

Reagent
Volume 
(μl)

2× SYBR Green Master Mix 5

2 μM Forward Primera 0.5

2 μM Reverse Primera 0.5

H2O (DNA/RNase free) 2

These volumes should be multiplied by the number of samples you have (+2 for pipet-
ting error)
aPrimer for your gene of interest
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 14. Load and run the RT-PCR plate using the standard default 
thermal-cycling conditions, changing the reaction volume to 
10 μl. The run takes approximately 1 h 20 min

 15. To retrieve and analyze data, follow steps 15 and 16, 
Subheading 3.4.2.

 1. Generate a stock concentration of 4 × 105 cells/ml in complete 
DMEM (see Note 28). Plate 200 μl cells per well in a 96-well 
flat bottomed plate. This step is best performed in the morn-
ing of day 0.

 2. Incubate the cells for 6 h at 37 °C, 5 % CO2 in a humidified 
tissue culture incubator.

 3. Prepare a 4 μM stock solution of miRNA inhibitor and non-
targeting control; mimic and nontargeting control in TE buf-
fer (see Note 29).

 4. Pipette 150 μl of Opti-MEM in a microcentrifuge tube and 
add 1.35 μl of Lipofectamine® 2000 (generate four separate 
mixes if you are testing inhibitor, mimic, and their correspond-
ing controls). Incubate at room temperature for 5 min.

 5. Add 1.5 μl of 4 μM inhibitor, mimic, and control oligos to the 
individual mixes prepared in step 4 (the final concentration of 
oligo is now 40 nM). Incubate at room temperature for up to 
20 min.

 6. In the meantime, remove the medium from cells in the 96-well 
plate. Replace with 150 μl fresh DMEM plus 10 % FCS (minus 
antibiotics).

 7. Add 50 μl of Lipofectamine/oligo mix to three wells of the 
96-well plate, so that there are three biological triplicates per 
oligo condition (the final concentration of oligo is now 10 
nM).

 8. Leave the cells to rest overnight at 37 °C, 5 % CO2.
 9. Stimulate the cells with LPS or other TLR ligands for any 

desired length of time.
 10. Supernatants can be collected and analyzed by ELISA for 

cytokine expression; and/or the cells can be lysed in 350 μl 
RLT buffer, RNA extracted and analyzed for miRNA and 
gene expression as outlined in Subheading 3.4.

The following method investigates the effect of miRNA inhibitors 
and mimics on their target gene via Luciferase assay. This is a useful 
method to confirm miRNA targeting to your gene of interest. The 
3′UTR of your gene of interest is first cloned into the pMIR- 
REPORT Vector according to the manufacturer’s instructions and 
transfected according to the following method. Easily transfectable 
cells are best used for this protocol; we typically use HEK293 or 

3.5 MiRNA 
Modulation

3.5.1 Basic Transfection

3.5.2 Luciferase Assay
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variants of HEK293 cells. This protocol should be started as early 
as possible in the morning of day 0.

 1. Mix 200 ng of DNA (150 ng pMIR-REPORT plasmid con-
taining the 3′UTR from your gene of interest and 50 ng pRL- 
Renilla control) in 50 μl Opti-MEM in a microcentrifuge 
tube. This step is duplicated if you are testing both miRNA 
inhibitor and mimic.

 2. Mix 0.6 μl Lipofectamine® 2000 into 50 μl Opti-MEM and 
keep at room temperature for 5 min.

 3. Combine mixes from steps 1 and 2. Leave at room tempera-
ture for up to 20 min.

 4. In the meantime, split HEK293 cells, count, and resuspend as 
a 4 × 105/ml stock concentration in DMEM plus 10 % FCS 
(minus antibiotics).

 5. Pipette each mix generated from step 3 onto one well of a 
6-well plate.

 6. Add 2 ml of HEK293 cells and place in at 37 °C, 5 % CO2 
for 6 h.

 7. After 6 h, cells from each 6 well are replated onto 12 wells of 
a 96-well plate. To do this, remove the medium from each 6 
well, gently wash cells in 1 ml of DPBS and remove. Add 200 
μl TrypLE™ and incubate at 37 °C for 5 min until cells are 
visibly detached. Add 1.8 ml of DMEM plus 10 % FCS (minus 
antibiotics) and gently resuspend. Plate 150 μl of cells into 12 
wells of 96-well plate.

 8. Triplicate wells are transfected with a concentration series so 
that the final concentration of inhibitor and/or mimic trans-
fected into each well is 0, 1, 5, and 10 nM. A total of 10 nM 
of oligo must always be transfected into each well. Thus to 
generate 1 nM miRNA inhibitor and/or mimic oligo, 9 nM of 
corresponding control oligo must be added to make up the 
difference. Generate dilutions of oligo from 4 μM stocks as 
outlined in Table 6.

 9. Pipette 150 μl of Opti-MEM into four microcentrifuge tubes 
and add 1.35 μl of Lipofectamine® 2000. Duplicate this step if 
testing both miRNA inhibitor and mimic. Incubate at room 
temperature for 5 min.

 10. Add 1.5 μl from each oligo dilution mix prepared in step 8 
into Lipofectamine mixes generated in step 9. Incubate at 
room temperature for up to 20 min.

 11. Add 50 μl of each Lipofectamine/oligo mix to three wells of 
pMIR-REPORT transfected cells so that there are three bio-
logical replicates per oligo concentration (0, 1, 5, and 10 nM).
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 12. After 24–36 h, cells are lysed and analyzed for dual Luciferase 
and Renilla expression according to the manufacturer’s 
instructions.

 13. Luciferase expression is normalized to Renilla expression and 
represented as fold change using control oligo (10 nM) as 
reference (see Fig. 2).

4 Notes

 1. There are different Megaplex™ Primer Pools. In general, there 
are usually two pools of primers per species, Pool A and Pool 
B, respectively. Pool A comprises miRNAs on the sense strand, 
whereas Pool B comprises less common miRNAs on the anti-
sense strand, often denoted as miRNA*.

Table 6 
To generate a dilution series so that the final concentration of inhibitor/mimic oligo is 0, 1, 5, 10 nM; 
four mixes must be prepared according to the tabled volumes

Mix 
number Inhibitor/mimic oligo (4 μM) Control oligo (4 μM)

Final inhibitor concentration on 
cells

1. 0 μl 1.5 μl 0 nM

2. 0.15 μl 1.35 μl 1 nM

3. 0.75 μl 0.75 μl 5 nM

4. 1.5 μl 0 μl 10 nM

These volumes are sufficient to transfect triplicate wells
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Fig. 2 An example of Luciferase expression in HEK293 cells transfected with 
various concentrations of miRNA mimic. As the concentration of miRNA mimic 
increases, Luciferase expression is destabilized. Thus confirming the presence of 
miRNA binding sites within the cloned 3′UTR of the mRNA in question
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 2. Be careful that your TaqMan® Array corresponds to the species 
and Megaplex™ primer pool from item 2, Subheading 2.2.

 3. It doesn’t matter what type or size of PCR tube you use as 
long it is compatible with your PCR machine.

 4. These components are typically available within a gene expres-
sion facility.

 5. Applied Biosystems uses a technology specific for the detec-
tion of 22 nucleotide miRNA molecules. In essence, the 
primer creates a target specific stem-loop structure by extend-
ing the 3′ end of the miRNA during the reverse transcription 
step. The resultant product is thus longer and more amenable 
to RT-PCR using the FAM-labeled specific miRNA probe.

 6. We have designed primers via the following method:
(a) Obtain the mRNA sequence for your gene of interest 

from PubMed.
(b) Locate the CDS sequence from the mRNA and import in 

FASTA format into BLAT Search Genome, a program 
which highlights exon junctions.

(c) Open Primer3 (v.0.4.0) and insert the CDS sequence in 
FASTA format.

(d) Select the top scoring primers ensuring that the product 
will be approximately 200 bp and crosses an exon 
junction.

(e) Using already generated cDNA, test your primers effi-
ciency at final concentrations of 200, 400, and 600 nM in 
an RT-PCR reaction. Generate a standard curve and cal-
culate the slope of your curve. Using the following calcu-
lation: 10^(−1/slope) − 1 × 100, you can calculate the 
percentage efficiency of your primers. If they fall between 
the range of 95 and 110 %, they are good to use.

(f) It is also essential to perform a dissociation curve at the 
end of the RT-PCR program. Your primers should gener-
ate a single peak, where all samples tested should overlay 
each other. Multiple peaks indicate the primers are ampli-
fying more than one product and should be discarded.

 7. Many companies (e.g., Applied Biosystems, Invitrogen) as 
well as in-house gene expression facilities supply SYBR Green 
Master mix. All were found to be functioning with equal 
capabilities.

 8. All synthetic oligos are custom made by Integrated DNA 
Technologies. The miR-155 inhibitor and nontargeting con-
trol are synthesized according to the following sequences and 
as described in [18]:
miR-155 inhibitor: 5′ AzCCCCUAUCACGAUUAGCAUUAz,
Control: 5′ GzCGUAUUAUAGCCGAUUAACGzA;
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where “z” denotes ZEN groups, a modification which 
enhances potency at low nanomolar concentrations [19]. 
The miR-155 mimic and nontargeting control (an RNA 
duplex targeting human lamin A/C) are generated by 
annealing sense and antisense strands synthesized accord-
ing to the following sequences and as described in [20]:

miR-155-Sense: 5′ CCCUAUCACAAUUAGCAUUAAUU,
miR-155-Antisense: 5′ UUAAUGCUAAUUGUGAUAGG 

GGU;
Control-Sense: 5′CUGGACUUCCAGAAGAACAdTdT;
Control-Antisense: 5′UGUUCUUCUGGAAGUCCAGdTdT.
Annealing is performed by incubating the complementary 

single-stranded RNAs at 92 °C for 2 min and leaving them 
for 30 min at room temperature.

 9. Differentiated macrophages are notoriously difficult to detach 
using trypsin reagent alone. Cell scraping is also advised.

 10. A 24-h time course such as 0, 4, 8, and 24 h is advised. miRNA 
induction can be rapid or slow depending on the miRNA and 
type of TLR ligand chosen. Most miRNAs are fully induced by 
24 h.

 11. Most RNA extraction kits include wash steps to remove small 
RNAs. However in our experience, due to the stability of miR-
NAs, miRNAs are still present in most RNA samples regard-
less of the type of kit used. Thus it is worth measuring miRNAs 
in any existing RNA samples you may have stored before buy-
ing specific kits for miRNA RNA extraction.

 12. We have used both 300 and 800 ng as total RNA input for two 
separate arrays, both worked sufficiently.

 13. Be careful not to expel the remaining liquid from the pipette 
tip as this will create an air bubble in the ports.

 14. Make sure to place the plates so that the ports are facing 
towards you.

 15. Place the plate sealer so that the handle is closest to you. Place 
the microfluidic card in the appropriate grove, push the handle 
away from you; remove the card and return the handle to its 
start position. IMPORTANT: remember to remove the card 
before returning the handle.

 16. This step involves specific training on the 7900HT system and 
is typically performed by the technician within your gene 
expression service facility.

 17. It is recommended that you analyze the study with automatic 
baseline and manual CT set to 0.2.

 18. It is extremely important that the same threshold setting is 
used across all samples or arrays within a given study.

miRNA Induction by Toll-Like Receptors
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 19. As multiple primers can be added to this master mix (maxi-
mum 8), the H2O volume should be determined once all 
other reagents have been accounted for, e.g., if there is a mas-
ter mix prepared for 8 samples (+2 for pipetting error) with 2 
primers: (10) 0.125 + (10) 1.5 + (10) 0.18 + (10) 1.0 + [10 
(0.375 × 2)] = total volume of all other reagents. Required 
total master mix volume of 120 μl (12 μl × 10 samples): total 
volume of reagents − 120 μl = volume of H2O.

 20. We have found using 8× strip tubes to be the most useful PCR 
tubes for assessing multiple samples and convenient storage.

 21. We have experienced significant degradation and destabiliza-
tion of cDNA if kept longer than 1 year. It is better to repeat 
steps 1–7, Subheading 3.4.1, using stored RNA kept at −80 
°C rather than reuse stored cDNA for subsequent RT-PCR 
analysis.

 22. The use of a 384- or 96-well RT-PCR plate depends on the 
block most frequently used by your gene expression facility 
and/or the amount of samples you have.

 23. We have found that using the same pipette tip between dupli-
cates gives tighter replicates. However, it is necessary to change 
the pipette tip between samples and when moving onto a new 
master mix to prevent cross-contamination. It is recommended 
by the manufacturers that RT-PCR is performed in a final 20 
μl volume. However we have found a final volume of 10 μl 
works just as well, thus saving on overall costs.

 24. Relative quantification can also be chosen. If this is the case, 
the final .sdt file must be opened and analyzed using the RQ 
manager software. We have found that running an absolute 
quantification and exporting the raw CT values manually gives 
you better control of your data.

 25. When loading the plate, ensure the alignment is correct by 
using the corner notch on the plate as a guide.

 26. We have standardized our gene expression protocol so that we 
always use the same amount of total input RNA. The typical 
total amount of input RNA we use is 640 ng (i.e., 8 μl of 80 
ng/μl stock RNA equates to 640 ng in total). However, this 
can vary and RT-PCR is still successful within the range of 
40–800 ng total input RNA. It will depend on various  elements 
such as the starting concentration of original input RNA, RNA 
purity, cell type, and the primer efficiency.

 27. Depending on the concentration of input RNA, cDNA can be 
further diluted two, five, or tenfold depending on which gene 
is being amplified. E.g., most house-keeping genes are abun-
dantly expressed and dilution is necessary. As a rule-of-thumb, 
Ct values should be kept within the 20–30 range for best 
analysis.

Victoria G. Lyons and Claire E. McCoy
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 28. Seeding cells at 4 × 105 cells/ml works well for BMDM, 
Raw264.7 and HEK293.

 29. miRNA inhibitors are single-stranded oligos whereas miRNA 
mimics are double stranded; thus two separate nontargeting 
control oligos are required for the inhibitor and mimic as 
described in Note 8.
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    Chapter 12   

 Determining the Function of Long Noncoding RNA 
in Innate Immunity                     

     Susan     Carpenter      

  Abstract 

   The advent of deep sequencing technologies has provided us with an unprecedented view of the human 
genome. Over 85 % of the genome is actively transcribed, yet we do not know the function of the vast majority 
of these RNA transcripts. Long noncoding RNAs (lncRNA) represent the largest group of RNA genes tran-
scribed in the cell and currently there is limited experimental data supporting the functions of a very small 
proportion of these transcripts. lncRNA are expressed in a highly cell type specifi c manner and our interests 
involve understanding the role they play in innate immune signaling networks. In this chapter I will outline the 
approach we took to attempt to uncover the role for lncRNA in innate immune cells. Two of the main tech-
niques required to study lncRNA are RNA-seq and loss of function analysis. This allows us to fi rst identify all 
lncRNA in a cell type of choice and then try to determine the functional signifi cance of these transcripts. This 
approach has been successful for us to date in identifying  lincRNA - Cox2  as a highly infl ammatory inducible 
lncRNA that is responsible for activation and repression of distinct immune genes.  

  Key words     Long noncoding RNA (lncRNA)  ,   Innate immunity  ,   TLR signaling  ,   Infl ammation  ,   RNA 
sequencing  ,   shRNA  

1      Introduction 

 Deep sequencing has led to a new era in genomics research. Currently 
there are consortium-wide efforts (Encode, Fantom, 1000 genomes 
project, epigenetics roadmap, etc.) devoted to trying to understand 
every regulatory element within the genome. One of the big sur-
prises to emerge from the sequencing of the human genome is that 
less than 3 % of the genome codes for protein, while over 85 % is 
actively transcribed [ 1 ]. A major outstanding question is whether 
this widespread transcription has functional roles in fundamental cel-
lular processes. Long noncoding RNAs (lncRNA) represent an excit-
ing class of noncoding RNA that makes up the largest group of RNA 
produced from the genome [ 2 ]. LncRNA are defi ned as transcripts 
greater then 200  nucleotide in length lacking protein coding exons. 
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The function of the majority of lncRNA remains unknown; hence 
this class of RNAs greatly requires further investigation. 

 lncRNA are expressed in a highly cell type specifi c manner and in 
general many lncRNA are expressed at lower levels in comparison to 
protein coding genes [ 2 ,  3 ]. Therefore in order to determine if 
lncRNA are functional in your cell type of choice it is fi rst necessary to 
carry out RNA sequencing under the conditions you are interested in 
investigating. We carried out whole transcriptome analysis of an 
immortalized murine bone marrow derived macrophage cell line 
(iBMDM) at basal levels (unstimulated) and following infl ammatory 
stimulation with a TLR1/2 ligand (Pam3CSK4) [ 4 ]. This enabled us 
to determine the differential expression of lncRNA at both resting 
states and following stimulation. We identifi ed 62 lncRNA that 
showed a greater than twofold increase in expression following stimu-
lation. We focused on  lincRNA - Cox2 , which was one of the most 
highly upregulated lncRNA following TLR2 activation. The approach 
we took to try and determine the functional role for  lincRNA-Cox2  
was to knock it down using shRNA in our murine iBMDM cell line, 
followed by deep sequencing to obtain a global overview of genes 
that could be regulated by  lincRNA-Cox2 . This has been a successful 
approach and I believe these two techniques are critical to studying 
lncRNA in any biological context.  

2    Materials 

         1.    Bone marrow derived macrophage cell line (iBMDM) 
( see   Note 1 ).   

   2.    Dulbecco’s Modifi ed Eagle Medium (DMEM) supplemented 
with 10 % Fetal Bovine Serum (FBS) and antibiotics (PenStrep).   

   3.    10 cm tissue culture dishes.   
   4.    Trypsin EDTA.   
   5.    Sterile 1× phosphate-buffered saline (PBS).   
   6.    Mercaptoethanol.   
   7.    RNA extraction kit, such as the RNeasy kit (Qiagen).   
   8.    RNase Free DNase kit (Qiagen).   
   9.    iScript Select cDNA synthesis kit (Bio-Rad).      

        1.    mRNA sample preparation kit (Illumina).   
   2.    RNase free eppendorfs.   
   3.    1× Tris-acetate EDTA (TAE).   
   4.    70 % ETOH.   
   5.    100 % ETOH.   

2.1  RNA-Seq

2.1.1  RNA Preparation

2.1.2  Library Preparation

Susan Carpenter
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   6.    3 M NaOAc, pH 5.2.   
   7.    6× DNA loading dye (New England Biolabs).   
   8.    Agarose.   
   9.    MinElute PCR purifi cation kit (Qiagen).   
   10.    Qiaquick Gel Extraction kit (Qiagen).   
   11.    SuperScript II Reverse Transcriptase with 100 mM DTT and 5× 

First Strand Buffer (Invitrogen).   
   12.    Magnetic stand.   
   13.    Heat Block.      

   Download the following fi les and software:

    1.    SRA toolkit (  http://ftp-trace.ncbi.nlm.nih.gov/sra/sdk/
2.4.2-1/sratoolkit.2.4.2-ubuntu64.tar.gz    ).   

   2.    Cuffl inks (  http://cuffl inks.cbcb.umd.edu/downloads/cuffl inks-
2.2.1.Linux_x86_64.tar.gz    ).   

   3.    Bowtie (  http://sourceforge.net/projects/bowtie-bio/fi les/
bowtie2/2.2.4/bowtie2-2.2.4-linux-x86_64.zip/download    ).   

   4.    Tophat (  http://ccb.jhu.edu/software/tophat/downloads/
tophat-2.0.13.Linux_x86_64.tar.gz    ).   

   5.    Human genome (  ftp://igenome:G3nom3s4u@ussd-ftp.illu-
mina.com/Homo_sapiens/UCSC/hg19/Homo_sapiens_
UCSC_hg19.tar.gz    ).   

   6.    Murine genome (  ftp://ftp.sanger.ac.uk/pub/gencode/
Gencode_mouse/release_M3/gencode.vM3.annotation.gtf.gz    ).       

         1.    Oligos specifi c to gene of interest forward and reverse (Integrated 
DNA Technologies).   

   2.    pLKO.1 vector (Addgene).   
   3.    Restriction enzymes: Age1 and EcoR1.   
   4.    T4 DNA ligase.   
   5.    DH5alpha competent cells.   
   6.    Agarose.   
   7.    LB Broth.   
   8.    Ampicillin.   
   9.    HEK293 cell line.   
   10.    DMEM supplemented with 10 % FBS and antibiotics (PenStrep).   
   11.    Viral packaging plasmids pSpax and pMD2 (Addgene).   
   12.    0.45 μm Filters.   
   13.    50 ml Conical Tubes.      

2.1.3  Data Analysis

2.2  Loss of Function 
Experiments

2.2.1  Cloning shRNA

lncRNA and Immunity
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       1.    iBMDM.   
   2.    DMEM supplemented with 10 % FBS and antibiotics (PenStrep).   
   3.    10 cm tissue culture dishes.   
   4.    Puromycin.   
   5.    Polybrene (optional,  see   Note 2 ).   
   6.    Genejuice (transfection reagent, Novagen).        

3    Methods 

          1.    Seed immortalized Bone Marrow Derived Macrophages 
(iBMDM) in 10 cm dishes at 1 × 10 6  cells/condition. 
Approximately one 10 cm dish will provide you with enough 
RNA for deep sequencing ( see   Note 3 ). For our experiments, 
two 10 cm dishes were used for control (unstimulated) and two 
10 cm dishes were stimulated with 100 nM Pam3CSK4 for 5 h 
[ 4 ].   

   2.    Extract RNA using RNeasy kit.   
   3.    Freeze 5 μg of RNA and store at −80 °C to await library prepa-

ration ( see  Subheading  3.1.2 ).   
   4.    Use approximately 1 μg of RNA to generate cDNA according to 

the manufacturer’s instructions.   
   5.    Analyze cDNA generated from  step 4  by Real-Time PCR to 

ensure the cells are behaving as expected prior to deep sequenc-
ing ( see  Table  1 ).

            In brief, 5 μg of total RNA ( step 3 , Subheading  3.1.1 ) is needed to 
generate a library according to the Illumina mRNA sample prepara-
tion kit ( see   Note 4 ). The Illumina preparation kit comes with all the 
reagents required (exceptions are listed in Subheading  2.1.2 ) and 

2.2.2  Testing shRNA

3.1  RNA-Seq

3.1.1  Sample 
Preparation

3.1.2  Library Preparation

   Table 1  
  RT-PCR primers required to test the induction of  lincRNA-Cox2 ,  Ptgs2 Il6 ,  Rantes ,  and Tnf-α  following 
Pam3CSK4 stimulation   

 Gene name  Forward primer 5′–3′  Reverse primer 5′–3′ 

  LincRNA-Cox2   AAGGAAGCTTGGCGTTGTGA  GAGAGGTGAGGAGTCTTATG 

  GapDH   CCAATGTGTCCGTCGTGGATC  GTTGAAGTCGCAGGAGACAAC 

  Ptgs2   GCTGTGGGGCAGGAAGTC  TTGGAATAGTTGCTCATCACC 

  Il6   AACGATGATGCACTTGCAGA  GAGCATTGGAAATTGGGGTA 

  Tnf-α   CAGTTCTATGGCCCAGACCCT  CGGACTCCGCAAAGTCTAAG 

  Rantes   GCCCACGTCAAGGAGTATTTC  ACACACTTGGCGGTTCCTTC 

Susan Carpenter
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includes an excellent protocol layout that is easy to follow. I will 
briefl y outline each step, adding notes to the areas that need special 
attention. All steps have also been outlined in Fig.  1 .

Extract RNA (1-5 µg)

Library preparation
(illumina mRNA kit)

RNA-seq Analysis

RNA fragmentation

First, Second Strand
   cDNA Synthesis

Repair Ends

Adenylate 3’ Ends

Ligate Adaptors

Purify and Enrich
 cDNA Templates

Library Validation

Send for sequencing

Obtain sequencing data 
          (fastq files)

Align reads to reference
    genome using Tophat

Use Cuffdiff to determine
differentially regulated lncRNA

  Fig. 1    Workfl ow to identify differentially regulated lncRNA in Bone Marrow 
Derived macrophages. RNA is isolated from Bone Marrow Derived Macrophages. 
The steps for Illumina library preparation are outlined and described in 
Subheading  3.1.2 . In addition the steps required to carry out RNA-seq computa-
tional analysis to obtain a list of differentially regulated lncRNA are outlined and 
described in Subheading  3.1.3        
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     1.    Dilute 5 μg total RNA to 50 μl using RNase free water in an 
RNase free nonstick eppendorf. Place RNA in a heating block at 
65 °C for 5 min to disrupt secondary structures and place on ice.   

   2.    Add 15 μl of Oligo dt (magnetic beads) to an RNAse free 
eppendorf and wash twice with bead buffer. Remove the 
supernatant each time. After the second wash add 50 μl of 
bead buffer and 50 μl of RNA from  step 1 .   

   3.    Rotate the tube containing the beads and RNA at room tem-
perature for 5 min. Wash the beads twice with 200 μl of wash-
ing buffer and remove the supernatant.   

   4.    Add 50 μl of 10 nM Tris–HCl to the beads and heat at 80 °C 
in a heating block for 2 min to elute off the polyA RNA from 
the beads. Immediately place the tube on the magnetic stand 
and transfer the RNA into a new RNAse free eppendorf con-
taining 50 μl of binding buffer. Do not discard the beads, 
wash them twice with 200 μl of washing buffer.   

   5.    Place the polyA RNA on a heating block at 65 °C to disrupt 
the secondary structure. Then place the RNA back into the 
tube containing the washed beads and rotate at room tem-
perature for 5 min.   

   6.    Place the tube back on the magnetic stand, remove the super-
natant, and wash twice with 200 μl of wash buffer, removing 
the supernatant each time.   

   7.    Add 17 μl of 10 nM Tris–HCl, to the beads and heat at 80 °C 
in a heating block for 2 min to elute off the RNA from the 
beads. Immediately place the tube on the magnetic stand and 
transfer the RNA into a PCR tube. At this point you should 
have approximately 16 μl of RNA in the PCR tube.   

   8.     Fragmenting the RNA . Add 4 μl of 5× fragmentation buffer to 
the PCR tube containing the 16 μl of RNA from  step 7 . 
 Incubate the tube in a PCR machine at 94 °C for exactly 
5 min. Add 2 μl of fragmentation stop solution. Place the tube 
on ice and then transfer the contents to a new RNAse free 
nonstick eppendorf.   

   9.    Add 2 μl of 3 M NaOAC, pH 5.2, 2 μl of Glycogen, and 60 μl 
of 100 % ETOH to the eppendorf from  step 8  and place at 
−80 °C for 30 min ( see   Note 5 ).   

   10.    Centrifuge the tube at 18,400 rcf in a 4 °C microcentrifuge 
for 25 min. Carefully remove the ETOH but be careful not to 
disrupt the RNA pellet (which is colorless and quite diffi cult to 
observe).   

   11.    Wash the pellet while trying not to disturb it with 300 μl of 
70 % ETOH, centrifuge for 5 min at 18,400 rcf and very 
 carefully remove the ETOH. Allow the pellet to air-dry for 
10 min and resuspend in 11.1 μl of RNase Free Water.   

Susan Carpenter
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   12.     Synthesize the fi rst strand of cDNA . Add 1 μl of random prim-
ers to the 11.1 μl of sample from  step 11 . Incubate the sample 
in the PCR machine at 65 °C for 5 min then place on ice.   

   13.    Set the PCR machine to 25 °C.   
   14.    In a separate PCR tube add the following: 4 μl of 5× First 

Strand Buffer, 2 μl of 100 nM DTT, 0.4 μl of 25 mM dNTP 
mix, and 0.5 μl of RNase inhibitor (making a total volume of 
6.9 μl). Add the 6.9 μl of the mixture to the PCR tube from 
 step 12  and mix.   

   15.    Place the PCR tube in the 35 °C PCR machine and leave for 
2 min.   

   16.    Add 1 μl of Superscript II to the sample in the PCR tube and 
place on the following program: 25 °C for 10 min, 42 °C for 
50 min, 70 °C for 15 min and hold at 4 °C. Place the tube 
on ice.   

   17.     Synthesize the second strand of cDNA . Add 62.8 μl of ultra pure 
water to the tube from  step 16 . In addition add 10 μl of GEX 
Second Strand Buffer and 1.2 μl of 25 mM dNTP mix to the 
tube. Mix and incubate on ice for 5 min.   

   18.    Add 1 μl RNaseH and 6 μl of DNA Pol 1 to the tube from 
 step 17 . Mix and incubate at 16 °C in a PCR machine for 
2.5 h.   

   19.    Purify the sample using QIAquick PCR purifi cation kit and 
elute in 50 μl of QIAquick elution buffer.   

   20.     Perform end repair . Add the following to a RNAse free non-
stick eppendorf: 50 μl of eluted RNA, 27.4 μl of water, 10 μl 
10× End Repair Buffer, 1.6 μl of 25 mM dNTP mix, 5 μl T4 
DNA polymerase, 1 μl of Klenow DNA polymerase, and 5 μl 
of T4 PNK. This makes a total volume of 100 μl.   

   21.    Incubate the sample in a heat block at 20 °C for 30 min. Use 
the QIAquick PCR purifi cation kit to purify the sample and 
elute in 32 μl of Qiagen EB buffer.   

   22.     Adenylate 3′ ends . Prepare the following in an RNAse free 
nonstick eppendorf: 32 μl of the Eluted RNA from  step 21 , 
5 μl of A-Tailing Buffer, 19 μl of 1 mM dATP, and 3 μl of 
Klenow Exo(3- to 5- exo minus), which brings to a total of 
50 μl.   

   23.    Incubate the sample at 37 °C for 30 min and then follow the 
MinElute PCR purifi cation kit to purify the sample and elute 
in 23 μl of Qiagen EB buffer.   

   24.     Ligate the adapters . Prepare the following in an RNAse free 
nonstick eppendorf: 23 μl of eluted DNA from  step 23 , 25 μl 
of 2× Rapid T4 DNA ligase Buffer, 1 μl of PE Adapter oligo 
Mix, and 1 μl of T4 DNASE Ligase (total volume is 50 μl).   

lncRNA and Immunity
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   25.    Incubate the sample at room temperature for 15 min and fol-
low the MinElute PCR purifi cation kit to purify the sample 
and elute in 10 μl of Qiagen EB buffer.   

   26.     Purify the cDNA templates . Prepare a 2 % agarose gel in 1× 
TAE buffer. Load 2 μl of 100 bp DNA ladder in the fi rst and 
third wells. Load the 10 μl of DNA from  step 25  containing 
2 μl of 6× DNA loading buffer to the second lane ( see   Note 6 ).   

   27.    Run the gel at 120 V for 60 min (or until the ladder is suitably 
separated).   

   28.    Excise a band around 250 bp ± 25 bp. Use QIAquick gel 
extraction kit to purify the sample and elute in 30 μl of Qiagen 
EB buffer.   

   29.     Enrich the purifi ed cDNA templates . Add the following to a 
PCR tube: 10 μl of 5× Phusion Buffer, 1 μl of PCR Primer PE 
1.0, 1 μl PCR Primer OE 2.0, 0.5 μl 25 mM dNTP Mix, 
0.5 μl Phusion DNA polymerase, 7 μl of water, and 30 μl of 
purifi ed ligation mix from  step 28 .   

   30.     Amplify using the following PCR conditions : 30 s at 98 °C, 15 
cycles of: 10 s at 98 °C, 30 s at 65 °C, and 30 s at 72 °C. 5 min 
at 72 °C and hold at 4 °C.   

   31.    Use QIAquick PCR purifi cation kit to purify the sample and 
elute in 30 μl of Qiagen EB buffer.   

   32.     Library validation . Run 1 μl of the DNA on an agarose gel to 
ensure there is a distinct band around 250 bp. Run 1 μl of the 
sample on an Agilent Technologies Bioanalyzer to check the 
purity and concentration of your library ( see   Note 7 ).   

   33.    Once samples are sized, quantifi ed, and proofed, they are read 
on an Illumina High-Seq System as 50*50 single reads for 
BMDM experiments ( see   Note 8 ) [ 4 ].    

      An overview of the steps involved in RNA-seq analysis is provided 
in Fig.  1 .

    1.    RNA-seq 50 bp reads are obtained from the sequencing core 
as Fastq fi les ( see   Note 9 ).   

   2.    These reads are aligned to the mouse genome (NCBI137/
mm9) using TopHat [ 5 ,  6 ]. Tophat outputs reads as .bam fi les.   

   3.    Cuffdiff (a component of Cuffl inks [ 7 ]) can be used to deter-
mine differential expression of lncRNA between the aligned 
reads. For our analysis, annotated lncRNA compiled in 
Ensembl64 gtf was used as the input annotation fi le for the 
program ( see   Note 10 ) [ 4 ].   

   4.    Cuffdiff will provide Fragments per kilobase of exon per mil-
lion mapped reads (FPKM) value for each gene, which will 
enable the calculation of fold change in gene expression 
between samples or conditions tested ( see   Notes 11  and  12 ).   

3.1.3  Data Analysis

Susan Carpenter
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   5.    To visualize the aligned reads upload the .bam fi les and 
upload them to IGV (  http://www.broadinstitute.org/igv/    ) 
( see   Note 13 ).   

   6.    All raw data from our experiments are available for download 
from NCBI Gene Expression Omnibus (  http://www.ncbi.
nlm.nih.gov/geo/    ) under accession number GSE40978 
( see   Note 14 ).    

            1.    There are a number of very useful programs available for 
designing shRNA. I used RNAi software developed by 
Mekentosj (  http://nucleobytes.com/index.php/irnai    ).   

   2.    The general outline for Oligo design is as follows: Forward 
oligo—5′ CCGG—21 bp sense—CTCGAG—21 bp anti-
sense—TTTTTG 3′; Reverse oligo—5′ AATTCAAAAA—21 bp 
sense—CTCGAG—21 bp antisense 3′.   

   3.    For RNA interference, three separate shRNA specifi c to 
lincRNA- Cox2 were cloned into the plko vector using the oli-
gos detailed in Table  2 .

       4.    There are many options you can use as controls for these 
experiments. You can clone your own “scrambled version” or 
there are empty vector (EV) options ( see   Note 15 ).   

   5.    There is an excellent protocol available from Addgene that 
takes you through each step of the cloning process (  http://
www.addgene.org/tools/protocols/plko/    ), which I will 
describe briefl y in the following steps.   

   6.    Resuspend oligos to a concentration of 20 μM. Add 5 μl of 
Forward, 5 μl of Reverse oligo, 5 μl 10× NEB buffer 2, and 
35 μl of sterile water. Incubate for 4 min at 95 °C and allow to 
cool on the bench for 2 h in order to anneal the oligos.   

3.2  Loss of Function 
Experiments

3.2.1  Cloning shRNA

   Table 2  
  Oligos required for cloning lincRNA-Cox2 into the plko vector   

 lincRNA-Cox2 
shRNA  Forward primer 5′–3′  Reverse primer 5′–3′ 

 shRNA No.1  CCGGAAGAGTAAGATTCTGAA
GATCCTCGAGGATCTTCAGAAT
CTTACTCTTTTTTTG 

 AATTCAAAAAAAGAGTAAGATTCTG
AAGATCCTCGAGGATCTTCAG
AATCTTACTCTT 

 shRNA No.2  CCGGAAGGAATCCAGCCATCTCT
CGCTCGAGCGAGAGATGGCTGG
ATTCCTTTTTTTG 

 AATTCAAAAAAAGGAATCCAGCC
ATCTCTCGCTCGAGCGAGAGA
TGGCTGGATTCCTT 

 shRNA No.3  CCGGAACCTAAAGGAGGTTGAC
AACCTCGAGGTTGTCAACCTCC
TTTAGGTTTTTTTG 

 AATTCAAAAAAACCTAAAGGAGG
TTGACAACCTCGAGGTTGTCAA
CCTCCTTTAGGTT 
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   7.    Digest Plko vector with Age1 and EcoR1 (to remove the 
stuffer sequence). Run the DNA on a 1 % DNA gel and cut 
out the band at 7 kb. Purify using Qiaquick gel extraction kit.   

   8.    In a total reaction mix of 20 μl; ligate 2 μl of the annealed oligos 
from  step 6 , 20 ng of vector from  step 7  with 1 μl T4 DNA 
ligase, and 2 μl of ligase buffer overnight at room temperature.   

   9.    Transform 2 μl of the ligation reaction from  step 8  into DH5 
alpha cells and grow overnight on ampicillin resistant plates. 
Mini-prep colonies and send for sequencing to ensure the 
insert is correct.      

       1.    Seed HEK293 cells at 1 × 10 6 /ml into 10 cm dishes (contain-
ing 10 ml of DMEM).   

   2.    After 24 h, transfect 4 μg of shRNA into HEK293 cells with 
3 μg packaging vector pSpax and 1 μg pMD2 using Genejuice 
according to the manufacturer’s instructions. I generally use a 
ratio of 3 μl Genejuice: 1 μg of DNA.   

   3.    After 48 h, media is removed, centrifuged for 5 min at 290 ×  g , 
and fi lter-sterilized using 0.45 μm fi lter. This media contains 
un-concentrated virus, which is used to directly transduce 
immortalized BMDMs using 50 % media to 50 % virus superna-
tant on your cells. After 48 h positively infected cells are selected 
using puromycin (3 μg/ml) ( see   Note 16 ).   

   4.    Knockdown of lncRNA can be determined by RT-PCR (Fig.  2 ).

3.2.2  Testing shRNA

Ct l

sh
RNA 1 

sh
RNA 2 

sh
RNA 3 

0.0

0.5

1.0

1.5

lincRNA-Cox2 expression

lin
cR

N
A

-C
o

x2
/G

ap
D

H

  Fig. 2    Knockdown of lincRNA-Cox2 using shRNA. qRT-PCR was carried out on 
iBMDMs stably expressing lentiviral shRNA specifi c to lincRNA-Cox2 (shRNA) or 
a Control shRNA. Expression of  lincRNA-Cox2  was measured and normalized to 
the house keeping gene,  GapDH        

 

Susan Carpenter



193

       There are caveats to using shRNA to knockdown lncRNA. 
shRNA works well at targeting lncRNA that reside or traffi c 
through the cytoplasm. I have encountered diffi culties trying to 
knockdown lncRNA that strictly reside in the nucleus. An alterna-
tive approach to using shRNA is to use the newly developed Cas9/
Crispr system, which will target the genomic DNA instead of the 
RNA transcript. I encourage readers to examine the latest publica-
tions on Cas9 technology, which is an excellent approach to use for 
genome editing. Details on vectors and protocols can be obtained 
at   http://www.addgene.org/crispr/zhang/    .    

4    Notes 

     1.    An immortalized murine bone marrow derived cell line was 
used for the experiments outlined here. Details can be found 
in reference [ 4 ]. All the techniques described here can be 
adapted for use in any cell line.   

   2.    Some protocols suggest adding polybrene (1 μg) to your cells 
to assist in viral entry. I have tried with and without polybrene 
and I did not observe any difference in uptake of virus by 
macrophages.   

   3.    As deep sequencing techniques advance the amount of RNA 
required also changes. At the time I carried out the experi-
ments it was suggested that between 1 and 10 μg of RNA was 
used. I used two 10 cm dishes and obtained >5 μg of RNA. It 
is now possible with Illumina kits to use less RNA.   

   4.    It is possible to buy the contents of the Illumina kit separately 
from different companies (New England Biolabs for example). 
This approach will be cheaper and you will be able to prepare 
many more library samples this way. However if you are a 
complete novice to deep sequencing I could highly recom-
mend using the Illumina kits as they are very easy to follow.   

   5.    At this point (and at  steps 9 ,  19 ,  21 ,  23 ,  25 ,  28 , and  31 ) the 
protocol can be stopped if necessary and the tube can be 
stored at −20 °C.   

   6.    Be aware that you require the 100 bp ladder on each side of 
the sample as you are required to cut out a band that will not 
be visible under the UV light, you need the ladders as a size 
guide. Also if you are running multiple libraries, do this on 
separate gels to avoid contamination.   

   7.    If you are using a core facility to run your sequencing, they 
often carry out library validation as part of the service.   

   8.    Depending on what you wish to get from your sequencing 
data, you have the option of carrying out 36 bp or 100 bp reads 
and these can be single end or paired end. The advantages of 
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longer reads are that fewer sequences get thrown out during 
analysis (as it is easier to fi nd unique sequences with longer 
reads). Another advantage to paired end reading, it can allow 
you to tell the start and end of your lncRNA sequence which 
can be very informative. In addition there are kits available from 
Illumina to do strand-specifi c sequencing. Since many lncRNA 
overlap with protein coding genes, strand- specifi c sequencing 
can allow you to determine which strand your lncRNA is tran-
scribed from.   

   9.    If you are trying to analyze a data set that has been submitted 
to GEO, you will need to use the SRA toolkit to convert the 
SRA fi les to Fastq fi les (use command Fastq dump).   

   10.    Ensure you are using the most up to date versions of GTFs for 
your analysis. You can fi nd them at (  http://www.gencode-
genes.org/    ). If you are only interested in looking at differen-
tial expression of lncRNA, gencode provides a specifi c gtf 
containing murine or human annotated lncRNA.   

   11.    FPKM of 1 generally indicates that there is one copy of the 
gene in a given cell. This can be a useful cutoff point if you are 
looking for more abundant transcripts.   

   12.    Make sure to use the most updated versions of all the pro-
grams available. The latest version of cuffl inks contains a new 
option cuffquant, when used prior to running cuffdiff pro-
vides a fi le format that allows cuffdiff to complete much faster.   

   13.    Using gencode gtfs for lncRNA only provides information on 
lncRNA that have already been annotated. Cuffl inks can pro-
vide also provide data on un-annotated transcripts [ 7 ,  8 ].   

   14.    Gene Expression Omnibus (  http://www.ncbi.nlm.nih.gov/
geo/    ) is an excellent source for deep sequencing data. The 
dataset you are interested in could already be submitted there 
and you can simply reanalyze the dataset for the genes you are 
interested in.   

   15.    There are a number of empty vector (EV) options available as 
controls for shRNA experiments; plko from Open Biosystems 
(Thermo Fisher Scientifi c, Waltham, MA) (RHS4080), or 
GFP ctl shRNA (Thermo Fisher Scientifi c, Waltham, MA) (# 
RHS4459).   

   16.    If you obtain concentrated lentivirus, adjust the quantity 
required to infect your cells of choice accordingly. It is advis-
able to test the ability of your cells to take up virus before ini-
tiating shRNA work. I suggest trying serial dilution of viral 
supernatant and check for infection by selecting on the marker 
present on your shRNA vector (in the case outlined here it is 
puromycin resistance).         
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    Chapter 13   

 Analysis of Post-transcriptional Gene Regulation 
of Nod- Like Receptors via the 3′UTR                     

     Moritz     Haneklaus      

  Abstract 

   Innate immune signaling is the front line of defense against pathogens, leading to an appropriate response 
of immune cells upon activation of their pattern recognition receptors (PRRs) by microbial products, such 
as Toll-like receptors (TLRs). Apart from transcriptional control, gene expression in the innate immune 
system is also highly regulated at the post- transcriptional level. miRNA or RNA-binding protein can bind 
to the 3′ untranslated region (UTR) of target mRNAs and affect their mRNA stability and translation 
effi ciency, which ultimately affects the amount of protein that is produced. In recent years, a new group of 
PRRs, the Nod-like receptors (NLR) have been discovered. They often cooperate with TLR signaling to 
induce potent infl ammatory responses. Many NLRs can form infl ammasomes, which facilitate the produc-
tion of the potent pro-infl ammatory cytokine IL-1β and other infl ammatory mediators. In contrast to 
TLRs, the importance of post-transcriptional regulators in the context of infl ammasomes has not been well 
defi ned. This chapter describes a series of experimental approaches to determine the effect of post-tran-
scriptional regulation for a gene of interest using the best-studied NLR, NLRP3, as an example. To start 
investigating post-transcriptional regulation, 3′UTR luciferase experiments can be performed to test if 
regulatory sequences in the 3′UTR are functional. An RNA pull-down approach followed by mass spec-
trometry provides an unbiased assay to identify RNA-binding proteins that target the 3′UTR. Candidate 
binding proteins can then be further validated by RNA immunoprecipitation (RNA-IP), where the candi-
date protein is isolated using a specifi c antibody and bound mRNAs are analyzed by qPCR.  

  Key words     Infl ammasomes  ,   Nod-like receptors  ,   Post-transcriptional regulation  ,   3′untranslated 
region (3′UTR)  ,   RNA-binding proteins  ,   miRNA  ,   RNA immunoprecipitation  ,   RNA aptamers  , 
  Luciferase reporter assays  

1      Introduction 

 Increasing evidence suggests that post-transcriptional regulation is 
an essential part of infl ammatory and innate immune signaling 
[ 1 ] and has been particularly well described for Toll-like receptor 
(TLR) signaling [ 2 ,  3 ]. The hub of post-transcriptional control is 
the 3′ untranslated region (UTR) of mRNAs, which contains 
sequence elements that are bound by proteins or non-coding 
RNAs. The most studied post-transcriptional regulators are 
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microRNA (miRNA), a class of small non-coding RNA, which can 
bind to partly complementary sequences in target 3′UTRs and 
assemble the RNA-induced silencing complex (RISC), which neg-
atively affects the target mRNA stability and its ability to be trans-
lated [ 4 ]. Another well-defi ned class of regulatory motifs are 
AU-rich elements (ARE), typically containing repeats of the pen-
tamer AUUUA, which can be bound by a range of RNA-binding 
proteins (RBP). Many ARE-binding proteins, such as TTP and 
AUF1/hnRNP D negatively affect the stability of bound tran-
scripts by attracting the RNA decay machinery or targeting the 
mRNA to processing (P) bodies [ 5 ]. However, other RBPs, such 
as HuR/ELAVL1 can increase target mRNA expression by inter-
fering with its degradation or increasing translation effi ciency [ 6 ]. 
The ultimate outcome of regulatory factors is also dependent on 
the cellular context. For example, the effect of at least some miR-
NAs can vary during the cell cycle, oscillating between repression 
in proliferating cells and activation of translation upon cell cycle 
arrest [ 7 ]. 

 The infl ammasomes are a group of cytoplasmic protein com-
plexes that were recently discovered to play a central role in the 
immune system by regulating the production of IL-1β and other 
infl ammatory mediators. IL-1β is one of the most potent pro- 
infl ammatory cytokines and it is an important factor in the patho-
genesis of a number of infl ammatory disorders, including arthritis 
and Type 2 diabetes [ 8 ]. Infl ammasomes are formed around pat-
tern recognition receptors (PRR), most prominently the NOD- 
like receptors NLRP1, NLRP3, IPAF/NLRC4 or the PYHIN 
protein AIM2 [ 9 ]. Apart from the PRR, the infl ammasome con-
sists of pro-caspase-1 and in some cases the adaptor ASC as a linker 
between the two. Once the infl ammasome is assembled, it provides 
a platform for auto-activation of caspase-1, which can in turn cleave 
pro-IL-1β and pro-IL-18 to produce the active pro-infl ammatory 
cytokines. Other substrates of caspase-1 lead to the initiation of 
pyroptosis, a pro-infl ammatory type of programmed cell death. 
The best-studied infl ammasome is formed by NLRP3, which, after 
being 'primed' by TLR stimuli [ 10 ], can be activated by a large 
and diverse range of stimuli including crystalline substances, extra-
cellular ATP, and pore-forming toxins [ 11 ]. Since NLRP3 is a 
gatekeeper for the production of the potent pro-infl ammatory 
cytokine IL-1β, both its expression and activation are tightly regu-
lated. However, little is known about the post-transcriptional regu-
lation of NLRP3 or any of the infl ammasome components. 

 In this chapter, I will describe a number of techniques that can 
help to determine the role of post-transcriptional regulation for 
the example of an NLR. However, they are equally applicable for 
non-infl ammasome-related genes. The basic techniques that will 
be covered are luciferase assays, RNA pull-down approaches and 
RNA immunoprecipitation (RNA-IP). 

Moritz Haneklaus
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   A standard assay to assess if a gene is under post-transcriptional 
control in response to stimulation is to fuse its 3′UTR sequence 
downstream of a reporter gene that is driven by a constitutive pro-
moter (Fig.  1a ). Luciferase reporters are most commonly used, but 
vectors containing a destabilized GFP are another option. Several 
companies offer luciferase plasmids specifi cally designed for assess-
ing post-transcriptional effects, such as the psiCHECK vectors 
(Promega) or pMIR-REPORT (Ambion).

   The rationale of this approach is that transcription from the 
constitutive promoter, usually of viral origin, and also protein sta-
bility of the reporter gene should be unaffected by the desired 
stimulation, such as TLR ligands. Thus, differences in the amount 
of luciferase/GFP produced could only be due to a difference of 
reporter mRNA stability or translation effi ciency that are deter-
mined by the NLR 3′UTR. However, it is very important to make 
sure that transcription levels are actually unaffected by the treat-
ment. For example, the PKC activator PMA can transcriptionally 
activate the herpes simplex virus TK promoter specifi cally in cells 
expressing adenoviral E1A proteins, such as the commonly used 
human cell line HEK293 [ 12 ]. The easiest way to assure that no 
such unspecifi c effects have to be taken into account is to test if the 
empty vector that does not contain any 3′UTR is unaffected by 
stimulation. Especially if plasmids are transiently transfected, a 
constitutive internal control must be co-expressed in each sample 
for normalization, either from the same vector or a co-transfected 
separate plasmid. In the case of luciferase-based reporters, the 
Firefl y and  Renilla  luciferase genes are usually used in combina-
tion. In the case of the psiCHECK-2 vector described in this chap-
ter, the  Renilla  gene is the experimental readout fused to the NLR 
3′UTR and a Firefl y luciferase is expressed from the same plasmid 
as the internal control. The ratio of  Renilla  to Firefl y luciferase 
activity of each sample is then comparable.  

  
 To identify post-transcriptional regulators of the NLR 3′UTR, an 
RNA pull-down approach can be used (Fig.  1b ). Different tech-
niques have been developed to this end. For example, biotinylated 
RNA can be used as bait and isolated in a complex with interacting 
proteins or RNAs using streptavidin-coated beads [ 13 ,  14 ]. 
Another possibility is to use RNA aptamer sequences that have 
been screened to specifi cally bind to streptavidin [ 15 ]. The aptamer 
sequence can be fused to the NLR 3′UTR and the fusion RNA can 
be isolated with streptavidin beads. Several optimizations of the S1 
aptamer described by Srisawat and Engelke [ 15 ] have been devel-
oped [ 16 ,  17 ] and the protocol in this chapter is based on the S1 
tag combined with a tRNA scaffold to provide structural stability 
described by Iioka et al. [ 17 ]. The protocol is designed for identi-
fying RBPs, however it could equally be adapted to identify inter-
acting miRNAs [ 18 ]. 

1.1  Luciferase 
Assays

1.2  RNA Pull-down 
Approaches

Post-Transcriptional Regulation of NLRs



200

 The aptamer vector can be transfected into cells to be transcribed 
and the RNA then isolated straight from cell lysates. However, 
Iioka et al. found that it is more effi cient to transcribe the con-
structs in vitro, couple them to streptavidin beads and combine 
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  Fig. 1    Overview of methods for analyzing post-transcriptional regulation. ( a ) 
Luciferase reporter assays can be used to determine the extent of post- 
transcriptional regulation for a given gene in an artifi cial system ( see  Subheading 
 3.2 ). ( b ) RNA pull-down approaches can be used for unbiased isolation of inter-
acting proteins or miRNA ( see  Subheading  3.3 ). ( c ) Interaction with RNA binding 
proteins can be confi rmed by RNA immunoprecipitation ( see  Subheading  3.4 )       
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them as bait with cell lysates. Especially for hard-to- transfect cell 
types, this is probably the preferable approach. 

 Due to the high likelihood of unspecifi c binding, it is necessary 
to include negative controls in the experiment. These should 
include the empty vector (only the tag) and a negative control 
sequence of equal length (e.g., reverse-complement of the NLR 
3′UTR or an intronic sequence). Using more than one negative 
control is highly advisable. 

 For an unbiased approach, the proteins enriched in the RNA 
pull-down can be identifi ed by mass spectrometry, which requires 
scaling up the experiment to provide enough material. To validate 
mass spec results or to test binding of candidate RBPs, the pulled 
down proteins can be assessed by Western blot.  

  
 Finally, a reverse approach to the RNA pull-down, RNA-IP, can be 
used to test if the candidate RBP binds to the native NLR mRNA 
(Fig.  1c ). This method is based on the enrichment of the candidate 
protein using a specifi c antibody followed by the isolation of bound 
RNAs. As for all immunoprecipitation-based approaches, the suc-
cess of RNA-IP experiments is dependent on the quality of the 
antibody that is used. As a negative control, a non-specifi c anti-
body such as IgG is used to perform the RNA-IP from the same 
input material. An important control is to verify the effi cient pull- 
down of the RBP (and lack thereof in the IgG control) by Western 
blot. While a clear band should be visible in the IP using the RBP- 
specifi c antibody, the control lane should be blank. 

 To test if the target NLR mRNA is interacting with the RBP, 
the abundance of mRNAs isolated from the IPs can then be 
assessed by Northern blot or qPCR. The readout is the enrichment 
of mRNAs in the IP of the RBP compared to the IgG control.   

2    Materials 
  

     1.    Empty plasmids for cloning 3′UTR: psiCHECK-2 empty vec-
tor (Promega) for luciferase assays, pcDNA3-tRSA vector 
(Addgene plasmid 32200, Ian Macara lab [ 17 ]) for RNA pull- 
down assays.   

   2.    KAPA HiFi HotStart ReadyMix PCR kit (or equivalent high 
fi delity PCR reagents).   

   3.    Oligonucleotides for PCR cloning (Nested PCR setup).   
   4.    Human Genomic DNA (e.g., Promega).   
   5.    Appropriate restriction enzymes and buffers (e.g., from NEB).   
   6.    Calf intestinal phosphatase (CIP) (e.g., from NEB; can be 

used with NEB restriction enzyme buffer).   

1.3  RNA 
Immunoprecipitation

2.1  Cloning

Post-Transcriptional Regulation of NLRs
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   7.    T4 DNA ligase (Promega).   
   8.    Wizard ®  SV Gel and PCR Clean-Up System (Promega) or 

equivalent gel extraction reagents.      
  

     1.    THP1 human monocytic leukemia cell line (ECACC).   
   2.    Roswell Park Memorial Institute (RPMI) 1640 Medium, sup-

plemented with GlutaMAX™-I, 10 % fetal calf serum (FCS, 
endotoxin-tested) and 1 % penicillin/streptomycin (v/v).   

   3.    T75 and T175 tissue culture fl asks.   
   4.    Lipofectamine 2000 (Invitrogen).   
   5.    Opti-MEM I (Gibco).   
   6.    Luminometer capable of reading 96-well plates (e.g.,FLUOstar 

OPTIMA, BMG Labtech).   
   7.    5× Passive lysis buffer (Promega).   
   8.    Luciferase assay mix: 20 mM tricine, 1.07 mM 

(MgCO 3 ) 4  Mg(OH) 2 ·5H 2 O, 2.67 mM MgSO 4 , 0.1 M EDTA, 
33.3 mM DTT, 270 mM coenzyme A, 470 mM luciferin, 530 
mM ATP; Store in the dark at −20 °C and thaw to room tem-
perature before use ( see   Note 1 ).   

   9.    Coelenterazine (Biotium; 1 mg/ml in 100 % EtOH) stored at 
−20 °C, diluted 1:1000 in PBS before use ( see   Note 1 ).   

   10.    White opaque 96-well plates.      
  

     1.    DEPC-treated RNase-free water ( see   Note 2 ).   
   2.    AmpliScribe™ T7- Flash ™ in vitro transcription kit (Epicentre) 

or equivalent.   
   3.    Input: 5 μg tRSA plasmids linearized with XhoI (NEB) and 

purifi ed with PCR cleanup protocol (Promega Wizard ®  SV 
Gel and PCR Clean-Up System); concentration >160 ng/μl.   

   4.    5 M Ammonium Acetate (Sigma) in RNase-free water.   
   5.    Lysis buffer (prepare in RNase-free water): 1 % NP40 (v/v), 

150 mM NaCl, 50 mM Tris–HCl, pH 8.0, 1 mM MgCl 2 , 10 
% glycerol (v/v); add fresh before use: 1 mM dithiothreitol 
(DTT), 1× Protease inhibitor cocktail I (Fisher Scientifi c); 
prepare buffer as 2× and store at 4 °C.   

   6.    RNA binding buffer (prepare in RNase-free water): 50 mM 
HEPES, pH 7.4, 10 mM MgCl 2 , 100 mM NaCl.   

   7.    Yeast RNA (Roche), 10 mg/ml in 1× complete lysis buffer.   
   8.    RNasin RNase inhibitor (Promega).   
   9.    Egg-white avidin (Sigma), 2 mg/ml in RNase-free water.   
   10.    Streptavidin, immobilized on Agarose CL-4B beads (Sigma).   
   11.    Coomassie (Bradford) Protein Assay Kit (Pierce).   

2.2  Luciferase Assay

2.3  RNA Pull-down
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   12.    5× SDS sample buffer: 125 mM Tris–HCl, pH 6.8, 15 % glyc-
erol (v/v), 2 % sodium dodecyl sulfate (SDS) (v/v), 10 mg/
ml bromophenol blue; make up to 2× containing 50 mM 
DTT before use.   

   13.    Qiazol lysis reagent (Qiagen) or equivalent Phenol-based lysis 
reagent and associated reagents (chloroform & isopropanol).   

   14.    Linear Polyacrylamide (LPA, 5 μg/μl) as carrier, prepared 
according to Delaney lab protocol (University of Vermont); 
alternative carrier: yeast tRNA.      

  
     1.    Antibody to RNA-binding protein of interest (must be suit-

able for immunoprecipitation) and isotype control antibody 
(e.g., IgG).   

   2.    36.5 % Formaldehyde (Sigma).   
   3.    Protein A/G PLUS-Agarose beads (Santa Cruz).   
   4.    2.5 M Glycine, pH 7.0.   
   5.    Sonicator.   
   6.    RIPA lysis buffer (prepare in RNase-free water): 50 mM Tris–

HCl, pH 7.5, 1 % Nonidet P-40 (NP-40), 0.5 % sodium 
deoxycholate, 0.05 % SDS, 1 mM EDTA, 150 mM NaCl; add 
fresh before use, 1× Protease inhibitor cocktail I (Fisher 
Scientifi c) and 20 U/ml RNasin (Promega); prepare buffer as 
2× and store at 4 °C.   

   7.    High-stringency RIPA wash buffer: 50 mM Tris–HCl, pH 
7.5, 1 % NP-40, 1 % sodium deoxycholate, 0.1 % SDS, 1 mM 
EDTA, 1 M NaCl, 2 M urea, 1× Protease inhibitor cocktail I 
(Fisher Scientifi c); prepare fresh before use.   

   8.    Decrosslink Buffer: 50 mM Tris–HCl, pH 7.0, 5 mM EDTA, 
10 mM DTT, 1 % SDS; prepare fresh before use.   

   9.    RNasin RNase inhibitor (Promega).   
   10.    Qiazol lysis reagent (Qiagen) or equivalent Phenol-based lysis 

reagent and associated reagents (chloroform & isopropanol).   
   11.    Linear Polyacrylamide (LPA, 5 μg/μl) as carrier, prepared 

according to Delaney lab protocol (University of Vermont); 
alternative carrier: yeast tRNA.       

3    Methods 

         1.    First, run an outer PCR cycle to enrich for the genomic region 
covering the 3′UTR ( see   Note 3 ).   

   2.    For the example of NLRP3: assemble a 10 μl PCR reaction with 
forward primer 5′-TATCTGAAGAGTGCAACCCAGGCT-3′ 

2.4  RNA 
Immunoprecipitation

3.1  Cloning

3.1.1  Nested PCR

Post-Transcriptional Regulation of NLRs
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and reverse primer 5′-ACTCTCAAACCTTTCCCTCC
ACGA- 3′ using genomic DNA as input ( see   Note 4 ).   

   3.    Run 15 cycles with 60 °C annealing temperature.   
   4.    Next, run a PCR reaction using the PCR product from  step 3  

as input with primers spanning from the start to the end of the 
3′UTR that contain restriction enzyme sites in their 5′ end.   

   5.    For the example of NLRP3: assemble a 50 μl PCR reaction 
with Fwd_XhoI and Rev_NotI for cloning into psiCHECK-2 
and Fwd_EcoRI and Rev_XhoI for cloning into pcDNA3-
tRSA with 0.5 μl outer cycle PCR product as input ( see  Table 
 1  for primer sequences).

       6.    Run three cycles with 55 °C and 23–27 cycles with 60 °C 
annealing temperature.      

  
     1.    Separate PCR products on a 1–1.5 % agarose gel, excise spe-

cifi c bands and extract the DNA from the gel.   
   2.    To prepare for cloning, digest both vector and inserts with the 

appropriate restriction enzymes (e.g., XhoI + NotI for psi-
CHECK- 2 and EcoRI + XhoI for pcDNA3-tRSA) ( see   Note 
5 ). Total reaction volume: 30–50 μl with 1 μl of each enzyme 
and 1× of the appropriate buffer for at least 1 h at 37 °C. For 
the vector: add 1 μl CIP for at least 30 min to prevent religa-
tion of the empty vector.   

   3.    Purify digested inserts using a PCR purifi cation protocol; vec-
tors often have to be gel-purifi ed to remove the excised piece 
of DNA.   

   4.    Assemble ligation reaction and incubate overnight at 4 
°C. Setup for a 5 μl reaction: 0.5 μl 10× ligation buffer, 0.5 μl 

3.1.2  Isolation 
and Cloning

   Table 1  
  Example primer sequences for cloning the human NLRP3 3′UTR 
(restriction sites are in  bold )   

 Name  Sequence 

 Fwd_XhoI  5′-CTGACG CTCGAG AGAGTGGAAACGGGG
CTGCCAGA-3′ 

 Rev_NotI  5′-CGCATG GCGGCCGC GTTTTTTAAAATT
AAGAAAAGGA-3′ 

 Fwd_EcoRI  5′-ATCTGACG GAATTC AGAGTGGAAACGG
GGCTGCCAGA-3′ 

 Rev_XhoI  5′-CGCATG CTCGAG GTTTTTTAAAATTAAGAAA
AGGA-3′ 

Moritz Haneklaus
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T4 DNA ligase, 0.5 μl digested vector DNA, 3.5 μl digested 
insert DNA.   

   5.    Transform ~2 μl of the ligation into 25 μl competent  E. coli  
DH5α and streak on LB-Agar plate containing the correct 
antibiotic for the transformed plasmid (for psiCHECK-2 and 
pcDNA: Ampicillin); incubate overnight at 37 °C.   

   6.    Pick single colonies and inoculate 2 ml LB media containing 
selection antibiotic and isolate plasmid DNA using a miniprep 
kit.   

   7.    Screen clones for positive ligation by restriction digest and 
agarose gel electrophoresis; check for mutations by sequenc-
ing positive clones.   

   8.    Grow up 100 ml of bacterial overnight culture of the sequenced 
clone and extract plasmid DNA (use endotoxin-free kits for 
use in immune cells, e.g., Qiagen EndoFree Plasmid Maxi kit).       

   
     1.    Prepare plasmids to be transfected ( see   Note 6 ): empty vector 

control and different 3′UTRs or wild-type and mutated 
3′UTR ( see   Note 3 ).   

   2.    Wash 3 × 10 6  THP1 cells with PBS, resuspend in 3 ml 
antibiotic- free RPMI.   

   3.    Mix 300 μl OptiMEM with 5.63 μl Lipofectamine 2000.   
   4.    Mix 300 μl OptiMEM with 2.25 μg plasmid DNA.   
   5.    Combine and mix  steps 3  and  4 , incubate for 15 min at room 

temperature.   
   6.    Add transfection mix to cells (dropwise) and shake.   
   7.    After 4–5 h, change media to 5 ml complete RPMI.   
   8.    The next day or 48 h later, each transfection can be split into 

up to nine wells of a 24-well plate (adjust volume to 0.5–1 ml 
per well) before treatment with desired agonists such as TLR 
stimuli.   

   9.    Lyse each well in 50 μl 1× Passive Lysis Buffer (usually about 
48 h after transfection) ( see   Note 7 ).   

   10.    Split each sample into two separate wells of an opaque 96-well 
plate. 20 μl each: one for  Renilla  and the other for Firefl y 
luciferase activity reading.   

   11.    To measure  Renilla  luciferase activity: Add 40 μl Coelenterazine 
(1:1000 in PBS).   

   12.    To measure Firefl y luciferase activity: Add 40 μl Luciferase 
assay mix.   

   13.    Read plates in a luminometer ( see   Note 8 ).   
   14.    For each sample, divide Firefl y luciferase readings by  Renilla  

readings, then average ratios of replicates.      

3.2  Luciferase Assay

Post-Transcriptional Regulation of NLRs
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              1.    In vitro transcribe tRSA constructs from linearized plasmid 
DNA according to the manual ( see   Note 9 ). A 10 μl reaction 
with 500 ng linearized vector will yield 80–90 μg RNA.   

   2.    Add 40 μl water and 50 μl 5 M NH 4 Ac to precipitate the 
RNA.   

   3.    Incubate on ice for 10 min, then centrifuge for 10 min at max 
speed at 4 °C.   

   4.    Wash the pellet twice with 70 % EtOH (spin 5 min at 4 °C).   
   5.    Dissolve in appropriate amount of RNase-free water (about 

250 μl for 10 μl reactions).   
   6.    Measure RNA concentration and check quality on agarose gel.   
   7.    Store RNA at −80 °C (short-term storage at −20 °C is 

possible).      
    

     1.    For mass spec analysis: couple 50 μg of in vitro transcribed 
RNA ( see  Subheading  3.3.1 ) to 100 μl bed volume beads ( see  
Subheading  3.3.3 ) and incubate with 6–8 mg total protein 
( see  Subheading  3.3.4 ).   

   2.    For Western blot analysis: couple 10 μg of in vitro transcribed 
RNA ( see  Subheading  3.3.1 ) to 30 μl bed volume beads ( see  
Subheading  3.3.3 ) and add 0.5–1.5 mg total protein ( see  
Subheading  3.3.4 ).      

     
     1.    Heat RNA (for amount  see  Subheading  3.3.2 ) in 1× RNA 

binding buffer to 65 °C for 5 min, let it cool down slowly to 
room temperature (e.g., fl oating in a beaker with warm water).   

   2.    Wash required volume of streptavidin beads ( see  Subheading 
 3.3.2 ) once in Lysis buffer followed by once in RNA anneal-
ing buffer.   

   3.    Combine RNA and beads in RNA annealing buffer (1 ml for 
100 μl beads) and incubate rotating at 4 °C for 1 h.   

   4.    Wash beads twice with 1× Lysis buffer.      
     

     1.    Lyse ~2.5 × 10 7  cells (e.g., THP1) in 1.5 ml 1× complete Lysis 
buffer (for mass spec, ~1.2 × 10 8  cells are needed).   

   2.    Incubate on ice for 10 min and vortex repeatedly.   
   3.    Centrifuge for 5 min at 500 ×  g  at 4 °C.   
   4.    Quantify protein concentration with Bradford (expect ~1.5–3 

mg/ml).   
   5.    Preclear the lysate by adding 10 μg egg white avidin and 

0.5 mg yeast RNA per mg of total protein.   
   6.    Incubate rotating at 4 °C for 20 min.   
   7.    Centrifuge 10 min at >14,000 ×  g  in a microcentrifuge at 4 

°C. Transfer the supernatant to a new tube.   

3.3  RNA Pull-down

3.3.1  In Vitro 
Transcription

3.3.2  Determine Scale 
of the Experiment

3.3.3  RNA Bead 
Preparation

3.3.4  Cell Lysate 
Preparation
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   8.    Add 10 U/ml RNasin.   
   9.    Optional: adjust protein concentration to 400–500 ng/ml if 

RNA degradation is an issue ( see   Note 10 ).      
  

     1.    Add precleared lysates ( see  Subheading  3.3.4 ; for mass spec: 
6–8 mg, for Western blot: 0.5–1.5 mg total protein per tube) 
to coupled beads ( see  Subheading  3.3.3 ) and incubate shaking 
at 4 °C for 1–2 h.   

   2.    Wash 5× with 0.5–1 ml 1× Lysis buffer.   
   3.    To elute protein from beads; add 20–40 μl SDS sample buffer, 

boil and analyze bound proteins by either mass spectrometry 
(whole sample or cut out single bands) or SDS-PAGE and 
Western blot.   

   4.    To elute RNA from beads; lyse in 100–200 μl QIAzol reagent 
and isolate RNA according to the manufacturer’s instructions 
and resuspend in RNase-free water ( see   Note 11 ).   

   5.    Run RNA on 1–1.5 % agarose gel to check for degradation 
and compare to in vitro transcribed input RNA ( see  Subheading 
 3.3.1 ).       

       
     1.    Equilibrate 30 μl protein A/G beads per sample by washing 

3× with Lysis buffer.      
   

     1.    Incubate 0.5–1 × 10 7  cells (e.g., THP1) with 0.2 % formalde-
hyde in PBS for 10 min on a shaker ( see   Note 12 ).   

   2.    Add glycine to a fi nal concentration of 0.25 M (1/9 volume), 
mix and incubate for 5 min.   

   3.    Centrifuge the fi xed cells at 370 ×  g  for 3–5 min and discard 
supernatant.   

   4.    Lyse cell pellet in 1 ml Lysis buffer per 10 7  cells.   
   5.    Sonicate 3× 20 s (keep on ice for at least 1 min in between 

rounds of sonication).   
   6.    Centrifuge for 10 min at full speed (>14,000 ×  g ) in a micro-

centrifuge at 4 °C. Transfer the supernatant to a new tube.      
  

     1.    Preclear the lysates ( see  Subheading  3.4.2 ) with 10 μl equili-
brated protein A/G beads per sample ( see  Subheading  3.4.1 ) 
and 0.1 mg/ml yeast RNA. Rotate for 30 min at 4 °C.   

   2.    Centrifuge samples for 5 min at 1300 ×  g  at 4 °C. Transfer the 
supernatant to a new tube.   

   3.    Remove aliquots of supernatant from  step 2  (30–50 μl) to 
measure lysate input. For example, to measure RNA input lyse 
the aliquot in 150 μl Qiazol and extract RNA according to the 

3.3.5  RNA Pull-down

3.4  RNA 
Immunoprecipitation

3.4.1  Bead Preparation

3.4.2  Cell Lysate 
Preparation

3.4.3  Preclear Lysate
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manufacturer’s instructions ( see   Note 11 ); or lyse the aliquot 
in an appropriate volume of SDS sample buffer to measure 
protein input.      

   
     1.    Add 1–3 μg IP antibody (RBP-specifi c or control) to the 

remainder of lysate generated in Subheading  3.4.4 ,  step 2 . 
Incubate for 1–1.5 h rotating at 4 °C ( see   Note 13 ).   

   2.    Add 20 μl equilibrated Protein A/G beads per sample 
(Subheading  3.4.1 ) and incubate for 2 h at 4 °C.   

   3.    Wash 5× with ice-cold high stringency RIPA buffer (centri-
fuge for 4 min at 500 ×  g  at 4 °C between washes); remove as 
much of the buffer as possible after the last wash.      

    
     1.    Add 80 μl Decrosslink Buffer to each sample, incubate at 70 

°C for 45 min to reverse cross-links.   
   2.    Add 150 μl Qiazol to beads and extract RNA according to the 

manufacturer’s instructions and resuspend in RNase-free 
water ( see   Notes 11  and  14 ).   

   3.    To check IP effi ciency by Western blot: add SDS sample buffer 
to beads instead, boil and run on SDS-PAGE.      

  
     1.    Convert equal volumes of RNA (Subheading  3.4.5 ,  step 2 ) to 

cDNA using a standard reverse transcription protocol.   
   2.    Measure target gene expression by standard qPCR.   
   3.    Determine the ratio of the mRNA in the IP of the candidate 

RBP to the non-specifi c IP ( see   Note 15 ). For strong interac-
tions, relative enrichment can be 50–300×.        

4    Notes 

     1.    Instead of individual substrates, Dual luciferase assays (e.g., 
Promega) can be used to measure Firefl y and Renilla luciferase 
activity.   

   2.     General note for RNA work : RNA is relatively unstable and 
very susceptible to RNase contamination. In order to  maximize 
stability, keep samples and solutions on ice if not stated other-
wise. To prevent RNase contamination, wear gloves that are 
exclusively used for RNA work and clean the working bench 
with 70 % ethanol. Always use RNase-free tubes and fi lter tips 
and be very careful not to touch the outside of tubes or any 
other potentially contaminated “outside” area such as the 
bench or your gloves. If in doubt, change the pipet tip. Buffers 
used for incubations with RNA can also be supplemented with 
RNase inhibitor cocktails, but if the buffers were prepared and 
handled RNase-free, this can usually be omitted. If samples are 

3.4.4  Immunopre-
cipitation

3.4.5  Reverse Cross- 
Links and Extract RNA

3.4.6  Readout by qPCR
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handled carefully enough, the use of other precautions (e.g., 
RNaseZAP spray or similar) is not necessary. However, it is 
good practice to routinely check the RNA quality in different 
steps of the workfl ow by running samples on an agarose gel or 
Bioanalyzer.   

   3.    Different 3′UTRs can be cloned to serve as positive and nega-
tive controls (e.g., TNFα, β-actin, GAPDH); use site-directed 
mutagenesis to mutate potential regulatory sites and test their 
functionality or make truncations of the 3′UTR to narrow 
down-regulatory regions.   

   4.    Design primers with dedicated program like the freely avail-
able online tools PrimerQuest (  http://www.idtdna.com/
Primerquest/    ), Primer3 or Primer-BLAST.   

   5.    Adding three to six extra bases after the restriction site at the 
5′ end of cloning primers will increase the effi ciency of restric-
tion digests.   

   6.    Any plasmid-compatible transfection reagent can be used for 
easy-to-transfect cells; for more diffi cult cells such as THP1, 
harsher reagents like Lipofectamine 2000 are necessary; to 
minimize toxicity with Lipofectamine 2000 use antibiotics- 
free media and change media 4–5 h after transfection.   

   7.    Exact timings need to be optimized for each cell type, lucifer-
ase construct and treatment. Usually, robust luciferase expres-
sion can be measured between 24 and 72 h post transfection 
and the signal is strongest around 48 h.   

   8.    For consistency between the readings of different wells, it is 
advisable to use a plate reader with built-in injectors to dis-
pense the substrates. This ensures equal time between addi-
tion of the substrate and luminescence reading.   

   9.    The template for in vitro transcription can either be linearized 
plasmid DNA or a PCR product from the plasmid DNA that 
contains the T7 promoter and the tRSA-3′UTR fusion 
construct.   

   10.    Some RNAs coupled to the beads can be very sensitive to deg-
radation when incubated with cytoplasmic lysate. This can be 
checked by isolating RNA from beads incubated with lysate or 
buffer only, running them on an agarose gel and comparing 
the size of the bands. If degradation is an issue, it can help to 
dilute the lysate or try other lysis buffers. Beware that diluting 
the lysate for mass spec preparation (6–8 mg total protein) will 
increase the volume to about 15 ml, which requires bigger 
tubes (e.g., 15 ml Falcon tubes).   

   11.    Where small amounts of RNA are expected (e.g., off RNA- 
coupled beads in Subheading  3.3  or from RNA-IP samples in 
Subheading  3.4.5 ), a carrier such as LPA or yeast tRNA can be 
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added to increase the effi ciency of RNA precipitation and the 
RNA pellet size. After phase-separation, transfer aqueous 
phase to new tube and add 3 μl LPA or other carrier before 
adding isopropanol. When using LPA, be careful when remov-
ing liquid because the pellet is less sticky.   

   12.    Formaldehyde is toxic and needs to be handled in a fume 
hood. However, cells can be transferred to an airtight tube for 
incubation outside the hood.   

   13.    Alternatively, protein A/G beads can be coated with antibody 
before incubation with cell lysate. In this case, add antibody to 
equilibrated beads and incubate for at least 2 h at 4 °C. Then 
wash 3× with lysis buffer and incubate with lysate.   

   14.    Make sure to use equal volumes for resuspension between 
samples, because no internal control can be used for 
quantifi cation.   

   15.    Optimally, at least one positive and several negative control 
genes should be analyzed to determine if the experiment 
worked and assess the amount of non-specifi c background 
binding of the antibodies to RNAs.         
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    Chapter 14   

 TLR Function in Murine CD4 +  T Lymphocytes and Their Role 
in Infl ammation                     

     Stephanie     Flaherty     and     Joseph     M.     Reynolds        

  Abstract 

   Toll-like receptor (TLR) signaling represents an evolutionary-conserved mechanism allowing for the rapid 
detection of broad molecular patterns that are common to different groups of pathogens. TLRs are tradi-
tionally associated with cells of the innate immune response where ligation of a TLR alone can lead to 
cellular activation and the initialization of an immune response. Cells of adaptive immunity, namely differ-
ent classes of T and B lymphocytes, are also known to express a variety of TLRs. Conversely, the functional 
and signaling outcomes of TLRs are decidedly different in cells of the adaptive immune response. T lym-
phocytes generally have substantially lower TLR expression compared to innate cells, suggesting that TLRs 
function in a highly specialized capacity in this cell type. Certain TLRs act in a co-stimulatory capacity on 
T cells, amplifying activation only in the presence of simultaneous T-cell receptor engagement. However, 
the full array of TLR signaling events and outcomes in T lymphocytes remains poorly understood. Here, 
we describe a few methods for investigating the general function of TLRs on T lymphocytes in vitro and 
in vivo with an emphasis on the study of CD4 +  T cells. Most of these procedures can be adapted for the 
study of TLR signaling on other classes of lymphocytes as well.  

  Key words     Toll-like receptor  ,   T helper cell  ,   T helper differentiation  ,   T-cell receptor  ,   Co-stimulation  , 
  T-cell transfer  

1      Introduction 

 The characterization of a  Drosophila  toll protein analog, toll-like 
receptor 4 (TLR4), in mammalian cells [ 1 ] led to a dramatic shift 
in our understanding of how the innate immune response recog-
nizes and responds to invading pathogens. In the past 20 years, 10 
human and 12 mouse TLRs have been identifi ed with each having 
a unique recognition site for patterns that are shared amongst vari-
ous classes of pathogens, including gram-positive bacteria, gram- 
negative bacteria, viruses, and fungi [ 2 ]. Although TLRs share 
many common functions, such as the activation of innate immune 
cells to produce pro-infl ammatory cytokines, differential localiza-
tion and signaling molecules allow for further pathogen response 
diversity in addition to receptor specifi city. For example, TLRs 1, 
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2, 4, 5, and 6 are localized on the external surface of a cell allowing 
them to detect free pathogen [ 2 ]. TLRs 3, 7, 8, and 9, on the 
other hand, are located on intracellular compartments where they 
recognize foreign nucleic acids as a result of pathogen internaliza-
tion [ 3 ,  4 ]. TLR4 can act as both an external and intracellular 
receptor. Most of the TLRs share a common signaling adaptor 
molecule, myeloid differentiation factor 88 (MyD88), that func-
tions in the transmission of downstream signals following TLR 
ligation [ 5 ]. Conversely, TLR3 exclusively utilizes the TIR domain- 
containing adaptor inducing IFNβ (TRIF) adaptor for signal trans-
duction where TLR4 utilizes both MyD88 and TRIF [ 6 ,  7 ]. Most 
of the studies that have characterized the signaling pathways and 
functions of the various TLRs, however, have done so exclusively 
in cells of the innate immune response. 

 TLRs are expressed on lymphocytes as well, although most 
lymphocytes probably do not simultaneously express all of the 
known TLRs at any given time [ 8 ]. In B cells, the activation of 
multiple TLRs is critical for proliferation, expansion, and antibody 
production [ 9 ,  10 ]. Regulatory T cells (Treg) are also known to 
utilize multiple TLR signaling pathways to promote proliferation 
and survival as well as to regulate their suppressive functions [ 11 –
 13 ]. Our studies have primarily focused on the role of TLRs in 
CD4 +  T lymphocytes, commonly known as T helper (Th) cells. 
Previous work demonstrated that TLR4 stimulation of CD4 +  T 
cells in combination with T-cell receptor (TCR) activation could 
promote proliferation, survival, and suppress IL-4 production 
[ 14 – 16 ]. Furthermore, TLR2 activation on CD4 +  T cells pro-
moted proliferation and IFNγ production from T helper 1 (Th1) 
cells [ 17 ,  18 ] and IL-17 production from T helper 17 (Th17) cells 
[ 19 ]. In most of these studies, induction of proliferation and the 
production of lineage-specifi c cytokines were only observed with 
simultaneous TCR activation, suggesting that certain TLRs act as 
co-stimulatory receptors on CD4 +  T cells [ 18 ]. In vivo, MyD88- 
defi cient CD4 +  T cells lose their infl ammatory capacity in a murine 
model of colitis [ 20 ]. Moreover, CD4 +  T cells lacking TLR2 
expression were unable to generate effective Th17 responses and 
promote infl ammation in the experimental autoimmune encepha-
lomyelitis (EAE) model [ 19 ]. In humans, TLR2 expression on 
CD4 +  T cells was found to be an important mechanism for the host 
defense against both tuberculosis and fi larial infection [ 21 ,  22 ]. In 
mice, TLR4 deletion solely on CD4 +  T cells was found to exacer-
bate experimental colitis while also protecting against the develop-
ment of EAE [ 15 ,  23 ]. Thus, although the expression of TLRs is 
generally lower on CD4 +  T cells, they still can have a dramatic 
infl uence on T-cell function. 

 T helper cells differentiate into various lineages or subsets 
depending on environmental signals at the time of TCR activation 
[ 24 ]. Within each lineage, functional plasticity is common [ 25 , 
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 26 ]; however, for the purpose of these methods we will be refer-
ring to each Th subset as an independent lineage. TLR expression 
is variable among different types of T cells [ 8 ], so consideration 
must be taken into expression levels before performing these types 
of experiments. For example, TLR2 expression has been shown to 
be constitutively expressed [ 14 ], measurable only on activated cells 
[ 18 ], or enriched in Th17 cells [ 19 ] compared to other subsets. 
Here, we describe some methods that have been successfully used 
in the past to study the effect of TLR activation on CD4 +  T-cell 
function [ 15 ,  19 ]. However, an analysis of TLR expression on the 
T cells of interest should be performed before starting these types 
of experiments.  

2    Materials 

 Prepare all solutions using sterile ultrapure deionized water, PBS, 
or DMSO as described. All reagents should be stored at 4 °C, −20 
°C, or −80 °C as indicated prior to use. After lymphoid tissue 
homogenization, all steps should be performed on ice unless indi-
cated otherwise. Media should be warmed to room temperature 
before culturing of cells. 

       1.    PBS+: autoclaved PBS with 1 % FBS (Life Technologies).   
   2.    Cell fi ltration: nylon mesh (~100 μm pore size) autoclaved and 

cut into square pieces to fi t over a 15 ml conical tube. 
Alternatively, commercially available cell strainer caps that fi t 
onto 15 ml conical tubes can be used.   

   3.    10× ACK lysis buffer: 0.15 M NH 4 Cl, 10 mM KHCO 3 , and 
0.1 mM in H 2 O. Filter-sterilize before use. Dilute to a 1× 
working concentration using autoclaved H 2 O and store at 4 °C 
until immediately before use.   

   4.    Magnetic beads and buffers if performing CD4 +  T-cell enrich-
ment prior to sorting. Many companies offer these systems so 
please follow the individual manufacturer’s instruction for 
preparation.   

   5.    FACS buffer: 1 mM EDTA, pH 8, and 1 % BSA (w/v). Mix 
into solution (warming may be necessary), sterile fi lter, and 
store at 4 °C before use. Add 0.1 % NaN 3  for long-term stor-
age at 4 °C.   

   6.    Complete RPMI media: 500 ml RPMI1640 (Life 
Technologies), 5 ml of 100× penicillin/streptomycin solution 
(Life Technologies), 5 ml of 100× L-glutamine (Life 
Technologies), 10 % FBS, and 500 μl of 55 mM 2-mercapto-
ethanol (Life Technologies). Store at 4 °C and then warm 
before use ( see   Note 1 ).   

2.1  CD4+ T-Cell 
Isolation and Analysis
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   7.    Phorbol 12-myristate 13 acetate (10,000×; PMA): 0.1 mg/ml 
diluted in sterile DMSO. Aliquot and store at −20 °C prior to 
use. Do not re-freeze aliquots after use.   

   8.    Ionomycin (1000×): 1 mg/ml diluted in DMSO. Aliquot and 
store at −20 °C prior to use. Do not re-freeze aliquots.   

   9.     3 H-thymidine for proliferation assays: dilute  3 H-thymidine 
(Amersham) to 1 μCi/ml in complete RPMI media. Store in a 
shielded container at 4 °C.   

   10.    Carboxy-fl uorescein diacetate, succinimidyl ester (CFDA or 
CFSE): dilute stock (Life Technologies) to a 10 mM solution 
in sterile DMSO. Store at −20 °C until ready for use. Dilute 
CFDA to a working concentration of 25 μM in sterile PBS (no 
FBS) to label the cells.   

   11.    TLR agonists, antagonists, and antibodies: multiple companies 
offer a variety of TLR modulators that can be utilized for these 
types of experiments. Follow the manufacturer’s instructions 
for reconstitution and storage.   

   12.    Recombinant cytokines and antibodies: many different ven-
dors offer the cytokines and antibodies necessary for the Th 
differentiation protocols listed here. Follow the manufactur-
ers’ instructions for reconstitution and storage ( see   Note 2 ).       

3    Methods 

 Here, we describe methods to investigate the infl uence of TLR 
activation on CD4+ T-cell differentiation (Subheading  3.1 ), T 
lymphocyte proliferation and survival (Subheading  3.2 ) and T-cell 
analysis in vivo (Subheading  3.3 ). 

           1.    For Th differentiation experiments, coat wells of a 48-well or 
24-well plate with anti-CD3 (clone 2C11) and anti-CD28 
(clone 37.51) in 0.5–1 ml of sterile PBS ( see   Note 2 ). Incubate 
the plate at 4 °C overnight or at 37 °C for 1 h before isolating 
T cells. Wash each well 2–3 times with 1 ml of sterile PBS 
before plating T cells. We typically coat 1 μg/ml 2C11 and 1 
μg/ml 37.51 for performing Th1, Th2, and Treg differentia-
tions. For Th17 experiments, we coat each well with 2 μg/ml 
2C11 and 1 μg/ml 37.51 as stronger TCR activation seems to 
promote better Th17 differentiation ( see   Note 3 ).   

   2.    Isolate total lymphocytes from secondary lymphoid organs, 
including spleen and the easily accessible lymph nodes (ingui-
nal, axillary, brachial, and cervical) from healthy mice. 
C57BL/6 mice are commonly used for Th1 and Th17 differ-
entiation, while Balb.c mice are typically used for Th2 differen-
tiation. We normally isolate tissues from female mice, 6–12 

3.1  CD4+ T-Cell 
Differentiation
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weeks old, due to their low fat content and high frequency of 
naïve CD4 +  T cells amongst the total lymphocyte population. 
However, T cells isolated from male mice or older mice are 
effective for these experiments as well.   

   3.    Place lymphoid tissue in a 60 mm dish or a 6-well plate con-
taining 3 ml of PBS+ and transfer to a tissue-culture hood. 
Pool the lymph nodes together and homogenize by placing a 
piece of sterile nylon mesh over the tissue and grinding into 
solution using the thumb-side end of a 3–10 ml syringe. 
Alternatively, the tissue may be placed between two autoclaved 
glass slides and homogenized into suspension. Pass the tissue 
homogenate through a nylon fi lter placed on top of a 15 ml 
conical tube. Repeat for spleen homogenization but keep the 
suspension in a separate 15 ml conical tube as spleens require 
erythrocyte lysis.   

   4.    Spin the 15 ml conical tubes at 475 ×  g  for 5 min at 4 
°C. Aspirate and resuspend the lymph node cells in 2 ml of 
PBS+ and store on ice. For the splenocytes, resuspend the cel-
lular pellet in 1 ml of ice-cold ACK lysis buffer per spleen ( see  
 Note 4 ) and incubate for 2–4 min at room temperature. After 
the incubation, fi ll the remainder of the tube with 10 ml of 
PBS+ and centrifuge at 475 ×  g  for 5 min at 4 °C.   

   5.    Resuspend the splenic pellet in 5 ml of PBS+ and fi lter again 
through nylon mesh into a new 15 ml conical tube to remove 
debris. At this point the lymph node cells can be combined 
with the splenocytes if pooling cells is desired. Centrifuge at 
475 ×  g  for 5 min at 4 °C.   

   6.    Isolate naive CD4 +  T cells. If performing CD4 +  enrichment by 
magnetic bead separation followed by naïve T-cell sorting, 
resuspend the cells in CD4 magnetic beads and separate 
according to the manufacturer’s instructions. After enrich-
ment, wash and then stain the cells with CD4, CD44, CD25, 
and CD62L in FACS buffer ( see   Note 5 ). Prepare collection 
tubes containing 1–2 ml of complete media that are compati-
ble with your cell sorter. Sort the naïve cells as a highly purifi ed 
CD4 + CD25 − CD44 − CD62L +  population. Alternatively, many 
companies offer kits for the direct isolation of naïve CD4 +  T 
cells from total splenic and lymph node suspensions without 
the use of a cell sorter. If using one of these kits, be sure to 
check the purity of the naïve cell population by fl ow cytometry 
prior to performing experiments.   

   7.    After naïve cell purifi cation, wash the cells with complete 
RPMI media and centrifuge at 475 ×  g  for 5 min at 4 
°C. Resuspend the cell pellet in complete RPMI, count the 
cells, and adjust the concentration to 1 × 10 6  cells/ml for opti-
mal cell growth.   
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   8.    Setup T-cell differentiation cultures based on the desired 
subset(s) to be tested. Our typical cytokine and antibody 
parameters are listed below but be sure to titrate cytokine and 
antibody concentrations to optimize conditions before per-
forming large experiments. Th1: 30 U/ml human IL-2 (hIL- 
2), 15 ng/ml mouse IL-12 (mIL-12), and 5 μg/ml anti-IL-4 
(clone 11B11). Th2: 30 U/ml hIL-2, 10 ng/ml mIL-4, 2 μg/
ml soluble 37.51, and 5 μg/ml anti-IFNγ (clone XMG1.2) ( see  
 Note 6 ). Th17: 20 ng/ml mIL-6, 3 ng/ml hTGFβ, 5 μg/ml 
11B11, and 5 μg/ml XMG1.2. Inducible Treg (iTreg): 30 U/
ml hIL-2, 15 ng/ml hTGFβ, 5 μg/ml 11B11, and 5 μg/ml 
XMG1.2. Plate cells at 1 × 10 6  cells per well in a 48- (0.5 ml 
culture volume) or 24-well (1 ml total culture volume) plate.   

   9.    After adding the preferred differentiation reagents, add specifi c 
TLR agonists, antagonists, or blocking antibodies at the 
desired concentration. Keep in mind that the expression of 
TLRs on T cells tends to be lower compared to cells of the 
innate immune response so often times larger amounts (μg/ml 
range) are necessary to observe an effect. Furthermore, these 
TLR modulators may be added at the start, during, or at the 
end of T-cell differentiation depending on the experiment. 
Finally, always make sure to include control cells without TLR 
stimuli for each experiment ( see   Note 7 ).   

   10.    Culture the T lymphocytes for 4–5 days while closely observ-
ing cellular proliferation daily. Expended media (yellow in 
color) can be replaced with 25–50 % volume of fresh RPMI, 
which does not require the addition of fresh cytokines or anti-
bodies. Alternatively, cells can be removed from TCR stimuli 
after 2 days ( see   Note 8 ). Typically we observe that Th1, Th2, 
and iTreg cytokine and transcription factor expression is opti-
mal at day 4 where Th17 cells are optimized at day 5.   

   11.    After the preferred incubation period, restimulate cells with 
PMA, ionomycin, and brefeldin A for 4–6 h at 37 °C with 5 % 
CO 2 . Perform intracellular cytokine staining to determine the 
frequency of lineage-specifi c cells and the effi ciency of differen-
tiation ( see   Note 9 ). Non-lineage-specifi c cytokines and tran-
scription factors should also be stained for effi ciency controls. 
Commercially available antibodies for IFNγ (Th1), IL-4 and 
IL-5 (Th2), IL-17 (Th17), and Foxp3 (iTreg) are readily 
available.   

   12.    Differentiated cells may also be assayed for cytokine produc-
tion by ELISA. For protein measurements, supernatants can 
be directly assessed by ELISA if the TLR modulator does not 
promote or inhibit cellular proliferation or survival in compari-
son to untreated controls. If your treatment does result in pro-
liferation of survival changes, pipette the cells out of the dish, 
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count, normalize the concentration, and replate with fresh 
RPMI in a well containing 1 μg/ml plate-bound 2C11. 
Incubate the cells overnight and then collect supernatant for 
ELISA determinations. Th2 cells should always be washed fi rst 
and then normalized and replated in this manner for IL-4 
ELISA analysis as the original culture conditions required the 
addition of exogenous IL-4 cytokine.   

   13.    Lineage-specifi c gene expression may also be analyzed in the 
differentiated cells by quantitative PCR (qPCR). To perform 
such assays, remove the cells from the plate, wash, and count. 
Normalize the cellular concentrations between groups with 
fresh RPMI media and then replate in a well containing 1 μg/
ml plate-bound 2C11 for 2–4 h. Isolate mRNA using your 
preferred method and then synthesize cDNA using one of the 
many commercially available kits. Perform expression analysis 
by qPCR using primers specifi c for lineage- and non-lineage- 
specifi c genes ( see   Note 10 ).      

        1.    Isolate the desired T-cell compartment by FACS sorting 
(CD4 + , CD8 + , γδ, etc.) or set up naïve T-cell culture condi-
tions to obtain Th subsets as described in Subheading  3.1  ( see  
 Note 11 ).   

   2.    Stimulate T cells with the desired concentrations of 2C11 and 
37.51 with or without TLR signaling modulators in complete 
RPMI media. Previous reports have demonstrated that subop-
timal co-stimulation of CD28 will exacerbate the infl uence of 
TLR signaling on proliferation [ 15 ,  18 ,  27 ]. Thus, consider 
titrating 2C11 and 37.51 concentrations to determine the 
range where the optimal TLR-dependent proliferative and sur-
vival effects will occur.   

   3.    To analyze proliferation by CFSE staining, label the cells 
according to the manufacturer’s protocol. We typically resus-
pend cells with 25 μM CFDA in 1 ml PBS (no serum) per 
1 × 10 6  cells and incubate for 15 min at 37 °C. Complete RPMI 
is then added to the remaining tube volume to quench the 
CSFE for at least 10 min at room temperature. Centrifuge at 
475 ×  g  for 5 min at 4 °C and plate the cells according to the 
experiment. After 2–4 days in culture, analyze the cells by fl ow 
cytometry to obtain the degree of CFDA dilution as a measure 
of T-cell proliferation.   

   4.    To analyze proliferation by  3 H-thymidine incorporation, set up 
desired T-cell and TLR conditions as described in  step 2  and 
then plate in a format suitable for your cell harvester and beta 
scintillation counter (e.g., 1 × 10 5  cells per well in triplicate in a 
96-well plate). After 2–4 days in culture, wash cells and then 
pulse each well with  3 H-thymidine in RPMI for 8–12 h at 37 

3.2  T Lymphocyte 
Proliferation 
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°C and 5 % CO 2 . Lyse the cells with water and transfer the 
 3 H- thymidine bound DNA to compatible fi lters using a cell 
harvester. Analyze  3 H incorporation using a scintillation coun-
ter ( see   Note 12 ).   

   5.    To analyze cellular survival, isolate and stimulate your pre-
ferred T lymphocyte population with TLR signaling modula-
tors as described in  step 2 . After 2–5 days in culture, perform 
staining for apoptotic cells using a commercially available 
annexin V antibody. The staining of DNA through disrupted 
cellular membranes, typical of necrotic and dead cells, should 
also be analyzed using a dye such as propidium iodide (PI) or 
7- aminoactinomycin D (7-AAD) ( see   Note 13 ).      

        1.    To determine the effect of a specifi c TLR signaling pathway 
in vivo, many experimental tools exist such as gene silencing 
and conditional knockout systems. However, to study a spe-
cifi c TLR pathway solely on T cells in vivo, simple T-cell trans-
fer experiments into lymphopenic hosts can be performed as 
previously described [ 15 ,  19 ].   

   2.    Obtain TLR-defi cient T lymphocytes. These can be isolated 
from a variety of full TLR knockout animals commercially 
available. Alternatively, TLR expression can be silenced in pri-
mary WT lymphocytes through methods such as shRNA and 
lentiviral transduction. Isolate lymphocytes from the spleen 
and lymph node tissues and homogenize into suspension as 
described in Subheading  3.1 .   

   3.    Purify the total CD4 +  T-cell population (or alternative T-cell 
population to be studied) by magnetic separation as described 
in Subheading  3.1 . If using gene silencing methods, virally 
transduce the cells according to your preferred method. Verify 
TLR ablation; wash the cells with complete RPMI media, and 
then count. If transferring lymphocytes isolated from full TLR- 
defi cient animals separate the total CD4 +  T-cell population and 
then count the number of cells. In both cases, normalize the 
concentration to 10–20 × 10 6  cells/ml in complete RPMI 
media. Store on ice until immediately ready for transfer into 
lymphopenic animals ( see   Note 14 ).   

   4.    Wash the T cells 3× with PBS (no serum) to remove contami-
nating proteins that may activate the host immune system upon 
transfer. Load 1 ml syringes with 500 μl volume containing 
5–10 × 10 6  T cells. Attach 26 + ½ gauge needles to the syringes, 
remove air from the syringe by tapping, and store on ice. 
Proceed immediately to the T-cell transfer step ( see   Note 15 ).   

   5.    Place lymphocyte-defi cient host animals, such as Rag1 −/−  mice, 
under a heat lamp for a few minutes to enable easier visualiza-
tion of lateral tail veins. Place the mouse in an appropriate 

3.3  T-Cell Analysis 
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restrainer, such as a tail veiner, to allow for free access to the 
tail. Hold the tail straight and carefully insert the syringe nee-
dle containing T cells into the vein. Slowly push the syringe 
plunger to determine if the needle is properly inserted into the 
vein. The syringe will be easy to push and fl uid fl owing into the 
vein can be visualized if done properly. Once confi rmed, slowly 
eject the remaining contents of the syringe into the vein and 
place the mouse into a clean cage ( see   Note 16 ).   

   6.    Wait at least 24 h for the transferred cells to establish the T 
lymphocyte compartment in the host animals. Visually inspect 
the tail veins to ensure damage did not occur during the trans-
fer process. Initialize an in vivo model system to determine the 
infl uence of TLR signaling solely on CD4 +  T cells according to 
national and institutional animal approvals and guidelines ( see  
 Note 17 ).       

4    Notes 

     1.    We routinely use RPMI 1640 for in vitro CD4 +  T-cell experi-
ments. However, other media such as DMEM or IMDM may 
be just as or even more effective depending on your experi-
ment. In all cases, 2-mercaptoethanol is added to the media to 
reduce oxygen radicals and promote cystine uptake. For sensi-
tive cells such as lymphocytes, 2-ME is required for stronger 
activation and proliferation.   

   2.    For differentiation cytokines, we purchase the following from 
Peprotech (stock concentration in sterile DI water): hIL-2 
(1 × 10 6  U/ml), mIL-4 (10 μg/ml), and mIL-12 (10 μg/ml). 
We purchase the following from R & D Systems (stock con-
centration in sterile PBS + 0.1 % BSA): mIL-6 (10 μg/ml) and 
hTGFβ (2 μg/ml). For antibodies, the following are purchased 
from BioXcell (concentration in sterile PBS): 2C11 (1 μg/ml), 
37.51 (1 μg/ml), XMG1.2 (1 μg/ml), and 11B11 (1 μg/ml). 
Cytokines and antibodies are reconstituted at the stock con-
centrations upon arrival and stored in aliquots at −80 °C prior 
to use. Individual laboratories should titrate both the cytokines 
and the antibodies before performing experiments to deter-
mine their optimal Th differentiation conditions.   

   3.    We typically use plate-bound 2C11 and 37.51 to activate CD4 +  
T cells. However, some laboratories use antigen- presenting 
cells in combination with 2C11 for T-cell activation [ 28 ]. This 
method, however, may be problematic for this type of experi-
ment as antigen-presenting cells will readily respond to the 
TLR stimulation. Alternatively, some laboratories prefer to 
coat with anti-hamster Ig and add soluble 2C11 and 37.51, 
which are both raised in hamster. Thus, coating with anti-ham-
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ster Ig can improve 2C11 and 37.51 cross- linking and lead to 
enhanced TCR activation.   

   4.    ACK lysis buffer should be stored at 4 °C until immediately 
before use. Using cold ACK prevents damage to the leuko-
cytes. If purchasing pre-made ACK lysis buffer, follow the 
manufacturer’s instructions regarding volume, cell density, and 
incubation time.   

   5.    For naive T-cell sorting, we stain with the following concentra-
tions of antibodies from Biolegend: CD62L-FITC (1:100), 
CD25-PE (1:400), CD4-PerCP (1:1000), and CD44-APC 
(1:500). Labeling is performed at 4 °C for 30 min in PBS+ 
followed by washing with PBS+. Cells are then resuspended in 
1–2 ml of PBS+ or FACS buffer. Sorting is the preferred 
method in our laboratory to prevent contamination of unde-
sired populations. The presence of Tregs (CD25 + ) or fully dif-
ferentiated effector cells (CD44 + , CD62L − ) in Th differentiation 
cultures may drastically infl uence results, especially considering 
that various TLR pathways can be highly active in these popu-
lations [ 8 ].   

   6.    For Th2 differentiations, we add soluble 37.51 antibody in 
addition to the plate-bound 37.51. For unknown reasons, this 
additional co-stimulation promotes further Th2 polarization 
in our laboratory. However, many laboratories fi nd that treat-
ing with soluble 37.51 is unnecessary.   

   7.    In addition to including non-TLR-treated controls, it is also 
benefi cial to include T cells that are defi cient in the TLR under 
study. These controls will allow for the determination of TLR 
modulator specifi city.   

   8.    For differentiation, proliferation, and survival experiments, T 
cells may be removed from the plate-bound 2C11 and 37.51 
stimuli after 2 days of culture. Many labs have demonstrated 
that this method leads to optimal proliferation and a higher 
yield of differentiated cells at the end of the experiment. To 
perform such experiments, remove the cells from the well after 
2 days of culture and count. Normalize the cells to 1 × 10 6  
cells/ml with fresh RPMI and replate in the appropriate num-
ber of wells. In this case, it is unnecessary to add fresh cytokine 
and antibody. However, for Th1, Th2, and iTreg conditions, 
10 U/ml of hIL-2 should be added to the fresh RPMI.   

   9.    Intracellular cytokine or transcription factor staining can be 
performed with a variety of different commercially available 
reagents and antibodies. For iTreg cells, Foxp3 staining often 
requires the use of specialized kits that normally are not com-
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patible with other intracellular cytokine staining kits. Be sure 
to check the manufacturer’s instructions prior to staining.   

   10.    qPCR primers for lineage-specifi c cytokines and transcription 
factors have been described previously [ 15 ,  19 ]. If performing 
relative mRNA analysis, be sure to include primers for house-
keeping reference genes such as β-actin or GAPDH.   

   11.    In addition to CD4 +  T cells, we have also adopted these methods 
for the study of TLRs on γδ T cells and CD8 +  T cells [ 15 ,  19 ].   

   12.    Proliferation assays using  3 H-thymidine incorporation are not 
as common due to the dangers of handling radioactive materi-
als and the cost of the necessary equipment. If your facility is 
not equipped for this type of experiment, many commercially 
available kits exist for assaying cell proliferation, including the 
use of CFDA as outlined in this protocol.   

   13.    For cell survival, the PI or 7-AAD dyes will not be able to pen-
etrate the membranes of viable cells to stain the DNA. Thus, 
only necrotic or damaged cells will stain with these dyes. Often 
times, researchers stain for both annexin V and PI in one reac-
tion and quantitate the frequency of annexin V and PI double- 
positive cells as an assessment of viability.   

   14.    For T-cell transfer studies, we commonly inject 5–10 × 10 6  
total CD4 +  T cells, which is an effective range for most of our 
in vivo models. However, it is up to individual laboratories to 
determine the optimal number of T cells to transfer for their 
experiments.   

   15.    Some fi nd it useful to keep the tube of CD4 +  cells on ice until 
mice are ready to be individually injected instead of pre- loading 
syringes. This method may help to minimize the loss of cells if 
there are diffi culties in injecting the tail vein. In this case, bring 
extra syringes and needles to the housing facility and load them 
individually as mice are being heated in preparation for lateral 
tail vein injection.   

   16.    We commonly use tail vein injections for the reconstitution of 
lymphopenic animals. However, others fi nd it easier to anes-
thetize the mice and perform retro-orbital i.v. injections to 
transfer CD4 +  T cells. Both methods are effective and the 
method choice is usually determined by comfort with tech-
nique and institutionally approved animal protocols.   

   17.    For CD4 +  transfer studies, we have successfully performed these 
methods for models of infl uenza, colitis, asthma, EAE, and pep-
tide immunizations. Make sure to check the relevant literature 
to determine if the desired TLR-T-cell pathway experimental 
model system will be compatible with these protocols.         
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    Chapter 15   

 Analysis by Flow Cytometry of B-Cell Activation 
and Antibody Responses Induced by Toll-Like Receptors                     

     Egest     J.     Pone      

  Abstract 

   Toll-like receptors (TLRs) are expressed in B lymphocytes and contribute to B-cell activation, antibody 
responses, and their maturation. TLR stimulation of mouse B cells induces class switch DNA recombina-
tion (CSR) to isotypes specifi ed by cytokines, and also induces formation of IgM +  as well as class-switched 
plasma cells. B-cell receptor (BCR) signaling, while on its own inducing limited B-cell proliferation and no 
CSR, can enhance CSR driven by TLRs. Particular synergistic or antagonistic interactions among TLR 
pathways, BCR, and cytokine signaling can have important consequences for B-cell activation, CSR, and 
plasma cell formation. This chapter outlines protocols for the induction and analysis of B-cell activation 
and antibody production by TLRs with or without other stimuli.  

  Key words     Antibody  ,   AID  ,   B cells  ,   B-cell receptor (BCR)  ,   CpG  ,   Class switch DNA recombination 
(CSR)  ,   Cytokine  ,   Germinal center  ,   Immunoglobulin  ,   Lipopolysaccharides (LPS)  ,   T-independent 
antibody response  ,   Toll-like Receptor (TLR)  

1      Introduction 

 The role of Toll-like receptors (TLRs) in B-cell activation and anti-
body responses has a long history, predating the identifi cation of 
the actual receptors. One of the fi rst reports of antibody produc-
tion in vitro [ 1 ] was followed by more detailed studies of microbe- 
associated molecular patterns (MAMPs), such as lipopolysaccharides 
(LPS) [ 2 – 4 ] and fl agellin [ 5 ,  6 ], in the production of immuno-
globulin (Ig) M (19 Svedberg, 19S) and class-switched, mainly 
IgG (7S) antibodies. LPS was found to induce not only primary, 
but also memory antibody responses in mice [ 7 ,  8 ]. The mecha-
nisms behinds such phenomena become clearer only after mam-
malian TLRs were fi rst identifi ed in the late 1990s [ 9 ,  10 ]. Whether 
nonprotein MAMPs such as LPS could induce genuine antibody 
responses in a T-independent way remained contentious even after 
TLRs were discovered [ 11 – 14 ], though the current overall view is 
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that TLR signaling in B cells contributes signifi cantly to multiple 
aspects of their antibody responses [ 13 ,  15 – 18 ]. 

 B-cell activation, proliferation, and antibody production is 
now known to require signals from a multitude of receptors with 
unique functions, including the quintessential B-cell receptor 
(BCR), tumor necrosis factor receptors (TNFRs), particularly 
CD40, cytokine receptors, and pattern recognition receptors 
(PRRS), particularly TLRs [ 17 ,  19 – 21 ]. Although dendritic cells 
(DCs) sense MAMPs to activate T and B lymphocytes, signals from 
both innate and adaptive immune receptors can be triggered 
directly in B cells [ 20 ,  21 ]. Human and mouse B cells express most 
TLRs and respond to their ligands, which is in agreement with 
their capability to phagocytose and extract antigen [ 22 – 25 ]. TLR 
activation of B cells leads to their proliferation and production of 
IgM antibodies to contain pathogens, particularly for blood-borne 
infections, during the early stages of infection [ 26 ], and also leads 
to upregulation of MHC-II and co-stimulatory CD40, CD80/
CD86 receptors, thereby priming B cells for interactions with acti-
vated cognate Th cells [ 27 ,  28 ]. Thus, TLR stimulation of B cells 
during the germinal center (GC) reaction may enhance antibody 
maturation [ 29 ]. 

 Maturation of the antibody response includes class switch 
DNA recombination (CSR), which substitutes constant heavy 
chain regions to change Ig biological effector functions, and 
somatic hypermutation (SHM), which introduces mutations in 
variable regions to alter affi nity for antigen. As the contribution of 
TLRs in antibody responses has been more extensively character-
ized for CSR than SHM, this chapter addresses the role of TLR 
signaling in B-cell activation and CSR, though the B-cell-intrinsic 
role of TLRs in SHM is likely also highly important. CSR is central 
to the maturation of antibody responses and is induced in both T 
cell-dependent (T-dependent) and T-independent ways, in both 
cases requiring expression of activation induced cytidine deaminase 
(AID) and germline, or sterile, transcription of the immunoglobu-
lin (Ig) constant heavy chain (C H ) gene loci participating in recom-
bination [ 17 ]. Cytokines, such as IL-4, IFNγ, and TGFβ do not 
directly induce sustained B-cell activation or AID induction, but 
rather enhance CSR to particular isotypes through their induction 
of germline transcription [ 17 ,  19 ]. AID catalyzes the deamination 
of deoxycytosines (dC) to deoxyuracils (dU), which are then are 
removed by base excision repair (BER) and mismatch-repair 
(MMR) pathways [ 30 ], eventually resulting in double strand DNA 
breaks in the two recombining S regions. Ligation of these DNA 
breaks mainly by nonhomologous end joining (NHEJ) then com-
pletes CSR [ 19 ,  31 ]. Whether there are any mechanistic differ-
ences in these CSR steps by various T-dependent or T-independent 
stimuli is largely unknown. The TLR4 ligand LPS induces both 
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AID and germline transcription associated with CSR to IgG2b and 
IgG3, in effect inducing CSR to these two isotypes independent of 
any other known stimuli. Other stimuli, such as cytokines and BCR 
crosslinking reagents, may enhance TLR-induced CSR [ 32 ]. 

 During the changing phases of the immune response in vivo, 
TLR signals likely play a particularly informative role as direct 
reporters of microbe burden and instruct the immune system on 
how best to respond to the threat. Presumably, in vivo, different 
TLR ligands in various states of aggregation are sensed by phago-
cytes, including B cells, on the plasma membrane and in phago-
cytic compartments (including TLR endosomes). For the dectin 
receptor, zymosan was shown to be more potent at higher aggre-
gation states compared to the soluble forms [ 33 ]. Antibody 
responses to whole microorganisms have also been intensely inves-
tigated, and arguably most closely refl ect the natural immune 
response to infection [ 34 ]. Integrating TLR and BCR signals typi-
cally increases B-cell activation and CSR, but pairwise or more 
combinations of TLRs does not necessarily result in increased 
CSR. This interesting phenomenon of TLR signaling paralysis has 
been reported in the literature but remains poorly understood. For 
example, prolonged stimulation with TLR7 agonists diminished 
B-cell responses, but BCR signaling could reverse this homologous 
TLR-induced tolerization [ 35 ]. B cells stimulated with combina-
tions of TLR agonists exhibited synergistic or antagonistic 
responses [ 36 ,  37 ]. CpG was reported to suppress CD40-induced 
CSR to IgG1 and IgE, but enhanced CSR to IgG2a isotype [ 38 ]. 
Telomeric DNA or DNA from apoptotic cells suppressed B-cell 
activation [ 39 ,  40 ], whereas repetitive vaccination of mice with 
high doses of CpG suppressed germinal centers and antibody 
responses [ 41 ]. Thus, the sequence and timing of activation of 
particular TLRs can either heighten or reduce the B-cell respon-
siveness to additional stimulation by homologous or heterologous 
TLRs or other receptors. 

 TLR research has benefi ted by the availability of high quality, 
purifi ed, or synthetic TLR ligands and associated reagents from a 
number of commercial sources. Nevertheless, certain features of 
TLRs and their ligands necessitate optimization of protocols for 
specifi c experiments, and several important points are detailed in 
Subheading  4 . For example, since some TLRs require accessory 
factors for delivery of their ligands, such as LPS-binding protein 
(LBP), which facilitates the binding of LPS to TLR4, or granulin 
and HMGB1, which bind CpG to infl uence TLR9 responses [ 42 ], 
the particular lot or batch of fetal bovine serum (FBS) containing 
these accessory factors is critical for optimal B-cell activation, pro-
liferation, and CSR. The use of CFSE to track CSR across each 
division is essential to evaluate the infl uence of TLRs in different 
culture conditions. For example, the cytokines IFNγ and TGFβ are 
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required to direct TLR-driven CSR to IgG2a and IgG2b isotypes, 
respectively; however, at the concentrations required to induce 
CSR (on the order of ng/ml) these cytokines exert their well- 
known anti-proliferative effects. Plotting CFSE in the  x -axis vs. Ig 
in the  y -axis gives a more objective measure of CSR compared to 
‘bulk’ CSR measured by other fl ow cytometry confi gurations or by 
PCR or ELISA. 

 Other considerations apply to the unique features of particular 
TLR ligands or agonists. For example, in the author’s experience, 
the TLR3 ligand poly I: poly C does not induce strong B-cell acti-
vation and CSR regardless of conditions, but other modifi ed 
ligands (e.g., poly I: poly C12U, also known as Rintatolimod or 
Ampligen) may be tested to possibly elicit stronger TLR3 signal-
ing. Monomeric fl agellin may not cross-link TLR5 as effi ciently as 
polymerized fl agellin or fl agellar segments. The TLR9 ligand CpG 
oligodeoxynucleotide (ODN) containing certain unmethylated 
CG sequences stimulates B cells most strongly when it is from a 
particular class of sequences known as class B/K [ 43 ,  44 ]; also, 
murine and human cells also sense different CG sequence motifs 
and may not always be interchangeable [ 43 ,  45 ]. Furthermore, 
CpG modifi ed with a phosphorothioated backbone resists nucle-
ases and thus has a longer half-life [ 44 ], whereas GpC ODN or 
methylated CpG ODN can be used as controls. In some studies, 
anti-TLR antibodies can also be used to trigger TLR signaling. 
Since some TLR ligands may engage more than their cognate 
receptor depending on conditions, wherever possible TLR or TLR 
adaptor knockout mice may be used. This chapter describes fl ow 
cytometry procedures of analyzing the contribution of TLRs in 
murine B-cell activation, proliferation, and class-switched antibody 
production in vitro ( see   Notes 1 – 3 ). An earlier article in the same 
series also contains useful information [ 46 ].  

2    Materials 
   

     1.    C57BL/6 J mice maintained in pathogen-free vivaria are typi-
cally used at 8–12 weeks of age unless otherwise required ( see  
 Note 4 ).   

   2.    Surgical tools, such as forceps and scissors, for mouse 
dissection.   

   3.    70 % Ethanol.   
   4.    Naïve B-cell purifi cation kit (STEMCELL Technologies, Inc. 

or Miltenyi Biotec).   
   5.    Cell strainers, 70 μm (BD Biosciences).   
   6.    Red blood cell (RBC) lysis solution (ACK lysing buffer, 

Lonza).   

2.1  Isolation 
of Murine B Cells
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   7.    Fetal bovine serum (FBS). Individual lots or batches must fi rst 
be tested as described in the Introduction (also,  see   Note 5 ).   

   8.    RPMI-1640 ( see   Note 6 ), supplemented with 10 % FBS, anti-
biotics and 50 μM β−mercaptoethanol (BME) ( see   Note 7 ). 
Antibiotics include, e.g., penicillin and streptomycin with or 
without the anti-fungal amphotericin B.   

   9.    PBS buffer for B-cell purifi cation.   
   10.    General cell culture materials: 1.5 ml, 15 ml and 50 ml sterile 

tubes.      
  

     1.    A fl uorescent dye to label B cells to track their cell divisions, 
e.g., carboxyfl uorescein succinimidyl ester (CFSE; Life 
Technologies).   

   2.    TLR ligands include: LPS from  E. coli  (e.g., serotype 055:B5, 
Sigma-Aldrich) used at 0.1–10 μg/ml; Pam 3 CSK 4  (Invivogen) 
used at 0.1–1 μg/ml; R848 (Invivogen) used at 0.01–0.1 μg/
ml; CpG ODN 1826, abbreviated to “CpG”, sequence 
5′-TCCATGACGTTCCTGACGTT-3′ with a phosphoro-
thioate backbone, typically ordered on a 1 μmol scale, desalted 
(the sequence of the control “GpC” ODN 1745 is 
5′-TCCATGAGCTTCCTGAGTCT- 3′) used at 0.1–1 
μM. Resuspend stock solutions (e.g., 100×–1000×) of TLR 
ligands in molecular biology grade and endotoxin-free water, 
store in small (~50–200 μl) aliquots frozen at −80 °C and 
avoid multiple freeze-thaw cycles.   

   3.    Commonly used cytokines (R&D Systems, TONBO 
Biosciences) include: recombinant murine IL-4 (IL-4) used at 
0.5–5 ng/ml for CSR to IgG1 and IgE; recombinant murine 
IFNγ used at 5–50 ng/ml for CSR to IgG2a/IgG2c; recom-
binant murine TGFβ used at 0.5–5 ng/ml for CSR to IgG2b 
and IgA; recombinant murine IL-5 used at 0.5–5 ng/ml for 
enhancing the production of plasma cells.   

   4.    Other reagents that synergize with TLRs to enhance CSR 
and/or plasma cell formation, or that can serve as compari-
sons: dextran- conjugated rat anti-mouse IgD (“anti-IgD-dex-
tran”, which is δ chain specifi c, clone 11–26, Fina Biosolutions, 
LLC); soluble goat F(ab′) 2  anti-mouse IgM (μ chain specifi c, 
Southern Biotech); anti mouse-CD40 mAb (clone 1C10, 
eBioscience) or purifi ed membranes containing glycosylated, 
trimeric CD40 ligand from baculovirus-infected insect cells 
[ 47 ] ( see   Note 8 ).   

   5.    Common cell culture materials: 24 well plates, PBS buffer to 
make appropriate reagent stocks, pipets, hemocytometer, and 
trypan blue to count cells.      

2.2  B-Cell Labeling 
and Stimulation
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       1.    Flow cytometer with at least 4 channels (e.g., BD 
FACSCalibur™), with 7 channels preferred (e.g., BD™ LSR 
II) and manufacturer’s data acquisition and analysis software.   

   2.    Additional fl ow cytometry analysis software (e.g., FlowJo, 
Tree Star, Inc.).   

   3.    Flow cytometry staining buffer: PBS with 1 % BSA.   
   4.    Appropriate fl ow cytometry tubes or plates   
   5.    A fl uorescent viability dye, such as 7-aminoactinomycin D 

(7AAD).   
   6.    Antibodies to detect key B-cell markers: CD45R/B220 to 

mark B cells and reveal their developmental/differentia-
tion stage(s); CD38 to mark germinal center B cells in vivo 
and germinal center-like B cells in vitro (where CD38 is 
downregulated); CD138 (syndecan-1) to mark plasma-
blasts and plasma cells; and IgM and other antibody iso-
types relevant to the experiment. Other common markers 
used for various activation stages of murine B cells, such as 
CD19, PNA or GL7, can be used depending on experi-
ment ( see   Note 9 ). A 7-color staining configuration for the 
BD™ LSR II cytometer is:

    (a)    CFSE   
   (b)    PE—anti-B200   
   (c)    7AAD   
   (d)    PerCP-Cy5.5—anti-IgM (or IgD)   
   (e)    PE-Cy7—anti-CD38   
   (f)    APC—anti-IgG1 (or other IgG isotypes, IgE, IgA)   
   (g)    APC-Cy7—anti-CD138    

3           Methods 

       1.    Sacrifi ce mouse by CO 2  asphyxiation followed by cervical dis-
location. Spray mouse with 70 % ethanol to disinfect and mini-
mize hair contamination.   

   2.    Remove spleen and/or lymph nodes of interest ( see   Note 10 ) 
and place in RPMI or PBS in a 1.5 ml tube and proceed to the 
next step as soon as practicable; several mice can be processed 
in vivarium and then transported to laboratory for B-cell puri-
fi cation by a single researcher, though working in teams can 
minimize delays. For a description of murine lymph nodes and 
their anatomical location refer to [ 48 ].   

   3.    Prepare single cell suspensions of splenocytes or lymph node 
cells by crushing spleen or nodes with a sterile object, such as 

2.3  Flow Cytometry 
Acquisition 
and Analysis

3.1  Isolation 
of Murine B Cells
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a 15 ml tube or syringe plunger, through the 70 μm cell 
strainer placed on top of a 50 ml tube. Flush cells from strainer 
repeatedly with a total of ~10–15 ml RPMI or PBS. Note that 
the spleen can be dissociated rather quickly, but lymph nodes 
tend to clog the fi lter and require more time. Avoid crushing 
dark spots in the spleen, occasionally found near either tip of 
spleen. If fi lter breaks during crushing, re-fi lter all cell suspen-
sion through a new strainer.   

   4.    Centrifuge at 500 ×  g  for 5 min to collect all cells.   
   5.    Remove supernatant carefully without disturbing the last few 

hundred microliters close to the pellet. Spleen pellets are con-
sistently smaller than lymph node pellets, which are less defi ned 
and overlaid by adipose material. Nevertheless, this loose 
material is typically lost in the next purifi cation steps.   

   6.    Lyse RBCs by resuspending each splenocyte or lymph nodes 
cell pellet in 5 ml ACK lysing buffer for 5 min, followed by 
quenching with 20 ml RPMI or PBS.   

   7.    Centrifuge as in  step 4  above; pellets should have no visible 
RBC layer and instead should appear in off-white color.   

   8.    Resuspend in ~ 1 ml PBS or in medium recommended by the 
manufacturer of the B-cell purifi cation kit. Determine cell 
concentration by making several dilutions in trypan blue and 
counting using a hemocytometer. Adjust cell concentration to 
that recommended by the manufacturer of the B-cell purifi ca-
tion kit, frequently ~10 7  cells/ml. Save an aliquot of this whole 
cell preparation to determine the purity of the B-cell isolation 
in subsequent steps.   

   9.    Purify B cells by exactly following instructions on the B-cell 
purifi cation kit. Purifi cation based on negative selection (e.g., 
depleting cells that express CD43, CD4, or Ter-119) is pre-
ferred to that based on positive selection of B cells, as the 
former method ensures receptors on B cells are not engaged. 
For specialized applications, certain B-cell subpopulations can 
be isolated by fl uorescence activated cell sorting (FACS).   

   10.    Determine the purity of the B-cell prep by fl ow cytometry as 
suggested in Subheading 2.3.6 above. Alternatively, the cell 
preparation can be stained and fi xed with 1 % formaldehyde 
and analyzed by fl ow cytometry together with the stimulated 
cultures several days later.      

       1.    Label purifi ed B cells with CFSE as follows ( see   Note 11 ). 
Briefl y, prepare a cell suspension of ~ 10 million B cells in PBS 
and equilibrate at 37 °C in a water bath (there should be no 
BSA or FBS in this suspension as they quench CFSE; to change 

3.2  B-Cell Labeling 
and Stimulation
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buffers if necessary, spin cells at 500 ×  g  for 5 min and resuspend 
in PBS). Then add a fi nal concentration of 2.5 μM CFSE (e.g., 
from a 2.5 mM, 1000× stock), quickly fl icker the tube several 
times to ensure uniform distribution of the dye, and incubate 
for 2.5 min at 37 °C. Quench with 5–10 volumes of complete 
RPMI containing 10 % FBS (e.g., to quench 15 million CFSE- 
labeled B cells in a 1.5 ml tube, add these cells to a 15 ml tube 
containing 13.5 ml complete RPMI). Centrifuge at 500 ×  g  for 
5 min to collect the cells, resuspend pellet in 1.5 ml complete 
RPMI and centrifuge again to pellet the cells (this step removes 
any remaining CFSE that is otherwise toxic to the cells).   

   2.    Resuspend the purifi ed, CFSE-labeled or unlabeled B cells ( see  
 Note 12 ) at 50 × 10 5 /ml in complete RPMI (10 % FBS, anti-
biotics and 50 μM BME as in  item 7 , Subheading  2.1 ) and use 
this B-cell suspension in the subsequent stimulation assays.     

  Assay 1 . The purpose of this assay is to determine how concen-
trations of LPS and IL-4 induce CSR to IgG1 and IgG3. In a 24 
well plate, titrate LPS along plate columns at six different concen-
trations (at 0, 0.1, 0.3, 1.0, 3.0, and 10.0 μg/ml) and IL-4 along 
plate rows at 4 different concentrations (at 0, 0.2, 1.0, and 5.0 ng/
ml), as illustrated in Table  1 . Approximately 5–15 % of the cells will 
undergo CSR to IgG3 at 10.0 μg/ml LPS without IL-4, and 
20–40 % of the cells will undergo CSR to IgG1 at 10.0 μg/ml LPS 
with 5 ng/ml IL-4.

    Assay 2 . The purpose of this assay is to determine how concen-
trations of the TLR9 ligand CpG ODN 1826 and BCR crosslink-
ing in the presence of IL-4 induce CSR to IgG1. 

 In a 24 well plate, include IL-4 at 2 ng/ml in all wells. Then 
titrate CpG (at 0, 0.03, 0.1, 0.3, 1.0, and 3.0 μM) and anti-IgD- 
dextran (at 0, 1, 10, and 100 ng/ml) or soluble anti-mouse IgM (at 
0, 10, 100, and 1000 ng/ml,  see   Note 13 ), as shown in Table  2 . 
Typically, about 20–40 % of the cells will undergo CSR to IgG1 at 
0.3 μM CpG and 100 ng/ml anti-IgD-dextran (and 2 ng/ml IL-4).

   Table 1  
  Titration of LPS and IL-4 for induction of CSR to IgG1 and IgG3   

 LPS (μg/ml): 

 IL-4 (ng/ml):  0  0.1  0.3  1.0  3.0  10.0 

 0 

 0.2 

 1.0 

 5.0 
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    Assay 3 . The purpose of this assay is to determine how concen-
trations of several TLR ligands in the presence of BCR crosslinking 
(where indicated) and cytokines induce CSR to specifi c isotypes. 
Add the following TLR ligands (and BCR crosslinking antibodies 
where indicated): in all six wells of the fi rst row, add 100 ng/ml 
Pam 3 CSK 4  plus 100 ng/ml anti-IgD dextran; in all six wells of the 
second row, add 10 μg/ml LPS; in all six wells of the third row, 
add 30 ng/ml R848 plus 100 ng/ml anti-IgD dextran; in all six 
wells of the third row, add 0.3 μM CpG plus 100 ng/ml anti-IgD 
dextran. Next, add the following cytokines down each column as 
follows: in all four wells of the fi rst column, add no cytokines (this 
column will be analyzed for CSR to IgG3); in all four wells of the 
second column, add 2 ng/ml IL-4 (this column will be analyzed 
for CSR to IgG1); in all four wells of the third column, add 2 ng/ml 
IL-4 (this column will be analyzed for CSR to IgE by an intracel-
lular staining protocol, also  see   Note 4 ); in all four wells of the 
third column, add 25 ng/ml IFNγ (this column will be analyzed 
for CSR to IgG2a/IgG2c); in all four wells of the fi fth column, 
add 2 ng/ml TGFβ (this column will be analyzed for CSR to 
IgG2b); in all four wells of the sixth column, add 2 ng/ml TGFβ 
(this column will be analyzed for CSR to IgA). This assay is illus-
trated in Table  3 . CSR effi ciencies will vary from ~ 5 % CSR to IgE, 
5–15 % CSR to IgG2a, IgG2b, IgG3, and IgA and 20–40 % CSR 
to IgG1. To obtain even higher levels of CSR to IgG1, the best 
condition typically includes intermediate concentrations of LPS, 
100 ng/ml anti-IgD-dexran, and 5 ng/ml IL-4.

   In summary, variations of these basic assays can be designed to 
investigate how two or more TLRs and other receptors infl uence 
B-cell activation, proliferation, CSR, and plasma cell formation.  

  

     1.    After 4 days of culture ( see   Note 14 ), analyze the cells by fl ow 
cytometry as follows.   

   2.    Resuspend cells and transfer to 1.5 ml tubes.   

3.3  Flow Cytometry 
Acquisition 
and Analysis

   Table 2  
  Titration of CpG and anti-IgD-dextran (“α-IgD”) for CSR to IgG1 in the presence of IL-4   

 CpG (μM): 

 α-IgD (ng/ml):  0  0.03  0.1  0.3  1.0  3.0 

 0 

 1 

 10 

 100 

TLR-Induced Antibody Responses



238

   3.    Centrifuge at 500 ×  g  for 5 min to collect the cells and remove 
the supernatant by vacuuming and leaving behind ~20 μl of 
supernatant so as not to disturb the pellet; although this vol-
ume of liquid left behind generally does not interfere with 
analysis, if necessary it can be removed manually using a fi ne 
pipet. The supernatant can also be stored for analysis by ELISA 
( see   Note 1 ).   

   4.    Stain cells in 50 μl of mastermix containing fl uorescent anti-
bodies ( see   Note 15 ) and cell viability dye (such as 7-AAD) in 
PBS ( see   Note 16 ) for 15 min at room temperature.   

   5.    Wash by adding 10–20 volumes (~1.4 ml) of PBS and centri-
fuge at 500 ×  g  for 5 min.   

   6.    Resuspend in ~ 300–500 μl PBS and transfer to fl ow cytome-
try tubes.   

   7.    Collect fl ow cytometry data following manufacturer’s instruc-
tions and core facility guidelines. Use unstained cells to set 
appropriate voltages and singly stained compensation con-
trols. Collect at least 10,000 live events, which can mean col-
lecting even more total events.   

   8.    Process data by fi rst performing compensation using software 
such as FlowJo.   

   9.    Gate live cells in the forward scatter (cell size) vs. side scatter 
(cell surface granularity) plot. Figure  1a  shows representative 
gating strategies in this and subsequent steps.

       10.    Gate single cells using a diagonal pulse area vs. height gate [ 49 ].   
   11.    Exclude dead cells using the 7-AAD −  gate [ 50 ].   
   12.    Determine cell division gating either manually (if individual 

divisions are clearly visible) or by deconvolution of individual 
divisions using the “proliferation platform” of FlowJo.   

   Table 3  
  Induction of CSR to specifi c isotypes by TLR ligands, BCR crosslinking, and cytokines   

 Isotype analyzed:  IgG3  IgG1  IgE  IgG2c  IgG2b  IgA 

 Cytokine:  None  IL-4 
(2 ng/ml) 

 IL-4 
(2 ng/ml) 

 IFNγ 
(25 ng/ml) 

 TGFβ 
(2 ng/ml) 

 TGFβ 
(2 ng/ml) 

 Pam 3 CSK 4  (30 ng/ml) a : 

 LPS (10 μg/ml): 

 R848 (30 ng/ml) a : 

 CpG (0.3 μM) a : 

   a Note: in each of the six wells of these rows also add 100 ng/ml anti-IgD-dextran  
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   13.    Plot CFSE ( x -axis) vs. surface Ig or other markers ( y -axis). 
Figure  1b  illustrates typical examples of plots. For more exam-
ples, see reference [ 32 ] and supplementary fi gures therein.   

   14.    For plasma cells, plot CD138 in  x -axis vs. B220 in  y -axis.   
   15.    Analyze other pairwise plots according to relevance to the particu-

lar experiment and by applying appropriate gates ( see   Note 17 ).   
   16.    Typical results should include about 5–10 cell divisions after 

3–4 day stimulation. Plasma cell formation (defi ned as B220 lo  
CD138 + ) should be readily visible by day 2, and class-switched 
B cells by day 3. Although most of the plasma cells are IgM +  
until days 3–4, by day 5 a signifi cant fraction of the plasma 
cells can be class-switched ( see   Note 18 ). When analyzing all 
B cells, class-switching to IgG1 is most effi cient, reaching ~ 
20–40 % by day 4 under most optimal stimulations with TLRs 
and other stimuli.       
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  Fig. 1    Analysis of B-cell proliferation, class switching, and plasma cell formation in response to stimulation 
with LPS and IL-4. ( a ) Gating strategy for single, live cells involves gating the appropriate forward scattering 
vs. side scattering ( left panel ), then gating for single cells by selecting the diagonal in a pulse area vs. pulse 
height plot ( middle panel ), and fi nally gating for live cells that are able to expel 7-AAD and thus are 7AAD −  ( right 
panel ). ( b ) CFSE-labeled B cells purifi ed from the combined lymph nodes of a C57BL/6 J mouse were stimu-
lated with LPS and IL-4, and B-cell proliferation ( left panel ), CSR to IgG1 ( middle panel ) and B220 lo  CD138 hi  
plasma cell formation ( right panel ) were measured by fl ow cytometry 4 days later as described in the main text       
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4     Notes 

     1.    Other methods of analyzing B-cell activation and CSR include, 
e.g., immunoblotting, PCR, and ELISA [ 32 ]. Immunoblotting 
can be used to analyze the activation of TLR and other signal-
ing pathways. Immunoblotting was also traditionally used to 
analyze the various chains and isotypes of antibodies (and 
remains in use for selected clinical tests of antibodies) but has 
been largely superseded by the above methods. PCR, whether 
semiquantitative or real-time quantitative, provides important 
information on Ig germline transcripts, circle transcripts, post-
recombination transcripts, and mature transcripts, that refl ect 
various stages of CSR and antibody production [ 17 ]. For 
example, the levels of Ig circle transcripts indicate active or 
ongoing CSR and therefore can distinguish between CSR 
occurring across a large fraction of B cells as opposed to ampli-
fi cation of only a few class-switched B cells [ 51 ], which is 
information that cannot be attained by fl ow cytometry or 
ELISA. Likewise, assays such as ELISA and ELISPOT provide 
complementary information on the levels of antibodies 
secreted by plasma cells [ 52 ]. Newer technologies, particularly 
next generation and single cell sequencing, are increasing the 
nature and amount of information on antibody biology [ 53 ].   

   2.    The infl uence of TLRs on B-cell activation and antibody 
responses has also been studied in vivo in wt and genetically 
modifi ed mice [ 15 ,  16 ,  54 ]. B cells and plasma cells can be 
purifi ed from lymphoid organs and blood and analyzed by 
fl ow cytometry similar to their in vitro analysis in this chapter. 
For more experimental details see references [ 55 ,  56 ].   

   3.    Human B cells also express and respond to TLR stimulation 
by making class-switched antibodies [ 57 ,  58 ], though there 
are two main differences compared to murine B cells. First, 
human B cells express low levels of TLR4 and therefore are 
not as sensitive to LPS stimulation. Second, CSR to IgG1, 
IgG2, IgG3, and IgG4 in human B cells does not appear to 
depend as strongly on specifi c cytokines (e.g., IL-4, IFNγ, 
TGFβ) the way murine IgG1, IgG2a/IgG2c, IgG2b, and 
IgG3 depend. IL-21 greatly enhances CSR to IgG induced by 
CD40 and IL-4 [ 59 ], though whether this applies to TLR- 
induced CSR has not been investigated. Of course, additional 
cytokine combinations and other signals may enhance CSR to 
specifi c isotypes both human and murine B cells.   

   4.    B cells from different mouse strains can have subtle differences in 
CSR to certain isotypes, as shown in reference [ 60 ]. Also, IgG2a 
may be suffi ciently different in C57BL/6 mice compared to 
other strains to be classifi ed as the separate isotype IgG2c [ 61 ], 
and therefore may require higher concentrations of anti-IgG2a 
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antibodies for their detection in fl ow cytometry and ELISA 
experiments. IgE binds the high affi nity FCεRI on B cells, and 
therefore requires special processing to detect it unambiguously 
[ 62 ]. Similar methods may be used if there are concerns about 
binding of other isotypes to Fc receptors on B cells.   

   5.    It is highly recommended that B-cell researchers test samples 
of 5–10 different FBS lots/batches from different vendors, 
and reserve 1–2 lots that give optimal results [ 63 ]. The par-
ticular FBS company or catalog number is not important. FBS 
can be heat-inactivated (e.g., 30 min at 56 °C) to inactivate 
bovine complement that may otherwise lyse antibody- 
opsonized murine lymphocytes, though the method of FBS 
heat-inactivation, if any, is best determined by individual labo-
ratories. Although lymphocytes can be grown in serum-free 
media under some conditions [ 64 ], the requirement for extra-
cellular accessory molecules for TLRs (such as LBP or granu-
lin) complicates the use of serum-free media in B-cell TLR 
studies.   

   6.    The source of the commercial RPMI-1640 medium is not 
important since it is a chemically defi ned medium and essen-
tially the same. Some researchers supplement media with addi-
tional glutamine or pyruvate; in the author’s experience, this is 
not necessary. For specifi c studies, the concentration of par-
ticular nutrients (e.g., glucose) can be controlled by using 
appropriate medium formulations. If the use of particular anti-
biotic or anti-mycotic agents interfere with some assays, other 
agents, e.g., gentamycin, can be tested.   

   7.    The role of reducing agents such as BME and dithiothreitol 
(DTT) is critical for optimal murine B-cell activation and 
CSR. This issue was investigated in the 1970s and 1980s [ 65 –
 67 ] as well as more recently [ 68 ]. The requirement for reduc-
ing agents in medium is less important for human compared 
to murine B cells. In the author’s experience, DTT (titrated at 
submillimolar levels) can substitute for BME in inducing com-
parable B-cell activation and CSR. These mild reducing agents 
may enhance the intracellular concentrations of cysteine or 
maintain normal intracellular redox potential via the glutathi-
one system, but nevertheless the actual mechanisms remain 
mysterious. It is intriguing that lymphocytes contain abundant 
redox-labile surface receptors [ 69 ], and chemokines and cer-
tain cytokines (such as TGFβ) are sensitive to redox conditions 
[ 70 ].   

   8.    Although it is recommended that reagents be matched to the 
B-cell species under study, some reagents work well in other 
species depending on degree of molecular homology; e.g., 
human TGFβ and CD40L can be used to stimulate both 
human and mouse B cells.   
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   9.    The particular staining scheme depends on the purposes(s) of 
the experiment and fl ow cytometer available. If only a 4-color 
cytometer is available, the 7-color scheme can be broken down 
into several 4-color schemes, which increases the amount of 
work while decreasing the quality of information obtained. If 
antibodies are not available directly conjugated to certain fl uo-
rophores, indirect streptavidin : biotin staining can be used, 
with these two components preferably titrated to determine 
optimal concentration ranges.   

   10.    Murine spleens contain mostly IgM lo  IgD hi  B2 follicular B 
cells, but also a distinct IgM hi  IgD lo  marginal zone (MZ) B-cell 
population. If experiments on MZ B cells are needed, they can 
be obtained by cell sorting; conversely, essentially pure B2 fol-
licular B cells can be obtained by purifying B cells from lymph 
nodes which do not contain MZ B cells. In the author’s expe-
rience, B cell from both spleen and lymph nodes readily 
respond to TLR stimulation.   

   11.    Variables in the CFSE staining protocol, particularly dye and 
cell concentration, buffer and temperature, are critical for 
optimal assays. Using high concentrations of CFSE on the one 
hand strongly labels the naïve (zero division) population and 
allows for up to ~10 discernible individual divisions, but on 
the other hand is toxic to the cells and the response may there-
fore be due to amplifi cation of resistant cells rather than the 
original population. Using low concentrations of CFSE is not 
toxic to the cells and thus results are representative of the bulk 
of the original population (similar to the unlabeled popula-
tion), but only a few divisions can be seen before merging with 
the autofl uorescent (or unlabeled) population [ 71 ]. In the 
author’s experience, 1–5 μM CFSE staining 10 million B cells 
for 1–5 min at 37 °C represent the low and high range of 
staining; 2.5 μM CFSE for 2.5 min followed by 2 washes is a 
good compromise.   

   12.    When culturing purifi ed B cells that are not labeled with 
CFSE, although the purifi cation kit’s B-cell elution buffer typ-
ically contain 2 mM EDTA (which chelates Ca 2+ , a cation that 
is essential for cell activation and proliferation), diluting this 
cell suspension at least tenfold into culture medium allows for 
essentially normal levels of Ca 2+  in RPMI. Alternatively, for 
measurement of Ca 2+  infl ux in response to BCR or MHCII 
crosslinking, or for other sensitive assays, cells can be centri-
fuged and then resuspended in the appropriate solution or 
medium.   

   13.    BCR signaling can be induced by crosslinking the BCR either 
with polymeric antigen, which would require use of BCR- 
transgenic mouse strains specifi c for the antigen, or more 
commonly with antibodies that bind to conserved regions of 
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IgM or IgD on naïve B cells. Follicular B2 cells express high 
levels of IgD and low levels IgM, so using antibodies that 
crosslink IgD is more effi cient. Also, antibodies that are either 
immobilized on the assay plate, or are conjugated on poly-
meric scaffolds such as acrylamide, agarose beads, or dextran 
can trigger BCR signaling at lower doses than soluble antibod-
ies due to avidity effects [ 72 ]. In the author’s experience, anti- 
IgD antibodies conjugated to dextran (Fina Biosolutions, 
LLC) enhance TLR-driven CSR at concentrations on the 
order of 1–100 ng/ml, whereas unconjugated, soluble F(ab′) 2  
anti-mouse IgD or F(ab′) 2  anti-mouse IgM require 10–100 
fold more antibodies to give comparable CSR. Although 
reagents such as goat F(ab′) 2  anti-mouse IgM are typically 
used at ~ 10 μg/ml to trigger Ca 2+  infl ux, these are proximal 
BCR signaling events that occur within minutes, whereas for 
more distant events that require days to occur, such as the 
CSR assays described here, lower concentrations of BCR 
crosslinking reagents can be used; in fact, very high concentra-
tions of BCR crosslinking reagents may result in signal paraly-
sis and even activation-induced cell death (AICD). Since the 
particular combination of reagents, TLR ligands, and assay 
conditions vary, it is best to titrate each critical component.   

   14.    For strongly stimulated, scaled-up B-cell cultures (typically 
used to yield suffi cient material for biochemical studies not 
covered in this chapter), medium can be changed when acidi-
fi ed (indicated by intense yellow color that typically develops 
2–3 days after stimulation). Medium can simply be aspirated 
by placing a 200 μl pipet at the tip of the aspirating 2 ml pipet 
and gently aspirating from top to bottom of the well, touching 
the side of the well (although B cells grow in suspension, the 
clumps are heavy and fall to the bottom during this gentle 
aspiration). For large, dense B-cell cultures or for more com-
plete medium change, cells can be resuspended, centrifuged at 
500 ×  g  for 5 min in a swinging-bucket centrifuge and resus-
pended in fresh medium; this step also removes debris from 
dead cells. Since material released from apoptotic/necrotic 
cells may include damage-associated molecular patterns 
(DAMPs) that can dampen the immune response [ 73 ,  74 ], 
resuspended cells can be centrifuged on a fi coll layer to remove 
dead cells and debris [ 6 ]. Regardless of the medium change 
method, activated B cells maintain some activation and divi-
sion ‘momentum’ upon stimulus withdrawal [ 75 ], but  typically 
require continuous stimuli in the medium to maintain robust 
proliferation [ 76 ].   

   15.    Antibodies should be titrated to make sure populations are 
resolved yet the ‘negative’ population should show no to 
moderate staining [ 77 ,  78 ]. Typically, titrated antibodies can 
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be combined in a mastermix to stain reasonably well 0.1–10 
million cells in 50–100 μl staining solution, though obviously 
less concentrated cell solutions may show a more pronounced 
shift, and conversely, dense cultures may show less resolved 
populations. Isotype control antibodies labeled with the same 
fl uorophores as the staining antibodies should be used in ini-
tial or pilot experiments to validate antibody specifi city.   

   16.    Flow cytometry staining buffers can be tested by users for 
optimal results, with the two most common buffers being PBS 
and HBSS. These are frequently supplemented with reagents 
to block nonspecifi c interactions, such as 1 % BSA or 1 % 
FBS. A high background staining can frequently be reduced 
by blocking Fc receptors (several of which are expressed on B 
cells) with normal mouse serum prior to staining with anti-
bodies. It is recommended that these buffers be made in 1 L 
batches and aliquoted in 50 ml tubes stored at 4 °C to mini-
mize bacterial contamination; if necessary, a bacteriostatic 
agent, such as 0.05 % NaN 3 , can be added. Staining intracel-
lular targets may require additional considerations, and several 
commercial kits are available (e.g., from BD Biosciences or 
TONBO Biosciences).   

   17.    Although gating of the population of interest should ideally be 
identical in all samples, it is more important that gates are cor-
rectly applied to not arbitrarily cut off populations. The use of 
MFI is inappropriate when two or more distinct populations 
exist, but may be appropriate when only shoulder shifts are 
observed, or to measure the ‘average cell division’ in the case 
of CFSE studies. For more details on fl ow cytometry analysis 
see reference [ 79 ].   

   18.    LPS appears to be the most effective TLR ligand for in vitro 
induction of B220 lo  CD138 +  plasma cells. However, IL-5 can 
enhance plasma cell induction by other TLR ligands [ 80 ], 
whereas IL-6 is thought to prolong the survival of these 
plasma cells [ 81 ]. Although BCR signaling enhances TLR- 
induced CSR, it also seems to delay plasma cell formation [ 82 , 
 83 ], perhaps allowing for completion of CSR to be followed 
by differentiation of newly switched B cells to short- or long- 
lived plasma cells.         
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    Chapter 16   

 Toll-Like Receptor-Dependent Immune Complex Activation 
of B Cells and Dendritic Cells                     

     Krishna     L.     Moody    ,     Melissa     B.     Uccellini    ,     Ana     M.     Avalos    , 
    Ann     Marshak-Rothstein    , and     Gregory     A.     Viglianti      

  Abstract 

   High titers of autoantibodies reactive with DNA/RNA molecular complexes are characteristic of autoim-
mune disorders such as systemic lupus erythematosus (SLE). In vitro and in vivo studies have implicated 
the endosomal Toll-like receptor 9 (TLR9) and Toll-like receptor 7 (TLR7) in the activation of the cor-
responding autoantibody producing B cells. Importantly, TLR9/TLR7-defi ciency results in the inability 
of autoreactive B cells to proliferate in response to DNA/RNA-associated autoantigens in vitro, and in 
marked changes in the autoantibody repertoire of autoimmune-prone mice. Uptake of DNA/RNA- 
associated autoantigen immune complexes (ICs) also leads to activation of dendritic cells (DCs) through 
TLR9 and TLR7. 

 The initial studies from our lab involved ICs formed by a mixture of autoantibodies and cell debris 
released from dying cells in culture. To better understand the nature of the mammalian ligands that can 
effectively activate TLR7 and TLR9, we have developed a methodology for preparing ICs containing 
defi ned DNA fragments that recapitulate the immunostimulatory activity of the previous “black box” ICs. 
As the endosomal TLR7 and TLR9 function optimally from intracellular acidic compartments, we devel-
oped a facile methodology to monitor the traffi cking of defi ned DNA ICs by fl ow cytometry and confocal 
microscopy. These reagents reveal an important role for nucleic acid sequence, even when the ligand is 
mammalian DNA and will help illuminate the role of IC traffi cking in the response.  

  Key words     AM14 transgenic BCR  ,   Rheumatoid factor B cell  ,   Immune complex  ,   Autoantibodies  , 
  B cells  ,   IFNα  ,   Flt3L-DCs  ,   TLR7  ,   TLR9  ,   Endogenous ligands  ,   Biotinylated DNA     

1      Introduction 

 Autoimmune diseases such as SLE are characterized by the pres-
ence of autoantibodies directed against endogenous DNA and 
RNA ligands. Immune system activation and IC deposition in vital 
organs leads to tissue destruction, with concomitant release of 
self- DNA and RNA that results in sustained tissue damage and 
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infl ammation [ 1 ]. TLR9 and TLR7 are innate immune receptors 
located in endosomal compartments, originally shown to be 
responsible for immune responses to viral hypomethylated CpG 
DNA and ssRNA, respectively [ 2 – 5 ]. While their role in response 
to infection is fi rmly established, studies performed in vivo and 
in vitro have also shown that aberrant expression of TLR9 and 
TLR7 has a profound effect on the autoimmune phenotypes 
found in diverse mouse models of systemic autoimmune disease 
[ 6 ,  7 ]. These observations have led to the hypothesis that under 
the appropriate conditions, the prevalence of certain RNA and 
DNA autoantigens could lead to activation of an immune response 
through engagement of TLR9 and/or TLR7. In this case, auto-
antigens would serve as autoadjuvants to the immune system [ 8 ]. 

 Use of the AM14 rheumatoid factor (RF) B-cell receptor 
(BCR) transgenic model has been instrumental in demonstrating 
that activation of autoreactive B cells by endogenous DNA is BCR 
and TLR9-dependent. AM14 transgenic B cells recognize IgG2a 
of the a or j allotype with low affi nity, and therefore serve as proto-
typic autoreactive RF B cells. In vitro, AM14 B cells provide an 
excellent system to test the immunostimulatory capacity of specifi c 
autoantigens by simply adding, as ligands, ICs consisting of 
autoantigen- specifi c IgG2a and the candidate autoantigen. Using 
this system, we have shown that ICs containing mammalian chro-
matin activate AM14 B cells in a TLR9-dependent manner [ 9 ,  10 ]. 
However, at the time, these results were somewhat surprising given 
that mammalian DNA is generally considered a poor ligand for 
TLR9. In order to better defi ne the mammalian DNA ligand, we 
have produced defi ned ICs incorporating dsDNA fragments of 
known sequence composition. To avoid the high background 
stimulation associated with DNA-reactive antibodies, which invari-
ably bind to cell debris, we have developed a simple method for 
labeling DNA fragments with biotin, or the hapten trinitrophenol 
(TNP). These DNA fragments can then be delivered to the AM14 
BCR with antibodies specifi c for biotin or TNP. To demonstrate 
that the dsDNA fragments have been appropriately modifi ed, the 
derivatized fragments can be mixed with the anti-biotin or anti- 
TNP antibodies, and formation of ICs can be assessed by a modi-
fi ed electrophoresis mobility shift assay. This technique allows us to 
directly compare the immunostimulatory capacity of various 
sequences. This kind of analysis has shown that ICs containing 
CpG-rich dsDNA fragments can activate AM14 B cells, while frag-
ments lacking CpG motifs cannot [ 11 ]. We have also demonstrated 
that IgG2a antibodies specifi c for RNA-associated autoantigens 
stimulate AM14 B cells in a TLR7-dependent manner [ 12 ]. 

 The adjuvant activity of defi ned DNA ICs, or RNA-containing 
ICs can also be tested on cells that express an activating Fcγ recep-
tor. In this case, the Fcγ receptor binds the IC and delivers the 
ligand to an intracellular compartment containing the TLR. 
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Activation of both conventional DC (cDCs) and  plasmacytoid 
(pDCs) can be assessed by measuring cytokine production [ 13 – 15 ]. 
The contribution of pDCs, a lymphoid DC subset responsible for 
interferon-α (IFN-α) production, is of particular interest since this 
cytokine is present at high levels in many patients with SLE. In 
addition, elevated amounts of IFN-α induce global changes in gene 
expression designated the “IFN-α signature” [ 16 ]. Interestingly, 
B-cell responses to RNA-associated IC are signifi cantly enhanced 
by IFN-α, suggesting that crosstalk between these two cell types 
appears to be important in disease progression [ 17 ,  18 ].  

2    Materials 

          1.    IgG depleted medium: growth medium passed over a protein 
G column ( see   Note 1 ).   

   2.    Disposable polypropylene columns (Pierce).   
   3.    Protein G Sepharose™4 Fast Flow (GE Healthcare).   
   4.    Phosphate buffered saline (PBS; Life Technologies): 1 mM 

KH 2 PO 4 , 155 mM NaCl, 3 mM Na 2 HPO 4 .   
   5.    Spectrophotometer.   
   6.    Nanodrop (ThermoFisher Scientifi c).   
   7.    Elution buffer: 0.1 M glycine-HCl, pH 2.7.   
   8.    Neutralization buffer: 1 M Tris–HCl, pH 9.   
   9.    pH paper (ThermoFisher Scientifi c).   
   10.    Storage buffer: 0.02 % (w/v) Sodium Azide in PBS.   
   11.    Centricon ®  Centrifugal Filter, 10,000 molecular weight cut 

off (EMD Millipore).   
   12.    1D4 (anti-biotin) [ 11 ].   
   13.    Hy1.2 (anti-TNP).   
   14.    1E11.1 (anti-streptavidin).   
   15.    Y2 (anti-Sm) [ 12 ].   
   16.    PA4 [ 19 ].   
   17.    PL2-3 [ 9 ].      

  
     1.    Dam-/dcm-competent  E. coli  (e.g., GM2163).   
   2.    Carbenicillin (1000×; American Bioanalytical) is dissolved in 

dH 2 O at 50 mg/mL and stored in aliquots at −20 °C for up 
to 1 year.   

   3.    Luria-Bertani (LB) carbenicillin medium: 1 % (w/v) tryptone, 
0.5 % (w/v) NaCl, 0.5 % (w/v) yeast extract are dissolved in 
water. pH to 7.4 with NaOH and autoclave. Store at 4 °C and 
add carbenicillin to 50 μg/mL just before use.   

2.1  Antibody 
Preparation

2.2  DNA Fragment 
Preparation
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   4.    Luria-Bertani (LB) carbenicillin plates: LB carbenicillin 
medium is made with 1.2 % (w/v) agar, autoclaved, and cooled 
to 50 °C prior to addition of carbenicillin to 50 μg/mL. Pour 
plates and store at 4 °C for up to 2 months.   

   5.    EndoFree ®  Plasmid Maxi Kit (Qiagen).   
   6.    EndoFree ®  TE buffer (Qiagen): 10 mM Tris–HCl, 1 mM 

EDTA, pH 8.0.   
   7.    TAE running buffer (50×): 2 M Tris base, 2 M acetate, 50 

mM EDTA, pH 8.0.   
   8.    Agarose gel: 1 % (w/v) SeaKem ®  GTG ®  agarose (Cambrex) is 

dissolved in 1× TAE buffer containing 0.5 μg/mL ethidium 
bromide (Sigma).   

   9.    EcoRI buffer (10×; New England BioLabs). Store at −20 °C.   
   10.    Bovine serum albumin (BSA, 10×; New England BioLabs). 

Store at −20 °C.   
   11.    EcoRI and BamHI (New England BioLabs). Store in enzyme 

block at −20 °C.   
   12.    Distilled water DNase, RNase free (dH 2 O; Life Technologies).   
   13.    DNA Clean & Concentrator-25™ kit (Zymoresearch).   
   14.    Loading dye (6×): 0.2 % Orange G, 50 % (v/v) glycerol in 

dH 2 O.   
   15.    Zymoclean Gel DNA Recovery Kit™ (Zymoresearch).   
   16.    Plasmid templates: pLITMUS29-C11, pUC19-CGNEG and 

pLITMUS29-CG50   
   17.    CGneg primers: H931 (5′-AACTGGATCCCCTGGCCT

TTTAGAGACATCAGAAGG- 3′) H1560 (5′-GGCAGAATT
CGGGATAGGTGGATTATGTGTCATCCATCC- 3′).   

   18.    5′ Biotinylated C11 primers: 3558-EcoRI (5′-ACGG
AATTCGGCCGCCTGCAGGTCGACCATAA- 3′) and 3559-
EcoRI (5′-ACGGAATTCAACGCGTTGGGAGCTCTCC
CATAA- 3′).   

   19.    GoTaq ®  Flexi Buffer (5×; Promega Madison).   
   20.    GoTaq ®  Flexi DNA Polymerase (Promega).   
   21.    Deoxyribonucleotide triphosphates (dNTPs; Roche) are dis-

solved in dH 2 O at 2.5 mM and aliquots are stored at −20 
°C. Avoid multiple freeze-thaws.   

   22.    1 mM biotin-16-deoxyuridine triphosphate (biotin-16-dUTP; 
Roche). Store at −20 °C, loses activity after 1 year.   

   23.    Klenow Fragment (3′→5′ exo-) (New England BioLabs). 
Store in enzyme block at −20 °C.   

   24.    PBS ( see  Subheading  2.1 ,  Item 4 ).   
   25.    5-(3-aminoallyl)-2′-deoxy-uridine 5′-triphosphate, trisodium 

salt (Aminoallyl dUTP; Molecular Probes). Store at −20 °C.   
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   26.    Sodium bicarbonate buffer: sodium bicarbonate (Sigma) is 
dissolved in dH 2 O at 25 mg/mL and aliquots are stored at 
−20 °C for up to 1 year.   

   27.    TNP-e-Aminocaproyl-OSu (reactive TNP; Biosearch 
Technologies) is dissolved in dimethylformamide at 20 mg/
mL and stored in aliquots at −20 °C for up to 1 year.      

  
     1.    RNP/Sm antigen (Arotec Diagnostics Limited, New Zealand).   
   2.    RPMI 1640 (Life Technologies).   
   3.    Amicon Ultra-4 fi lter units (centricon) 10,000 molecular 

weight cutoff (Millipore).      
     

     1.    RPMI medium: RPMI 1640 is supplemented with 10 % (v/v) 
fetal bovine serum (Hyclone); Penicillin/Streptomycin/
Glutamine solution—100 U/mL penicillin G sodium, 100 
μg/mL streptomycin sulfate, 0.29 mg/mL  l -glutamine (Life 
Technologies); 10 mM HEPES, pH 7.5, 22 mM 
β-mercaptoethanol (Sigma). Filter-sterilize and keep at 4 °C 
for up to 1 month.   

   2.    Serum-free RPMI: RPMI, without addition of fetal bovine 
serum.   

   3.    DNA fragments, RNP/Sm particles, antibodies ( see   Note 2 ).   
   4.    DMEM (Life Technologies).   
   5.    Unconjugated streptavidin (Bioworld).   
   6.    FITC, Oregon Green 488 and/or AF647 conjugated 

Streptavidin (Life technologies).      
  

     1.    Cell culture plasticware: 60 × 15 mm Petri dishes, 5 mL 
syringes, 96-well fl at bottom plates, 15 mL conical tubes 
(ThermoFisher).   

   2.    25 Gauge needles (ThermoFisher).   
   3.    Frosted slides (ThermoFisher).   
   4.    Cotton-plugged and unplugged Pasteur pipettes 

(ThermoFisher).   
   5.    Brandel Harvester (Brandel).   
   6.    90 × 120 mm glass fi ber fi lter, printed fi ltermat A (PerkinElmer).   
   7.    Filtermat Sample bag (PerkinElmer).   
   8.    Betaplate scintillation cocktail (PerkinElmer).   
   9.    Microbeta Trilux counter (PerkinElmer).   
   10.    Hanks balanced salt solution (HBSS; Life Technologies): 

HBSS medium is supplemented with 10 mM sodium phos-
phate (3.2 mM Na 2 HPO 4 , 7.2 mM NaH 2 PO 4 .2H 2 O), pH 

2.3  RNA Particle 
Preparation

2.4  Preparation 
of Immune Complexes

2.5  B-Cell 
Proliferation Assay
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7.2, and 5 % (v/v) fetal bovine serum. Filter-sterilize and keep 
at 4 °C.   

   11.    IMag buffer: PBS ( see  Subheading  2.1 ,  Item 4 ) is supple-
mented with 0.5 % (w/v) bovine serum albumin fraction V 
(Roche), and 2 mM EDTA. Store at 4 °C.   

   12.    Anti-Mouse CD45R/B220 magnetic particles, (BD 
Biosciences).   

   13.    IMagnet (BD Biosciences).   
   14.    RPMI medium ( see  Subheading  2.4 ,  Item 1 ).   
   15.    Mouse interferon alpha-A (PBL).   
   16.     3 H-thymidine medium: RPMI medium is supplemented with 

25 μCi/mL [methyl- 3 H] thymidine (Amersham). Store at 4 °C.      
  

     1.    96-Well fl at bottom plates (Thermofi sher Scientifi c).   
   2.    RPMI medium ( see  Subheading  2.4 ,  Item 1 ).   
   3.    0.9 % NaCl (w/v).   
   4.    10 mM Phosphate-Citrate buffers, pH 7.7 and pH 4, contain-

ing 150 mM NaCl and 4 mM KCl.   
   5.    Monensin (Sigma).   
   6.    Nigericin (Sigma).   
   7.    FACS Buffer: PBS containing 3 % bovine sera.      

  
     1.    12 mm round coverslips (#1.5; Warner Instruments).   
   2.    0.1 % Poly- l -Lysine (Sigma).   
   3.    2% Gelatin type B (Sigma).   
   4.    Blocking buffer: 5 % Goat sera, 0.2 % NaN 3  in PBS.   
   5.    Fixation buffer: 4 % Paraformaldehyde in PBS.   
   6.    Permeabilization buffer: blocking buffer with 0.2 % Saponin.   
   7.    Fluorophore conjugated 1D4B (anti-LAMP1; DSHB).      

  
     1.    Cell culture plasticware: 60 × 15 mm Petri Dishes, 20 mL 

syringes, 15 mL conical tubes, 70 μm cell strainer 
(ThermoFisher).   

   2.    25 Gauge needle (ThermoFisher).   
   3.    PBS ( see  Subheading  2.1 ,  Item 4 ).   
   4.    RBC lysis buffer (Sigma).   
   5.    RPMI 1640 (Invitrogen).   
   6.    RPMI medium ( see  Subheading  2.4 ,  Item 1 ).   
   7.    FL B16 cells: Fms-like tyrosine kinase ligand (Flt3L)-

transfected B16 melanoma cell line.   

2.6  pH Determination 
of Immune Complex 
Location

2.7  Confocal 
Microscopy 
Determination 
of Immune Complex 
Location

2.8  Dendritic Cell 
Cytokine Assay
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   8.    Flat Bottom MaxiSorp ELISA plates (ThermoFisher).   
   9.    Mouse interferon alpha A standard (PBL).   
   10.    Rat monoclonal antibody against mouse interferon alpha, 2 

mg/mL (PBL).   
   11.    ELISA wash buffer: 0.05 % (v/v) Tween-20 (Sigma) in PBS.   
   12.    ELISA blocking buffer: 1 % (w/v) bovine serum albumin frac-

tion V (Roche) in PBS.   
   13.    Rabbit polyclonal antibody against mouse interferon alpha, 

0.94 mg/mL (PBL).   
   14.    F(ab′) 2  donkey anti-rabbit IgG (H+L)-horseradish peroxidase, 

0.8 mg/mL (Jackson Immunoresearch).   
   15.    3,3′,5,5′ Tetramethyl benzidine (TMB) Liquid Substrate 

(Sigma).   
   16.    ELISA stop solution: 1 M H 3 PO 4 .   
   17.    Spectrophotometer.       

3    Methods 
  

 AM14 RF B cells bind to IgG2a a/j , therefore IgG2a a/j  antibodies of 
the correct specifi city can be used to deliver ligands to TLR9 and 
TLR7. By an analogous mechanism DCs can take up antibodies 
through Fcγ receptors and deliver ligands to TLR9 and TLR7. 
Monoclonal antibodies of interest are obtained from hybridomas 
[ 9 ,  11 ,  12 ] and the antibody is purifi ed from culture supernatants 
using protein G Sepharose.
    1.    Grow hybridoma of interest to high density in appropriate 

IgG depleted medium and harvest 500 mL of supernatant.   
   2.    Prepare protein G column by pipetting enough of the Protein 

G slurry into the column for about 1 mL of packed Sepharose. 
Rinse column with 20 mL of PBS ( see   Note 3 ).   

   3.    Apply hybridoma supernatant to column and save fl ow-
through fraction.   

   4.    Wash column with 30 mL of PBS. Read A 280  of wash on spec-
trophotometer and continue rinsing with PBS until reading is 
below 0.01 absorbance units.   

   5.    Elute column with 10 mL of elution buffer. Collect 900 μL 
fractions (approximately 10), into 100 μL of neutralization 
buffer ( see   Note 4 ).   

   6.    Read A 280  of fractions and pool the most concentrated 3–4 
fractions. Apply antibody to Centricon and exchange against 
PBS with at least 3 changes of PBS according to the manufac-
turers instructions.   

3.1  Antibody 
Preparation
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   7.    Read A 280  of the antibody to determine concentration (A 280  of a 
1 mg/mL solution of IgG is approximately 1.5 absorbance 
units). Antibody should also be tested for endotoxin contamina-
tion ( see   Note 5 ). Aliquots of antibody are stored at −80 °C. Use 
a fresh aliquot for each assay, and avoid freeze-thawing.   

   8.    Rinse column with PBS and check that the column has 
returned to pH 7.6 using pH paper. Store column in storage 
buffer with both ends capped.    

    
 AM14 RF B cells can be activated by ICs composed of anti- 
nucleosome or anti-DNA antibodies in association with cell debris 
present in the culture supernatant. This activation was found to be 
DNase-sensitive and TLR9-dependent, supporting a model in 
which the B-cell receptor binds to ICs containing chromatin/
DNA and delivers them to an intracellular compartment where 
they are able to engage TLR9 [ 9 ,  10 ]. DCs can also take up ICs 
through Fcγ receptors and deliver ligands to TLR9 [ 13 ,  14 ]. We 
have used the antibodies PL2-3 (anti-nucleosome) [ 20 ], and PA4 
(anti-DNA) [ 21 ] in order to assess the role of TLR9 in autoreac-
tive B-cell and DC activation. In addition, we have used the defi ned 
DNA fragments CGneg (629 bp, no CpG), C11 (570 bp, 42 
CpG) and CG50 (607 bp, 50 optimal CpG) [ 22 ,  23 ,  11 ] in order 
to assess the role of CpG motifs in the activation of TLR9. 

    
     1.    CGneg, C11, and CG50 are cloned into the EcoRI and 

BamHI restriction sites of pUC19, LITMUS 29, and LITMUS 
29, respectively.   

   2.    Plasmids are transformed into dam/dcm-defi cient  E. coli  ( see  
 Note 6 ) and streaked onto LB carbenicillin plates.   

   3.    Single colonies are used to inoculate a 3 mL starter culture of 
LB carbenicillin, and 50 μL of the starter culture is used to 
inoculate 100 mL of LB carbenicillin ( see   Note 7 ).   

   4.    Plasmid DNA is prepared using the using the EndoFree 
Plasmid Maxi Kit according to the manufacturer’s instructions 
and resuspended in 500 μL of TE buffer. DNA concentration 
is determined by running a 1 μL sample on a 1 % agarose gel 
and comparing to a known concentration of DNA ladder. 
Alternatively, DNA concentration can be determined by read-
ing A 260  (A 260  of a 50 μg/mL solution is 1 absorbance unit).   

   5.    DNA fragments are prepared by digesting plasmid DNA with 
EcoRI and BamHI to separate the CGneg and CG50 fragments 
from the plasmid backbone. Incubate for 16 h at 37 °C: 200 μg 
of plasmid DNA, 30 μL of EcoRI buffer, 30 μL BSA, 400 U 
EcoRI, 400 U BamHI, and dH 2 O to 300 μL ( see   Note 8 ).   

3.2  DNA Fragment 
Preparation

3.2.1  DNA Preparation 
from Plasmid
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   6.    Run a small 100 ng sample on a 1 % agarose gel to check for 
complete digestion, indicated by the presence of only 2 bands 
on the gel.   

   7.    Isolate the remainder of the CGneg and CG50 fragments by 
adding 60 μL loading dye to the restriction digest from  Step 
5  and mix.   

   8.    Pour a 1 % agarose gel with a comb large enough to hold 360 
μL ( see   Note 9 ).   

   9.    Load the DNA sample and run at 120 V until the two bands 
are separated by at least 3 cm ( see   Note 10 ) and excise the 
CGneg or CG50 band with a new razor blade, removing any 
excess agarose.   

   10.    Use Zymoclean Gel DNA Recovery Kit™ according to the 
manufacturer’s instructions to extract DNA from agarose ( see  
 Note 11 ). The maximum theoretical yield is 40 μg; actual 
yields are usually 70–80 % of this.      

      
     1.    DNA sequences of interest may also be prepared by PCR. As 

an example, to prepare CGneg by PCR, primers that incorpo-
rate EcoRI and BamHI restriction sites are used. Make PCR 
master mix by combining to a fi nal concentration: 1× GoTaq 
Flexi buffer, 1.5 mM MgCl 2 , 0.8 μM H931 and H1560 prim-
ers, 250 μM dNTP mix, 2.5 ng CGneg fragment, and 0.5 U 
Promega GoTaq to a total volume of 100 μL with 
dH 2 O. Amplify using cycling conditions: 94 °C for 5 min, 35 
cycles of 95 °C for 30 s, 65 °C for 40 s, and 72 °C for 45 s, 
followed by 72 °C for 5 min. Estimate DNA concentration by 
running a 5 μL sample on a 1 % agarose gel and comparing to 
a known concentration of DNA ladder.   

   2.    Run DNA through DNA Clean & Concentrator-25™ kit 
according to the manufacturer’s instructions and elute in TE 
buffer ( see   Note 12 ).   

   3.    Digest DNA with EcoRI and BamHI as in  Step 5 , Subheading 
 3.2.1 .      

  
     1.    In order to deliver DNA to TLR9, we have used ICs com-

posed of an anti-biotin antibody and biotinylated DNA frag-
ments. Biotinylated DNA is made by fi lling in 5′ overhangs 
left by digestion with EcoRI and BamHI, with biotin-
16-dUTP using the Klenow Fragment of DNA polymerase 
I. DNA is prepared and digested with EcoRI and BamHI ( see  
Subheading  3.2.1 ,  Step 5 ), and an agarose gel is run to con-
fi rm that digestion is complete.   

   2.    DNA is end-labeled by adding dATP, dCTP, dGTP, and 
biotin- 16- dUTP to the digestion reaction to a fi nal concentra-
tion of 25 μM each in the presence of 0.25 U/μg of Klenow 

3.2.2  DNA 
Preparation by PCR

3.2.3  End-Labeling 
with Biotin
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Fragment of DNA polymerase I (3′→5′ exo-), and incubating 
for 30 min at 37 °C ( see   Notes 13  and  14 ).   

   3.    DNA prepared from plasmid is then gel purifi ed, or DNA pre-
pared by PCR is run through DNA Clean & Concentrator-25™ 
kit ( see  Subheading  3.2.2 ,  Step 2 ).      

  
     1.    To permit the formation of brightly fl uorescent ICs, we have 

used ICs composed of an anti-streptavidin antibody, fl uores-
cent streptavidin, and DNA fragments biotinylated at both 
ends.   

   2.    To form DNA fragments biotinylated at both ends, biotinyl-
ated oligonucleotides are used for PCR. As an example, to 
prepare C11 biotinylated at both ends by PCR, make the PCR 
master mix by combining 1× GoTaq Flexi buffer, 1.5 mM 
MgCl 2 , 0.8 μM Bio-3558 and Bio-3559 primers, 250 μM 
dNTP mix, 2.5 ng C11 fragment, and 0.5 U Promega GoTaq 
to a total volume of 100 μL with dH 2 O. Amplify using cycling 
conditions: 94 °C for 2 min, 35 cycles of 95 °C for 30 s, 60 °C 
for 30 s, and 72 °C for 45 s, followed by 72 °C for 5 min. 
Determine DNA concentration by Nanodrop.   

   3.    Run DNA through DNA Clean & Concentrator-25™ kit 
according to the manufacturer’s instructions and elute in TE 
buffer ( see   Note 12 ).      

  
     1.    DNA can alternatively be labeled internally with biotin by 

PCR. CGneg PCR is performed as in Subheading  3.2.2 ,  Step 
1 , except that biotin-16-dUTP is substituted for a portion of 
the dTTP.   

   2.    dATP, dCTP, and dGTP are added to a fi nal concentration of 
62.5 μM each. To label 10 % of the dTTP residues, biotin- 16- 
dUTP is added to a fi nal concentration of 6.3 μM and dTTP 
is added to a fi nal concentration of 56.3 μM. PCR is per-
formed as in Subheading  3.2.2 ,  step 1 .   

   3.    Free biotin and primers are removed by running DNA through 
the DNA Clean & Concentrator-25™ kit.      

  
     1.    A DNA gel shift is used in order to confi rm that DNA is 

labeled with biotin. 50 ng of biotin-labeled DNA is combined 
with 2 μg of antibody 1D4 (anti-biotin) or irrelevant control 
antibody Hy1.2 (anti-TNP) [ 24 ] in 10 μL PBS. No incuba-
tion is necessary.   

   2.    Separate sample on an agarose gel. 2 μL of loading dye is 
added and samples are loaded on a 1 % agarose gel. Biotin 
labeling is confi rmed by complete shift of the free DNA band 
( see   Note 15 ). An example of the results is shown in Fig.  1 .

3.2.4  End 
Labeling by PCR

3.2.5  Internal Labeling 
with Biotin

3.2.6  Gel Shift Assay
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           AM14 RF B cells can be activated by ICs composed of anti-RNA 
antibodies in association with cell debris present in the culture 
supernatant. Additionally, AM14 B cells are activated by sn/RNP 
particles in complex with anti-Sm/RNP antibodies. This activation 
was found to be RNase-sensitive and TLR7-dependent, support-
ing a model in which the B-cell receptor binds to ICs containing 
RNA/RNPs and delivers them to an intracellular compartment 
where they are able to engage TLR7 [ 12 ]. DCs can also take up 
ICs through Fcγ receptors and deliver ligands to TLR7 [ 13 ,  14 ]. 
We have used the antibodies BWR4 (anti-RNA) [ 25 ], and Y2 
(anti-SmD) [ 26 ] in combination with snRNP particles in order to 
assess the role of TLR7 in autoreactive B-cell activation. AM14 
B-cell stimulation by BWR4 depends on interaction with RNA 
present in cell debris in the culture, and hence addition of BWR4 
alone induces activation. Conversely, sm/RNP particles are not 
present in high enough concentrations in cell debris in the culture, 
and hence addition of sm/RNP particles to Y2 is necessary in order 
to observe stimulation.

    1.    RNP/Sm particles are supplied in glycerol, which must be 
removed by fi ltration prior to use in tissue culture. Wash cen-
tricon 2× with 4 mL of RPMI 1640 by centrifuging 20 min at 
1455 ×  g  at 4 °C. Discard fl ow through.   

   2.    Combine 25 μg of RNP/Sm antigen with 4 mL RPMI 1640, 
add to centricon, and spin at 1455 ×  g  at 4 °C for 20 min. 
Discard fl ow through.   

   3.    Wash centricon 2× with 4 mL RPMI 1640.   

3.3  RNA Particle 
Preparation

  Fig. 1    Gel shift to confi rm biotin labeling of DNA. 50 ng of DNA was mixed with 2 μg of antibody and run on a 
1 % agarose gel.  Left 2 lanes  contain unmodifi ed DNA combined with irrelevant control anti-TNP antibody 
(Hy1.2) or anti-biotin antibody (1D4).  Right 2 lanes  contain biotin labeled DNA combined with irrelevant control 
anti-TNP antibody (Hy1.2) or anti-biotin antibody (1D4). Biotin labeling is indicated by depletion of free DNA 
and presence of shifted DNA       
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   4.    After the last centrifugation, use a Pipetman to measure the 
remaining volume of sm/RNP particles in the top of the 
centricon. Complete fi nal volume to 1.25 mL by adding 
RPMI 1640. This will yield a stock solution of 20 μg/
mL. Store in 100 μL aliquots at −80 °C for up to 1 month.    

           1.    DNA ICs are formed by combining DNA fragments gener-
ated in Subheading  3.2.2  antibody, and RPMI.   

   2.    Calculate volumes for preparation of 4× stocks of DNA and 
antibody in duplicates per stimulation condition ( see   Note 16 ).   

   3.    Mix antibody and DNA and incubate complexes for 1–2 h at 37 
°C. If using biotin-labeled DNA, no incubation is necessary.      

  
     1.    Calculate volumes for preparation of 4× stocks of DNA frag-

ment biotinylated at both ends, streptavidin and anti- 
streptavidin antibody in duplicates per stimulation condition   

   2.    Streptavidin DNA ICs are formed by fi rst combining strepta-
vidin and DNA fragment biotinylated at both ends in biotin 
free medium and incubating on ice for 10 min ( see   Note 17 ).   

   3.    Mix antibody with streptavidin-DNA complexes in RPMI 
( see   Note 18 ).      

  
     1.    RNA-containing ICs are formed by combining anti-RNA 

antibody BWR4 and RPMI.   
   2.    RNP/Sm IC are formed by combining RNP/Sm antigen and 

anti-SmD antibody Y2 in serum-free RPMI and incubating 
complexes for 1–2 h at 37 °C ( see   Note 19 ).       

  
 AM14 B-cell activation by ICs is measured by incorporation of 
 3 H-thymidine into DNA of dividing cells. B cells are hence stimu-
lated for 24 h after which they are pulsed with  3 H-thymidine, har-
vested, and incorporated radioactivity is measured in a scintillation 
counter. 

  

     1.    Pipette 10 mL HBSS into one 15-mL conical tube per spleen.   
   2.    Sacrifi ce mouse, harvest spleen using aseptic technique and 

transfer to tube containing HBSS.   
   3.    Inside the hood, pour contents of tube into a Petri dish. Trim 

any excess fat from the tissue and perfuse spleen with 5 mL of 
HBSS using a 5 mL syringe and a 25 gauge needle.   

   4.    Unwrap frosted slides and wet with HBSS from the cell sus-
pension. Crush spleen gently between the frosted side of the 
slides, making sure the spleen and the slides are wet with 
media, until only white matrix is left on the slide.   

3.4  Preparation 
of Immune Complexes

3.4.1  DNA Immune 
Complexes 
without Streptavidin

3.4.2  Streptavidin DNA 
Immune Complexes

3.4.3  RNA Immune 
Complexes

3.5  B-Cell 
Proliferation Assay

3.5.1  B-Cell Preparation
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   5.    Rinse the slides with 1–2 mL of cell suspension using a Pasteur 
pipette. Discard slides and matrix.   

   6.    Transfer the cell suspension to a new 15 mL conical tube using 
a Pasteur pipette.   

   7.    Rinse the Petri dish with 3 mL of fresh HBSS and add to cell 
suspension. Pipette up and down to break up cell clumps. 
Leave on ice for 5 min. Remove supernatant from cell suspen-
sion leaving debris at the bottom of the tube, and transfer to a 
new 15 mL conical tube.   

   8.    Centrifuge tubes at 300 ×  g  at 4 °C for 5 min.   
   9.    Aspirate supernatant using a Pasteur pipette attached to a vac-

uum fl ask.   
   10.    Flick the tube to resuspend the cells, add 10 mL of IMag buf-

fer and pipette up and down ( see   Note 20 ). Count cells.   
   11.    Centrifuge tubes at 300 ×  g  at 4 °C for 5 min.   
   12.    Aspirate supernatant using a Pasteur pipette attached to a vac-

uum fl ask. Flick to resuspend cells.   
   13.    Add anti-Mouse CD45R/B220 Magnetic Particles, and pro-

ceed to B-cell purifi cation following the manufacturer’s 
specifi cations.   

   14.    After the fi nal wash, resuspend cells in 3 mL RPMI and count.      
  

     1.    Plate 100 μL of purifi ed B cells at a density of 4 × 10 6  cells/mL 
in a fl at bottom, 96-well plate. Seed cells in duplicate per stim-
ulation condition ( see   Note 21 ).   

   2.    If testing the effect of inhibitors, pre-incubate cells with inhib-
itor for 1–2 h at 37 °C before addition of ICs. If testing RNA 
IC, pre-incubate cells with IFNα for 1–2 h at 37 °C before 
addition of ICs ( see   Note 22 ).   

   3.    Add ICs and controls for B-cell stimulation, complete volume 
to 200 μL with RPMI if necessary.   

   4.    Incubate plates for 24 h in 37 °C incubator, 5 % CO 2 .   
   5.    Pulse plates by adding 50 μL of  3 H-thymidine medium per 

well and incubating for 6 h in 37 °C incubator, 5 % CO 2 .   
   6.    Harvest cells using one fi ltermat per plate and rinsing 10× 

with water and once with methanol. Dry fi ltermat for at least 
2 h at RT ( see   Note 23 ).   

   7.    Insert fi ltermat into sample bag, add 4 mL of scintillation 
cocktail and completely wet fi ltermat. Remove excess scintilla-
tion cocktail and seal bag.   

   8.    Count fi ltermat in Microbeta Trilux counter. An example of 
the results is shown in Fig.  2 .

       9.    An example result of streptavidin DNA ICs in Fig.  3 .

3.5.2  B-Cell Stimulation
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  Fig. 2    AM14 B-cell proliferation to ICs containing anti-biotin antibody and biotin- 
labeled DNA. AM14 B cells were purifi ed with B220 magnetic beads and stimu-
lated with ICs composed of 5 μg/mL anti-biotin antibody (1D4) and 100 ng/mL 
biotin-labeled CGneg or CG50 fragments. Proliferation was measured by incor-
poration of  3 H-thymidine       

  Fig. 3    AM14 B-cell proliferation to ICs containing anti-streptavidin antibody, 
streptavidin and biotin labeled DNA. AM14 B cells were purifi ed with B220 mag-
netic beads and stimulated with a titration of an IC composed of 0.5 μg/mL anti- 
streptavidin, 0.05 μg/mL streptavidin AF647, 0.36 μg/mL streptavidin FITC and 
500 ng/mL C11 fragment biotin labeled at both ends for 24 h. Proliferation was 
measured by the incorporation of  3 H-thymidine       

           Following internalization, endocytosed cargo can have a variety of 
fates from degradation to recycling depending on the environment 
within the intracellular compartment. Very broadly, the functions 
of intracellular compartments and their receptors therein can be 
regulated by pH. This is especially the case for endosomal TLRs 
because their proteolytic activation requires an acidic milieu. The 
determination of pH by fl ow cytometry is performed by ratiomet-
ric measurement between two fl uorophores (1) a fl uorophore 
(e.g., FITC or Oregon Green 488) whose fl uorescence decreases 

3.6  pH Determination 
of Immune Complex 
Location
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with decreasing pH and (2) a fl uorophore (e.g., Alexa Fluor 647) 
whose fl uorescence is insensitive to pH changes [ 27 ]. The AF647 
serves an internal control for total IC while the fl uorescence of 
FITC is dependent on the pH of the compartment where the IC 
resides and serves as the sensor. Briefl y, a dual fl uorescent pH sens-
ing IC is formed by fi rst mixing streptavidin-FITC and streptavi-
din- AF647, then adding DNA fragments biotinylated at both ends 
and lastly an antibody specifi c for streptavidin. Using fl ow cytom-
etry, the ratio of the FITC/AF647 mean fl uorescence intensity 
(MFI) gives a relative indication of the pH where the IC resides 
within a stimulated cell. To assign a pH value to an unknown 
FITC/AF647 MFI, a standard curve is constructed by equilibrat-
ing the pH of the ICs within the cell to the extracellular environ-
ment of a known pH. This is accomplished by incubating IC 
treated cells in buffers between pH 8 and pH 4 containing iono-
phores. The pH buffers containing ionophore treated cells will 
have an FITC/AF647 MFI that corresponds to the pH of the buf-
fer. In short, as the pH decreases, the FITC/AF647 MFI will 
decrease because the FITC fl uorescence (numerator) is quenched 
while the AF647 fl uorescence (denominator) remains constant. 
A pH value can be assigned to experimental samples via a standard 
curve generated by graphing pH versus FITC/AF647 MFI. As 
AF647 is relatively brighter than FITC, it is necessary to use more 
FITC streptavidin than AF647 conjugated streptavidin to generate 
an effective curve.

    1.    Calculate volumes for preparation of 4× stocks of DNA frag-
ment biotinylated at both end streptavidin-FITC and strepta-
vidin- AF647 and antibody in duplicates per stimulation 
condition and standard curve ( see   Note 24 ).   

   2.    pH sensing streptavidin DNA ICs are formed by fi rst combin-
ing fl uorophore conjugated streptavidins and DNA fragment 
biotinylated at both ends in biotin free medium and incubat-
ing on ice for 10 min ( see   Note 25 ).   

   3.    Mix antibody with streptavidin-DNA complexes in RPMI.   
   4.    Incubate plates for 24 h in 37 °C incubator, 5 % CO 2    
   5.    To construct the pH curve, wash the cells 2× with physiologi-

cal saline and resuspend the experimental samples in FACS 
buffer.   

   6.    Next, resuspend the cells used to construct the standard curve 
in pH buffer solutions between pH 7.7 and pH 4 containing 
4 μM monensin and 20 μM nigericin and incubate at RT for 
5 min.   

   7.    Acquire the samples by fl ow cytometry in the pH buffers.   
   8.    A sample standard curve generated from B cells stimulated 

with the dual fl uorescent ICs between pH 7.7 and pH 4 is 
presented in Fig.  4 .
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 Although pH measurements offer a rapid and physiologically rel-
evant means to interrogate the intracellular traffi cking of ICs, con-
focal microscopy and immunofl uorescence allow for more precise 
information about colocalization between the IC and compart-
ment specifi c markers (e.g., LAMP-1) or relevant endosomal 
receptors (e.g., TLR9-gfp). Multi color fl uorescent microscopy 
experiments are often times constrained by a limited palette of 
detecting antibody conjugates and/or fl uorescent protein fusions 
to endosomal markers and endosomal receptors. Incorporation of 
fl uorescent streptavidin into the IC adds an element of fl exibility 
because streptavidin is commercially available conjugated to nearly 
any fl uorophore conjugate. 

  
     1.    Place coverslips in a 24 well tissue culture plate ( see   Note 26 ).   
   2.    Next, add 200 μL of 0.1 % poly- l  lysine to each cover slip and 

incubate at RT for 10 min.   
   3.    Aspirate the poly- l -lysine and add 200 μL of prewarmed 2 % 

type B gelatin solution and incubate at 37 °C for 10 min.   
   4.    Finally, aspirate the gelatin solution and dry the cover slips by 

removing the lid from the tissue culture plate and placing it at 
the back of the tissue culture hood overnight.      

3.7  Confocal 
Microscopy 
Determination 
of Immune Complex 
Location

3.7.1  Preparation 
of Cover Slips

  Fig. 4    pH curve generated from B cells stimulated with pH sensing ICs composed 
of anti-streptavidin antibody, streptavidin-FITC/AF647, and biotin-labeled 
DNA. AM14 B cells were purifi ed with B220 magnetic beads and stimulated with 
ICs composed of 0.5 μg/mL anti-streptavidin, 0.05 μg/mL streptavidin AF647, 
0.36 μg/mL streptavidin FITC, and 500 ng/mL of DNA fragments biotinylated at 
both ends for 24 h. The ratio of geometric mean fl uorescent intensity (Geo. MFI) 
of FITC to AF647 was plotted against pH to generate the standard curve       
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       1.    Plate the B cells at 4–8 × 10 5  cells per well and allow them to 
settle down onto the coverslips.   

   2.    Next, add the streptavidin-AF647 fl uorescent IC and incubate 
plate for 24 h in 37 °C incubator, 5 % CO 2.    

   3.    After 24 h, transfer the coverslips to a 24 well plate containing 
500 μL of fi xation buffer.   

   4.    Fix the cells for 10–15 min at RT and then gently add 250 μL 
of PBS containing 125 mM glycine to quench excess PFA.   

   5.    Aspirate the quenched PFA solution.   
   6.    Add blocking buffer and incubate the cells for 1 h to O/N at 

4 °C.   
   7.    Aspirate the blocking buffer and then gently add 250 μL of 

1D4B-Dy550 diluted 1:100 to 1:500 in permeabilization 
buffer.   

   8.    Incubate for 2 h at RT with gentle shaking or rocking in the 
dark.   

   9.    Aspirate the fl uid and then gently add 500 μL of permeabiliza-
tion buffer and then gently shake or rock the plate for 5 min 
at RT in the dark.   

   10.    Repeat  step 8  twice and then add 500 μL of PBS containing 
0.2 % sodium azide.   

   11.    To mount the coverslips, place 10–20 μL of ProLong Gold 
Antifade mounting medium on the center of a glass slide and 
place the coverslip on top of the mount cell side DOWN.   

   12.    Gently seat the coverslip on the slide by pressing down gently 
on the coverslips with the eraser side of a pencil or inverted 
P100 tip.   

   13.    Allow the mount to cure overnight and then seal the edges of 
the cover slips with CLEAR nail polish.   

   14.    The slides can be imaged by conventional epifl uorescence 
microscopy or confocal microscopy.   

   15.    A sample image generated using the protocol above is included 
in Fig.  5 .

          
 Activation of DCs by ICs is measured by cytokine production. 
Hematopoietic cells extracted from mouse bone marrow are stim-
ulated with Flt3L, which induces differentiation of stem cells into 
pDC and cDCs. The resulting population, designated “FLt3L- 
DCs”, consists of a mix of pDC and cDC. IFNα is secreted exclu-
sively by pDCs, and is used as indicator of pDC activation by ICs. 
IL-6 is secreted by both pDCs and cDC, but predominately by 
cDCs, and can be used as an indicator of cDC activation by ICs. 

3.7.2  Confocal 
Microscopy of Immune 
Complex Treated B Cells

3.8  Dendritic Cell 
Cytokine Assay
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     1.    Dissect femur and tibia and place in 10 mL of PBS in a 15 mL 
conical tube. Keep on ice.   

   2.    Transfer to Petri dish and trim off extra tissue.   
   3.    Flush out bone marrow cells inside a 50 mL conical tube by 

applying 20 mL of RPMI 1640 with a 20 mL syringe and a 25 
gauge needle.   

   4.    Spin cells 300 ×  g  for 5 min at 4 °C.   
   5.    Aspirate supernatant using a Pasteur pipette attached to a vac-

uum fl ask.   
   6.    Flick cells to resuspend, add 500 μL of RBC lysis buffer, and 

incubate 1 min at room temperature.   
   7.    Immediately add RPMI 1640 to bring to a total volume of 15 mL.   
   8.    Spin cells at 300 ×  g  for 5 min at 4 °C, aspirate supernatant 

using a Pasteur pipette attached to a vacuum fl ask, and fl ick 
cells to resuspend.   

   9.    Add 10 mL RPMI medium, run cells through a 70 μm cell 
strainer, and rinse strainer with 5 mL RPMI.   

   10.    Spin cells at 300 ×  g  for 5 min at 4 °C, aspirate supernatant 
using a Pasteur pipette attached to a vacuum fl ask, and fl ick 
cells to resuspend.   

3.8.1  DC Preparation

  Fig. 5    Immunofl uorescence of AM14 B cells stimulated with ICs composed of anti-streptavidin, streptavidin-
 AF488, and DNA fragments biotinylated at both ends. AM14 B cells were purifi ed with B220 beads and stimu-
lated with ICs composed of 0.5 μg/mL anti-streptavidin, 0.4 μg/mL streptavidin AF488 ( Green ) and 500 ng/mL 
of DNA fragments biotinylated at both ends for 24 h. The cells were fi xed, permeabilized, stained with Dy550- 
1D4B ( Red ) and DAPI ( Blue ). Images were acquired on a Leica SP8 spectral confocal microscope       
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   11.    Add 5 mL RPMI medium and count.   
   12.    Seed cells at a 1.5 × 10 6  cells/mL in RPMI, and add superna-

tant from FL-B16 cells at a fi nal concentration of 7.5 % (v/v) 
( see   Notes 26 and 27 ).   

   13.    Incubate plates for 8 days in 37 °C incubator, 5 % CO 2 .      
  

     1.    Count cells and seed at a density of 3 × 10 6  cells/mL in 100 μL 
RPMI medium in a fl at-bottom, 96-well plate ( see   Note 28 ).   

   2.    Stimulate Flt3L-DC by addition of ICs (2× in 100 μL or 4× in 
50 μL, complete to fi nal volume of 200 μL).   

   3.    Incubate plates for 24 h in 37 °C incubator, 5 % CO 2 .   
   4.    Harvest supernatants for measurement of cytokines.      

  
     1.    Coat ELISA plates with 50 μL/well of rat monoclonal anti- 

mouse IFN-α at 2 μg/mL in PBS. Incubate O/N at 4 °C.   
   2.    Wash 3× with ELISA wash buffer.   
   3.    Add 100 μL of ELISA blocking buffer and incubate for 2 h at 

room temperature.   
   4.    Wash 3× with ELISA wash buffer.   
   5.    Add 50 μL of supernatant, or mouse alpha-interferon stan-

dard, at a range of 5000 pg/mL to 78 pg/mL in ELISA 
blocking buffer. Incubate O/N at 4 °C.   

   6.    Dilute rabbit polyclonal anti-mouse IFN-α to a fi nal concen-
tration of 0.2 μg/mL in ELISA blocking buffer, add 50 μL/
well, and incubate 4 h at room temperature.   

   7.    Wash 3× with ELISA Wash buffer.   
   8.    Dilute peroxidase-conjugated donkey anti-rabbit IgG F(ab′) 2  

fragment, to a fi nal concentration of 80 ng/mL in ELISA 
blocking buffer, and add 50 μL per well. Incubate 1.5 h at 
room temperature.   

   9.    Wash 5× with ELISA wash buffer.   
   10.    Develop using 50 μL of TMB detection substrate. Stop reac-

tion by adding 50 μL ELISA stop solution and measure absor-
bance at 450 nm.        

4    Notes 

     1.    Growth medium will vary depending on the hybridoma to be 
grown. Fetal calf serum contains IgG that is capable of bind-
ing to protein G during antibody purifi cation, therefore 
medium must be depleted of IgG prior to use for growing 
hybridomas. IgG is removed by running medium over a pro-
tein G column as described for antibody purifi cation, except 

3.8.2  DC Stimulation

3.8.3  Measurement 
of DC Cytokines by ELISA
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that IgG is discarded. Alternatively, serum free medium for 
hybridoma culture is available commercially.   

   2.    All reagents, glassware, and plasticware used for cell culture 
should be sterile and endotoxin-free.   

   3.    It is important to never let the protein G Sepharose dry out. 
Column should be capped at both ends with liquid remaining 
above the Sepharose whenever the column is not in use.   

   4.    Before eluting, check that pH of elution buffer and neutraliza-
tion buffer mix is around 7.6 using pH paper. The time that 
the antibody is in elution buffer should be minimized to pre-
vent denaturing of antibody at low pH. If antibody is dena-
tured using this method of elution, alternative elutions at 
higher pH can be used. See the manufacturer’s information 
regarding alternative elution methods.   

   5.    Antibodies should be tested for endotoxin contamination at 
3× the concentration used in cell culture using the Limulus 
Amoebocyte Lysate Assay (Cambrex) according to the manu-
facturer’s instructions. Endotoxin levels used in assay are 
below 0.03 EU/mL. Endotoxin can be removed from sam-
ples testing positive using a Triton ®  X-114 extraction [ 28 ].   

   6.    Dam/dcm-defi cient  E. coli  are used to prevent methylation at 
adenosine and cytosine residues.   

   7.    LITMUS29 and pUC19 are high-copy plasmids, so do not 
exceed 100 mL of culture or grow for more than 16 h at 37 
°C at 250 rpm in a rotary shaker. Poor lysis and low DNA yield 
result from using too much bacteria, so we recommend weigh-
ing the bacterial pellet and using no more than 300 mg/maxi-
prep column. Including the LyseBlue reagent provided with 
the kit helps to monitor complete lysis.   

   8.    This reaction can be scaled up, 2–4 U of each restriction 
enzyme/μg of DNA should be used, and enzyme should 
remain less than 10 % of the total reaction volume. DNAse/
RNAse free water should be used for all steps of DNA 
preparation.   

   9.    If you do not have a comb this large, wells can be taped 
together using thick packing tape, or DNA can be loaded into 
multiple wells.   

   10.    Running the gel this long is necessary to ensure complete sep-
aration of the plasmid backbone from the DNA fragment 
insert. We have also found that using high quality agarose such 
as SeaKem ®  GTG ®  agarose is critical for high fragment yields.   

   11.    The CGneg and CG50 fragments make up approximately 20 
% of the plasmid, so 40 μg of fragment is expected from digest-
ing 200 μg of plasmid. Each column binds a maximum of 25 
μg of DNA, so 2 columns should be used. We have also used 
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Qiagen’s Gel Extraction kits and have found that yields are 
much better with the Zymoclean Gel DNA Recovery Kit™. 
DNAs are stored at 100–200 ng/μL in TE buffer. EDTA in 
TE buffer inhibits DNAses, but EDTA can be toxic to cells, so 
storing DNA at this concentration allows for dilution of the 
EDTA when adding to cell culture. All DNA preparations are 
tested for endotoxin using the Limulus Amoebocyte Lysate 
Assay (Cambrex) according to the manufacturer’s instruc-
tions, at 3× the concentration to be used in cell culture assays. 
Endotoxin levels used in assay are below 0.03 EU/mL. Most 
DNA made by these methods is endotoxin-free, but if DNA is 
contaminated, running DNA through an additional DNA 
Clean & Concentrator-25™ kit and/or extracting with Triton- 
X- 114 [ 28 ] usually removes endotoxin.   

   12.    Yields are usually about 5 μg/100 μL of PCR reaction, so 4–5 
PCR reactions can be sequentially loaded onto 1 column.   

   13.    The Klenow enzyme works most effi ciently in the presence of 
all four dNTPs. Single ends may be labeled by leaving out 
selected dNTPs. Klenow Fragment has 3′→5′ exonuclease 
activity in the absence of dNTPs, so (3′→5′ exo-) Klenow 
Fragment must be used if dNTPs are left out. As with restric-
tion digests, enzyme should remain less than 10 % of the total 
reaction volume.   

   14.    Alternatively IC composed of antibody Hy1.2 (anti-TNP) and 
TNP-labeled DNA may be used. TNP-labeled DNA is made 
by substituting aminoallyl-dUTP for biotin-16-dUTP in the 
labeling reaction. DNA prepared from plasmid is then gel 
purifi ed, or DNA prepared by PCR is run through DNA Clean 
& Concentrator-25™ kit. DNA is eluted in dH 2 O (do not use 
TE buffer, as Tris base contains amines that interfere with 
labeling). TNP label is added by combining up to 10 μg of 
DNA in 50 μL of dH 2 O, 30 μL of sodium bicarbonate buffer, 
and 20 μL of reactive TNP, vortexing, and incubating 60 min. 
at room temperature in the dark. DNA is then run through a 
DNA Clean & Concentrator-25™ kit to remove excess 
TNP. Whenever possible we use biotin-labeling, as the DNA 
preparation involves fewer steps, yields are better, and measur-
ing the extent of labeling is easier.   

   15.    Alternatively, a gel shift can be used to confi rm that DNA was 
labeled with TNP. The affi nity of the anti-TNP antibody is 
lower than the anti-biotin antibody, making TNP-labeling 
more diffi cult to measure. Because of this, it is critical that all 
steps are performed at 4 °C. 100 ng of TNP-labeled DNA is 
combined with 2 μg of Hy1.2 (anti-TNP) or irrelevant control 
antibody 1D4 (anti-biotin) in 40 μL of PBS. 8 μL of loading 
dye is added and samples are incubated O/N at 4 °C. A 2.5 % 
agarose gel is run at 4 °C with prechilled running buffer until 
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the dye is about 0.5 in. below the wells (running further will 
dissociate complex).   

   16.    We have routinely used antibodies at a fi nal concentration of 
0.1–1 μg/mL, DNA fragment at 50 –500 ng/mL, and strep-
tavidin at 0.1–0.5 μg/mL.   

   17.    We have routinely used anti-streptavidin at a fi nal concentra-
tion of 0.1–10 μg/mL, and DNA fragments at a fi nal concen-
tration of 10 ng/mL–1 μg/mL. Antibodies and DNA 
fragments should be titrated to determine optimal 
concentrations.   

   18.    Complex formation between streptavidin and biotinylated 
DNA should be performed in a small volume of biotin-free 
solution such as DMEM or PBS.   

   19.    We have used BWR4 at a range of 0.5–10 μg/mL, and Y2 at 
1–20 μg/mL. RNP/Sm particles are added at a fi nal concen-
tration of 1–2 μg/mL.   

   20.    When working with primary B-cell suspensions, avoid any 
bubbles and pipette up and down gently.   

   21.    Have all the reagents ready for B-cell stimulation after B-cell 
preparation and seed cells as soon as possible. B cells die 
quickly and leaving them on ice while preparing other reagents 
will decrease your fi nal yield.   

   22.    AM14 B cells stimulated by RNA IC or snRNP IC need to be 
primed for 1–2 h with 1000 U/mL of IFN-α. Prepare 4× 
stock solution of IFN-α and add 50 μL per well.   

   23.    It is important to completely dry the fi ltermats, as remaining 
water in the fi lter may quench scintillation fl uid with signifi -
cant reduction of cpms. Drying for at least 2 h or O/N is 
recommended.   

   24.    For acidic compartment below pH 5, Oregon Green 488 is 
more sensitive than FITC because it has a lower pKa.   

   25.    We have routinely used anti-streptavidin at a fi nal concentra-
tion of 0.1–1 μg/mL, DNA fragment at 50–500 ng/mL and 
streptavidin-FITC at 0.35 μg/mL and streptavidin-AF647 at 
0.05 μg/mL.   

   26.    For live cell imaging, glass bottom dishes can be coated using 
the same methodology.   

   27.    We have used conditioned medium from FL B16 cells as a 
source of Flt3L. Alternatively, Flt3L is commercially available 
through R&D Systems, Minneapolis, MN).   

   28.    Profi ling of Flt3L-DCs by fl ow cytometry is recommended to 
determine the relative percentage of pDCs (CD11b - B220 + ) 
and cDCs (CD11b + B220 - ) after culture.         
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    Chapter 17   

 Analysis of TLR-Induced Metabolic Changes in Dendritic 
Cells Using the Seahorse XF e 96 Extracellular Flux Analyzer                     

     Leonard     R.     Pelgrom    ,     Alwin     J.     van der     Ham    , and     Bart     Everts      

  Abstract 

   Engagement of Toll-like receptors (TLRs) on dendritic cells (DCs) triggers the expression of a large set of 
genes involved in DC activation and maturation, which allow them to act effi ciently as antigen-presenting 
cells. Recently, it has become clear that TLR signalling in DCs also results in dramatic metabolic changes 
that are integral to their changed biology. Here, we describe a detailed protocol on how DC metabolism 
can be studied after TLR stimulation using the 96-well format Extracellular Flux (XF e 96) Analyzer from 
Seahorse Bioscience, a machine that allows one to simultaneously assess rates of oxidative phosphorylation 
and glycolysis in real-time, in live cells and in a high-throughput manner.  

  Key words     Toll-like receptors  ,   Dendritic cells  ,   Glycolysis  ,   Oxidative phosphorylation  ,   Respiration  , 
  Metabolism  ,   Cellular bioenergetics  ,   Extracellular acidifi cation  ,   Oxygen consumption  ,   Seahorse 
Bioscience  ,   Extracellular Flux Analyzer  

1      Introduction 

 Signalling via Toll-like receptors (TLRs) on dendritic cells (DCs) 
drives a program of activation that includes the enhanced capturing 
and processing of antigens for loading and presentation on major 
histocompatibility complex (MHC) class I and II, and the increased 
expression of chemokine receptors, cytokines and co- stimulatory 
molecules. It is not surprising that this dramatic change in the biol-
ogy of DCs requires a metabolic adaptation to meet the bioener-
getic and anabolic demands of this activation process. We and others 
have recently found that in murine DCs, triggering of TLRs is 
accompanied by a metabolic switch characterized by an increase in 
glycolysis and a complementary decrease in oxidative phosphoryla-
tion [ 1 – 5 ]. Specifi cally, loss of mitochondrial oxidative function was 
found to be a direct consequence of TLR-induced production of 
nitric oxide (NO) by inducible nitric oxide synthase (iNOS) that 
poisons the mitochondrial respiratory chain in an autocrine fashion. 
This forces the cells to increase glycolytic fl ux to maintain suffi cient 
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ATP levels [ 2 ,  6 ]. In addition to this bioenergetic adaption, we have 
recently observed that TLR engagement also triggers a rapid 
increase in glycolysis, preceding iNOS expression, that primarily 
appears to serve an anabolic role allowing DCs to express activation 
markers and cytokines and therefore, to acquire their full T-cell-
priming potential [ 1 ]. 

 Some of these observations regarding TLR-driven metabolic 
changes in DCs have been performed using traditional cellular 
metabolic assays that typically involve radioactivity, cell destruction 
and large numbers of cells [ 7 ]. Recently, Extracellular Flux (XF) 
Analyzers from Seahorse Bioscience have been developed that per-
form highly accurate real-time measurements of cellular metabo-
lism of living cells and tissues by simultaneously quantifying rates 
of extracellular acidifi cation (ECAR) and oxygen consumption 
(OCR) as measures of glycolysis and mitochondrial respiration, 
respectively. This apparatus has allowed us to gain exciting new 
insights in immune cell metabolism and has been shown to be 
instrumental in moving the fi eld of DC metabolism forward [ 8 ]. 
This state-of-the-art technology offers a robust and simple high- 
throughput method for studying substrate utilization, mitochon-
drial function, and energy expenditure in a 24- or 96-well plate 
format, without the use of large number of cells, electrodes, dyes, 
radioactive materials or lysis of cells that is typical of other more 
laborious metabolic assays. During measurements, the XF assay 
cartridge is lowered, creating a temporary 7 μL microchamber 
with limited diffusion. In this small volume of medium, oxygen 
consumption and lactic acid excretion by the cells will rapidly result 
in signifi cant changes in oxygen and proton concentration, which 
is registered by proton and oxygen-quenchable fl uorophores that 
are embedded in the sensor ( see  Fig.  1 ).

   In addition, as the assay is running, compounds can be injected 
through the four injection ports surrounding the sensor. This 
allows evaluation of the acute effects that compounds such as TLR 
ligands, metabolic substrates, activators/inhibitors of signalling 
pathways and other compounds of interest have on cellular metab-
olism and energetics. In conclusion, XF Analyzers from Seahorse 
Bioscience are easy to use and allow for the measurement and 
manipulation of metabolic pathways in real-time, helping the 
researcher to elucidate the involvement of metabolic processes in 
TLR-driven changes in DC biology. We here describe a detailed 
protocol of how cellular metabolism of DCs can be studied follow-
ing TLR stimulation, using the 96-well format Extracellular Flux 
(XF e 96) Analyzer ( see   Note 1 ). We will provide one example of 
how changes in metabolism can be followed in real-time in response 
to acute TLR stimulation and one example of how mitochondrial 
function can be assessed in TLR-activated DCs.  
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2       Materials 

     1.    Poly- D -lysine hydrobromide (PDL; Sigma).   
   2.    RPMI-1640 medium powder with  L -glutamine, without glu-

cose and sodium bicarbonate (Sigma) ( see   Note 2 ).   
   3.    37 % HCl solution.   
   4.    500 mL vacuum fi lter/storage bottle system, 0.22 μM pore 

40 cm 2  PES membrane (Corning).   
   5.    Oligomycin (Cayman Chemical).   
   6.    Carbonyl cyanide 4-(trifl uoromethoxy)phenylhydrazone 

(FCCP; Sigma).   
   7.    Rotenone (Sigma).   
   8.    Antimycin A (Sigma).   
   9.    DMSO.   
   10.    XF e 96 FluxPak (Seahorse Bioscience) ( see   Note 3 ).   
   11.    XF Calibrant (Seahorse Bioscience).   
   12.    10 %  D -glucose (Sigma).   
   13.    Fetal calf serum, heat-inactivated at 56 °C for 30 min (HI- FCS; 

Bodinco).   
   14.    200 μL Flextop ultra-fi ne point tips (VWR).   
   15.    XF e 96 Extracellular Flux Analyzer (Seahorse Bioscience).      

Waiting Measuring

7 µL microchamber

O2-sensitive fluorophore

O2 molecule

Proton-sensitive fluorophore 

Protons

Excitation signal

Emission signal

Dendritic cells

  Fig. 1    Schematic representation of the XF Analyzers from Seahorse Bioscience       
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3    Methods 

         1.    Dissolve 5 mg poly- D -lysine hydrobromide (PDL) in 100 mL 
MilliQ H 2 O to reach a concentration of 50 μg/mL.   

   2.    Sterilize by fi ltration (0.2 μM) and store at 20 °C. Thawed 
aliquots can be stored at 4 °C.      

       1.    Dissolve 8.4 mg RPMI-1640 medium powder with  L -gluta-
mine in 500 mL MilliQ H 2 O by gentle swirling.   

   2.    Once the powder is dissolved, add MilliQ H 2 O to a total of 
~1000 mL.   

   3.    Adjust the pH with 37 % HCl solution to pH 7.4.   
   4.    Sterilize the medium using a fi lter system.   
   5.    To prepare 0 % FCS/XF media containing 10 mM  D -glucose 

for use in the injection ports ( see   Note 4 ), add 0.91 mL of 10 
%  D -glucose to 49.09 mL of RPMI-1640 medium with 
 L-  glutamine. To prepare 5 % FCS/XF media containing 10 
mM  D -glucose for the cells ( see   Notes 5  and  6 ), add 0.91 mL 
of 10 %  D -glucose and 2.5 mL of HI-FCS to 46.59 mL of 
RPMI- 1640 medium with  L -glutamine.      

       1.    To prepare a 1 mM stock solution, dissolve 1 mg of oligomy-
cin in 1.26 mL DMSO. This stock needs to be diluted to 1 μM 
(1000×) for use in an XF assay run ( see  Table  2 ).   

   2.    Prepare aliquots of 27 μL/vial and store at −20 °C.      

       1.    To prepare a 30 mM superstock, dissolve 10 mg of FCCP in 
1.3 mL DMSO.   

   2.    Subsequently, dilute 30 mM FCCP 1:10 with DMSO to gen-
erate a 3 mM stock solution. This stock needs to be diluted to 
3 μM (1000×) for use in an XF assay run ( see  Table  2 ).   

   3.    Prepare aliquots of 29 μL/vial and store at −20 °C.      

       1.    To prepare a 10 mM superstock, dissolve 10 mg of rotenone in 
2.5 mL DMSO.   

   2.    Subsequently, dilute 10 mM rotenone 1:10 with DMSO to 
generate a 1 mM stock solution. This stock needs to be diluted 
to 1 μM (1000×) for use in an XF assay run ( see  Table  2 ).   

   3.    Prepare aliquots of 35 μL/vial and store at −20 °C.      

       1.    To prepare a 10 mM superstock, dissolve 25 mg of antimycin 
A in 4.5 mL DMSO.   

   2.    Subsequently, dilute 10 mM antimycin A 1:10 with DMSO to 
generate a 1 mM stock solution. This stock needs to be diluted 
to 1 μM 1000× for use in an XF assay run ( see  Table  2 ).   

   3.    Prepare aliquots of 35 μL/vial and store at −20 °C.       

3.1  Preparation 
of the Reagents

3.1.1  Poly- D -Lysine 
Hydrobromide

3.1.2  Assay Media

3.1.3  Oligomycin

3.1.4  FCCP

3.1.5  Rotenone

3.1.6  Antimycin A
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   In brief, the general procedure for an XF assay run consists of the 
following steps:

    1.    Hydrate the XF assay cartridge.   
   2.    Seed the cells in the cell culture plate.   
   3.    Replace the culture medium with the assay medium.   
   4.    Load the injection ports of the assay cartridge with the drugs/

stimuli of interest.   
   5.    Create an assay template using XF Wave.   
   6.    Start the calibration of the sensors in the cartridge.   
   7.    Load the cell culture plate that contains the cells.   
   8.    Optional: recover the cells for future cell count normalization 

( see   Note 7 ).     

        1.    Place the assay cartridge upside down next to the utility plate.   
   2.    Fill each well of the utility plate with 200 μL of calibration 

solution and put the cartridge back onto the utility plate, sub-
merging the sensors in the solution.   

   3.    Incubate for 4–24 h at 37 °C in a dry incubator without CO 2 .      

       1.    If using murine bone marrow-derived dendritic cells (BMDCs) 
that are cultured with GM-CSF, proceed to  Step 5 . If using 
any other type of DCs, coat the wells of the XF cell culture 
96-well microplate with 25 μL 50 μg/mL PDL ( see   Note 8 ). 
Gently tap the plate to make sure that the liquid completely 
covers the bottom of the well.   

   2.    Incubate with PDL for at least 1 h at 37 °C. The type of incu-
bator does not matter at this specifi c step.   

   3.    Add 175 μL sterile MilliQ H 2 O to the wells, resuspend and 
pipet off as much liquid as possible ( see   Note 9 ).   

   4.    Let the cell culture plate dry in a sterile fl ow hood for 
30–60 min.   

   5.    Culture or isolate your preferred type of DC for use in the XF 
assay run according to protocols described elsewhere for 
human monocyte-derived DCs (moDCs) [ 9 ], murine BMDCs 
[ 10 ] or DCs isolated from human or murine tissues [ 1 ,  11 ].   

   6.    Seed the number of DCs needed to obtain a confl uent mono-
layer in 50 μL of the same type of culture medium in which the 
DCs were grown. Different DC types have different sizes and 
therefore, their seeding density differ ( see  Table  1 ).

       7.    Quick-spin the plate to bring all DCs to the bottom of 
the well.   

   8.    Check under the microscope for a confl uent monolayer.   
   9.    Incubate the cells for 1 h at 37 °C, 5 % CO 2 , 95 % humidity to 

allow the cells to adhere.   

3.2  Preparation 
of the XF  e 96 Assay 
Run

3.2.1  Hydration of the XF 
Assay Cartridge

3.2.2  Seeding 
and Adherence of DCs

Extracellular Metabolic Flux Analysis in TLR-Activated DCs
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   10.    Check under the microscope for adherence.   
   11.    Proceed to Subheading  3.2.3  to perform a mitochondrial stress 

test or Subheading  3.2.4  to assess in real-time metabolic changes 
in response to acute TLR stimulation. Of note, the assays 
described here are only examples of assays that can be performed 
using XF Analyzers ( see   Note 10 ).      

      The mitochondrial stress test allows one to interrogate the func-
tional properties of the electric transport chain. It consists of the 
sequential injection of oligomycin (inhibitor of mitochondrial ATP 
synthase), FCCP (ionophore) and rotenone + antimycin A (inhibi-
tors of complex one and three of the respiratory chain respectively). 
This allows one to assess baseline respiration (BR), oxygen con-
sumption used for ATP production (ATP) following oligomycin 
injection, the maximum rate of mitochondrial respiration (MR) 
following FCCP injection, and non-mitochondrial respiration 
(NMR) following rotenone/antimycin A injection. The difference 
in Oxygen Consumption Rate (OCR) between BR and MR is 
known as the spare respiratory capacity (SRC) and the difference in 
OCR after oligomycin treatment versus rotenone/antimycin A is 
the amount of respiration used to compensate for proton leak (PL), 
which is also known as uncoupling. An example of a mitochondrial 
stress test performed on LPS-stimulated murine BMDCs is shown 
in Fig.  2 . The concentrations of oligomycin, FCCP and rotenone + 
antimycin A used in this assay can be found in Table  2 .

      1.    Slowly add 150 μL more culture medium with or without your 
Toll-like receptor (TLR) ligand(s) of interest.   

   2.    Incubate the TLR-stimulated DCs for 2 up to 48 h at 37 °C, 
5 % CO 2  and 95 % humidity.   

   3.    An hour before the XF assay run, prepare 10× working con-
centrations of oligomycin, FCCP and rotenone + antimycin A 

3.2.3  Mitochondrial 
Stress Test

    Table 1  
  Proposed seeding densities for different DC types to reach a confl uent 
monolayer in a XF cell culture 96-well microplate   

 Source  Cells/well 

 Mouse bone marrow-derived, cultured with GM-CSF  70,000 

 Mouse bone marrow-derived, cultured with Flt3L  150,000 

 Mouse spleen  150,000 

 Human skin  200,000 

 Human blood  200,000 

 Human monocyte-derived  50,000 

Leonard R. Pelgrom et al.



279

by diluting the drugs 1:100 in 0 % FCS/XF assay medium. For 
example, dilute 25 μL oligomycin in 2475 μL 0 % FCS/XF 
assay medium. Do not use 5 % FCS/XF assay medium for 
injection of compounds ( see   Note 4 ) and dilute rotenone and 
antimycin A together.   

   4.    Carefully pipette off all the culture medium ( see   Note 8 ).   
   5.    Slowly add 180 μL 5 % FCS/XF assay medium to the cells. 

Be especially careful with the fi rst 50 μL ( see   Note 8 ). If the 
cells detach, spin-down the plate again.   

   6.    Incubate the cells for 1 h at 37 °C in a dry incubator without 
CO 2  in order to remove any CO 2  dissolved in the assay medium 
( see   Note 11 ).   

   7.    Add 20 μL oligomycin to port A, 22 μL of FCCP to port B and 
25 μL of rotenone + antimycin A to port C ( see  Fig.  3 ). Use a 
multichannel, special narrow tips ( see   Item 14 , Subheading  2 ) 
and the provided loading guides to pipet the compounds of 
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  Fig. 2    Murine BMDCs are stimulated with medium or LPS for 2 h and then subjected 
to the mitochondrial stress test. This graph suggests that short-term LPS stimulation 
promotes maximal respiration and spare respiratory capacity in these DCs [ 1 ]       

        Table 2  
  Proposed fi nal concentrations of the mitochondrial stress test compounds   

 Oligomycin  1 μM 

 FCCP  3 μM 

 Rotenone  1 μM 

 Antimycin A  1 μM 
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interest into the injection ports of the XF assay cartridge via a 
single stream ( see   Note 12 ).

       8.    Fill any empty injection ports of series A, B and C with 20, 22 and 
25 μL of 0 % FCS/XF assay medium respectively ( see   Note 12 ).   

   9.    Put the assay cartridge back into a 37 °C incubator without 
CO 2  until the start of the run ( see  Subheading  3.3 ).    

       DCs can also be stimulated with TLR ligands during a run in the 
XF analyzer. This enables one to follow in real-time the immediate 
metabolic changes that are induced by TLR engagement. This can 
easily be combined with pre-incubations of stimulatory/inhibitory 
compounds to interrogate the involvement of specifi c signalling 
pathways in TLR-induced metabolic changes. An example is given 
in Fig.  4 .

3.2.4  Tracking Real-Time 
Metabolic Changes

A

C

B

D

  Fig. 3    Schematic drawing of the four injection ports per well       
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  Fig. 4    Murine BMDCs are stimulated with medium or LPS during a XF Assay 
run and the effects on extracellular acidifi cation rate (ECAR) are assessed in 
real- time. Moreover, in one condition, an inhibitor of PI3K signalling (LY204002) 
is injected into the wells prior to LPS stimulation. This suggests that baseline 
glycolysis rates are partially dependent on PI3K signalling, whereas LPS-
induced glycolysis is not [ 1 ]       
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     1.    Slowly add an additional 150 μL culture medium.   
   2.    Allow the cells to fully adhere and rest overnight at 37 °C, 5 % 

CO 2  and 95 %.   
   3.    The next day, prepare 10× working concentrations of your 

TLR ligand(s) and stimulatory/inhibitory compound(s) of 
interest in 0 % FCS/XF assay medium. Do not use 5 % FCS/
XF assay medium for injection ( see   Note 3 ).   

   4.    Carefully pipette off all the culture medium ( see   Note 7 ).   
   5.    Slowly add 180 μL 5 % FCS/XF assay medium to the cells. Be 

especially careful with the fi rst 50 μL ( see   Note 7 ).   
   6.    Incubate the cells for 1 h at 37 °C in a dry incubator without 

CO 2  in order to remove the CO 2 , which was dissolved in the 
culture medium ( see   Note 11 ).   

   7.    Add 20 μL of your stimulatory/inhibitory compound(s) of 
interest to port A and 22 μL of your TLR ligand(s) to port B 
( see  Fig.  3 ). Use a multichannel, special narrow tips ( see   Item 
14 , Subheading  2 ) and the provided loading guides to pipet 
the compounds of interest into the injection ports via a single 
stream ( see   Note 12 ).   

   8.    Fill any empty injection ports of series A and B with 20 and 22 
μL of 0 % FCS/XF assay medium respectively ( see   Note 12 ).   

   9.    Put the assay cartridge back at 37 °C in a dry incubator with-
out CO 2  until the start of the run ( see  Subheading  3.3 ).    

        A Seahorse XF Analyzer comes with a desktop computer and soft-
ware (XF Wave) that is used to set up the assay template (i.e. plate 
layout, number and timing of injection(s), and measurement fre-
quency and duration) and to start or cancel the XF assay run.

    1.    Select the ‘Blank’ template and click the ‘Design’ button.   
   2.    Click on the vertical bar of the ‘Group defi nitions’ tab. Defi ne 

your assay conditions and then, click the ‘Generate Groups’ 
button. XF Wave will automatically generate groups based on 
every possible combination of assay conditions you defi ne.   

   3.    Click on the vertical bar of the ‘Plate Map’ tab. Determine the 
groups in the plate layout by fi rst selecting a specifi c group and 
then, clicking on or dragging across the corresponding well(s).   

   4.    Click on the ‘Instrumental Protocol’ tab. Then, click on the 
‘Injection Button’ three times when performing the mito-
chondrial stress test ( see  Subheading  3.2.3 ) or two times 
when performing the real-time tracking of metabolic changes 
( see  Subheading  3.2.4 ). For each new injection, the software 
will automatically select the next available port, i.e. injection 
1 = port A, 2 = B, 3 = C and 4 = D.   

3.3  Starting a XF 
Assay Run
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   5.    A measurement typically consist of 3 min of ‘mixing’ and 3 min 
of ‘measuring’, repeated for 3 times (i.e. 3 cycles). 
Correspondingly, with one basal measurement and 3 measure-
ments after injection, the mitochondrial stress test as described 
here is 72 min long ( see  Fig.  2 ), excluding calibration and 
equilibration. Longer measurement times, for example after 
stimulation with TLR ligands ( see  Fig.  3 ), can easily be achieved 
by increasing the number of cycles ( see   Notes 10  and  13 ). Do 
not forget to set the ‘waiting’ time at 0 min and 0 s.   

   6.    Go to the ‘Review and Run’ tab to fi nd the ‘Run’ button. 
Click ‘Run’.   

   7.    The machine will fi rst ask to load the XF assay cartridge and the 
utility plate in which the sensors of the assay cartridge were 
hydrated ( see  Subheading  3.2.1 ). It is important to remove the 
lid from the assay cartridge and orient the cartridge and plate in 
a way that the blue-marked corner faces you. In this orientation, 
the barcode on the cartridge should not be visible.   

   8.    Press ‘continue’.   
   9.    The sensors in the cartridge will now be calibrated to assure 

the accuracy of your instrument. Equilibration occurs after 
calibration and ensures temperature stability before beginning 
your assay. Together this will take approximately 20–25 min.   

   10.    After the calibration and equilibration, the XF analyzer will 
eject the utility plate. Replace this plate with the cell culture 
plate containing the DCs as prepared in Subheading  3.2.3 . 
Again, it is important to remove the lid from the plate and to 
orient the plate in a way that the blue marked corner faces 
you.   

   11.    Press ‘continue’ to start the XF assay run. Data will be dis-
played in real-time during the measurement.     

 A full tutorial on how to set up an assay template using the XF 
Wave software can be found on the website of Seahorse Bioscience: 
  http://www.seahorsebio.com/resources/pdfs/user-guide-xfe- 
wave.pdf     .   

   Data that are obtained include ECAR and OCR as well as the raw 
pH and O 2  tension values. XF Wave software allows one to visual-
ize all these parameters by creating and exporting various graphs. 
Moreover, this software allows one to directly export the raw data 
tables to programs such as Excel or GraphPad Prism, which you 
can use to make your own graphs. An extensive guide on how to 
analysis your data using Wave can be found on the website of 
Seahorse Bioscience:    http://www.seahorsebio.com/resources/
pdfs/user-guide-xfe-wave.pdf    .   

3.4  Data Analysis
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4    Notes 

     1.    The same assays can be performed using a 24-well format. The 
number of cells per well in the XF e 24 Extracellular Flux 
Analyzer needs to be increased by 2.5-fold compared to the 
96-well format described here ( see  Table  1 ). In addition, the 
volumes of assay media in the wells and the injection ports 
need to be increased by 2.5-fold.   

   2.    The assay medium should not contain any buffering reagents, 
because glycolysis is determined by changes in extracellular pH.   

   3.    An XF e 96 FluxPak contains equal amounts of XF assay car-
tridges and XF cell culture 96-well microplates. Each assay car-
tridge comes with its own 96-well microplate, which is referred 
to as the XF utility plate and is used to hydrate the cartridge 
sensors. Moreover, each cartridge comes with its own loading 
guides. The XF cell culture 96-well microplate is used for load-
ing the cells.   

   4.    Large proteins such as BSA may block the injection port.   
   5.    FCS has some buffering capacity. The more FCS is added to 

the XF assay medium, the lower your ECAR readings will be.   
   6.    FCCP concentration is dependent on the amount of protein in 

the XF assay medium. The higher the protein concentration, 
the more the effect of FCCP is quenched. In our hands, 3 μM 
FCCP works well with the amount of proteins present in 5 % 
FCS/assay medium to induce maximum respiration and gly-
colysis ( see  Table  2 ).   

   7.    Generally, DCs are fully differentiated, non-dividing cells. 
However, in the case observed differences in metabolism are 
suspected to be due to differences in cell density rather than 
inherent differences in metabolism, one can do a normaliza-
tion after the XF Assay run. For example, one can normalize 
the obtained metabolic readouts based on protein quantifi ca-
tion methods such as the bicinchoninic acid (BCA) assay. The 
XF Wave software has a feature to enter such data and auto-
matically perform normalization.   

   8.    During measurement, the XF assay cartridge sensors only mea-
sure the bottom 7 μL of the XF cell culture 96-well micro-
plates. Therefore, your cells need to be at the bottom of the 
well and immobilized. XF cell culture microplates are made of 
polystyrene and are tissue culture-treated, but in our experi-
ence, all DCs, except murine bone marrow-derived DCs cul-
tured with GM-CSF, require an additional plate bound 
substrate such as PDL for proper adherence. Note that adher-
ence by PDL may cause some activation of DCs.   

   9.    It is preferable to wash with unbuffered solutions.   
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the kinases TBK1-IKKvarepsilon supports the 
anabolic demands of dendritic cell activation. 
Nat Immunol 5(4):323–332  

    2.    Everts B, Amiel E, van der Windt GJ et al 
(2012) Commitment to glycolysis sustains sur-
vival of NO-producing infl ammatory dendritic 
cells. Blood 120(7):1422–1431  

   3.    Jantsch J, Chakravortty D, Turza N et al 
(2008) Hypoxia and hypoxia-inducible factor-
 1 alpha modulate lipopolysaccharide-induced 
dendritic cell activation and function. 
J Immunol 180(7):4697–4705  
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Direct type I IFN but not MDA5/TLR3 acti-
vation of dendritic cells is required for matura-
tion and metabolic shift to glycolysis after poly 
IC stimulation. PLoS Biol 12(1):e1001759  

    6.    Amiel E, Everts B, Fritz D et al (2014) 
Mechanistic target of rapamycin inhibition 
extends cellular lifespan in dendritic cells by 
preserving mitochondrial function. J Immunol 
93(6):2821–2830  

    7.    Ferrick DA, Neilson A, Beeson C (2008) 
Advances in measuring cellular bioenergetics 
using extracellular fl ux. Drug Discov Today 
13(5-6):268–274  

   10.    Other regularly performed assays include the beta-oxidation 
assay and the glycolysis stress test. Reagents for these assays are 
available through Seahorse Bioscience. Moreover, the fl exibility 
of XF analyzers allows one to easily deviate from standard 
protocols in order to address specifi c metabolic questions. For 
example, the presence of certain nutrients in the medium, the 
nature of the compounds, the timing of injections and the 
duration of measurements can be adjusted.   

   11.    CO 2  reacts with H 2 O to form HCO 3  −  + H  + , which acidifi es the 
medium and results in incorrect ECAR readings.   

   12.    XF analyzers use compressed air to inject compounds from the 
ports into the wells. Moreover, series of injection ports are 
linked (i.e. all A ports, all B ports, etc.). Therefore, each series 
of injection ports must contain the same amount of volume for 
the injections to work.
   (a)    The combination of these tips ( see   Item 14 , Subheading  2 ) 

and the loading guides allows on to insert the tip into the 
injection port at a specifi c depth. Too high and droplets 
may stick at the top of the well. Too low and the solution 
may be pipetted through the injection port.   

  (b)    Dispense the solution via a single stream. Otherwise, 
droplets may stick at the end of the tip.   

  (c)    Do not tap the XF assay cartridge in order to get the 
solution at the bottom of the injection port. The XF assay 
cartridge is fragile and tapping may cause leaking of the 
injection ports.       

   13.    We experienced that reliable ECAR and OCR reads can be 
obtained up to 6 h into a run. After 6 h, XF assay medium 
becomes too acidifi ed.         
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    Chapter 18   

 Toll-Like Receptor Signalling and the Control of Intestinal 
Barrier Function                     

     Daniel     G.  W.     Johnston     and     Sinéad     C.     Corr      

  Abstract 

   Epithelial barrier function and innate immunity are fundamental to the pathogenesis of infl ammatory and 
infectious disease. Along with plasma membranes, epithelial cells are the primary cellular determinant of 
epithelial barrier function. The mechanism by which polarized epithelia form a permeability barrier is of 
fundamental importance to the prevention of many infectious and infl ammatory diseases. Moreover, epithe-
lial cells express Toll-like receptors (TLRs) which upon recognition of conserved microbial factors such as 
lipopolysaccharide (LPS) induce epithelial responses including epithelial cell proliferation, secretion of secre-
tory IgA into the lumen and production mucins and antimicrobial peptides, thereby promoting intestinal 
barrier function. Understanding gut barrier integrity and regulation of permeability is crucial to increase our 
understanding of the pathogenesis of intestinal disease. A variety of tests have been developed to assess this 
barrier, including assessing intestinal epithelial cell proliferation or death, intestinal tight junction status and 
the consequence of intestinal barrier integrity loss such as increased intestinal permeability and susceptibility 
to bacterial infection. Using a mouse model, this chapter describes some of the methods to assess the func-
tional integrity of this epithelial barrier and the part played by a TLR signalling pathway.  

  Key words     Defence  ,   Permeability  ,   Leakiness  ,   Epithelial  ,   Barrier  ,   Tight junction  ,   Infection  ,   TLR  , 
  MAL  

1      Introduction 

 Intestinal epithelial barrier dysfunction and leaky gut are linked to 
the development of infectious and infl ammatory disease [ 1 ,  2 ]. In 
order to gain access to the host and cause disease, bacterial patho-
gens must fi rst breach the epithelial barrier, and as such, this is the 
fi rst line of defence against entry of most human pathogens. 
Intestinal epithelial cells express pattern recognition receptors 
(PRRs) including TLRs and NOD-like receptors (NLRs) which 
have an important role in the regulation of intestinal homeostasis 
and barrier integrity [ 3 ]. These PRRs recognize microbial moi-
eties and promote intestinal homeostasis through induction of 
 cytokines including IL-10, antimicrobial peptides including 
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β-defensins, epidermal growth factor receptor (EGFR) ligands 
including amphiregulin and epiregulin which promote cell prolif-
eration and tissue repair, and anti-apoptotic factors which pro-
mote epithelial restitution [ 3 ]. 

 TLR signalling also fortifi es a crucial component of the epithe-
lial barrier, intercellular tight junctions (TJ) or zonula occludens 
[ 4 ]. TJ are important structures which regulate intestinal barrier 
permeability or leakiness. TJ join epithelial and endothelial cells, 
and thereby regulate the permeability of the intestinal epithelium 
[ 2 ] (Fig.  1 ). They are dynamic structures which are regulated by 
the crosstalk of many signalling pathways, allowing absorption of 
nutrients but limiting entry of potentially harmful pathogens, tox-
ins and antigens [ 3 ]. TJ are multiprotein complexes composed of 
the transmembrane proteins occludin and claudin, and the intra-
cellular protein zonula occudens (ZO) [ 5 ] .  TJ and barrier function 
are regulated by multiple kinases which phosphorylate TJ proteins 
to determine their expression and localization and ultimately TJ 
formation [ 2 ,  6 ]. Disruption of TJ structure and increased perme-
ability as a result of specifi c mutation or aberrant regulatory signals 
can be the cause of disease due to uncontrolled entry of bacteria or 
antigens. Indeed, dysregulation of epithelial barrier function 

  Fig. 1    Epithelial tight junctions regulate the paracellular pathway and contribute to intestinal permeability       
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including altered TJ formation and “leaky gut” have been associ-
ated with the pathogenesis of a variety of infectious, infl ammatory 
and autoimmune diseases including IBD, infectious enterocolitis, 
rheumatoid arthritis, diabetic retinopathy and asthma [ 2 ,  3 ].

   There is accumulating evidence of the role played by TLR sig-
nalling pathways in the regulation of intestinal epithelial barrier 
function. Intestinal barrier function and the role of TLR signalling 
can be assessed both in vitro using models of intestinal epithelium 
such as the Caco2 adenocarcinoma cell line or in vivo in mice in 
which specifi c components of TLR signalling pathways have been 
knocked out or silenced [ 5 ,  7 ]. Using these models, TLR4 −/−  and 
MyD88 −/−  mice display reduced expression of the EGF-R ligands 
and reduced epithelial cell proliferation. MyD88 also induces the 
antibacterial peptides RegIIIγ and α-defensins thereby promoting 
defence against infection. TLR2 has been shown to regulate TJ 
formation and promote barrier integrity, through induction of 
anti-apoptotic factors which promote epithelial cell survival and 
regulate ZO-1 localization. Furthermore, the TLR2/TLR4 adap-
tor MAL plays a critical role in maintaining barrier integrity during 
infection or assault, by regulating TJ formation via PKC [ 5 ]. 

 In mice, intestinal permeability or leakiness can be determined 
by analysing the mucosal-blood fl ux of a tracer molecule such as 
FITC-dextran which is administered orally [ 5 ,  8 ]. Increased 
mucosa-blood fl ux in a knockout mouse or across an epithelial 
monolayer like Caco2 cultured on a transwell system suggests 
increased leakiness and impaired barrier function. Electrophysical 
measurements can also be used to assess permeability across intes-
tinal epithelium segments or monolayers of Caco2 [ 5 ]. Reduced 
transepithelial electrical resistance (TEER) suggests impaired bar-
rier function and increased permeability. Measurement of epithelial 
permeability is essentially a measure of how intact the interepithe-
lial TJ are and passage through the paracellular pathway. TJ forma-
tion and structure can be investigated by analysing expression of 
TJ proteins by Western blot and RT-PCR, while localization can be 
determined by immunohistochemistry [ 5 ,  8 ,  9 ]. Expression of 
antimicrobial factors and EGFR ligands can also be measured in 
this way. As TJ formation and indeed barrier integrity can also be 
impaired due to loss of epithelial cells themselves, assays can be 
used to measure both epithelial cell proliferation and apoptosis 
[ 10 ]. Finally, the functional importance of an intact epithelial bar-
rier can be shown by performing an oral infection model and 
determining bacterial dissemination from the intestinal epithelium, 
across the mucosae and to distant organs [ 5 ]. Generation of chi-
meric mice in which a TLR signalling component such as MAL has 
been knocked out specifi cally in epithelial cells can be used to con-
fi rm the importance of this TLR component in regulation of 
 epithelial barrier integrity [ 5 ,  10 ,  11 ]. In this model, bone marrow 
from a TLR knockout donor mouse is reconstituted into a WT 
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recipient mouse, so that hematopoietic cells in the WT mouse now 
lack the signalling component being investigated. In this way, you 
can test the role of the TLR component in epithelial and immune 
cells. Using the TLR adaptor MAL as an example, this chapter 
describes some of these assays and their use in assessment of intes-
tinal barrier function, specifi cally focusing on regulation of intesti-
nal permeability by epithelial TJ.  

2    Materials 

       1.     S.  Typhimurium UK-1.   
   2.    Luria Bertani (LB) broth (Merck).   
   3.    37 °C Incubator.   
   4.    Gavage needle.   
   5.    1 ml syringe.   
   6.    Sterile phosphate buffered saline (PBS) solution.   
   7.    Dissection kit.   
   8.    Stomacher bags (80 m; Seward, UK).   
   9.    Eppendorf tubes containing 900 μl sterile PBS.   
   10.    LB agar (Merck).   
   11.    Mice.      

       1.    FITC-dextran, molecular mass 4 kDa (Sigma).   
   2.    Gavage needle.   
   3.    1 ml syringe.   
   4.    Sterile phosphate buffered saline (PBS) solution.   
   5.    Acid-citrate dextrose.   
   6.    Black 96-well microplate (Nunc).   
   7.    Coloured Eppendorf tubes or similar.      

       1.    Ussing chambers: 0.6 cm 2  aperture.   
   2.    Superfusate (KBR Ringer’s solution): 140 mM Na, 5.2 mM K, 

1.2 mM Ca 2 , 0.8 mM Mg 2 , 120 mM Cl, 25 mM HCO 3 , 2.4 
mM K 2 HPO 4 , 0.4 mM KH 2 PO 4 , 10 mM glucose.   

   3.    Voltage–current clamp (VCC) (Physiological Instruments, San 
Diego, CA, USA)   

   4.    Intestinal preparation: Mouse distal colon section stripped of 
seromuscular layer.   

   5.    Amiloride.   
   6.    Secretagogues: carbachol (CCh; 100 μM basolaterally) and 

forskolin (FSK; 10 μM apically).      

2.1  Infection Model

2.2  Intestinal 
Permeability

2.3  Electrophysio -
logical Measurements
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       1.    Ileum tissue sections obtained from experimental mice: 
removed, placed in histology cassettes and stored in 4 % para-
formaldehyde prior to dehydration.   

   2.    Dehydration kit: Graded ethanol concentrations.   
   3.    Paraffi n wax (Eli Lilly) plus moulds (~6 mm).   
   4.    Polysine ®  Slides (ThermoFisher Scientifi c).   
   5.    Isocitrate buffer.   
   6.    Blocking buffer: 1 % Fc blockers (Miltenyi Biotec) and 10 % 

donkey serum (Jackson ImmunoResearch Laboratories).   
   7.    Primary Antibodies: polyclonal rabbit anti-mouse ZO-1, 

occludin and claudin-3 (Life Technologies). Store at 4 °C.   
   8.    Secondary antibody: Alexa Flour 555 donkey anti-rabbit 

(Invitrogen).   
   9.    Nuclear stain: 40-6-diamidino-2-phenylindole nucleic acid 

stain (Invitrogen).   
   10.    DeltaVision PersonalDV Deconvolution microscopy (Applied 

Precision, Issaquah, WA)   
   11.    Image J software (National Institute of Mental Health, 

Bethesda, MD).      

       1.    RNA isolation: Qiagen RNeasy Mini Kit (Qiagen).   
   2.    NanoDrop spectrophotometer (ThermoFisherScientifi c).   
   3.    Reverse Transcription reagents (Applied Biosystems): 

Multiscribe™ reverse transcriptase (RT), RNase inhibitor, 
dNTP (10 mM solution of 2.5 mM each of dATP, dCTP, 
dGTP, and dTTP), 10× RT buffer, random primers. Store all 
reagents at −20 °C.   

   4.    Probes for real-time PCR (Applied Biosystems): various tar-
gets, FAM labelled; 18S endogenous control labelled with 
VIC to allow multiplexing. Store at −20 °C.   

   5.    Endogenous Controls: 18S rRNA (Applied Biosystems). Store 
at −20 °C.   

   6.    qPCR Mastermix: 2× TaqMan Universal PCR Mastermix 
(Applied Biosystems). Store at −20 °C.   

   7.    ABI Prism 7700 Sequence Detection system (Applied 
Biosystems).      

       1.    Radioimmunoprecipitation assay buffer (RIPA buffer) for pro-
tein extraction: 50 mM Tris, pH 8, 150 mM NaCl, 0.1 % 
(w/v) SDS, 0.5 % (w/v) sodium deoxycholate and 1 % (v/v) 
NP-40 dissolved in dH 2 O, supplemented with 5 mM EDTA 
and proteinase inhibitors: aprotinin, phenylmethansulfonyl 
and leupeptin (1:1000 dilution).   

2.4  Immunohisto -
chemistry (IHC)

2.5  RT-PCR

2.6  Western Blotting
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   2.    Micro-BCA protein quantifi cation kit (Thermo Fisher 
Scientifi c).   

   3.    Sample Buffer for protein denaturation: 0.125 M Tris–HCl, 
pH 6.8, 10 % SDS 0.02 % Bromophenol blue, 10 % glycerol, 
dH 2 O. Add 5 % DTT prior to use as a reducing agent. Store 
sample buffer and DTT at −20 °C.   

   4.    12 % resolving gel (10 ml/gel): 3.25 ml H 2 O, 4 ml 30 % 
Protogel, 2.55 ml 1.5 M Tris–HCl, pH 8.8, 100 μl 10 % SDS, 
100 μl 10 % APS, 4 μl TEMED.   

   5.    5 % Stacking gel (6 ml/gel): 4.1 ml H 2 O, 1 ml 30 % Protogel, 
0.75 ml 1 M Tris–HCl, pH 6.8, 60 μl 10 % SDS, 60 μl 10 % 
APS, 6 μl TEMED ( see   Note 1 ).   

   6.    Water-saturated Butanol: 50 % Butanol, 50 % dH 2 O ( see   Note 2 ).   
   7.    Running Buffer: 0.3 % Tris (w/v), 1.44 % Glycine (w/v), 0.1 

% SDS (w/v), dH 2 O ( see   Note 3 ).   
   8.    Tris-Buffered Saline (TBS): 0.303 % Tris (w/v), 0.801 % NaCl 

(w/v), 0.037 % KCl, 0.0103 % CaCL 2  (w/v), 0.0072 % 
NaH 2 PO 4  (w/v), dH 2 O.   

   9.    Tris-Buffered Saline Tween (TBS-Tween): 0.303 % Tris (w/v), 
0.801 % NaCl (w/v), 0.037 % KCl, 0.0103 % CaCL 2  (w/v), 
0.0072 % NaH 2 PO 4  (w/v), dH 2 O, 0.05 % Tween.   

   10.    Transfer Buffer 10×: 0.303 % Tris (w/v), 1.5014 % Glycine 
(w/v), dH 2 O. Make up to 1× with 20 % methanol and 70 % 
water for use in Western blotting.   

   11.    Blocking reagent: 5 % Dried Milk in TBS-Tween (w/v), store 
at 4 °C for up to 4 days.   

   12.    Primary Antibodies: Phospho-PKC (pan) and phospho-PKC 
antibodies from sampler kit (Cell Signalling Technologies), 
PKCz (H-1) (Santa Cruz Biotechnologies), anti- hemagglutinin 
(Covance, Princeton, NJ). Store at 4 °C.   

   13.    Negative Control Antibodies: IgG control antibody, store at 4 °C.   
   14.    Secondary Antibodies: Anti-rabbit heavy+light chain and anti- 

mouse heavy+light chain (Jackson ImmunoResearch).   
   15.    Developing reagents: 20× LumoFlur ECL reagents (Cell 

Signalling Technologies) and acetate fi lm (Fuji Film). Store at 
4 °C.      

       1.    Rabbit polyclonal anti-Ki67 antibody (Abcam).   
   2.    10 % Normal goat serum (DakoCytomation).   
   3.    Mayer’s haematoxylin (Sigma-Aldrich).   
   4.    In Situ Cell Death Detection kit (Roche).   
   5.    EnVisionTM Detection System (DakoCytomation, UK).   
   6.    Leica ®  microscope (Leica ®  DM 3000 LED) equipped with 

Leica ®  DFC495 camera (Leica ®  Microsystem, Germany).      

2.7  Quantifi cation 
of Epithelial Cell 
Apoptosis
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       1.    Mice: CD45.1 +  C57Bl6, CD45.2 +  Mal   − / −   (or mice lacking 
TLR component of interest).   

   2.    Radiation Source.   
   3.    Tin foil.   
   4.    23G needles and 10 ml syringes.   
   5.    Sterile dissection kit.   
   6.    Cell culture media: DMEM with 10 % FCS and penicillin/

streptomycin, store at 4 °C.   
   7.    Sterile phosphate buffered saline (PBS) solution.   
   8.    Tuerk solution.   
   9.    240 V heat lamp and mouse restrainer for i.v. injection.   
   10.    25 G needles and 1 ml syringes.   
   11.    Flow cytometry markers: CD45.1, CD45.2 (A20, 104; BD 

Biosciences).       

3    Methods 

        1.    S. Typhimurium culture: Use a sterile pipette tip to take a sin-
gle culture from an existing plate. Place in 10 ml LB broth in a 
15 ml tube and incubate overnight in a 37 °C shaker.   

   2.    The next day, spin down the culture at 3000 ×  g  for 10 min. 
Resuspend with PBS and centrifuge again before fi nally resus-
pending in PBS to give a concentration of 5 × 10 8  CFU/ml.   

   3.    Using a gavage needle, administer 100 μl (approximately 
5 × 10 7) ) of the bacterial suspension per mouse orally. Serially 
dilute the remainder of the bacterial suspension in sterile PBS 
from 10  − 1  to 10  − 7  and spread 100 μl with a spot plate tech-
nique onto LB plates. Place in a bacterial incubator overnight 
at 37 °C with % CO 2 . Perform bacterial counts and retrospec-
tively enumerate bacteria delivered.   

   4.    Every other day, collect faecal samples from inoculated mice 
and homogenize in 1 ml sterile PBS. Serially dilute the homog-
enate from 10  − 1  to 10  − 7  in sterile PBS and spread with an 
altered spot plate technique: divide each plate into four quad-
rants and label each quadrant with a dilution ( see   Note 1 ). Add 
20 μl to each quadrant and spread by spot plate technique. 
Place in a bacterial incubator overnight at 37 °C with % CO 2 . 
The next day, perform bacterial counts.   

   5.    At the end of the experiment, cull mice and harvest organs as 
follows: Remove spleens and livers aseptically, weigh and man-
ually crush in 2 ml of PBS in a stomacher bag by rolling the 
bag with a 10 ml pipette ( see   Note 2 ). Serially dilute and plate 
onto LB agar before incubating overnight at 37 °C to enumer-
ate bacterial dissemination into these organs.   

2.8  Bone Marrow 
Chimeras

3.1  Infection Model
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   6.    Additionally, aseptically remove the large intestine and fl ush 
with sterile PBS using a 10 cm dish fi lled with PBS and a 10 ml 
syringe with a 23G needle. Separate into 1 cm samples for vari-
ous analyses:

    (a)    RNA isolation: place in RNA later and snap freeze at −80 °C.   
   (b)    Protein Isolation: snap frozen at −80 °C.   

  (c)    Immunohistochemistry: Place in 4 % paraformaldehyde 
(PFA) for subsequent dehydration and paraffi nization.   

  (d)    Electrophysiological Measurements: snap freeze at −80 °C.          

       1.    Prepare fl uorescein isothiocyanate conjugated dextran (FITC- 
dextran) for gavage, keeping away from light using coloured 
Eppendorf tubes for aliquots. Make up in sterile PBS at 12 mg 
per mouse in 100–200 μl per mouse.   

   2.    Administer FITC-dextran to the mice in the various experi-
mental groups by gavage. Mice can be either uninfected or 
orally infected with a pathogen of choice prior to gavage.   

   3.    Sacrifi ce the mice 4 h later by CO 2  asphyxiation and perform a 
terminal bleed. Immediately after the blood is collected in 
coloured Eppendorf tubes, add acid-citrate dextrose and main-
tain in the dark throughout the following steps.   

   4.    Centrifuge the samples at 4 °C for 12 min at 1000 ×  g . Remove 
the serum using a micropipette and add to a black 96-well 
microplate. In addition, prepare a serial dilution of the fl uores-
cein and add to the 96-well microplate to be used as a standard 
curve.   

   5.    Assess the concentration of fl uorescein in the blood samples by 
spectrophotofl uorometry with an excitation wavelength of 
485 nm and an emission wavelength of 535 nm.      

       1.    Intestinal epithelial layer preparation: after euthanasia, dissect 
out the distal colon with careful sharp dissection. Then remove 
the seromuscular layer by scraping that side off a pre-cooled 
glass slide.   

   2.    Equilibrate the Ussing chamber to ensure there is no electrical 
bias. Add superfusate solution to both sides of the chamber 
and allowing it to come to 37 °C and “zeroing” by applying an 
offset voltage and compensating the resistance. This is achieved 
using the built-in “fl uid resistance compensation” on the VCC.   

   3.    After zeroing is completed the epithelial preparation can be 
fi xed to the pins of the Ussing chamber, which should be fi lled 
with fresh superfusate.   

   4.    Transepithlial resistance (TER) is then measured every 5 min 
for 1 h and the average is taken and used to calculate basal 
TER and expressed in Ω/cm 2 .   

3.2  Intestinal 
Permeability

3.3  Electrophysiolo- 
gical Measurements
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   5.    To examine Cl  −   secretion, add amiloride (10 μM) to the baso-
lateral side. The secretagogues carbachol (CCh) (100 μM 
basolaterally) and forskolin (FSK) (10 μM apically) are then 
used to stimulate Ca 2+  and cAMP-mediated Cl  −   secretion, 
respectively. Normalize results and express as Δ I  sc  (μA/cm 2 ).      

        1.    Paraffi n embedding: Take the ileal section from its histology 
cassette. Pour a small drop of wax into the plastic mould and 
insert the section vertically so that is resembles a column. Fill 
the rest of the mould with paraffi n and place the labelled base 
of the original cassette on top. Allow to cool on a cold plate 
until set (~4 h).   

   2.    Sectioning: Transfer the embedded ileum sections to the cryo-
stat and allow 5 min equilibration time to reach cryostat tem-
perature (−20 °C). Cut 5 μm sections and mount sections on 
Polysine slides. Allow sections air dry for ~30 min at room 
temperature.   

   3.    Deparaffi nate sections by two washes of xylene, 5 min per 
wash. Rehydrate the sections via exposure to a decreasing etha-
nol gradient: Hydrate in 2 changes of 100 % ethanol for 3 min 
each, 95 % and 80 % ethanol for 1 min each. Rinse in PBS.   

   4.    Antigen retrieval: Heat a water bath containing appropriate 
staining dishes containing isocitrate buffer to 95 °C. Place the 
slides in the staining dishes for 30 min. Rinse with PBS twice 
with 2 min per rinse.   

   5.    Blocking: Incubate slides in 1 % Fc blockers and 10 % donkey 
serum for 30 min. Wash with PBS ( see   Note 3 ).   

   6.    Incubate with primary antibody solution (polyclonal rabbit 
anti-mouse ZO-1, occludin, and claudin-3) overnight at 4 
°C. Wash with PBS.   

   7.    Incubate in secondary antibody for 1 h at room temperature. 
Wash with PBS.   

   8.    Counterstain with 40-6-diamidino-2-phenylindole nucleic 
acid stain to visualize the nuclei.   

   9.    Collect images using a DeltaVision PersonalDV Deconvolution 
microscopy. Image the 5-mm tissue slices using Z-stack with 
0.2 mm per section (25 sections total), using 2_2 binning dur-
ing image acquisition. Image J software is used to calculate the 
sum of fl uorescence intensity from the stack and MFI from the 
epithelial regions of the tissue.      

       1.    Isolate total RNA from tissue samples according to the RNeasy 
Mini Kit manufacturer’s instructions. Assess the RNA concen-
tration using a NanoDrop spectrophotometer and equalize to 
desired concentration.   

3.4  Immunohisto -
chemistry (IHC)

3.5  RT-PCR
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   2.    Reverse Transcription (RT): Total RNA is reverse transcribed 
into cDNA with random primers to transcribe all RNA (mRNA, 
rRNA, tRNA). Prepare RT reaction mix as follows per 20 μl 
point: 2 μl 10× buffer, 1 μl dNTP, 1 μl Reverse Transcriptase, 
2 μl random primers, 0.25 μl RNase inhibitor, 1.75 μl 
H 2 O. Pipette 8 μl of this RT reaction mix into each appropriate 
labelled PCR reaction tube followed by 12 μl of RNA at 100 
ng/ml. Cap the tubes and tap or fl ick gently to mix. Centrifuge 
the tubes briefl y to force all the solution to the bottom of the 
tube. Transfer tubes to the thermal cycler and run the RT reac-
tion as follows: 10 min at 25 °C, 30 min at 37 °C, 5 min at 85 
°C, hold at 4 °C.   

   3.    TaqMan real-time PCR: Prepare individual reaction mixture 
for each mRNA target, including appropriate endogenous 
controls, as follows per 10 μl reaction (each reaction should be 
performed in duplicate): 5 μl TaqFast, 2.5 μl H 2 O, 0.5 μl 20× 
primer/probe ( see   Note 4 ). Vortex all target reaction mixtures 
and pipette 8 μl per reaction well of a MicroAmp 96-well reac-
tion plate. Add 2 μl cDNA to the appropriate reaction mix. 
Cover and seal the reaction plate before centrifuging briefl y to 
mix solution and remove air bubbles. Transfer the reaction 
plate to the ABI Prism 7700 Sequence Detection system ( see  
 Note 5 ).   

   4.    Use the endogenous control to normalize the results, accord-
ing to the comparative threshold cycle ( C   t  ) method for relative 
quantifi cation as described by the manufacturer. Calculate the 
Δ C   T   between the target and control values and calculate the 
relative expression levels with the ΔΔ C   T   method.      

       1.    Take colon sections for protein extraction as mentioned in 
Subheading  3.1 ,  step 6 . Add 400 μl RIPA buffer and leave on 
ice for 10 min before homogenizing using either a benchtop 
rotor- stator homogenizer or the Qiagen TissueLyserII system. 
Centrifuge the resulting homogenate using a benchtop micro-
centrifuge at 14,000 rpm for 10 min at 4 °C.   

   2.    Take 50 μl of the supernatant and use the Micro BCA kit to 
quantify the protein present according to the manufacturer’s 
instructions. It is likely that you will need to dilute your super-
natants between 1:25 and 1:100 to get them into the range of 
the kit standard.   

   3.    Dilute a portion of your supernatants in PBS to allow you load 
a total of 20 μg protein/well in 25–30 μl. This dilution must 
take into account a further 1:2 dilution in sample buffer. Once 
the sample buffer is added, the sample is boiled for 5–10 min. 
Samples can be stored at −20 °C or used immediately with 
prepared gels as outlined in  steps 4 – 5 . Remaining supernatant 
can be stored at −20 °C.   

3.6  Western Blotting
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   4.    Make up 12 % resolving gel and pour between plates sealed 
with plastic gasket (all thoroughly cleaned with 70 % EthOH 
beforehand) up to ~1 cm below base of the comb ( see   Note 6 ). 
Add water-saturated butanol ~1 cm over gel edge to give 
straight top. Allow set for 20 min.   

   5.    Tilt gel to drain off butanol ( see   Note 7 ). Make up 5 % stacking 
gel (keeping components on ice throughout) and pour between 
plates before adding comb to generate wells. Leave to set for 
15–20 min.   

   6.    Gently remove comb and rinse wells twice with running buffer 
( see   Note 8 ). Remove seal gaskets from plates. Place gels into 
running tank, avoiding bubbles, with wells facing in towards 
each other. Add running buffer to cover wire. Load sample 
with gel-loading tips (25–30 μl/well), empty wells should be 
loaded with sample buffer.   

   7.    Run at 25 mA/gel, unlimited voltage, for 50–60 min. Ensure 
gel is not run for too long so that proteins do not run into dye 
front.   

   8.    Remove plates and free gel by bending plate pairs apart with a 
spatula. Cut off stacking gel, wells, edges and top right hand 
corner of the gel with a razor blade or scalpel.   

   9.    Soak gels in transfer buffer three times for 5 min after a brief 
wash in TBS. Prepare transfer cassettes as follows: fi ll open 
container with transfer buffer and lay back of cassettes down 
into the container. Add soaked sponge, then two soaked fi lter 
papers followed by the gel. Cut the fi lter papers to the shape of 
the gel, including the missing top right corner. On top of this 
add a methanol activated PVDF membrane very carefully 
before adding two more soaked fi lter papers. Cut the fi lter 
papers to fi t the gel. Replace in cassette in original orientation, 
roll over with roller or 50 ml tube to remove bubbles and add 
the second sponge on top. Close the cassette. Avoid air bub-
bles throughout.   

   10.    Add cassettes to transfer tank in correct orientation as dictated 
by the manufacturer. Fill chamber to top with transfer buffer 
after adding cooling pack to rear (Ice or Polyethylene Glycol 
Pack). Run transfer for 1.5 h at 200 mA, 2 h at 150 mA or 
overnight at 30 mA.   

   11.    Wash membrane three times for 5 min in TBS-Tween before 
blocking in 5 % marvel for a minimum of 1 h ( see   Note 9 ).   

   12.    Wash the membranes three times for 5 min in TBS-Tween. 
Place the membranes into 50 ml tubes containing 5 ml of anti-
body solution containing relevant antibodies (1:1000 dilution 
in 5 % Marvel). Place the tubes on a roller overnight at 4 °C.   

   13.    The next day, wash the membranes three times for 5 min in 
TBS-Tween before placing them into tubes containing 5 ml of 
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secondary antibody solution (1:1000 in 5 % Marvel). Place the 
tubes on the roller for 1 h at room temperature.   

   14.    Wash the membranes in TBS-Tween for a total of 25 min, 
once for 15 min and twice for 5 min.   

   15.    Prepare ECL solution for developing blots (25 μl of reagent 1, 
25 μl of reagent 2 and 450 ml dH 2 O per membrane). Cut sev-
eral acetate sheets on the top right corner to maintain orienta-
tion during analysis. Develop the membranes in a darkroom 
using ECL, acetate fi lm, the ECL processor and a fi lm cassette 
( see   Note 10 ).      

       1.    Immunohistochemistry: prepare paraffi n-embedded sections 
as detailed in Subheading  3.4 .   

   2.    Deparaffi nate sections by two washes of xylene, 5 min per 
wash. Rehydrate the sections via exposure to a decreasing etha-
nol gradient: Hydrate in 2 changes of 100 % ethanol for 3 min 
each, 95 % and 80 % ethanol for 1 min each. Rinse in PBS.   

   3.    Block for non-specifi c background staining using 10 % normal 
goat serum. Cover the section and incubate for minimum 1 h.   

   4.    Wash briefl y in water before incubating overnight in anti-Ki67 
antibody (1:1000). Following this incubation counterstain 
using Mayer’s haematoxylin.   

   5.    Visualize using EnVisionTM Detection System 
(DakoCytomation, UK).   

   6.    Epithelial cell apoptosis is analysed by TUNEL assay using a 
commercial kit (In Situ Cell Death Detection kit, Roche) 
according to the manufacturer. Sections are imaged by a Leica ®  
microscope (Leica ®  DM 3000 LED) equipped with Leica ®  
DFC495 camera (Leica ®  Microsystem, Germany).      

       1.    Separate the wild-type (WT) and  Mal   − / −   recipient mice (or 
mice lacking TLR component of interest) into the appropriate 
experimental groups for bone marrow transfer. Irradiate the 
mice with a sublethal dose of 9 Gy in two doses, 3 h apart. 
Allow 24 h to elapse before reconstitution with bone marrow 
suspension.   

   2.    Extract bone marrow from donor mice legs as follows: Warm 
cell culture media and PBS. Lay out a sheet of tin foil in a bio-
safety cabinet. Isolate the femur and tibia bones and cut both 
ends. Flush the bone marrow into a 50 ml tube containing 
5 ml DMEM by placing a 10 ml syringe containing cell culture 
media with 23G needle into the larger orifi ce and depressing. 
Pool bone marrow from all donor mice of the same strain and 
count using Tuerk solution. Resuspend cells in sterile PBS for 
reconstitution at 5 × 10 7  cells/ml.   

3.7  Quantifi cation 
of Epithelial Cell 
Apoptosis

3.8  Bone Marrow 
Chimeras
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   3.    Reconstitute the bone marrow of the recipient mice with 
appropriate donor cells depending on their experimental group 
(WT > WT,  Mal   − / −   > WT, WT >  Mal   − / −   and  Mal   − / −   > 
 Mal   − / −   [donor > recipient]) by injecting 1 × 10 7  cells/mouse 
via the lateral tail veins. Begin by incubating the individual 
cage beneath a heat lamp for ~5 min. Prepare 1 ml syringes 
with 200 μl of cell suspension and top with 25G needles. Take 
each mouse and insert into the restrainer, ensuring the mouse 
is held securely. Wipe the tail with ethanol to sterilize and help 
make the veins visible. Insert the needle, bevel up, half way 
down the tail and inject the cell suspension.   

   4.    After 6 weeks reconstitution can be assessed by fl ow cytometry 
of blood for markers CD45.1 vs. CD45.2.   

   5.    Following generation of chimeras, oral infection of mice can 
be repeated to determine the role of Mal or other TLR com-
ponents in epithelial cells and thus epithelial barrier integrity.       

4    Notes 

     1.    This spot plating technique is used for effi cacy and also to 
reduce amount of agar plates required. Alternatively, perform 
bacterial enumeration using traditional spread plating tech-
nique of 100 μl per agar plate, one dilution per plate.   

   2.    This method of homogenizing organs is used for speed, as you 
do not need to sterilize a hand-held homogenizer in-between 
each sample, as one sterile stomacher bag is used per sample.   

   3.    Use a wax pen to encircle the section on the slide. This will 
keep the block/antibody solutions on the slide for a more con-
sistent incubation.   

   4.    If you wish to multiplex using multiple channels (e.g. FAM 
and VIC) replace 0.5 μl H 2 O with 0.5 μl primer/probe.   

   5.    Plates can be prepared to be run in advance and stored tempo-
rarily at 4 °C.   

   6.    Mix H 2 O, Protogel, Tris and SDS fi rst and then add APS and 
TEMED.   

   7.    Add butanol to vessel and add water on top. Shake vigorously 
until mixture becomes milky. Allow separation and use upper 
layer, store at room temperature.   

   8.    Final pH should be 8.3 but do not use a pH meter as SDS will 
damage electrode.   

   9.    This step is very fl exible: the membrane can be blocked over-
night if necessary.   
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   10.    It is best to prepare several acetates ahead of time to ensure 
you get a clear exposure. Writing the approximate exposure 
time on the acetate will allow you know what to expect for 
repeat experiments with the antibodies in use.         
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    Chapter 19   

 Understanding the Role of Cellular Molecular Clocks 
in Controlling the Innate Immune Response                     

     Anne     M.     Curtis     and     Caio     T.     Fagundes      

  Abstract 

   The importance of the 24-h daily cycle, termed circadian, on immune function has been highlighted by a 
number of recent studies. Immune parameters such as the response to bacterial challenge or immune cell 
traffi cking change with time of day and disruption of circadian rhythms has been linked to infl ammatory 
pathologies. We are beginning to uncover that the key proteins that comprise the molecular clock, most 
notably BMAL1, CLOCK, and REV-ERBα, also control fundamental aspects of the immune response. 
Given the ubiquitous nature of the molecular clock in controlling many other types of physiologies such as 
metabolism and cardiovascular function, a more thorough understanding of the daily rhythm of the immune 
system may provide important insight into aspects of patient care such as vaccinations and how we manage 
infectious and infl ammatory diseases. In this chapter, we describe a series of experiments to look at circadian 
expression and function in immune cells. The experiments described herein may provide an initial assess-
ment of the role of the molecular clock on an immune response from any cell type of interest.  

  Key words     Circadian clock  ,   Molecular clock  ,   Synchronization  ,   Serum shock  ,   Zeitgeber time  ,   Clock- 
controlled genes  

1      Introduction 

 The molecular clock, the timekeeping system within our cells, inte-
grates all aspects of our biology to align with the daily external 
environment. At the core of this 24-h pacemaker lies the heterodi-
meric partnership of the basic helix loop helix PER-ARNT-SIM 
(PAS) domain proteins, BMAL1 (also known as ARNTL) and 
CLOCK, which bind E-box sites and induce the expression of the 
repressors period (PER) and cryptochrome (CRY) which in time 
translocate back into the nucleus and inhibit their own expression 
(Fig.  1 , shaded loop) [ 1 ]. As PER and CRY proteins are gradually 
degraded, the repression on BMAL1 and CLOCK is relieved and 
the cycle begins again. Over the past decade, this loop has enlarged 
to encompass another interlocking genetic loop—that of the 
nuclear receptors, ROR(α,β,γ) and REV-ERBs(α,β). Activated by 
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BMAL1:CLOCK, REV-ERBs/RORs translocate back to the 
nucleus and bind receptor-related orphan receptor response ele-
ments (ROREs) in the promoters of  Bmal1  and  Clock  to activate 
or repress respectively their transcription (Fig.  1 , unshaded).

   Collectively, these loops drive waves of gene expression within 
a 24-h timescale, termed circadian gene expression. Clock factors 
bind thousands of sites in the genome, and it is this oscillation of 
binding of clock factors to promoters that causes circadian expres-
sion of clock-controlled genes (CCGs) (Fig.  1 ). This clockwork 
machinery exists in almost all cells in the body, where the central 
clock located in the SCN (suprachiasmatic nucleus) of the brain 
receives light input from the environment and ensures proper 
alignment of the clocks in peripheral tissues. 

 A number of studies have highlighted the tight coupling 
between the molecular clock and immune function [ 2 ]. Mice are 
more susceptible to lipopolysaccharide (LPS) [ 3 ] and bacterial 
challenge [ 4 ] ahead of their activity phase. Chronic disruption of 
external cues to the molecular clock, as imposed by shift work and 
airline travel, augments the infl ammatory response [ 5 ] and increases 
susceptibility to atherosclerosis, obesity, and diabetes[ 6 ]. It has 

  Fig. 1    Feedback loops involved in molecular clock function. The fi rst loop comprises the core clock compo-
nents BMAL1 and CLOCK that bind to E-box sequences within the genes that encode the repressors PER and 
CRY. PER and CRY translocate to the nucleus and repress their own expression by inhibiting BMAL:CLOCK 
complex ( Shaded area  of the fi gure). A second loop encompass an interlocking genetic loop involving the 
nuclear receptors ROR(α,β,γ) and REV-ERBs(α,β). Activated by BMAL1:CLOCK, REV-ERBs/RORs translocate to 
the nucleus and bind receptor-related orphan receptor response elements (ROREs) in the promoters of  Bmal1  
and  Clock  to activate or repress respectively their transcription ( Unshaded loop ). Clock factors bind thousands 
of sites in the genome, and it is this oscillation of binding of clock factors to promoters that causes circadian 
expression of clock-controlled genes (CCGs)       
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also been concluded that “shift work that involves circadian dis-
ruption is probably carcinogenic to humans” [ 7 ]. Mouse models 
of clock ablation have increased severity of rheumatoid arthritis 
[ 8 ], a condition in humans which has a daily rhythm in activity [ 9 ]. 
Ultimately, this indicates that there are multiple nodes of crosstalk 
between the circadian and immune system. 

 In this chapter, we will describe two techniques: in vitro ( see  
Subheading  3.1 ) and ex vivo ( see  Subheading  3.2 ) to assay the sta-
tus and phase of the molecular clock and also to investigate the 
effect of the molecular clock on an immune response. For expres-
sion to be considered circadian there must be a peak and trough 
within 24 h, and the time between the peak and trough needs to 
be 12 h apart. In order to assay circadian function in an in vitro 
system, cells within the population must be synchronized together 
so that all cells at any given time are at the identical timepoint 
within the circadian cycle. Cells cultured in vitro as per normal 
protocols are “asynchronous.” Each cell within the population is at 
a different timepoint within the circadian cycle, and therefore 
assaying the status of the clock at any given timepoint within this 
population is not possible. Synchronization of cells can be per-
formed using transient exposure to either 50 % serum or dexa-
methasone. In certain situations, the use of dexamethasone as the 
synchronization agent may not be appropriate as this may con-
found certain immune responses post synchronization. For ex vivo 
analysis of circadian gene expression, animals ahead of experimen-
tation must be entrained to the desired light–dark regimens. 
Zeitgeber time corresponds to the time (hours) after the onset of 
the environmental cue that entrains the daily or diurnal cycle. 
Usually, the environmental cue utilized is light. Therefore, in an 
animal facility with 12 h of light and 12 h of darkness, ZT0 will 
correspond to the moment when lights go on and ZT12 will refer 
to the moment lights go off. For analyzing clock gene expression 
across the whole diurnal cycle, it is recommended to collect cells 
from mice every 4 h at a minimum, for at least one entire cycle. 
Circadian time (CT) corresponds to the times when there is free 
running of the clock, this is without any external environmental 
cue such as light. In order to assay clock gene expression across 
multiple CTs, animals must fi rst be housed in complete darkness 
for at least one cycle (24 h) ahead of sampling and left in complete 
darkness for the period of time when sampling is being performed. 
Animals can only be exposed to red light (safelight conditions) 
during this period, therefore all handling and harvesting of tissues 
must be performed under safelight conditions. 

 Enclosed light cabinets can be used to invert or phase shift the 
light–dark cycle to allow all collections during daytime hours. One 
full day acclimatization under the new lighting regimen is required 
for every hour that is changed. For example if the aim is to invert 
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a cohort of mice by 12 h, the mice must be placed under the new 
lighting regime (for example lights on at 8 pm and off at 8 am) for 
at least 12 days prior to experimentation.  

2    Materials 

       1.    1 Vial of frozen L929 cells.   
   2.    Roswell Park Memorial Institute (RPMI) 1640 Medium sup-

plemented with GlutaMAX™-I, 10 % fetal calf serum (FCS, 
endotoxin-tested) and 1 % penicillin/streptomycin (v/v).   

   3.    0.25 % Trypsin EDTA.   
   4.    10 ml Serological pipettes.   
   5.    T175 culture fl asks.   
   6.    Vacuum pump.   
   7.    0.20 μm membrane fi lters.      

       1.    Dissection materials such as scissors and forceps.   
   2.    5 ml Syringes.   
   3.    23G needles.   
   4.    Red Cell Lysis Buffer.   
   5.    Phosphate-buffered saline (PBS).   
   6.    70 μm Cell Strainers.   
   7.    Dulbecco’s Modifi ed Eagle Medium (DMEM) supplemented 

with 10 % fetal calf serum (FCS, endotoxin-tested) and 1 % 
penicillin/streptomycin (v/v).   

   8.    M-CSF-containing medium.   
   9.    10 cm Petri dishes.   
   10.    12-Well culture plates.   
   11.    Heat-inactivated Horse Serum.      

       1.    Serum-free DMEM: DMEM supplemented with 1 % penicil-
lin/streptomycin (v/v) but without addition of FCS.   

   2.    Heat-inactivated Horse Serum.   
   3.    Dexamethasone: Stocks at 100 μM in Dimethyl sulfoxide, use 

at a fi nal concentration of 100 nM.   
   4.    10 μg/ml LPS, use at a fi nal concentration of 100 ng/ml.      

       1.    RNeasy Mini Kit ®  from Qiagen ®  for RNA extraction.   
   2.    High capacity cDNA Reverse Transcription Kit from Applied 

Biosystems ®  for cDNA synthesis.   

2.1  M-CSF 
Generation

2.2  Harvesting 
BMDMs

2.3  BMDM 
Synchronization 
and Stimulation

2.4  RT-PCR Analysis
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   3.    SYBR  ®   Green Real-Time PCR Master Mix for qPCR reaction.   
   4.    Pairs of primers for the genes of interest.      

       1.    Dissection material such as scissors and forceps.   
   2.    Mice entrained to a 12 h light/dark cycle.   
   3.    5 ml syringes.   
   4.    23G needles.   
   5.    Red Cell Lysis Buffer.   
   6.    PBS.   
   7.    70 μm cell strainers.   
   8.    DMEM with 10 % fetal calf serum (FCS, endotoxin-tested) 

and 1 % penicillin/streptomycin (v/v).   
   9.    12-Well culture plates.   
   10.    CD11c Microbeads for dendritic cell separation (Miltenyi 

Biotec).   
   11.    MACS Cell Separation Columns (Miltenyi Biotec).   
   12.    AutoMACS Pro Separator (Miltenyi Biotec).   
   13.    10 μg/ml LPS, use at a fi nal concentration of 100 ng/ml.       

3    Methods 

       The supernatant of L929 cells is used as a source for M-CSF 
required for differentiating bone marrow cells into macrophages. 
All the following procedures must be conducted in a sterile envi-
ronment, using sterile reagents.

    1.    Thaw–frozen L929 cells and grow them in RPMI complete 
medium at 37 °C, 5 % CO 2 .   

   2.    Subculture the cells until you have fi ve confl uent T175s fl asks.   
   3.    Count the cells and replate at 0.5 × 10 6  cells/mL, adding 40 

mL of complete RPMI medium into each T175 (i.e. 20 mil-
lion cells per T175).   

   4.    Culture the cells at 37 °C, 5 % CO 2  for 7 days.   
   5.    Collect supernatant, fi lter through a 0.20 μm membrane with 

a vacuum pump, aliquot and store the M-CSF containing 
medium at −20 °C until use.      

        1.    Cull mice by an approved humane method.   
   2.    To obtain the femur and tibia bone, fi rst dissect the perito-

neum from the skin, and pull the skin down the spine of the 
animal toward its ankles.   

   3.    For the femur, isolate the thigh muscle until you reach the 
hip joint, cut across the femur at this point and above the 
knee joint. Dissect out the bone with a closed scissors.   

2.5  Harvesting 
Primary Leukocytes

3.1  Assessing 
Circadian Gene 
Expression 
in Synchronized 
BMDMs

3.1.1  M-CSF Generation

3.1.2  Harvesting BMDMs
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   4.    For the tibia that remains below the knee, isolate the ankle 
joint and cut above it, remove the calve muscles using the 
closed scissors and dissect out the bone.   

   5.    Insert a 5 ml syringe fi lled with DMEM into the larger orifi ce 
of the femur and tibia bone. Flush out the bone marrow into a 
falcon containing 5 ml of DMEM media.   

   6.    Resuspend the bone marrow using a 3 ml Pasteur pipette. 
Centrifuge at 300 ×  g  for 5 min. Decant the supernatant.   

   7.    Add 3 ml of Red Cell Lysis Buffer for 3 min. Carefully pipette 
up and down twice before leaving for exactly 5 min. Stop the 
reaction by adding 20 ml of DMEM.   

   8.    Filter the cells through a 70 μm cell strainer placed on top of a 
fresh 50 mL falcon.   

   9.    Centrifuge cells at 300 ×  g  for 5 min. Remove supernatant and 
suspend cells in 10 ml DMEM.   

   10.    Count the cells by your preferred method and generate a stock 
concentration of 1 × 10 6  cells/ml.   

   11.    Seed 10 ml of cells per 10 cm sterile Petri culture dish ( see  
 Note 1 ) and add a fi nal concentration of 20 % M-CSF contain-
ing medium ( see  Subheading  3.1.1 ).   

   12.    Three days later, add a further 2 ml of M-CSF containing 
medium per plate.   

   13.    Three days later, remove the medium from the plates and lift 
cells with cold PBS and scraping.   

   14.    Centrifuge at 300 ×  g  for 5 min. Remove supernatant and 
resuspend cells in 10 ml of DMEM.   

   15.    Count cells by your preferred method and generate a stock 
concentration of 1 × 10 6  cells/ml.   

   16.    Seed cells for experimental set-up at a concentration of 1 × 10 6  
cells per well in 12-well tissue culture plates. You will need one 
plate for asynchronous control cells and one plate for each 
timepoint of analysis ( see   Note 2 ).   

   17.    Perform synchronization the following day, using serum shock 
( see  Subheading  3.1.3 ) or dexamethasone ( see  Subheading 
 3.1.4 ).      

         Synchronization of cells can be performed using transient exposure 
to high serum concentrations, what is generally called a serum 
shock. Briefl y, cells are incubated with medium containing 50 % 
serum for 2 h, this is suffi cient to synchronize clock gene expres-
sion for several hours in a variety of mammalian cells [ 10 ]. An 
example of the experimental design for synchronizing BMDMs 
through serum shock is shown in Fig.  2a  ( see   Note 2 ). The goal of 
this experimental set up is to demonstrate if any gene of interest is 

3.1.3  Synchronizing 
BMDMs with Serum Shock
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expressed in a circadian pattern and whether such pattern involves 
the cell intrinsic molecular clock.

     1.    Collect one plate of cells cultured in DMEM as your asynchro-
nous control cells.   

   2.    Remove medium from the other plates and add serum-free 
DMEM ( see   Note 3 ) to wells designated to asynchronous cells 
or DMEM containing 50 % (v/v) Heat-inactivated Horse 
Serum to wells designated as synchronized cells (Fig.  2a ).   

   3.    Incubate plates for 2 h at a 37 °C, 5 % CO 2  incubator. The 
moment when the medium containing 50 % horse serum is 
added is considered Time 0 (T0).   

   4.    After 2 h, remove media from the wells designated as synchro-
nized cells and add serum-free DMEM ( see   Note 4 ). Return 
plates to incubator.   

   5.    Collect cells from the other plates at the previously defi ned 
timepoints ( see   Notes 2  and  5 ) by removing the medium from 
the well and lysing the cells with Lysis Buffer for RNA extrac-
tion according to the manufacturer`s instructions. These cells 
can then be assessed for oscillating gene expression after syn-
chronization ( see  Subheading  3.1.6 ).   

   6.    After discrete timepoints after T0 (for example, 24 or 36 h 
later, Fig.  2c ), cells can be treated as desired (e.g. LPS) and 
changes in cytokine production upon TLR activation may be 
evaluated ( see  Subheading  3.1.5 . and Subheading  3.1.6 ).    

       Synchronization of cells can be performed using transient exposure 
to Dexamethasone. Briefl y, cells are incubated with 100 nM of this 
synthetic corticosteroid for 2 h, this is suffi cient to synchronize 
clock gene expression for several hours in a variety of mammalian 
cells [ 11 ]. An example of the experimental design for synchroniz-
ing BMDMs through Dexamethasone exposure is shown in Fig. 
 2b  ( see   Note 2 ). The goal of this experimental set up is also to 
demonstrate if any gene of interest is expressed in a circadian 
 pattern and whether such pattern involves the cell intrinsic molec-
ular clock.

    1.    Collect one plate of cells cultured in DMEM as your asynchro-
nous control cells.   

   2.    Remove medium from the other plates and add complete 
DMEM ( see   Note 6 ) to wells designated as asynchronous cells 
or complete DMEM containing Dexamethasone (Dex) at fi nal 
concentration of 100 nM to wells designated as synchronized 
cells (Fig.  2b ).   

   3.    Incubate plates for 2 h at a 37 °C, 5 % CO 2  incubator. The 
moment when the medium containing Dex is added is consid-
ered Time 0 (T0).   

3.1.4  Synchronizing 
BMDMs 
with Dexamethasone
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  Fig. 2    Experimental setups for evaluating clock gene expression and cytokine response after BMDM synchro-
nization in vitro. ( a ) BMDM synchronization by serum shock (Subheading  3.1.3 ) involves replacing complete 
DMEM media ( purple ) on the day after cells were plated by serum-free DMEM ( red ) in a group of wells desig-
nated as asynchronous cells or by DMEM containing 50 % (v/v) horse serum ( yellow ). The moment when 50 % 
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   4.    After 2 h, remove media from the wells designated as synchro-
nized cells and wash wells with 1 ml of PBS and then add 
complete DMEM medium ( see   Note 6 ). Return plates to 
incubator.   

   5.    Start collecting cells 12 h after T0 ( see   Note 7 ). Collect cells 
from the other plates at the previously defi ned timepoints ( see  
 Note 2 ) by removing the medium from the well and lysing the 
cells with Lysis Buffer for RNA extraction according to the 
manufacturer’s instructions. These cells can then be assessed 
for oscillating gene expression upon synchronization ( see  
Subheading  3.1.6 ).   

   6.    After discrete timepoints post T0 (for example, 24 or 36 h 
later), cells can be treated as desired (e.g. LPS) and changes in 
cytokine production upon TLR activation may be evaluated 
( see  Subheading  3.1.5 . and Subheading  3.1.6 ).    

        Synchronization of BMDMs after serum shock or Dex treatment 
leads to expression of clock genes in a circadian-like pattern. To 
assess whether cells in different moments of a circadian cycle 
respond differently to TLR activation, cells may be stimulated with 
TLR agonists at different times post synchronization. In the fol-
lowing example, serum-shocked BMDMs were stimulated with 
LPS 36 or 24 h post exposure to the synchronizing agent (Fig.  2c ). 

3.1.5  Stimulation 
of Synchronized BMDMs 
with TLR agonists

Fig. 2 (continued) serum DMEM is added is considered time 0. After 2 h of incubation (synchronization period), 
medium in wells designated as synchronized cells is replaced by serum-free DMEM and cells are kept in this 
medium until the time of collection. One plate containing asynchronous and synchronized cells must be pre-
pared per timepoint of collection. In this example, cells were collected every 6 h (in  red ). In addition, one plate 
must be collected before synchronization and designated as control cells. At the defi ned timepoints of collec-
tion, medium is removed and cells are lyzed for RNA extraction. ( b ) BMDM synchronization by Dexamethasone 
(Dex) (Subheading  3.1.2 ) involves replacing complete DMEM media ( purple ) on the day after cells were plated 
in fresh complete DMEM ( red ) in a group of wells designated as asynchronous cells or by complete DMEM 
containing 100 nM of Dex ( yellow ). The moment when DMEM supplemented with Dex is added is considered 
time 0. After 2 h of incubation (synchronization period), medium in wells designated as synchronized cells is 
replaced by complete DMEM and cells are kept in this medium until the time of collection. One plate containing 
asynchronous and synchronized cells must be prepared per timepoint of collection. In this example, the fi rst 
plate was collected 12 h after Dex addition ( see   Note 7 ) and each plate was collected every 6 h (in  red ). In 
addition, one plate must be collected before synchronization and designated as control cells. At the defi ned 
timepoints of collection, medium is removed and cells are lyzed for RNA extraction. ( c ) In order to assess 
changes in response to LPS by cells in different moments of the circadian cycle, BMDMs were serum- shocked 
as described above (Subheading  3.1.3 ) 36 or 24 h before stimulation with LPS at a fi nal concentration of 100 
ng/ml (Subheading  3.1.5 ). Prepare one plate for synchronization 36 h before LPS addition (T36) and another 
one for synchronization 24 h before LPS addition (T24). Each plate must contain synchronized cells for both 
LPS-treated and non-treated groups. Plates must be prepared in a way that they will be treated with LPS at 
the same moment. The moment when LPS is added is considered time 0. After 12 h of incubation, supernatant 
is collected for ELISAs assay       
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These timepoints were chosen based in the differences in expres-
sion of BMAL1 by the synchronized cells ( see  Subheading  3.1.6 . 
and Fig.  4 ).

    1.    Make sure that there are enough synchronized cells in each 
plate for LPS-treated and non-treated groups ( see   Note 8 ).   

   2.    Add 10 μl of the stock LPS solution (at 10 μg/ml) to the des-
ignated wells of both plates (the one submitted to serum shock 
24 h before and to the one submitted to serum shock 36 h 
before) in order to obtain a fi nal concentration of 100 ng/ml 
of LPS (Fig.  2c ).   

   3.    Collect supernatants after incubation with LPS for the estab-
lished time (12 h in the example) and perform ELISAs accord-
ing to the manufacturer’s instructions to test for infl ammatory 
cytokines such as CXCL1 and IL-6 (Fig.  3 ).

               BMDMs synchronization by serum shock or dexamethasone leads 
to circadian-like oscillation in expression of some clock-controlled 
genes. Analysis of such oscillation involves simply assessing gene 
expression at 6 h intervals ( see   Note 4 ) after the synchronizing 
stimulus ( see   step 5 , Subheadings  3.1.3  and  3.1.4 ). For analyzing 
gene expression in this case follow the steps below:

    1.    Follow manufacturer’s protocol for RNA extraction.   
   2.    Convert equal quantities of RNA to cDNA using a standard 

reverse transcription protocol.   
   3.    Measure target gene expression by standard qPCR.   

3.1.6  RT-PCR Analysis

  Fig. 3    Synchronization of BMDMs by serum shock leads to circadian-like cyto-
kine production upon LPS stimulation. ( a ,  b ) BMDMs were submitted to serum 
shock as described (Subheading  3.1.3 ) 36 h (T36) or 24 h (T24) before stimula-
tion with LPS (100 ng/mL). 12 h later, supernatants were collected for measuring 
CXCL1 ( a ) and IL-6 ( b ) by ELISA. Results represented are the mean ± SEM of 
cytokine concentration in ng/mL of three wells per condition       
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   4.    For analyzing circadian-like oscillation in expression of a gene 
of interest (Fig.  4a, b ), the ΔΔCt method of analysis may be 
used. For this, fi rst calculate the ΔCt over a constitutive non- 
variable gene (such as  Rpl4  or  Tbp ) and then calculate the 
ΔΔCt over the average of the ΔCts of all the timepoints col-
lected of the synchronized cells.

                    1.    Cull mice by an approved humane method at ZT0 and every 4 
h until the next ZT0.   

   2.    Adherent peritoneal cells are obtained by peritoneal lavage.   
   3.    Dissect apart the peritoneum from the skin and inject 5 mL of 

serum-free DMEM.   
   4.    Massage for 30 s and retrieve the injected volume with a sterile 

Pasteur pipette and store in a Falcon tube in ice.   
   5.    After cell collection, centrifuge cells at 300 ×  g  for 5 min at 4 

°C. Decant supernatant and suspend cells in serum-free 
DMEM.   

   6.    Count cells and dilute the suspension with serum-free DMEM 
to obtain a concentration of 1 × 10 6  cells/ml.   

   7.    Plate 1 ml of the cells suspension per well of a 12-well dish.   
   8.    Incubate at 37 °C 5 % CO 2  for 30 min to allow cells to attach 

to the plate.   

3.2  Assessing 
Circadian Gene 
Expression in Primary 
Leukocytes

3.2.1  Harvesting 
Peritoneal Cells

  Fig. 4    Synchronization of BMDMs by serum shock leads to circadian-like expression of clock genes. ( a ,  b ) 
BMDMs were submitted to serum shock as described (Subheading  3.1.3 ) and every 6 h, cells were collected 
for assessing  Bmal1  ( a ) and  Rev-erb-a  ( b ) expression. Results represented are the mean ± SEM of relative 
gene expression in three wells per timepoint        
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   9.    Remove the media from the wells, wash out non-adherent cells 
by pipetting up and down 1 ml of sterile PBS.   

   10.    For simply analyzing circadian gene expression (Fig.  5a ), lyse 
cells for RNA extraction as recommended by the manufacturer 
at this point ( see  Subheading  3.2.4 ).

       11.    In the case of assessing response to TLR activation, add 1 ml 
of complete DMEM and proceed to stimulation with the 
desired TLR agonist ( see  Subheading  3.2.3 ).      

RNA extraction

RNA extraction
4, 8 and 12h 

post stimulation

Cell isolation 
from mice

Cell stimulation 
ex vivo

Cell isolation 
from mice

a

b

Mice at 
different ZTs

Mice at 
different ZTs

7:00 19:00

7:00 19:00

11:00 15:00 23:00 3:00

020161284ZT0

020161284ZT0

  Fig. 5    Experimental setups for ex vivo evaluation of clock gene expression and cytokine response in primary 
leukocytes extracted from mice at different Zeitgeber times (ZT). ( a ) Mice entrained to a 12 h light/dark cycle 
(ZT0 corresponds to the moment when lights go on—7:00; and ZT12 refers to the moment lights go off—
19:00). For analyzing clock gene expression across the whole diurnal cycle, it is recommended to collect cells 
from mice every 4 h, for at least one entire cycle ( blue arrows ). After cell isolation (Subheading  3.2.1 ) from the 
group of mice at each ZT, they are immediately lyzed for RNA extraction. ( b ) For analysis of cell response to 
TLR activation at different ZTs (Subheading  3.2.2 ), cells are isolated from groups of mice entrained to the same 
12 h light/dark cycle described in ( a ) at ZT0 and ZT12 ( blue arrows ) and put in culture in the presence or not 
of a TLR agonist. 4, 8 or 12 h after cell stimulation, they are lyzed for RNA extraction       
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         1.    Dissect spleen and store in RPMI 1640 medium on ice.   
   2.    For obtaining single cells suspensions, homogenize each organ 

in 1 ml of RPMI 1640 and fi lter the cell suspension through a 
70 μm nylon cell strainer.   

   3.    Centrifuge the cells at 300 ×  g  for 5 min at 4 °C.   
   4.    For red cell lysis, discard supernatant and suspend cells in 3 mL 

of Red Cell Lysis Buffer and carefully pipette up and down 
twice.   

   5.    Incubate for 5 min at room temperature. Stop reaction by add-
ing 20 mL of RPMI 1640.   

   6.    Filter the cell suspension through a 70 μm nylon cell strainer.   
   7.    Centrifuge the cells at 300 ×  g  for 5 min at 4 °C.   
   8.    Decant supernatant, suspend cells in 3 mL of PBS for labeling 

with microbeads and subsequent cells separation.   
   9.    In order to obtain macrophage and dendritic cells, label cells 

with CD11c mouse microbeads according to the manufactur-
er’s instructions.   

   10.    Magnetic cell separation may be achieved by using MACS Cell 
Separation Columns and the autoMACS Pro Separator.   

   11.    For simply analyzing circadian gene expression (Fig.  5a ), lyse 
cells for RNA extraction as recommended by the manufacturer 
at this point ( see  Subheading  3.2.4 ).   

   12.    In the case of assessing response to TLR activation, add 1 ml 
of complete RPMI 1640 and proceed to stimulation with the 
desired TLR agonist ( see  Subheading  3.2.3 ).      

      After obtaining the adherent peritoneal cells or purifi ed cell sus-
pensions from Spleen at each ZT, cells can be treated as desired 
(e.g. LPS) and changes in gene expression upon TLR activation 
may be evaluated. Experiments analyzing responses to TLR ago-
nists may involve stimulating cells obtained from mice in two dif-
ferent ZTs, such as ZT0 and ZT12 (Fig.  5b ) or in several different 
ZTs.

    1.    Add LPS to obtain a 100 ng/ml fi nal concentration at the well 
to cells extracted at ZT0 or at ZT12.   

   2.    Lyse cells for RNA extraction in the adequate buffer 4, 8, and 
12 h after LPS treatment.    

       Analysis of circadian gene expression in leukocytes ex vivo involves 
simply assessing gene expression at each ZT timepoint collected 
(Fig.  5a ). Also, after discrete timepoints post-stimulation of cells 
obtained in two different ZTs (for example, ZT0 or ZT12), 
changes in gene expression upon TLR activation may be evaluated 
(Fig.  5b ). For analyzing gene expression in both cases:

3.2.2  Harvesting 
CD11c Cells

3.2.3  Leukocyte 
Stimulation

3.2.4  RT-PCR Analysis
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    1.    Follow manufacturer’s protocol for RNA extraction.   
   2.    Convert equal quantities of RNA to cDNA using a standard 

reverse transcription protocol;   
   3.    Measure target gene expression by standard qPCR.   
   4.    For analyzing circadian gene expression of a gene of interest 

(Fig.  6a ), the ΔΔCt method of analysis may be used. For this, 
fi rst calculate the ΔCt over a constitutive non-variable gene 
(such as  Rpl4  or  Tbp ) and then calculate the ΔΔCt over the 
average of the ΔCts of ZT0 group.

       5.    For analyzing changes in gene expression upon TLR activation 
at different ZTs (Fig.  6b ), using the ΔΔCt method, calculate 
the ΔCt over a constitutive non-variable gene (such as  Rpl4  or 
 Tbp ) and then calculate the ΔΔCt over the average of the ΔCts 
of the non-stimulated cells of the respective ZT (e.g. LPS- 
treated ZT0 cells over Medium-treated ZT0 cells and LPS- 
treated ZT12 cells over Medium-treated ZT12 cells).    

4        Notes 

     1.    Polystyrene Petri dishes for mammalian cell cultures are used 
as they provide a greater yield of BMDMs for the following 
steps of the procedure.   

  Fig. 6    Analysis of clock gene expression and of response to LPS stimulation in peritoneal cells obtained from 
mice at different Zeitgeber times. ( a ) Adherent peritoneal cells were collected from mice kept in a 12 h light/
dark cycle every 4 h and assayed for  Cry2  expression. Results represented are the mean ± SEM of relative 
expression of cells obtained from 4 animals per timepoint. ( b ) Adherent peritoneal cells were collected from 
mice kept in a 12 h light/dark cycle at ZT0 or at ZT12. Cells were stimulated ex vivo with 100 ng/mL of LPS. 4, 
8 and 12 h later, cells were lyzed for analysis of expression of  Cxcl1  by qPCR. Results represented are the 
mean ± SEM of relative gene expression in cells extracted from 4 animals per condition       

 

Anne M. Curtis and Caio T. Fagundes



315

   2.    Expression of clock-controlled genes oscillate in different 
kinetics and therefore the length of the intervals chosen for 
analysis of expression of a given gene will impact whether one 
might detect or not circadian like expression. Assaying gene 
expression in intervals of 12 h may not be adequate to detect 
the peaks and troughs of an oscillating gene. Therefore, exper-
imental designs for synchronization usually involve analyzing 
gene expression every 4 or 6 h. In addition, for expression to 
be considered circadian there must be a peak and trough within 
24 h, and the time between the peak and trough needs to be 
12 h apart. Therefore, experimental design should include 
evaluating gene expression for at least 24 h, ideally 48 h, to 
make sure the pattern of oscillation is stable along two entire 
circadian cycles. Experimental setup must include one plate 
with asynchronous and synchronous cells per analyzed time-
point (Fig.  2a, b , as examples).   

   3.    As the synchronizing agent of this experimental approach is 
present in serum, to avoid confounding factors, asynchronous 
cells are kept in serum-free DMEM for the entire experimental 
period. Cells submitted to serum shock are kept in serum-free 
DMEM after the 2 h of exposure to 50 % serum 
DMEM. BMDMs are usually viable for 48 h in DMEM sup-
plemented only with antibiotics.   

   4.    There is no need to wash with PBS or plain DMEM after 
removing the 50 % serum DMEM from shocked cells. Simply 
remove media and add serum-free DMEM with antibiotics 
(the same medium that asynchronous cells are kept during the 
whole experimental period).   

   5.    The goal of this experimental set up is to demonstrate if any 
gene of interest is expressed in a circadian pattern. Each plate 
will contain wells with asynchronous cells and wells with syn-
chronized cells. After gene expression assessment, genes that 
present a peak and trough 12 h apart in the synchronized cells, 
but not in the asynchronous cells, are considered to be 
expressed in a circadian-like fashion.   

   6.    As the synchronizing agent of this experimental approach is 
Dexamethasone, asynchronous cells may be kept in DMEM 
containing 10 % FBS for the entire experimental period. Cells 
exposed to Dexamethasone are kept in 10 % FBS DMEM after 
the 2 h of treatment.   

   7.    Dexamethasone interferes with the expression of some clock 
genes directly through activation of the Glucocorticoid recep-
tor (GR) and this modulation does not follow a circadian pat-
tern [ 12 ]. Therefore, to avoid interference of this direct 
GR-mediated effect, assessment of gene expression after syn-
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chronization by this method is conducted using a later time-
point, usually beginning 12 h after exposure to Dexamethasone.   

   8.    The goal of this experiment is to assess whether cells in differ-
ent moments of the circadian cycle respond differently to TLR 
activation. Therefore, there is no need to keep asynchronous 
cells in this experimental setup. In fact, for this purpose, exper-
iment design must contain wells with cells in two different 
moments of circadian cycle that will be treated or not with 
TLR agonists in the same plate. In the example in Figs.  2c  and 
 3 , cells shocked 36 or 24 h before were treated or not with 
LPS and 12 h later, supernatants were collected to measure 
cytokine production by ELISA (Fig.  4 ). Alternatively, cells 
could be lyzed for RNA extraction and analysis of gene expres-
sion in a similar way to that of primary cells obtained from 
mice at different Zeitgeber times ( see  Subheadings  3.2.1 ,  3.2.2 , 
and  3.2.3 ).         
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 Methods to Investigate the Role of Toll-Like Receptors 
in Allergic Contact Dermatitis                     
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  Abstract 

   Allergic contact disease is a common infl ammatory skin disease resulting from hyperresponsiveness to 
harmless nonprotein substances such as metals, fragrances, or rubber. Recent research has highlighted a 
prominent role of Toll-like receptors, particularly TLR4 in contact allergen-induced innate immune activa-
tion that crucially contributes to the pathogenesis of this disease. 

 Here we describe several methods to investigate the role of Toll-like receptors in contact allergen- 
induced pro-infl ammatory responses. These include expansion of disease-relevant human primary cells 
including endothelial cells and keratinocytes and their manipulation of TLR signaling by transfection, 
retroviral infection and RNA interference, basic methods to induce contact hypersensitivity in mice, and 
protocols for adoptive transfer of hapten-stimulated dendritic cells and T cells from TLR-defi cient mice to 
wild-type mice and vice versa wild-type mice to TLR-defi cient mice in order to explore cell-specifi c roles 
of TLRs in contact hypersensitivity responses.  

  Key words     Allergic contact dermatitis  ,   Contact hypersensitivity  ,   TLR4  ,   Hapten  ,   Metal allergen  

1      Introduction 

 Allergic contact dermatitis (ACD) is one of the most prevalent skin 
disorders. It is triggered by epicutaneous contact with low molecu-
lar weight (<500 Da) chemicals (haptens) that act as allergens [ 1 , 
 2 ]. More than 4000 defi ned substances are known that are capable 
of inducing ACD [ 3 ]. Prominent examples are nickel (a frequent 
component of fashion jewelry and many consumer products) or 
fragrances. For studying the mechanisms of contact allergy, animal 
models have been extremely useful, especially investigating contact 
hypersensitivity (CHS), the mouse equivalent of ACD. Development 
of ACD (and CHS) requires a sensitization phase during which 
haptens are processed and presented by antigen-presenting den-
dritic cells (DCs) to prime for an adaptive T lymphocyte-mediated 
immune response; this phase is clinically inapparent. Upon reexpo-
sure to the same hapten, the so-called elicitation phase is initiated, 
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in which hapten-specifi c T lymphocytes locally proliferate in the 
skin [ 4 ] and orchestrate a clinically visible infl ammation in dermis 
and epidermis. Belonging to the delayed-type (type IV) hypersen-
sitivity diseases, the clinical signs of hypersensitivity typically 
emerge late after exposure, i.e., ~72 h after hapten contact in sen-
sitized humans or after ~24–48 h in sensitized mice, respectively. 
They manifest as characteristic erythematous, scaling and itchy skin 
lesions, clinically known as eczema (dermatitis). Pathophysiologically, 
these result from cytotoxicity and infl ammation triggered by a 
complex interplay of locally activated skin-resident cells including 
keratinocytes, endothelial cells (EC) and DCs as well as locally pro-
liferating and infi ltrating leukocytes [ 5 ,  2 ]. The latter most impor-
tantly comprise cells of the adaptive immune system such as 
hapten-specifi c cytotoxic T (Tc) cells and different T helper (Th) 
populations but also include innate immune cells such as neutro-
phils and macrophages that aggravate the infl ammatory response. 

 While ACD and CHS have long been considered to be entirely 
dependent on the adaptive immune system it has recently become 
clear that generation of adequate innate immune signals is a pre-
requisite for initiation of both the sensitization and elicitation 
phase [ 1 ]. These can either be delivered by direct stimulation of 
innate immune receptors by the hapten itself, or result from indi-
rect activation of membrane-bound or cytosolic pattern recogni-
tion receptors (PRR) by damage-associated molecular patterns 
(DAMPs) that are released in response to metabolization or hap-
ten reactivity against endogenous cell components, respectively [ 1 , 
 6 ]. An important consequence of hapten-induced innate immune 
activation is the stimulation and mobilization of hapten-loaded 
DCs to the skin-draining lymph node where they encounter and 
educate naïve T cells to respond to a given hapten [ 5 ]. Additionally, 
hapten-induced innate immune activation results in release of pro- 
infl ammatory cytokines such as IL-1 by keratinocytes and licences 
local ECs to express various cell surface receptors and chemokines 
that support recruitment of leukocytes from the blood into the 
skin [ 1 ]. Thus, innate immune activation of skin resident cell pop-
ulations is crucial for development of ACD. 

 Recently, evidence has accumulated that Toll-like receptors 
(TLR) play a key role in hapten-dependent innate immune activa-
tion and CHS induction. The fi rst hint came from the observation 
that TLR2/4 double-defi cient mice were protected from CHS 
induction by the model hapten 2,4,6-trinitro-1-chlorobenzene 
(TNCB), suggesting a critical role of those two PRRs in TNCB- 
induced CHS [ 7 ]. The indispensable requirement of TLR2 and 
TLR4 likely relies on TNCB-induced oxidation and enzymatic 
degradation of the extracellular matrix component hyaluronic acid 
triggering release of low-molecular hyaluronan [ 7 ,  8 ], which acts 
as DAMP for TLR2 and TLR4 [ 9 – 11 ] and induces the necessary 
innate immune activation for effi cient T-cell priming. 
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 In contrast to indirect innate immune activation via DAMPs, 
the metal allergens nickel, cobalt, and recently also palladium were 
shown to trigger innate immune activation via direct stimulation of 
TLR4 signaling [ 12 – 14 ]. In case of nickel and cobalt this requires 
the presence of two non-conserved histidine residues, H456 and 
H458, at the dimerization interface of human TLR4 [ 12 ,  13 ]. 
Metal binding to those residues supports cross-linking of two 
TLR4 receptor dimers as demonstrated by co- immunoprecipitation 
experiments with differently tagged TLR4 receptors exogenously 
expressed in TLR4-defi cient HEK293 cells [ 13 ]. Notably, mouse 
TLR4 lacks equivalents of the above-mentioned metal-responsive 
histidines H456 and H458. As a result, wild-type mice are insensi-
tive to nickel-induced TLR4 activation and fail to induce a 
 signifi cant innate immune signal and CHS upon nickel treatment 
[ 12 ]. However, the missing innate immune signal in mice can be 
restored by transgenic expression of human TLR4 [ 12 ], co-treat-
ment with the natural TLR4 agonist lipopolysaccharide (LPS) 
[ 15 ], or co- incubation with other adjuvants [ 16 ] allowing CHS 
induction by nickel. This provides evidence that (a) innate immune 
activation is crucial for nickel-induced CHS but can be replaced by 
alternative TLR4/PRR activation and (b) that reconstitution with 
human TLR4 is suffi cient to restore responsiveness to nickel in 
mice [ 17 ]. 

 TLR-defi cient cells sustaining intact TLR-dependent intracel-
lular signaling circuits provide valuable tools to analyze direct stim-
ulatory effects of haptens on TLR-mediated pro-infl ammatory 
gene expression, as they are amenable for reconstitution experi-
ments. A well-established human cell line suitable for reconstitu-
tion experiments with TLRs and other innate immune receptors is 
the human embryonic kidney cell line HEK293. This cell line has 
the advantage that it is defi cient for most TLRs including TLR2 
and TLR4 [ 18 ], is easy to cultivate and manipulate, and expresses 
enormous amounts of exogenously expressed proteins, which facil-
itates, e.g., co-immunoprecipitation experiments. Another 
extremely useful primary epidermal cell for contact allergy research 
are normal human foreskin epithelial keratinocytes (NHEK), 
which express a variety of endogenous TLR receptors as well as the 
TLR4 co-receptor MD2 but are defi cient for TLR4 under undif-
ferentiated, differentiated, and infl ammatory conditions [ 13 ], 
respectively. Albeit more challenging with respect to culture condi-
tions and manipulation, these cells can be transiently transfected to 
rates up to 50 % with appropriate reagents and are thus likewise 
well suited for reconstitution experiments with TLR4 [ 13 ]. 
Moreover, manipulated NHEKs can be used for in vitro 3D skin 
reconstitution models, which can be transplanted onto mice for 
further analysis. 

 Other useful primary cells for contact allergy research include 
endothelial cells. Vessel endothelium is among the fi rst to respond 
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to hapten challenge in vivo and is highly responsive to proinfl am-
matory activation by various stimuli including LPS, TNF, and 
IL-1β [ 12 ,  17 ]. Since microvascular dermal endothelial cells are 
diffi cult to isolate human umbilical vein endothelial cells (HUVEC) 
are frequently used as substitutes. HUVEC endogenously express 
TLR4 along with MD2 as well as intracellular TLR3, but show no 
functional expression of other surface TLRs [ 19 ] making them an 
ideal model to test hapten-induced TLR4 activation. Similarly to 
NHEKs they are commercially available from various suppliers but 
unlike those are relatively easy to cultivate and can well be manipu-
lated via small-interfering RNA (RNAi) as well as by retroviral 
gene transduction in order to interfere with TLR4 signaling [ 12 ]. 

 As mentioned above, wild-type mice and mouse cells are poor 
models to study metal-induced CHS and innate immune activation 
due to the failure of mouse TLR4 to respond to metal haptens [ 12 , 
 13 ]. However, this defi cit turned out to be extremely handy to dis-
sect the exact molecular requirements for metal-induced TLR4 
activation since ex vivo isolated primary cells from wild-type mice 
could be used as reconstitution system to test the responsiveness of 
human TLR4 mutants to nickel-induced proinfl ammatory activa-
tion [ 12 ]. Moreover, the availability of human TLR4-transgenic 
 Tlr4  −/−  mice opens the unique opportunity to analyze the relative 
contributions of distinct lymphocyte or DC populations to metal- 
induced CHS in adoptive transfer experiments in which purifi ed 
cell populations from human TLR4-transgenic  Tlr4  −/−  donor mice 
are transferred to wild-type or TLR4-defi cient receptor mice. 

 The methods described below are categorized into two parts 
addressing different aspects of hapten-induced TLR activation: 
The fi rst one deals with methods to analyze direct TLR activation 
and dimerization by haptens in human primary cells and HEK293 
cells. In the second part we elaborate on methods of CHS- 
induction by haptens and provide methods for the in vitro genera-
tion of DCs and isolation of T cells for adoptive transfer. The latter 
is particularly designed to test the role of distinct cell populations 
isolated from hapten-sensitized donor mice with genetic alteration 
in TLR signaling components for the induction of CHS responses 
in nonresponsive wild-type or TLR-defi cient recipient mice.  

2    Materials 

        1.    NHEK and HUVEC cells from single donors (Promocell) ( see  
 Note 1 ).   

   2.    Wild-type HEK293 and HEK293 stably expressing human 
MD2 and CD14 (HEK293-MD2/CD14) (Invivogen).   

   3.    ϕNX ampho virus producer cells [ 20 ] (The National Gene 
Vector Biorepository).   

2.1  Cell Culture
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   4.    FLYRD18 human fi brosarcoma virus producer cells [ 21 ] 
(Sigma).   

   5.    Culture medium for HEK293 cells, ϕNX ampho, and 
FLYRD18: Dulbecco’s modifi ed Eagle’s Medium (DMEM) 
GlutaMAX I™ with high glucose (Life Technologies) supple-
mented with 10 % fetal calf serum (FCS; GE Healthcare) ( see  
 Note 2 ).   

   6.    HUVEC culture medium: mix 1 part endothelial growth 
medium (EGM™; Lonza) as specifi ed under (a) and 2 parts of 
medium 199 Earle’s Salts GlutaMAX I™ (Life Technologies) 
as detailed under (b).

   (a)    EGM: Endothelial basal medium (500 ml) is supplemented 
with EGM SingleQuot Supplements and Growth Factors 
(Lonza) as follows: 10 ml FBS, 0.5 ml of human epidermal 
growth factor, 0.5 ml hydrocortisone, 0.5 ml gentamycin/
amphotericin B, and 2 ml of bovine brain extract with 
heparin.   

  (b)    M199 medium with Earle’s Salts GlutaMAX™ supple-
mented with 10 % FCS, 30 μg/ml gentamycin, 15 pg/ml 
amphotericin B, and 0.8 IU/ml heparin.       

   7.    NHEK culture medium: A 1:1 mix of serum-free keratinocyte 
growth medium (KSFM) containing 50 μg/ml bovine pitu-
itary extract (BPE) and 5 ng/ml hEGF (Life Technologies) 
and calcium-free Eagle’s Minimum Essential Medium 
(EMEM; Lonza) without supplementation. The fi nal calcium 
chloride concentration of the mixture medium is 0.05 mM, 
which impedes spontaneous differentiation and keeps cells in 
optimal proliferative condition [ 22 ].   

   8.    Chelex 100 Resin (analytical grade, 100–200 mesh; Bio-Rad), 
for removal of calcium from FCS in order to avoid calcium- 
induced differentiation of NHEK keratinocytes upon 
subculture.   

   9.    Phosphate buffered saline (PBS).   
   10.    Trypsin/EDTA (0.05 %/0.02 % in sterile PBS).   
   11.    0.05 % EDTA pH 8.0 (sterile fi ltered).   
   12.    DMSO.   
   13.    FCS or Chelex-treated FCS (in case of NHEK) for passaging 

and freezing of cells.   
   14.    Antibiotics for selection: hygromycin (50 μg/ml) for re- 

selection of stable HEK293-MD2/CD14; hygromycin (300 
μg/ml) and diphtheria toxin (1 μg/ml) for co-selection of ret-
roviral  gag/pol  and  env  genes stably expressed by ϕNX ampho 
cells; Blasticidin S (4 μg/ml) and Zeozin (Phleomycin, 10 μg/
ml) for re-selection of viral packaging genes of FLYRD18; 
puromycin (2 μg/ml) for selection of stable viral producers 
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containing retroviral expression constructs for dominant- 
negative signaling components or small hairpin RNA (shRNA).   

   15.    Metal salt stock solutions for stimulation:
   (a)    150 mM Nickel Chloride (NiCl 2  · 6H 2 O, ACS grade; Merck 

Millipore), in aqua ad injectabilia (pyrogen-free water), 
sterile fi ltered and used at a fi nal concentration of 1.5 mM.   

  (b)    150 mM Cobalt chloride (CoCl 2  · 6H 2 O, premium quality; 
Sigma), in aqua ad injectabilia (pyrogen-free water), sterile 
fi ltered and used at fi nal concentration of 1.5 mM.       

   16.    LPS as positive control for TLR4 stimulation:
   (a)    Smooth LPS  E. coli  Serotype O55-B5 (TLR grade ; Enzo), 

used at 1 μg/ml.   
  (b)    Rough LPS: LPS  E. coli  Serotype R515 or LPS  Salmonella 

minnesota  R595 (TLR grade ; Enzo), used at 1 μg/ml.       
   17.    Polymyxin B-sulfate (PMB; Sigma) used at 50 μg/ml to con-

trol for endotoxin contamination of metal solutions.      
  

     1.    Oligofectamine™ and OptiMEM medium (Life Technologies) 
for transfer of small interfering RNA (siRNA) into HUVEC.   

   2.    Scrambled siRNA and validated siRNA directed against TLR 
signaling compounds commercially available (Qiagen or Life 
Technologies).   

   3.    Retroviral vectors pBABE puro [ 23 ] and pRetro Super (pRS) 
[ 24 ] with and without gene insert for generation of stable 
ϕNX ampho and FLYRD18 retroviral producer cell lines pro-
ducing amphotropic retroviruses for expression of dominant-
negative signaling components or shRNA directed against 
TLR signaling- relevant genes in primary HUVEC.   

   4.    Polybrene (5 mg/ml in aqua destillata; Sigma).   
   5.    0.8 μm syringe fi lter (Sartorius) for fi ltration of virus 

supernatant.   
   6.    Puromycin (10 mg/ml in aqua destillata; AppliChem). Use at 

2 μg/ml for selection of positive integration of retroviral 
constructs.   

   7.    FuGENE HD ®  (Roche) and Lipofectamin ®  2000 (Life 
Technologies) transfection reagents.      

  
     1.    HA-tagged human TLR4 (pDisplay-HA-TLR4 [ 25 ]), FLAG- 

tagged TLR4 (pCMV-FLAG-TLR4) (Tularik Inc.), and 
mutagenized variants thereof [ 12 ,  13 ].   

   2.    E1A Lysis Buffer (ELB): 150 mM Sodium chloride, 50 mM 
HEPES, pH 7.5, 5 mM EDTA, 0.1 % NP-40 in dd H 2 O. Before 
use, freshly add 20 mM β-Glycerophosphate (as protein threo-
nine phosphatase inhibitor), 0.5 mM sodium-ortho-vanadate 

2.2  Transfection

2.3  Co-immunopre-
cipitation
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(as protein tyrosine phosphatase inhibitor) [ 26 ], and 1× 
Complete ®  protease inhibitor (Roche) to obtain ELB +++ .   

   3.    Mouse α-FLAG ®  (M2; Sigma) and Mouse α-HA (12CA5; 
Abgent) antibodies for immunoprecipitation used at 0.5 or 1 
μg/ml, respectively.   

   4.    Protein G Agarose (Roche).   
   5.    2× SDS-sample buffer: 125 mM Tris–HCl, pH 6.8, 4 % 

Sodium dodecyl sulfate (SDS), 20 % Glycerol, 5 % 
β-Mercaptoethanol, 0.005 % Bromophenol blue in dd H 2 O.   

   6.    Rat α-HA (high affi nity) (3F10; Roche) and Rabbit α-FLAG 
antibody (Rockland) used for Western blotting at 50 ng/ml 
or 0.5 μg/ml, respectively.   

   7.    Secondary horseradish peroxidase- (POD-)coupled antibod-
ies: α-rat-POD (1:2000; Santa Cruz), α-rabbit-POD, and 
α-mouse POD (1:2000; GE Healthcare).   

   8.    Enhanced chemiluminescence (ECL) detection buffer. Freshly 
prepared 1:1 mixture of:
   (a)    Solution A: 0.1 M Tris–HCl, pH 8.5, freshly supple-

mented with 2.5 mM Luminol and 0.4 mM p-coumaric 
acid.   

  (b)    Solution B: 0.1 M Tris–HCl, pH 8.5, freshly supplemented 
with 0.18 % H 2 O 2.        

   9.    Antibodies for Western blots: mouse α-(human) IL-8 (G265- 
8) (1 μg/ml; BD Pharmingen), mouse α-alpha-Tubulin used 
as loading control (B-5-1-2) (1:10,000; Sigma).   

   10.    ELISAs: BD OptEIA human IL-8 ELISA Set and OptEIA 
human MCP1 (CCL2) ELISA Set (BD Pharmingen).   

   11.    FACS antibodies: mouse α-(human) IL-8 (G265-8) (1:100; 
BD Pharmingen), Mouse α-(human) ICAM1 (84H10) 
(1:100; Beckman-Coulter), mouse anti-human E-selectin 
(1.2B6) (1:100; Merck Millipore), and mouse α-(human) 
VCAM1 (1.G11B1) (1:100; AbD Serotec).      

  
     1.    Inbred mice: wild-type mice (C57BL/6, C57BL/10, or 

other), mutant mice (e.g., TLR-defi cient) on the same genetic 
background, 6–8 weeks of age from an SPF facility.   

   2.    Electric shaver to remove hair from abdominal skin.   
   3.    Contact allergens: TNCB (Sigma), dissolve in acetone prior to 

use; 2,4,6-trinitrobenzene sulfonic acid (TNBS; Sigma), pre-
pare 3 mM stock in PBS and adjust pH to 7.4, store aliquots 
at −20 °C; NiCl 2  (NiCl 2  · 6H 2 O; ACS grade; Merck Millipore) 
prepare 1, 5, and 10 mM stock solutions in 0.9 % NaCl, store 
at 4 °C.   

2.4  CHS Responses
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   4.    Irritant: croton oil (Sigma).   
   5.    LPS  E. coli  Serotype O55-B5 (TLR grade ; Enzo), prepare 1 

μg/ml stock solution.   
   6.    20, 200, and 1000 μl pipettes and pipette tips.   
   7.    Thickness gauge, e.g., from Käfer Messuhrenfabrik GmbH, 

Villingen-Schwenningen, Germany.   
   8.    1 ml syringes with 0.3 mm × 12 mm needles for intracutaneous 

dendritic cell injections or 0.45 × 12 mm for i.v. injections.   
   9.    RPMI medium: RPMI-1640 supplemented with 10 % heat- 

inactivated fetal calf serum (FCS), 2 mM  l -glutamine, 25 mM 
HEPES buffer, 50 μg/ml penicillin-streptomycin (all from 
Life Technologies), and 10 μM 2-mercaptoethanol (2-ME) 
(Sigma).   

   10.    PBS.   
   11.    Acetone.       

3    Methods 

    All cell culture works are carried out under sterile conditions 
(under laminar air fl ow, using sterile solutions and media, sterile 
consumables). All primary cells and cell lines are grown at 37 °C, 5 
% CO 2  and high humidity and should regularly be tested for nega-
tivity of mycoplasm infection. 

 Primary human NHEK and HUVEC cells from single donors 
can either be isolated freshly from donor material or purchased 
from a commercial supplier (e.g., Promocell) as frozen cell aliquots 
(passage 1 or 2 for HUVEC or NHEK, respectively) for expansion 
( see   Note 1 ). 

 Below we provide a protocol for expansion of primary human 
NHEK keratinocytes or endothelial cells.

    1.    Thaw frozen aliquots of NHEK or HUVEC (containing 
~5 × 10 5 ) cells as quickly as possible at 37 °C in a water bath 
(requires about 90 s) and add about 1 ml of the appropriate 
pre-warmed medium ( see  Subheading  2.1 ) to gently resuspend 
cells.   

   2.    Transfer immediately to one T175 fl ask (NHEK) or three T75 
fl asks (HUVEC) containing at least the tenfold volume of pre- 
warmed medium ( see   Note 3 ).   

   3.    At 70–80 % density (this takes about 5 days) wash cells twice 
with pre-warmed PBS.   

   4.    Pre-incubate for 12 min in 0.05 % sterile EDTA, pH 8.0, fol-
lowed by a short trypsin/EDTA (0.05 %/0.02 % in sterile 
PBS) treatment (NHEK) or trypsinize directly (HUVEC) to 
detach cells from the dish ( see   step 5 ).   

3.1  Cell Culture
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   5.    Add trypsin/EDTA carefully to the culture vessel and swirl 
gently to cover the cells.   

   6.    Remove Trypsin/EDTA solution immediately and incubate 
cells briefl y at 37 °C (for no longer than 3 min!).   

   7.    Neutralize trypsin by addition of 5 ml of 10% FCS (HUVEC) 
or 10 % Chelex-treated FCS (NHEK) ( see   Note 4 ).   

   8.    Rinse cells gently off the culture vessel, and transfer to 15 ml 
tubes for centrifugation at 250 ×  g  (~1100 rpm in a common 
table centrifuge) to obtain cell pellets.   

   9.    After resuspension in fresh medium seed cells onto 18 T175 
culture fl asks (HUVEC) or count and seed at a density of 
~3000 cells/cm 2  onto new culture vessels (NHEK).   

   10.    Culture cells with media replacement every second day until 
they reach 70–80 % confl uency (after about 4–6 days).   

   11.    Detach cells as described above, pool and count cells prior to 
distribution into 50 ml tubes and centrifugation at 250 ×  g .   

   12.    Gently resuspend in an appropriate amount of ice-cold freez-
ing medium containing 10 % FCS (for NHEK: 10 % Chelex- 
treated FCS), 10 % DMSO, and 80 % of the respective growth 
medium and distribute cells to precooled cryowells at portions 
of 5 × 10 5 , 1 × 10 6 , 2 × 10 6 , and 4 × 10 6  cells.   

   13.    Put cryowells into styroracks and place at −80 °C for 
freezing.   

   14.    After 2–3 days transfer the frozen cell aliquots to liquid nitro-
gen for long-term storage ( see   Note 5 ). For experiments or 
manipulation an appropriate amount of cells ( see  Subheading 
 3.2  below) is thawed and either used directly (HUVEC) or 
passaged once prior to use (NHEK).      

   

 Below we describe three transfection methods to manipulate 
human primary cells for analysis of TLR-dependent signaling: (a) 
knockdown of essential signal transducers of TLR signaling by 
siRNA transfection ( see  Subheading  3.2.1 ), (b) retroviral expres-
sion of dominant-negative signaling mediators or shRNA con-
structs ( see  Subheading  3.2.2 ), or (c) TLR4 reconstitution 
experiments by transient transfection ( see  Subheading  3.2.3 ). 

   

     1.    Seed expanded HUVEC (passage 3) onto 6-well dishes at a 
density of 1.2 × 10 5  cells/well.   

   2.    On day 2, check cell morphology and density by phase con-
trast microscopy. If cells have reached the desired cell density 
of ~70–80 % proceed with  step 3 , otherwise grow cells for one 
more day. Discard altogether if cultures show increased cell 
death or do not reach the above specifi ed density by Day 3.   

3.2  Transfection

3.2.1  siRNA Transfection
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   3.    Dilute 10 μl of a 20 μM siRNA oligo solution ( see   Note 6 ) 
directed against a TLR4-relevant signaling component such as 
MD2 and in parallel a scrambled siRNA (as negative control) 
with each 90 μl prewarmed OptiMEM (without supplements 
and FCS) and for each siRNA 10 μl Oligofectamine™ with 90 
μl OptiMEM ( see   Note 7 ) in separate polypropylene tubes.   

   4.    Incubate the solutions for 10 min at room temperature.   
   5.    Add the RNAi-containing solutions to the respective tubes 

containing the Oligofectamine™ dilution and mix gently by 
tapping.   

   6.    Incubate another 30 min and then add 800 μl OptiMEM 
(without supplements) to obtain 1 ml solution for each 
transfection.   

   7.    Wash cells twice with prewarmed OptiMEM medium and 
then add the Oligofectamine™/RNAi mixture directly to the 
cells (fi nal concentration of the RNAi oligo is 200 pmol/ml).   

   8.    Incubate for 4 h at 37 °C, then replace by fresh culture 
medium.   

   9.    After about 2–3 days ( see   Note 8 ) stimulate cells with a hapten 
such as 1.5 mM NiCl 2  or CoCl 2  for 5 h to test the direct effect 
of a hapten on proinfl ammatory gene expression at RNA level 
by quantitative real-time PCR or for 8–16 h if protein-based 
readouts such as ELISA, Western blot, or FACS are used [ 12 , 
 13 ]. Typical readout genes expressed by HUVEC are the che-
mokines CXCL8 (IL-8) and CCL2 (MCP-1) and the surface 
receptors E-selectin, ICAM or VCAM-1 as indicators of 
IKK2/NFκB-dependent gene expression [ 27 ] and CCL5 
(RANTES) and CXCL10 (IP-10) as genes regulated by TLR4 
via the TRAM/TRIF pathway [ 28 ,  29 ].      

    

 HUVEC are rather diffi cult to transfect by conventional methods 
but can well be manipulated by retroviral gene expression, which 
usually yields transfection rates of >90 % ( see   Note 9 ). In order to 
produce the appropriate retrovirus required, we employ a stable 
amphotropic ϕNX cell line (for overexpression of dominant- 
negative signaling components) or stable high-titre producing 
FLYRD18 cell lines (for shRNA constructs) ( see   Note 10 ) estab-
lished by standard methods as described elsewhere [ 30 ]. The fol-
lowing protocol describes the procedure using an established ϕNX 
producer cell line for dominant-negative IRAK1 (IRAK1 dn) or an 
FLYRD18 cell line for shRNA-expressing IRAK1.

    1.    On day 1, seed amphotropic ϕNX producer cells with stable 
integration of a retroviral expression vector (e.g., pBABE puro 
[ 23 ]) for a gene of interest (e.g., IRAK1 dn) or FLYRD18 
producer cells stably expressing a specifi c shRNA construct 
(e.g., pRS-IRAK1) along with matched producer lines for the 

3.2.2  Retroviral Infection
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respective empty retroviruses at densities of ~3.5 × 10 4   cells/
cm 2  (ϕNX ampho) or 1 × 10 4 /cm 2  (FLYRD18) into DMEM 
containing 10 % FCS and a selection antibiotic for the inte-
grated retroviral backbone (e.g., puromycin at a concentration 
of 2 μg/ml). Choose appropriate culture vessel sizes corre-
sponding to the amount of HUVEC cells to be infected (e.g., 
for infection of each 10 cm dish of HUVEC seed one 10 cm 
dish containing 2 × 10 6  ϕNX ampho or 6 × 10 5  FLYRD18 
cells).   

   2.    On day 2, replace medium of producer cultures by fresh 
medium lacking antibiotics ( see   Note 11 ).   

   3.    Thaw appropriate amounts of HUVEC from a frozen aliquot 
( see   Note 3 ) and seed them at densities of 4300–5200 cells/
cm 2  into HUVEC-Mix (for an experiment with three stimula-
tion conditions as shown in Fig.  1  typically seed one 10 cm 
dish with 2.5–3 × 10 5  cells per infection). Seed one additional 
dish to control for effi ciency of the employed selection antibi-
otic used at later steps for enrichment of infected HUVEC 
(optional).

       4.    On day 3, replace medium of producer cell lines by an appro-
priate volume of HUVEC-Mix (e.g., add 6 ml to a 10 cm 
dish) for the fi rst virus production. Change medium from 
HUVEC cultures to remove traces of DMSO and sustain 
HUVEC under optimal growth conditions.   

   5.    In the morning of day 4, pipet virus supernatants from the 
different producer cell lines into separate 50 ml tubes (for 
infection of multiple dishes pool supernatants containing 
identical viruses to ensure equal infection effi ciency) and 
immediately add fresh HUVEC-Mix to the producer cells for 
production of the second virus harvest (see below).   

   6.    Filtrate the virus supernatant through a sterile 0.8 μm syringe 
fi lter ( see   Note 12 ) into a new 50 ml tube and add Polybrene 
at a fi nal concentration of 5 μg/ml to facilitate infection.   

   7.    Invert several times to mix, aspirate medium from the endo-
thelial cells and immediately add the virus solution.   

   8.    Incubate at 37 °C (in a CO 2  incubator) for 6 h and repeat 
 steps 5 – 7  for the second infection in the evening. Keep sec-
ond virus supernatant on the cells overnight and add HUVEC- 
Mix to the producer cells for a third harvest ( see   Note 13 ).   

   9.    On day 5, perform a third infection as described in  step 8 . 
Discard producer cells and incubate HUVEC at 37 °C for 6 h 
before replacing the virus supernatant with fresh HUVEC- 
Mix (8 ml per 10 cm dish).   

   10.    On day 7–8, start with the selection procedure for positive 
infection using an appropriate antibiotic (e.g., add 2 μg/ml 
puromycin to the cells for 16–18 h) ( see   Note 14 ).   
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   11.    On day 8–9, reseed the infected HUVEC cells at a density of 
6000 to maximally 15,500 cells/cm 2  according to the require-
ments of your experiment. For instance, in order to test the 
impact of shRNA expression on hapten-induced expression of 
pro-infl ammatory genes on RNA level seed approximately 
1 × 10 5  cells/well on 6-well dishes and stimulate cells the fol-
lowing day for 5 h with a hapten (e.g., 1.5 mM NiCl 2 ) along 
with a positive control for TLR activation (e.g., 1 μg/ml LPS 
from  Salmonella minnesota  for TLR4 activation in HUVEC) 
and a diluent control [ 13 ] ( see   Note 15 ). For protein-based 
readouts such as Western blot or FACS for IL-8 [ 12 ] seed cells 
into 10 cm dishes (e.g., 5 × 10 5 ) and stimulate for 8–16 h the 
following day. An exemplary knockdown experiment in 
HUVEC using retrovirally expressed shRNA for IRAK1 and 
nickel-induced IL-8 expression as readout is shown in Fig.  1 .    

Mal/MyD88 

IRAK4 
IRAK1 

NF B 

proinflammatory
gene expression 

e.g. 
IL-8 
CCL2 
VCAM1 
ICAM1 

TLR4/MD2 

Ni2+ 

sh IRAK1 

HUVEC 

  Fig. 1    Retrovirus-mediated knockdown of IRAK1 demonstrates decreased nickel responsiveness in HUVEC 
cells. HUVEC were retrovirally infected with either an empty retrovirus (pRS) or an shRNA construct for IRAK1 
(pRS-IRAK1) and 96 h post infection stimulated for 8 h with the TLR4-activating metal allergen nickel (Ni 2+ ) or 
IL-1 (as positive control), respectively. Western blot analysis demonstrates a reduction of nickel-induced IL-8 
production in IRAK1-depleted cells. The schematic shows the central position of IRAK1 downstream of TLR4 
signaling and illustrates the proposed mechanism of nickel-induced TLR4 activation by triggering TLR4/MD2 
heterodimers [ 12 ,  13 ]       
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 We provide a procedure to test hapten responsiveness upon recon-
stitution of TLR4 or a point-mutated TLR4 variant into NHEK 
cells, which lack detectable TLR4 expression but express endoge-
nous MD2 [ 13 ].

    1.    Recover NHEK cells from frozen stocks ( see   Note 3 ) and plate 
at a density of ~1.7 × 10 4 /cm 2  (e.g., 1 × 10 6  cells onto a 10 cm 
dish).   

   2.    Passage cells once prior to seeding at a density of 1 × 10 5  cells 
per well into 6-well culture dishes for transfection.   

   3.    After 1–2 days (cells should be 70–80 % dense) transiently 
transfect cells with each 2 μg total DNA and 12 μl of FuGENE ®  
HD reagent (Roche) as follows:   

   4.    Replace medium by fresh growth medium lacking antibiotics.   
   5.    Prepare two polypropylene tubes per transfection and stimula-

tion condition (for instance to test the responsiveness of a 
TLR4 point mutant in comparison to wild-type TLR4 and 
empty vector, prepare six tubes per stimulation condition).   

   6.    To the fi rst tube add 2 μg of the DNA solution to be trans-
fected ( see   Note 16 ); to the second one add 12 μl FuGENE ®  
HD to 88 μl calcium-free EMEM (without supplements) ( see  
 Note 7 ).   

   7.    Incubate for 5 min and then add the FuGENE ®  HD solution 
dropwise to the DNA under gentle shaking.   

   8.    Incubate for another 15 min at room temperature.   
   9.    Add transfection mixture dropwise to the cells and swirl to 

mix.   
   10.    Change medium 6 h post-transfection and grow in culture 

medium for at least 40 h prior to stimulation with hapten and 
appropriate controls such as LPS for 5 or 8–16 h in order to 
analyze TLR-dependent gene expression (e.g., of IL-8 as 
readout for TLR4-dependent NFκB activation) at RNA or 
protein level, respectively ( see   Note 17 ).    

     

 Hapten-induced dimerization of TLRs can be investigated by 
transfection of differently tagged TLR constructs into HEK293 
cells and subsequent analysis of basal or hapten-induced interac-
tion of the two co-expressed TLR molecules by co- 
immunoprecipitation (Fig.  2 ). The following protocol describes 
how to analyze TLR4 dimerization in response to nickel or cobalt 
stimulation in the presence or absence of its co-receptor MD2 
using HEK293 cells or HEK 293-MD2/CD14 cells, respectively 
[ 13 ] but can easily adapted to address different questions.

3.2.3  TLR4 
Reconstitution

3.3  Co-immunopre-
cipitation
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     1.    Seed HEK293 and HEK293 hMD2 cells into antibiotic-free 
culture medium at a density of 5 × 10 6  cells per 10 cm culture 
dish, 1 day prior to transfection.   

   2.    Transfect at least one dish each with 24 μg empty vector, a 
combination of empty vector and each one of the tagged 
TLR4 constructs (12 μg each, 24 μg DNA in total), or a 1:1 
mixture of FLAG-tagged TLR4 and HA-tagged TLR4 and for 
each combination 60 μl of Lipofectamine ®  2000 (Life 
Technologies) according to manufacturer’s suggestions ( see  
 Note 18 ).   

   3.    The following day split transfected cells 1:3 for stimulation 
with a hapten such as nickel, LPS, or diluent control.   

   4.    After 30 min of stimulation, harvest cells by washing twice 
with ice-cold PBS and lyse directly on the dish by adding 500 
μl supplemented ELB ( see   Note 19 ).   

   5.    Calculate protein concentration and per sample distribute a 
volume equivalent to 1.5 mg total protein into separate 1.5 ml 
microcentrifuge tubes for immunoprecipitation.   

   6.    To each tube add 500 μl of supplemented ELB containing 1 
μg of mouse α-FLAG antibody (if necessary adjust total vol-
umes with supplemented ELB).   

   7.    Tumble over night at 4 °C using an end-over-end rotary 
shaker.   

   8.    Add 25 μl of protein G agarose beads and precipitate immune-
complexes by centrifugation at 14,000 rpm using a bench top 
microcentrifuge.   

   9.    Wash three times at 4 °C by addition of 1 ml high salt ELB 
buffer containing 500 mM sodium chloride and subsequent 
centrifugation at 14,000 rpm.   

   10.    Resuspend beads by the addition of 25 μl 2× SDS buffer.   
   11.    Boil at 95 °C for 5 min and centrifuge briefl y to pellet beads.   
   12.    Subject 10 μl of the supernatant to SDS-PAGE.   
   13.    Perform Western blotting using a rat-α-HA high affi nity pri-

mary antibody (50 ng/ml) and a POD-coupled α-rat second-
ary antibody to detect co-precipitated HA-TLR4 (indicating 
TLR4 dimerization) by ECL.   

   14.    Control for equal precipitation of FLAG-tagged TLR4 by rep-
robing membranes with 0.5 μg/ml rabbit α-fl ag antibody.    

    

 Here, we describe the measurement of ear swelling as a readout for 
the CHS model. It is, however, necessary to analyze immune 
responses to contact allergens or irritants in detail with respect to 
TLR-dependent differences. This is done by using skin, lymph 
nodes, spleen, blood, etc. to study innate and adaptive cellular 

3.4  CHS Responses
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immune responses and the production of mediators such as cyto-
kines and chemokines using a great variety of common techniques 
such as ELISA, fl ow cytometry, or qRT-PCR. These protocols 
apply to general research in immunology and the fi eld of ACD/
CHS, and their description is beyond the scope of this chapter. 

  
 The mouse CHS model is suitable to study the general role of 
TLRs for the disease. According to standard protocols [ 31 ], differ-
ent contact allergens can be used for sensitization and challenge of 
wild-type mice or mice lacking single or multiple TLRs or compo-
nents of the TLR signaling pathways (e.g., the adaptor proteins 
MyD88 or TRIF). In addition, irritants such as croton oil can be 
used to study the role of TLRs in irritant contact dermatitis, which 
is T cell-independent. The so-called mouse ear swelling test 
(MEST) represents the most common readout for studying 
CHS. Below we provide a standard protocol that can easily be 
modifi ed for different haptens. Ideally, experimental groups of fi ve 
mice should be used ( see   Note 20 ).

3.4.1  Conventional CHS

  Fig. 2    Co-immunoprecipitation demonstrates hapten-induced TLR4 dimerization. HEK293 cells were tran-
siently transfected with empty vector (not shown), a combination of empty vector plus FLAG-tagged human 
TLR4 ( left ), empty vector plus HA-tagged human TLR4 ( middle ), or a combination of both ( right ), respectively. 
After 48 h cells were stimulated for 30 min with nickel (Ni 2+ ), cobalt (Co 2+ ), LPS or diluent and subjected to 
immunoprecipitation with a FLAG-antibody. Co-immunoprecipitated HA-TLR4/FLAG-TLR4 dimers were then 
detected by immunoblot using an HA-specifi c antibody. An immunoblot for FLAG-tagged TLR4 using a FLAG-
tag-specifi c antiserum is shown as control for equal precipitation of FLAG-TLR4. Equal transfection of the 
tagged TLR construct was confi rmed by Western blotting of total lysate with Tag-specifi c antibodies (not 
shown). Data demonstrate that, unlike LPS, which requires MD2 to stimulate TLR4 dimerization above basal 
levels [ 13 ], the metal allergens nickel and cobalt are capable of inducing TLR4 dimerization independently of 
MD2. Modifi ed from [ 13 ]       
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    1.    Sensitize mice by “painting” (slow pipetting and distribution 
with the pipet tip) 100 μl of a hapten solution (e.g., 3 % TNCB 
in acetone) on the shaved abdominal skin with a pipette.   

   2.    On Day 5 measure basal ear thickness and elicitate the CHS 
response by painting 20 μl of a lower concentration of the 
same hapten (e.g., TNCB 1 % in acetone) on the dorsal side of 
both ears.   

   3.    Determine the increase in ear thickness over time by measur-
ing with an engineer’s micrometer. Measurements are typically 
performed at 24 and 48 h. In addition, the increase in ear 
thickness can be measured 6 h after sensitization. The early ear 
swelling response is dependent on histamine released by mast 
cells [ 32 ].    

  In the case of metal ions such as nickel and cobalt, solutions of 
metal salts (10 mM NiCl 2  or CoCl 2  in 0.9 % NaCl solution) are 
injected into the abdominal skin for sensitization (2× 50 μl as 
described in Subheading  3.4.2  for DCs) and into the ear skin for 
elicitation (20 μl per ear) as described for human TLR4 transgenic 
mice [ 12 ]. LPS must be added for the sensitization of wild-type 
mice due to the lack of binding sites for the metal ions in the murine 
TLR4. Suitable concentrations of nickel and LPS must be deter-
mined experimentally and different combinations and protocols 
have been tested [ 15 ,  33 ]. As a standard protocol, mice are sensi-
tized by intraperitoneal injection of 250 μl of a 1:1 (v/v) mixture of 
1 mM NiCl 2  and 1 μg/ml LPS stock solutions. Elicitation of CHS 
is then done 10 days later by injection of 20 μl of a 5 mM NiCl 2  
solution into the ear pinnas. Ear swelling peaks at 48 h. The use of 
ultrapure metal salts is recommended to avoid immunogenic con-
taminants [ 33 ].  

   
 The advantage of DC injection for sensitization lies in the possi-
bility to address the role of TLRs specifi cally in DCs. Bone 
marrow- derived DCs are generated in vitro according to standard 
protocols [ 31 ].

    1.    One half of the DCs harvested at the end of the culture is left 
unmodifi ed, the other half is hapten-modifi ed in vitro by 
resuspension of the pellet after centrifugation in 1 ml of 3 mM 
TNBS (the water-soluble form of TNCB) in PBS and incuba-
tion for 7 min in a water bath in the dark.   

   2.    Fill up the tube with RPMI medium containing 10 % FCS to 
prevent further reaction and toxicity.   

   3.    Wash the TNBS-modifi ed DCs twice in medium to remove 
residual TNBS and then once in PBS.   

   4.    Resuspend and adjust cell concentration to 3 × 10 6 /ml in PBS 
for injection.   

3.4.2  Sensitization by DC 
Injection
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   5.    On Day 0, inject 3 × 10 5  unmodifi ed or TNBS-modifi ed DCs 
from wild-type or TLR-defi cient mice into the skin at two sites 
(100 μl per mouse: inject 2× 50 μl of the respective cell sus-
pensions) left and right of the median of the shaved abdomen 
for sensitization. Formation of a subcutaneous bubble indi-
cates the correct injection.   

   6.    Perform elicitation as usual on Day 5 with 1 % TNCB applied 
on the dorsal side of the ears ( see   Notes 20 – 22 ). Pretreatment 
of DCs with e.g., TLR ligands can be done prior to the injec-
tion. In our studies this allowed us to demonstrate that trig-
gering of TLR9 with CpG-oligodeoxynucleotides (CpG-ODN) 
as synthetic TLR9 ligands in vitro restored the absent sensitiz-
ing potential of DCs lacking TLR4 and IL-12Rβ2 [ 7 ].    

    
 The transfer of lymph node cells or purifi ed T cells can address the 
role of TLRs for the T-cell response both in the sensitization and 
the elicitation phase of CHS. The former requires the transfer of T 
cells from wild-type or TLR-defi cient mice into wild-type recipi-
ents. This experiment provides information about the dependency 
of T-cell priming on the TLR of interest. The latter requires the 
transfer of T cells from wild-type mice into wild-type or TLR- 
defi cient recipients. This experiment is designed to investigate the 
role of TLRs for the recruitment and activation of the transferred 
wild-type T cells. Challenge of the recipient mice is performed as 
usual following i.v. injection of the T cells.
    1.    Sensitize donor mice by painting of not only the shaved 

abdominal skin with 100 μl 3 % TNCB but also the dorsum of 
both ears with 20 μl 1 % TNCB to obtain enough cells from 
the local skin draining lymph nodes.   

   2.    Sacrifi ce the mice 5 days later.   
   3.    Dissect the superfi cial inguinal and auricular lymph nodes, 

pool and prepare a single-cell suspension.   
   4.    Inject 2 × 10 7  lymph node cells in 200 μl PBS i.v. into the tail 

vein of recipient mice.   
   5.    Directly after the injection, challenge the recipient mice on the 

dorsum of both ears with 20 μl 1 % TNCB.   
   6.    Measure the increase in ear thickness as described above at 24 

and 48 h. As controls, lymph node cells from solvent-treated 
or untreated donor mice can be used.        

4    Notes 

     1.    Each batch should be individually tested for basal and induced 
pro-infl ammatory activation by analysing expression of appro-
priate activation markers (e.g., FACS staining for the endothelial 

3.4.3  Adoptive T-Cell 
Transfer
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surface receptors VCAM1, E-selectin and ICAM1 in case of 
HUVEC). For experiments we routinely use expanded frozen 
aliquots stored in liquid nitrogen from passage 3 or 4, respec-
tively ( see  Subheading  3.1 ). Primary cells can also be freshly 
prepared from donors using appropriate protocols but this is a 
quite cumbersome and time-consuming procedure. In our 
experience, the expanded cultures of NHEK and HUVEC 
from commercial suppliers are comparable to those of home-
made cells, but expansion of commercially produced cell prep-
arations is more convenient and economic (particularly for 
small labs that do not routinely use those cells on a daily basis) 
and has the advantage that cells have routinely been tested for 
HBV, HCV, and HIV infection by the supplier. Moreover, 
suppliers usually keep greater cell batches with different 
growth characteristics (e.g., doubling time, seeding effi ciency) 
in stock that can be tested for proliferation and pro- 
infl ammatory responsiveness before larger amounts of cell ali-
quots are ordered.   

   2.    Each batch of FCS should be tested for the absence of endo-
toxin contaminants. We routinely monitor this by confi rming 
lack of pro-infl ammatory VCAM1 and E-selectin expression 
16 h after switching HUVEC cultures from medium contain-
ing a tested FCS batch to one supplemented with a new FCS 
batch.   

   3.    Do not centrifuge prior to seeding as this reduces viability. For 
NHEK, medium should be removed as quickly as possible as 
they are sensitive to DMSO (e.g., thaw in the morning and 
replace by fresh medium upon adherence in the evening). 
HUVEC withstand DMSO quite well but it is recommended 
to replace medium the day after seeding in order to increase 
viability. Never warm up more medium than required and 
always keep supplemented media at 4 °C. Do not use any of 
the supplemented media for longer than 4 weeks.   

   4.    As FCS contains a substantial amount of calcium, which trig-
gers differentiation of keratinocytes at levels as low as 0.1 mM 
[ 22 ], for NHEK culture we treat all our FCS with Chelex resin 
to remove calcium. We use the “batch method” suggested by 
the supplier, fi lter sterilize after incubation, and store the 
Chelex- treated FCS aliquoted at −20 °C until use.   

   5.    Do not keep primary cells at −80 °C for longer periods of time 
as this may result in enhanced cytotoxicity at re-thawing.   

   6.    In our experience pools of up to three (functional) siRNAs 
against one target work signifi cantly more effi cient than single 
oligos. This approach also reduces the risk of off-target effects. 
In the case where multiple oligos are used, reduce the amount 
of the individual oligos accordingly to keep the total siRNA 
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amount constant (e.g., if a pool of two oligos is used, add 5 μl 
of oligo 1 and 5 μl of oligo 2).   

   7.    Oligofectamine™/FuGENE ®  transfection reagents should 
not come into contact with plastic in order to retain optimal 
effi ciency. Thus, directly pipet transfection reagents into the 
media (without touching the wall) and not vice versa. Mix 
gently by tapping against the tube (do not pipet up and down).   

   8.    Required times for effi cient knockdowns should be optimized 
for different gene products using appropriate readouts. Usually 
knockdown is best between 48 and 72 h after siRNA transfec-
tion, so the total time of the experiment should preferentially 
not exceed 72 h. If longer times are required use retroviral 
approaches to stably express small-hairpin RNA (shRNA) in 
the cells ( see  Subheading  3.2.2 ).   

   9.    This procedure uses amphotropic retroviruses, which can 
infect human (dividing) cells. Make sure that adequate lab 
facilities and legal permissions are in place.   

   10.    FLYRD18 cells produce extremely high virus titres and in our 
experience provide superior infections with pRetro Super 
(pRS) backbone-based shRNA vectors.   

   11.    This step is necessary to remove traces of the selection antibi-
otic and dead cells from the culture as well as keeping pro-
ducer cells in the log phase of proliferation. You may add 5 
μg/ml Polybrene at this stage to facilitate self-infection of the 
employed producer cell line to boost infection effi ciency 
(optional).   

   12.    This step is meant to remove potential contaminations of the 
supernatant with detached virus producer cells. Do not use 
pore sizes smaller than 0.45 μm as this signifi cantly reduces 
infection rates for unknown reasons.   

   13.    This step is optional for infection with regular expression con-
structs but in our experience enhances knockdown levels when 
using shRNA-containing retroviruses.   

   14.    Selection is not mandatory for ectopic expression of signaling 
components since infection rates are usually >90 % but still 
enhances expression levels and functionality when dominant- 
negative constructs or shRNAs are expressed. For infection 
with shRNA constructs, we recommend waiting one extra day 
before selection. Alternatively, select shRNA-infected HUVEC 
at 1 μg/ml puromycin for 40 h prior to reseeding cells for 
experiments. Do not keep antibiotic on cells for longer than 
suggested as this might interfere with responsiveness to stim-
uli. If strong signs of cell death are observed you may give cells 
an extra day for recovery prior to reseeding.   

   15.    To exclude contamination of hapten solutions with endotoxin 
it is mandatory for initial experiments to include additional 

TLRs in Contact Allergy



338

controls in which 50 μg/ml Polymyxin B-sulfate is added 
prior to hapten- and LPS-stimulation [ 12 ].   

   16.    For co-transfections of two (e.g., TLR4 and MD2) or more 
plasmids reduce the amount of each construct (e.g., 1 μg each 
for two constructs) to maintain a total amount of 2 μg.   

   17.    Depending on your requirements and readout you may con-
sider positive selection of your transfected cells prior to stimu-
lation. This can be done by co-transfection of limiting amounts 
of an additional plasmid containing a resistance marker for a 
fast working antibiotic such as puromycin that is suitable for 
overnight selection. For enrichment of selected cells we usu-
ally add 0.25–0.5 μg of pBABE puro vector, and select 
puromycin- resistant cells two days after transfection by 16 h 
treatment with 2 μg/ml puromycin. Make sure to reduce the 
amount of the construct of interest (e.g., TLR4) accordingly 
to maintain a total amount of 2 μg.   

   18.    The classical calcium phosphate-based transfection is an 
option, but in our experience Lipofectamin-based reagents are 
superior for co-transfection experiments.   

   19.    Adding β-glycerophosphate and sodium orthovanadate to the 
lysis buffer is essential when examining the phosphorylation 
status of intracellular signaling proteins. However, this may 
not be necessary for analysis of TLR dimerization.   

   20.    In order to assess antigen specifi city of the MEST, only one ear 
can be painted with the contact allergen used for sensitization. 
The second ear can be painted with solvent or with a different 
contact allergen. In that case the group sizes must be 
doubled.   

   21.    Different kinetics may be observed if TNCB is used at differ-
ent concentrations or in a different mouse strain or if other 
contact allergens are used.   

   22.    The standard CHS protocol works with plateau concentra-
tions of contact allergen. In order to avoid compensation of 
subtle effects on CHS due to mutations in TLR etc. it is rec-
ommended to titrate the sensitizing and/or elicitation dose of 
the contact allergen. Similarly, when DC injection is used for 
sensitization, titration of the DC number used for sensitiza-
tion may be worthwhile.         
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    Chapter 21   

 Allergens and Activation of the Toll-Like Receptor 
Response                     

     Tom     P.     Monie     and     Clare     E.     Bryant      

  Abstract 

   Pattern recognition receptors (PRRs) provide a crucial function in the detection of exogenous and endog-
enous danger signals. The Toll-like receptors (TLRs) were the fi rst family of PRRs to be discovered and 
have been extensively studied since. Whilst TLRs remain the best characterized family of PRRs there is still 
much to be learnt about their mode of activation and the mechanisms of signal transduction they employ. 
Much of our understanding of these processes has been gathered through the use of cell based signaling 
assays utilizing specifi c gene-reporters or cytokine secretion based readouts. More recently it has become 
apparent that the repertoire of ligands recognized by these receptors may be wider than originally assumed 
and that their activation may be sensitized, or at least modulated by the presence of common household 
allergens such as the cat dander protein Fel d 1, or the house dust mite allergen Der p 2. In this chapter 
we provide an overview of the cell culture and stimulation processes required to study TLR signaling in 
HEK293 based assays and in bone marrow-derived macrophages.  

  Key words     TLR  ,   Allergy  ,   Fel d 1  ,   Luciferase assay  ,   Bone marrow-derived macrophage  ,   Innate immu-
nity  ,   Signal transduction  ,   NFκB  ,   HEK293  

1      Introduction 

 Knowledge of how TLRs are activated and how they propagate 
signaling is crucial for understanding the innate immune system, 
for the development of novel therapeutics against infl ammatory 
diseases, and for the creation of new vaccine adjuvants [ 1 ]. The 
ability to manipulate and mutate the receptors, and their adaptor 
proteins, in order to probe molecular function at the level of indi-
vidual amino acids has been highly informative and continues to be 
a mainstay in studies of receptor function. Interpretation of the 
results from these studies must always be done in full consideration 
of the caveat that these are overexpression systems making use of 
transient transfection of mutant receptors into potentially non- 
physiological cell types. It is therefore important, wherever possi-
ble, to validate observations using more physiological cell types 
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such as macrophages. This is particularly relevant when looking at 
ligand-mediated activation as the doses required to activate the 
two systems are often disparate. 

 In addition to the classical pathogen-derived TLR ligands it 
has recently become apparent that allergens also interface with 
TLRs to modulate their signaling [ 2 ]. These may be proteinaceous 
ligands such as the dust mite allergen Der p 2 [ 3 ,  4 ] or the cat 
dander protein Fel d 1 [ 5 ]; or they may constitute chemical aller-
gens such as the metal nickel [ 6 ,  7 ]. The connections of these aller-
gens with disabling conditions such as asthma [ 8 ,  9 ] and contact 
hypersensitivity has led to an upsurge in research aimed at under-
standing how they interface with TLRs and how they contribute to 
the initiation of TLR signaling. In order to understand the connec-
tion between allergens and TLR signaling researchers are employ-
ing both gene reporter based assays and the stimulation of primary 
cells such as bone marrow-derived macrophages from mice or pri-
mary human antigen presenting cells. 

 The use of gene reporters is widespread in biology, particularly 
in studies investigating changes in gene expression, promoter func-
tion, signaling pathways, activation or inhibition of receptor sig-
naling, and the effect of transcription factors. Reporter assays have 
retained their status as a key experimental tool in these systems 
despite the increased accessibility of array based technology, quan-
titative reverse transcriptase PCR, and next generation RNA 
sequencing. This refl ects not only the inherent robustness and fl ex-
ibility of the assays, but also the fact that they don’t require com-
plex or highly expensive pieces of equipment. Most reporter assays 
utilize a dual reporter system in which changes in the expression of 
two reporter enzymes (such as luciferase or secreted embryonic 
alkaline phosphatise) are measured. One enzyme is placed under 
the control of a promoter that will respond to changes in the sys-
tem of study—this is often nuclear factor kappa B or interferon 
response factors for TLR signaling pathways. This is the experi-
mental reporter. The other enzyme is placed under the control of 
a promoter that will be expressed at basal levels in the cell popula-
tion and serves as an internal control for variation in transfection 
effi ciency and cell death. This is the control promoter. Normalizing 
the activity measured for the experimental reporter by that mea-
sured for the control reporter allows a much more robust and reli-
able interpretation of the experimental data. 

 One of the most common dual reporter systems used in cell 
signaling studies is the Dual-Luciferase Reporter (DLR™) Assay 
System developed by Promega [ 10 ]. This system utilizes two sepa-
rate luciferases, one from the fi refl y ( Photinus pyralis ) and the other 
from the sea pansy  Renilla  ( Renilla reniformis).  The fi refl y gene, 
under the control of a suitable promoter sequence, serves as the 
experimental reporter and the  Renilla  luciferase, controlled by a 
constitutively active promoter, acts as the internal control reporter. 
The activity of both luciferases is measured sequentially, but rap-
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idly, as a stabilized signal from the same sample, with the fi refl y 
luciferase being measured fi rst. The assay is linear in nature and 
extremely sensitive with detection thresholds reported to be at the 
subattomole level [ 10 ]. A major advantage of these reporters is the 
lack of any endogenous signal. 

 It is often diffi cult, or time-consuming, to develop reporter 
systems in primary cells. Consequently, receptor signaling in these 
systems is often measured through the detection of secreted cyto-
kines such as tumor necrosis factor alpha (TNFα) or suitable mem-
bers of the interleukin (IL) family. Here we outline the procedure 
for establishing systems for studying TLR receptor activation by 
either gene reporter based approaches, or through stimulation of 
primary cells.  

2    Materials 
    

     1.    0.05 % trypsin–EDTA.   
   2.    HEK293 media: DMEM, 10 % fetal calf serum (FCS), 1× 

penicillin–streptomycin.   
   3.    1X phosphate buffered saline (PBS): 1 mM potassium phos-

phate monobasic, 155 mM NaCl, 3 mM sodium phosphate 
dibasic, pH 7.4.   

   4.    96-well plate.      
  

     1.    70 % Ethanol.   
   2.    Hemocytometer.   
   3.    Trypan Blue.   
   4.    Handheld counter.   
   5.    Light microscope.      

  

     1.    DNA stocks of required receptor, adaptor and reporter 
constructs.   

   2.    150 mM NaCl.   
   3.    10× TE: 100 mM Tris–HCl, pH 7.5, 10 mM EDTA, pH 8.0.   
   4.    jetPEI ®  transfection reagent.   
   5.    Ligand stocks for stimulation.   
   6.    1× PBS ( see   item 3 , Subheading  2.1 ).      

  

     1.    1× Passive Lysis Buffer (Promega).   
   2.    Dual Luciferase Assay Kit (Promega).   
   3.    Luminometer.      

2.1  Plating 
HEK293 Cells

2.2  Trypan Blue 
Staining

2.3  Transfection 
and Stimulation

2.4  Luciferase 
Quantifi cation
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       1.    Basic BMM medium: RPMI 1640, 10 % FCS, 5 % Horse 
serum, 2 mM L-Glutamine, 0.05 mM 2-Mercaptoethanol, 10 
μg/ml gentamycin, 1 mM sodium pyruvate (55 mg in 500 ml 
RPMI1640—dissolve the powder in 2–3 ml of medium and 
fi lter-sterilize).   

   2.    Complete BMM medium: 80 % basic BMM medium, 20 % 
conditioned medium from L929 cells (LCM).   

   3.    LCM: Culture supernatant from confl uent L929 cells (fi bro-
blasts producing M-CSF) grown in RPMI 1640 containing 10 
% FCS and 2 mM L-glutamine. Medium is fi lter sterilized 
(pre- absorb fi lter with FCS) and stored at –20 °C in 40 – 
50 ml aliquots. L929 cells should be initially seeded at approx-
imately 20 % confl uent.   

   4.    0.02 % EDTA   
   5.    Cell scraper   
   6.    1× PBS ( see   item 3 , Subheading  2.1 ).      

  
     1.    Appropriate stocks of ligands for stimulation.   
   2.    96-well plate.   
   3.    ELISA kits: TNFα.       

3    Methods 
    

     1.    Detach HEK293 cells from the surface of the fl ask or dish 
used for routine subculture ( see   Note 1 ) by incubation with 
pre- warmed 0.05 % trypsin–EDTA for 5 min at 37 °C.   

   2.    Add an equal volume of pre-warmed HEK293 media, gently 
resuspend cells and transfer to an appropriate tube ( see   Note 
2 ).   

   3.    Count the number of viable cells using either an automated 
cell counter or a hemocytometer with Trypan Blue staining 
( see  Subheading  3.2 ) ( see   Note 3 ).   

   4.    Centrifuge the cells at 1200 ×  g  for 5 min at room 
temperature.   

   5.    Gently resuspend cells in 1× PBS (pre-warmed) then centri-
fuge at 1200 ×  g  for 5 min at room temperature.   

   6.    Gently resuspend cells in pre-warmed HEK293 media at a 
density of 1.5 × 10 5 /ml.   

   7.    Seed plates at the densities outlined in Table  1  to ensure an 
appropriate cell population for stimulation experiments 2 days 
later ( see   Note 4 ).

          

2.5  Bone Marrow- 
Derived Macrophage 
Culture

2.6  Stimulation 
of Bone Marrow- 
Derived Macrophages

3.1  Plating 
HEK293 Cells

3.2  Trypan Blue 
Staining
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     1.    Clean the hemocytometer with 70 % ethanol, moisten the 
shoulders slightly, and gently apply the coverslip.   

   2.    Gently agitate the cell suspension ( step 3 , Subheading  3.1 ) 
and remove 100 μl into a 1.5 ml microcentrifuge tube.   

   3.    Add 100 μl of Trypan Blue to the cells in the microcentrifuge 
tube and gently pipette up and down ( see   Note 5 ).   

   4.    Carefully transfer some of the Trypan Blue stained cells to the 
hemocytometer by allowing it to be drawn into the chamber 
through capillary action.   

   5.    Place the hemocytometer on a light microscope and focus 
using the 10× objective.   

   6.    Locate the 16 squares in one corner of the grid lines.   
   7.    Count the number of live cells (not stained by Trypan Blue) 

positioned either fully within these 16 squares, or on the right- 
hand or bottom boundary lines.   

   8.    Repeat  step 7  for the other three corner groups of 16 squares 
( see   Note 6 ).   

   9.    Take the average number of cells per 16 square grid and mul-
tiply by 2 (the Trypan Blue dilution factor). Then multiply this 
number by 10 4 . This will produce the cell number per ml of 
initial suspension.   

   10.    Clean the hemocytometer with 70 % ethanol.      
  

     1.    Plate the required number of cells for the experiment to be 
performed at the seeding densities described in Subheading 
 3.1  and Table  1 .   

   2.    Prepare DNA master mixes as required ( see   Note 7 ). For the 
study of human TLR4 signaling we use the following quanti-
ties of DNA to give a total of 1 μg DNA per ten wells: 865 ng 
pcDNA3, 10 ng pcDNA3:hTLR4, 5 ng pcDNA3:hCD14, 
19 ng pEFIRES, 1 ng pEFIRES:hMD-2, 50 ng pNFκB-luc, 
and 50 ng phRG-TK ( see   Note 8 ).   

3.3  Transfection 
and Stimulation

    Table 1  
  Volume of media and total number of HEK cells for transient transfection 
assay   

 Plate  Volume of media 
 Number of 
cells 

 96-well  200 μl  3 × 10 4  

 24-well    1 ml  1.5 × 10 5  

 6-well    3 ml  4.5 × 10 5  

Allergens and TLRs
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   3.    Add 5 μl of 10× TE to the DNA master mix and make up to a 
total volume of 50 μl with 150 mM NaCl.   

   4.    Prepare 50 μl solution of jetPEI ®  transfection reagent by add-
ing 2 μl jetPEI to 48 μl 150 mM NaCl to give 2 μl:1 μg ratio 
of transfection reagent to DNA ( see   Note 9 ).   

   5.    Add the 50 μl jetPEI ®  solution to the 50 μl DNA solution ( see  
 Note 10 ).   

   6.    Vortex briefl y to mix and incubate at room temperature for 
30 min.   

   7.    Add 900 μl pre-warmed HEK293 medium with antibiotics to 
the jetPEI ® /DNA mix.   

   8.    Add 100 μl of jetPEI ® /DNA/medium mix to each well and 
incubate at 37 °C and 5 % CO 2  for 48 h or until stimulated.   

   9.    After 48 h, stimulate cells for 6–8 h with an appropriate ligand 
( see   Note 11 ).   

   10.    Following cell stimulation, carefully remove the media from 
the wells and gently wash the cells with 100 μl 1× PBS/well.   

   11.    Remove 1× PBS and add 50 μl 1× Passive Lysis Buffer ( see  
 Note 12 ).   

   12.    Incubate at room temperature for 15 min with gentle 
rocking.   

   13.    Store the plate at −80 °C freezer until ready for reading of the 
luminescence ( see   Note 13 ).      

  
     1.    Measurement of receptor activation is achieved by dual detec-

tion of Renilla and luciferase activity ( see   Note 14 ).   
   2.    Thaw assay plates at room temperature.   
   3.    Set autoinjectors 1 and 2 on the plate reader to dispense 100 

μl of LARII ®  and Stop & Glo ®  reagent respectively.   
   4.    Scrape each well of the thawed assay plate then transfer 10 μl 

of cell lysate to each well of a white polystyrene fl at bottom 
96-well plate.   

   5.    Read plate on the luminometer using a 1–2s delay and a 5–10s 
read time.   

   6.    Check the raw luciferase (LARII ® ) and Renilla readings (Stop 
& Glo ® ). Discard low Renilla values as these indicate cell death 
(<2000 on our plate reader (Fluostar OMEGA; BMG 
Laboratories)).   

   7.    Divide the luciferase reading (LARII ® ) by the Renilla reading 
(Stop & Glo ® ) to get the relative luciferase value (Fig.  1 ).

         
     1.    Primary BMDM should be grown for 3 days at 37 °C and 5 % 

CO 2  in a total volume of 10 ml of complete media in Petri 
dishes.   

3.4  Luciferase 
Quantifi cation

3.5  Bone Marrow- 
Derived Macrophage 
Culture
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   2.    On day 4 add 10 ml of pre-warmed complete medium to each 
BMDM-containing petri dish and incubate for an additional 
2–3 days at 37 °C and 5 % CO 2 .   

   3.    On Day 6 or 7 carefully remove all medium and gently wash 
the cells 2–3 times using 5 ml pre-warmed basic BMM medium 
( see   Note 15 ). Remove the media after each wash.   

   4.    Add 10 ml of pre-warmed complete BMM medium.   
   5.    Continue to incubate cells at 37 °C and 5 % CO 2 .   
   6.    Change the culture medium every 2–3 days until the BMDMs 

are confl uent ( see   Note 16 ). At this point detach the adherent 
cells by gentle scraping or with EDTA and split the cells 1:3 
into pre-warmed complete BMM medium in fresh culture 
dishes.   

   7.    If detaching the cells using EDTA the method is as follows:

    (a)    Remove medium.   
   (b)    Add 5 ml of ice-cold 0.02 % EDTA solution.   

  (c)    When the cells start to detach gently pipette over the sur-
face and collect into a 15-ml tube.   

   (d)    Centrifuge at 300 ×  g  for 5 min with gentle braking.   
  (e)    Remove supernatant and resuspend the cells in 6 ml of 

BMM medium supplemented with LCM and 
gentamycin.   

  (f)    Add 8 ml of fresh BMM medium supplemented with 
LCM and gentamycin to each of three new petri dishes.   

   (g)    Add 2 ml of resuspended BMDMs to each petri dish.   
   (h)    Incubate at 37 °C and 5 % CO 2 .       
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  Fig. 1    A graph of the relative luciferase activity of FelD1 after addition to HEK 
cells transfected with TLR4, MD2, CD14, p-NfkB-Luc, and pHR-Renilla       
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   8.    If using the scraping method the method is as follows:

    (a)    Remove medium.   
   (b)    Add 6 ml of fresh complete BMM medium.   

  (c)    Gently scrape cells off the surface of the petri dish ( see  
 Note 17 ).   

   (d)    Place 8 ml of fresh complete BMM medium.   
   (e)    Add 2 ml of resuspended BMDMs to each petri dish.   

  (f)    Incubate at 37 °C and 5 % CO 2 .          
  

     1.    Seed each well of 96-well plates with 2 × 10 5  cells (200 μl of 
10 7  cells/ml in antibiotic-free medium) one night before the 
experiment. Incubate at 37 °C and 5 % CO 2  in complete BMM 
medium.   

   2.    Add 20 μl of ligand to each well at an appropriate dilution ( see  
 Note 18 ). Use 20 μl 1× PBS as a negative control ligand.   

   3.    Incubate at 37 °C and 5 % CO 2  for 2 h.   
   4.    Transfer 50 μl of culture supernatant to a fresh 96-well plate 

and store this at −80 °C for TNFα detection ( see   Note 19 ).   
   5.    Remove rest of the culture medium and add 200 μl of ligand 

free complete BMM medium.   
   6.    After 4–6 h (7–9 h after addition of stimulant), transfer 50 μl 

of culture supernatant to a fresh 96-well plate and store this at 
−80 °C for TNFα detection ( see   Note 20 ).       

4    Notes 

     1.    Cell passage number should be similar for experiments that are 
to be compared with one another. As the passage number of 
HEK293 cells increases the cells often become less responsive 
to stimulation. In general aim to use cells with a passage num-
ber less than 30.   

   2.    For a T75-fl ask use 3–5 ml of 0.25 % trypsin–EDTA and resus-
pend cells using cell culture media to a total volume of approx-
imately 10 ml prior to transfer to a 15 ml Falcon tube.   

   3.    Accurate determination of cell number is crucial for accurate 
and reproducible cell seeding and experimental 
reproducibility.   

   4.    If seeding for experimentation 3 days later (i.e., seeding on a 
Friday, begin experiment on a Monday) then use 1.5 × 10 4  
cells/well (200 μl 7.5 × 10 4  ml −1 ) for a 96-well plate.   

   5.    Do not over pipette or vigorously mix the cells as this will lead 
to cell lysis.   

3.6  Stimulation 
of Bone Marrow- 
Derived Macrophages
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   6.    If cell viability data is also wanted then additionally count the 
number of dead cells that are Trypan Blue positive.   

   7.    The following plasmid amounts are for 96-well plates, other 
sizes of culture vessel will need scaling appropriately.   

   8.    The precise plasmids will depend on the reporter system being 
used and the signaling pathway being studied. The example 
here is for dual luciferase reporters of TLR4 signaling. Total 
DNA concentration is bulked with empty vector plasmids, 
e.g., pcDNA3 and pEFIRES. To determine whether allergens 
activate other TLRs we use 10X the DNA concentration of the 
receptor plasmid because TLR4 shows high levels of basal 
activity when over expressed.   

   9.    Manufacturers recommend trying two ratios of jetPEI to 
DNA. Firstly, 2 μl jetPEI ® –1 μg DNA and secondly 3.2 μl 
jetPEI ® –1 μg DNA. For a 2 μl–1 μg ratio add 2 μl jetPEI to 48 
μl NaCl; and for a 3.2 μl–1 μg ratio add 3.2 μl jetPEI to 46.8 
μl NaCl. We have found no difference between the two ratios.   

   10.    The jetPEI ®  solution must be added to the DNA solution, not 
the other way round.   

   11.    Stimulating ligands should be prepared in media containing 
0.1 % FCS. Whilst the precise composition and concentration 
of these stimuli will depend on the system being studied exam-
ples for the stimulation and/or study of TLR4 signaling 
include. Whenever assay conditions are changed, including the 
use of different cells or plasmids, a dose response for the 
ligands should be performed to ensure use of the optimal con-
centration. For HEK293 based reporter assays we have previ-
ously used the following concentrations of stimulatory ligands 
[ 5 ,  11 ]: Lipoteichoic acid (TLR2) 10 ng/ml; Lipid A (TLR4) 
10-100 ng/ml; Lipid IVa (TLR4) 1 μg/ml; LPS (TLR4) 
1–100 ng/ml; Fel d 1 (TLR4) 0.1–100 ng/ml; Flagellin 
(TLR5) 5–50 ng/ml.   

   12.    Prepare from stock diluted in 1× PBS. The Passive Lysis Buffer 
is formulated to minimize background auto-luminescence.   

   13.    Ensure that the 96-well plate containing the samples for analy-
sis is suitable for use in luminescence studies. A freeze thaw 
step enhances the effi ciency of cell lysis.   

   14.    We use the Dual Luciferase Assay from Promega. Best results 
are obtained if the samples are equilibrated to room 
temperature.   

   15.    This will remove non-adherent cells and transiently attached 
cells.   

   16.    BMM cultures may not become as full in petri dishes as mac-
rophage cell-lines. Watch the cultures to see if cells start to 
detach from the plastic.   

Allergens and TLRs
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   17.    Gently pipette cell suspension up and down a few times to 
reduce clumping. Do not pipette over-vigorously and avoid 
any foaming.   

   18.    The concentration of ligand used will vary with experimental 
setup and nature of stimuli. As examples we have used: lipotei-
choic acid (TLR2) 50 ng/ml; PAM3CSK4 (TLR2) 1 ng/ml; 
LPS (TLR4) 0.05–0.5 ng/ml; Fel d 1 (TLR4) 25–100 μg/
ml. If infecting with bacterial suspensions (i.e.,  Salmonella ) 
then 20 μl of the appropriate concentration of bacteria (resus-
pended in 1× PBS) to provide the desired multiplicity of infec-
tion should be added to each well containing macrophages.   

   19.    If other cytokines are to be measured then remove suitable 
volumes of supernatant for downstream analysis by ELISA or 
other suitable approach. Detection of TNFα works well as a 
positive control.   

   20.    Remove additional volumes of supernatant as required for 
cytokine targets. 200 μl fresh medium can be added and incu-
bation continued for the desired period of analysis.         
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    Chapter 22   

 Investigating the Role of Toll-Like Receptors in Models 
of Arthritis                     

     Anna     M.     Piccinini    ,     Lynn     Williams    ,     Fiona     E.     McCann    , and     Kim     S.     Midwood      

  Abstract 

   Rheumatoid arthritis (RA) is a chronic autoimmune disease characterized by persistent synovial infl amma-
tion leading to tissue destruction and progressive loss of joint function. Here we describe two methods 
that can be used to assess the contribution of toll-like receptors (TLRs), and their potential ligands, to RA 
pathogenesis. We focus on the antigen-induced model of murine arthritis and human synovial tissue 
explant models. Both enable detection of TLR, and TLR ligand, expression, as well as investigation of the 
effect of inhibition of these molecules. Each offers a unique insight into disease; with murine models allow-
ing kinetic analysis in live animals and explant models allowing examination of infl amed human tissue, 
which together can help us to dissect the role of TLRs in the onset and progression of RA.  

  Key words     Toll-like receptor  ,   Endogenous ligands  ,   DAMPs  ,   Sterile infl ammation  ,   Antigen-induced 
arthritis  ,   Human synovial tissue  ,   Rheumatoid arthritis  

1      Introduction 

 The hallmarks of rheumatoid arthritis (RA) include synovial infl am-
mation and destruction of joint cartilage and bone; mediated by 
persistent production of pro-infl ammatory cytokines and matrix 
metalloproteinases (MMPs). Compelling evidence supports a role 
for TLRs in contributing to the aberrant infl ammatory response 
observed in RA. On one hand, ex vivo and in vitro studies using 
human tissue and cells have shown expression and functionality of 
specifi c TLRs in RA joints. On the other hand, many in vivo exper-
imental models of arthritis have demonstrated TLR ligand require-
ment for disease induction as well as disease amelioration in animals 
lacking specifi c TLRs. In particular, immunohistochemical and 
immunofl uorescence analysis of synovial tissue obtained from RA 
patients at the time of joint replacement, and FACS and real-time 
PCR analysis of cells isolated from this tissue, revealed expression 
of TLRs 2–4 and 7–9 compared to normal or osteoarthritic 
synovium [ 1 – 5 ]. Moreover, ELISA-based measurement of levels of 



352

cytokines and metalloproteinases produced by these cells in culture 
showed TLRs 2–4 and 7–9 to be responsive to ligand stimulation 
[ 1 ,  5 – 7 ]. Both intact tissue explants from RA synovia, and mixed 
cell population cocultures isolated from RA tissue synthesize high 
levels of infl ammatory mediators. These models have been used to 
show that antibody blockade of TLR2 [ 8 ] and TLR4 [ 9 ], chemical 
inhibition of endosomal TLRs, specifi cally TLR8 [ 5 ], and adeno-
viral transfection with dominant-negative forms of TLR adapter 
proteins MyD88 and Mal/TIRAP [ 7 ] can reduce the spontaneous 
production of cytokines. A range of murine models of arthritis, 
including collagen-induced arthritis (CIA), antigen-induced 
arthritis (AIA), IL1-receptor antagonist knockout model, serum 
transfer model, and microbial TLR ligand (e.g., LPS, bacterial 
DNA, streptococcal cell wall, and zymosan)-induced arthritis, have 
been used to examine TLR contribution to disease in vivo; typi-
cally using mice with targeted deletions in specifi c TLRs, for exam-
ple TLR2, TLR4, TLR3, TLR7, and TLR9 [ 10 – 15 ]. Moreover, 
inhibitors of TLRs have shown therapeutic benefi t in some of 
these models, for example, TLR4 [ 15 ,  16 ] and TLR7, 8, and 9 
[ 17 – 19 ]. Together these data indicate that the activation of a num-
ber of TLRs drives persistent infl ammation in RA (reviewed in 
Refs. [ 20 ,  21 ]). 

 These models have also been used to try to answer the ques-
tion of which ligands drive TLR activation in disease. In particular, 
activation of TLRs by endogenous molecules generated upon tis-
sue damage, damage-associated molecular patterns (DAMPs), is of 
interest in this autoimmune disease. The destructive environment 
of the RA joint harbors high levels of DAMPs, including intracel-
lular molecules released during necrosis (e.g., HMGB1, nucleic 
acids) and extracellular matrix (ECM) molecules that are specifi -
cally upregulated upon injury (e.g., tenascin-C and biglycan) or 
degraded following tissue damage (e.g., low molecular weight 
hyaluronan) [ 22 ,  23 ]. Some of these ligands have been shown to 
enhance spontaneous cytokine synthesis upon addition to human 
RA cell populations, as well as being essential for the progression 
of disease in murine models of RA, as in the case of tenascin-C 
[ 24 ]. For other ligands, their inhibition in vivo during experimen-
tal arthritis, as shown for HMGB1, HSP90, or neutrophil elastase 
[ 25 – 27 ], ameliorates disease. Moreover, a number of these activa-
tors were shown to be arthritogenic upon injection into mice, and 
for many this process was dependent on expression of TLR4 [ 24 , 
 28 – 30 ]. Together these data show that a wide variety of TLR 
ligands likely contribute to infl ammation in the RA joint (reviewed 
in Ref. [ 22 ]). 

 In this chapter we discuss two different techniques to examine 
TLR and TLR ligand involvement in RA. One murine model that 
has emerged as being useful for analysis of TLR driven  infl ammation 
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in vivo is antigen  i nduced arthritis (AIA). Originally developed in 
rabbits by Dumonde et al. [ 31 ], the AIA model was established 
later in the mouse by Brackertz et al. [ 32 ], and characterized and 
optimized by van den Berg et al. [ 33 ,  34 ]. We describe here a 
modifi ed protocol for AIA induction, and detail evaluation of 
arthritis by histological analysis, relative quantifi cation of pro- 
infl ammatory cytokine gene expression by real-time PCR and 
assessment of DAMP expression by western blot analysis. We also 
describe how to administer TLR ligands to mice joints to assess 
their arthritogenic potential. 

 Both AIA and the more widely used collagen-induced arthritis 
(CIA) mimic disease symptoms seen in human RA, for example 
infi ltration of infl ammatory cells in the synovium, synovial hyper-
plasia, immune complex deposition in the cartilage, and progres-
sive cartilage and bone destruction [ 32 ,  33 ]. However, where CIA 
manifests as a systemic polyarthritic disease, AIA is a more local-
ized, monoarthritic disease. The induction of arthritis exclusively 
in the injected joint, does allow comparison of arthritic changes 
with a normal contralateral joint from the same mouse. Moreover 
AIA has other advantages including (1) it can be induced in any 
mouse strain [ 32 ], (2) disease induction is not affected by the 
mouse sex [ 32 ]; (3) 100 % disease incidence; (4) onset of disease 
occurs at a defi ned time, facilitating kinetic studies; (5) disease 
severity can be controlled by the dose of intra-articularly injected 
antigen; (6) episodes of exacerbation and remission occurring in 
RA patients can be mimicked by controlled rechallenge with anti-
gen. However, both animal models of RA progress signifi cantly 
more rapidly than the human disease and are characterized mostly 
by acute infl ammatory responses, necessitating complementary 
approaches to examine some aspects of disease. 

 Ex vivo models of the human disease that consists of the cul-
ture of cells from RA synovial membranes from patients undergo-
ing joint replacement surgery can be helpful in obtaining a picture 
of late stage human disease. Originally described by Brennan et al. 
[ 35 ], this system led to the discovery that arthritic joints have ele-
vated levels of pro-infl ammatory cytokines [ 36 ], and provided the 
rationale for testing TNF-α blockade in RA [ 37 ]. Here, we provide 
a detailed description of the protocol to isolate, phenotype and 
culture RA membrane cells, which represent a mixed population of 
all synovial cell types that spontaneously produce high amounts of 
pro-infl ammatory mediators. Furthermore, we describe the proto-
col for TLR activation, inhibition and expression as well as cyto-
kine level quantifi cation. A major advantage of this model is that 
the cells continue to release cytokines in short term culture (~up to 
3 days), presenting an opportunity to study pathological processes 
that drive infl ammation and allowing the study of disease interven-
tion and effi cacy of novel therapeutics. Two prominent 
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 disadvantages are that the nature of this model requires disruption 
of intact tissue and therefore certain important cell contact depen-
dant processes. Secondly, not all cell populations from the intact 
synovium are fully represented following dissociation (e.g., neu-
trophils and endothelial cells). The current protocol may be modi-
fi ed to favor retention of additional subsets.  

2    Materials 

          1.    Inbred mice strains of relevant phenotypes, including single 
TLR and DAMP knockout mice, 10–12 weeks of age, housed 
under conditions approved by the European Directive 
2010/63/EU and the institutional health committee, includ-
ing regular night-day cycling, 21 °C, individual cage ventila-
tion and free access to autoclaved bedding, food, and water.   

   2.    Methylated bovine serum albumin (mBSA). Store at 4 °C.   
   3.    Freund’s complete adjuvant (FCA). Store at 4 °C.   
   4.    Concentrated 10× phosphate buffered saline (PBS; VWR). 

Store at room temperature.   
   5.    0.20 μm syringe fi lters.   
   6.    Hypnorm (VetaPharma Ltd, Leeds, UK). Store at room 

temperature.   
   7.    Sterile water for injections. Store at room temperature.   
   8.    Syringes (10 and 1 ml).   
   9.    Sterile Microlance needles (27 G × ½ in. and 23 G × 1 in.) for 

intraperitoneal and subcutaneous injections, respectively.   
   10.    0.3 ml MicroFine demi insulin syringes.   
   11.    30 G × 8 mm needles for intra-articular injections.   
   12.    Electric clippers.      

  
     1.    Inbred mice strains of relevant phenotypes, 10–12 weeks of 

age ( see  Subheading  2.1.1 .,  item 1 ).   
   2.    Recombinant DAMP ( see  Table  1 ) with levels of LPS < 10 pg/

ml. Store at −80 °C.
       3.    Limulus Amebocyte Lysate (LAL) assay QCL-1000™ 

(Lonza), including lyophilized lysate prepared from the circu-
lating amebocytes of the horseshoe crab  Limulus Polyphemus , 
E. coli 0111:B4 endotoxin, chromogenic substrate and LAL 
reagent water. Store at 4 °C.   

   4.    Concentrated 10× phosphate buffered saline (PBS; VWR). 
Store at room temperature.   

2.1  Induction 
of Arthritis

2.1.1  Antigen-Induced 
Arthritis (AIA)

2.1.2  TLR-Induced 
Arthritis
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   5.    Hypnorm (VetaPharma Ltd, Leeds, UK). Store at room 
temperature.   

   6.    Sterile water for injections. Store at room temperature.   
   7.    1 ml syringes.   
   8.    27 G × ½ in. sterile Microlance needles for intraperitoneal 

injections.   
   9.    0.3 ml MicroFine demi insulin syringes.   
   10.    30 G × 8 mm needles for intra-articular injections.       

  
     1.    Sharp scissors.   
   2.    Fixation solution for freshly isolated knee joints: 10 % (vol/

vol) neutral buffered formalin.   
   3.    Decalcifi cation of knee joints: 10 % EDTA (Sigma-Aldrich) in 

PBS.   
   4.    Paraffi n wax processing: graded series of ethanol 70, 95 and 

100 %, xylene (certifi ed ACS; Fisher Scientifi c) and wax 
(Paraplast X-tra, Sigma-Aldrich). Ethanol and xylene are 
stored with fl ammables at room temperature.   

   5.    Superfrost TM  Plus Slides (Menzel-Gläser, Braunschweig, 
Germany).   

   6.    Dewaxing of paraffi n sections: xylene and ethanol 100 % ( see  
 item 4 ).   

   7.    Hematoxylin and eosin (H and E) staining: hematoxylin 
(Sigma-Aldrich); 0.3 % acid alcohol (combine 997 ml ethanol 
70 % with 3 ml of 1 M HCl solution); ammonia water (add 
1.6 ml of 1 M NH 4 OH to 600 ml of tap water) and eosin 
(Sigma-Aldrich).   

   8.    Safranin-O staining: hematoxylin; 0.3 % acid alcohol ( see  
 item 7 ); ammonia water ( see   item 7 ); 0.1 % fast green FCF 

2.2  Immunohisto-
chemistry

     Table 1  
  DAMPs administered intra-articularly   

 DAMP  Dose  Effect  Reference 

 Tenascin-C (FBG 
domain) 

 1 μg  Induced TLR4-dependent joint infl ammation and tissue 
erosion 

 [ 24 ] 

 FNEDA  10  μg   Induced TLR4-dependent transient ankle swelling, cytokine 
synthesis, and synovial infl ammation 

 [ 28 ] 

 HMGB1  5 μg  Induced synovial infl ammation and some pannus formation  [ 29 ] 

 S100A8  5 μg  Induced minor synovial infl ammation and upregulated mRNA 
levels of activating FcγRI and FcγRIV in the synovium 

 [ 30 ] 

   FBG  fi brinogen-like,  FNEDA  fi bronectin extra domain A  
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(Sigma- Aldrich); 1 % acetic acid; 0.1 % safranin-O (Sigma-Aldrich), 
and 0.1 % fast green (Fisher Scientifi c).   

   9.    Dehydration of tissue sections: ethanol 100 % and xylene ( see  
 item 4 ).   

   10.    DPX mountant (Sigma-Aldrich). Store at room temperature.   
   11.    Coverslips 20 × 40 mm.      

  
     1.    Sharp scissors.   
   2.    Liquid nitrogen (use an appropriate, non-sealed, liquid nitro-

gen container, wear proper safety gear and use liquid nitrogen 
in a well-ventilated area).   

   3.    BioPulverizer (BioSpec Products, USA;  see  Fig.  1 ).
       4.    RLT buffer (Qiagen).   
   5.    QIAshredder (Qiagen).   
   6.    RNeasy Mini kit (Qiagen).   
   7.    Affi nityScript™ Multiple Temperature cDNA synthesis kit 

(Stratagene), includes Affi nityScript™ multiple temperature 
reverse transcriptase, 10× Affi nityScript™ RT buffer, RNase 
block ribonuclease inhibitor (40 U/μl), oligo(dT) primer (0.5 
μg/μl), dNTPs (100 mM; 25 mM each dNTP), and RNase- 
free water.   

   8.    Real-Time PCR system (Applied Biosystems Viia 7™ or Rotor- 
Gene 6000, Corbett Life Science, now Qiagen).   

2.3  Real-Time PCR

  Fig. 1    Appearance of BioPulverizer (BioSpec Products, USA) used for pulverizing 
knee joints for Real-Time PCR and western blot analysis       
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   9.    TaqMan primers and probes: mouse TNF-α (dye: FAM/
TAMRA; Mm99999068_m1; Applied Biosystems); mouse 
CXCL1 (dye: FAM/TAMRA; Mm00433859_m1; Applied 
Biosystems); and mouse HPRT1 (dye: FAM/TAMRA; 
Mm00446968_m1; Applied Biosystems). Store at −20 °C.   

   10.    TaqMan PCR master mix: 2× reaction buffer containing 
AmpliTaq Gold ®  DNA polymerase, uracil-DNA glycosylase, 
dTNPs with dUTP, ROX™ passive reference, and AmpErase ®  
UNG (Applied Biosystems). Store at −20 °C.   

   11.    RNase-free water.   
   12.    384-well MicroAmp ®  Optical microplates (Applied Biosystems) 

or 0.1 ml strip tubes and caps (Qiagen).      

         1.    T-PER tissue protein extraction reagent (Thermo Scientifi c). 
Store at room temperature.   

   2.    Protease inhibitor cocktail (Sigma-Aldrich). Store at −20 °C.   
   3.    Ultrasonic processor (Vibra-Cell VCX130, Sonics & Materials, 

USA).   
   4.    Resolving gel buffer: 1.5 M Tris–HCl, pH 8.8.   
   5.    Stacking gel buffer: 1 M Tris–HCl, pH 6.8.   
   6.    Thirty per cent (v/v) acrylamide–bis solution (37.5:1). 

Acrylamide is a potent neurotoxin and gloves should be worn 
at all times.   

   7.     N , N , N , N ′-tetramethyl-ethylenediamine (TEMED, Sigma-
Aldrich).   

   8.    Ammonium persulfate: make a 10 % solution in water and 
store in aliquots at −20 °C.   

   9.    Water-saturated butanol: mix equal volumes of water and iso-
butanol in a glass container and shake vigorously. Allow to 
separate into upper (isobutanol) and lower (water) phases 
overnight. Use the upper top layer. Store at room 
temperature.   

   10.    Running buffer (10×): 250 mM Tris, 1.92 M glycine, and 10 
% SDS. Confi rm pH is 8.3 but do not alter due to the presence 
of SDS. Store at room temperature.   

   11.    Modifi ed Laemmli buffer (5×): 250 mM Tris–HCl, pH 8, 10 
% SDS, 50 % glycerol, 0.005 % bromophenol blue, and 25 % 
β-mercaptoethanol.   

   12.    Pre-stained molecular weight marker (broad range molecular 
weight markers, New England Biolabs). Store in aliquots at 
−20 °C.      

2.4  Western Blot 
Analysis

2.4.1  SDS-PAGE
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       1.    Transfer buffer (10×): 250 mM Tris–HCl, 1.92 M glycine. 
Before transfer, dilute to 1× with deionized water and add 
methanol (stored with fl ammables at room temperature) to 20 
%. The buffer may be stored at 4 °C.   

   2.    Nitrocellulose membrane (GE Healthcare).   
   3.    Concentrated 10× phosphate buffered saline (PBS; VWR). 

Store at room temperature.   
   4.    PBS containing Tween 20 (PBS-T). Dilute a 10× solution of 

PBS to 1× with deionized water and add Tween 20 to a fi nal 
concentration of 0.1 % (v/v).   

   5.    Blocking buffer: 5 % (w/v) bovine serum albumin (BSA) in 
PBS-T.   

   6.    Antibody diluent: 2 % BSA in PBS-T.   
   7.    Primary antibody raised against the protein of interest. For 

instance, here we use anti-tenascin-C rat monoclonal (MTn- 
12) antibody (Sigma-Aldrich).   

   8.    Anti-actin goat polyclonal antibody (Santa Cruz 
Biotechnology).   

   9.    Horseradish peroxidase conjugated anti-rat IgG secondary 
antibody (Sigma-Aldrich).   

   10.    Horseradish peroxidase conjugated anti-goat IgG secondary 
antibody (R&D Systems).   

   11.    Enhanced chemiluminescent (ECL) substrate (immediately 
before use, combine solution 1 and solution 2 [1:1], GE 
Healthcare). Store at 4 °C.   

   12.    Stripping buffer: Re-Blot Plus Strong 10× solution 
(Chemicon). Dilute to 1× with deionized water.   

   13.    Fuji Medical X-ray fi lm (FUJIFILM).       
  

 RA synovial membrane tissue was obtained from patients who ful-
fi lled the American College of Rheumatology criteria for RA [ 38 ] 
and were used with the informed consent of the patients. Ethics 
approval was obtained from the London Riverside Research Ethics 
Committee (REC reference nos. 1752 and 07/H0706/81). RA 
synovial membrane tissue was collected at the time of joint replace-
ment surgery/synovectomy preparation from Elective Orthopaedic 
Centre, Epsom and St Helier University Hospitals, UK, Royal 
United Hospital Bath and Royal Free Hospital NHS Trust, 
London, UK ( see   Note 1 ).

    1.    Collagenase NB1 Premium Grade and neutral protease 
(SERVA, AMS Biotechnology Europe Ltd., Abingdon, UK). 
Store at 4 °C.   

2.4.2  Immunoblotting

2.5  Synovial Tissue 
Preparation
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   2.    Liberase TL Research Grade (Roche Diagnostics, Mannheim, 
Germany). Store at −20 °C.   

   3.    DNase I (Roche Diagnostics, Mannheim, Germany). Store at 
4 °C.   

   4.    RPMI 1640 (Gibco, Life Technologies, Paisley, UK) supple-
mented with 10 % heat-inactivated fetal calf serum (HIFCS) 
(Labtech, Uckfi eld, UK) and 1 % penicillin–streptomycin 
(Lonza, Verviers, Belgium).   

   5.    Double layer Cell Microsieves 200 μm pore (Fisher Scientifi c, 
Loughborough, UK), placed over a small beaker, fi xed in place 
with autoclave tape, then autoclaved to sterilize.   

   6.    CaN 2 O 6  (Sigma-Aldrich).   
   7.    Red Blood Cell Lysis buffer (Sigma-Aldrich).    

    
     1.    Cell fi xation buffer: cytofi x (Becton Dickinson, Oxford, UK).   
   2.    Precooled washing buffer: PBS (Gibco, Life Technologies, 

Paisley, UK) supplemented with 2 % FBS (Labtech, Uckfi eld, 
UK) and 0.01 % NaN 3  (Sigma-Aldrich).   

   3.    Antibodies: all Becton Dickinson unless specifi ed; CD14 APC 
and CD56 PE(ebioscience), NK p46 PE, HLA-DR PE, CD90 
FITC, CD15 Cy7, CD20 FITC, CD3 APC, CD4 APC-H7, 
CD8 PE Cy5, CD25 v450, CD11c V450, CD45 PER-CP, 
and CD163 APC (BioLegend, London, UK).   

   4.    Viability assay: LIVE/DEAD fi xable Aqua dead cell kit (Life 
Technologies, Paisley, UK).      

  
     1.    Ligands: TLR2/6 agonist, FSL-1 (10 ng/ml); TLR 3 ago-

nist, Polyinosinic-polycytidylic acid (poly(I:C)) high molecu-
lar weight (HMW) (20 ng/ml); TLR5 agonist, fl agellin (10 
ng/ml); TLR7 agonist, R847/ Imiquimod (1 μg/ml); 
TLR7/8 agonist, R848 (1 μg/ml) and TLR9 agonist, ssDNA 
/ LyoVec (50 ng/ml) (Invivogen, San Diego, CA, USA). 
Store at −20 °C.   

   2.    TLR4 agonist: ultrapure LPS derived from  E. coli  (10 ng/ml) 
(Alexis, Enzo Life Sciences, Exeter, UK). Store at 4 °C.   

   3.    RPMI 1640 (Gibco, Life Technologies, Paisley, UK) supple-
mented with 10 % heat-inactivated FCS (Labtech, Uckfi eld, 
UK) and 1 % penicillin–streptomycin (Lonza, Verviers, 
Belgium).   

   4.    Costar 96-well tissue culture plate (Corning, NY, USA).   
   5.    AdEasy Adenoviral Vector Systems (Agilent Technologies, 

Santa Clara, CA, USA).      

2.6  Phenotype 
Analysis

2.7  Synovial Cell 
Culture
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         1.    Costar 96-well EIA/RIA plate and plate sealer (Corning, NY, 
USA).   

   2.    Antibodies: purifi ed mouse anti-human TNF-α; biotinylated 
mouse anti-human TNF-α; purifi ed mouse anti-human IL-8 
and biotinylated mouse anti-human IL-8 (BD Biosciences, 
Becton Dickinson, Oxford, UK). Store at 4 °C.   

   3.    Recombinant TNF-α and IL-8 (Peprotech, London, UK). 
Store at −20 °C.   

   4.    Bovine serum albumin.   
   5.    Tween 20.   
   6.    Stop solution: 0.128 M sulfuric acid.   
   7.    10× PBS (Sigma-Aldrich).   
   8.    Streptavidin–HRP (R&D Systems, Oxon UK).   
   9.    TMB substrate (KPL Gaithersburg, MD, USA).   
   10.    Multiscan Ascent microplate reader (Thermo Scientifi c).      

  

     1.    MMP 3 plex plate (MMP1, MMP3, MMP9) custom plates as 
per customer design. All reagents supplied with kit.        

3    Methods 
  

        1.    Preparation of antigen. Transfer 10 ml of FCA in a small, ster-
ile plastic vial. In a separate vial, make a mBSA stock solution 
by dissolving 20 mg mBSA in 9 ml of sterile water and then 
add 1 ml of 10× PBS to obtain a 10 ml of a 2 mg/ml mBSA 
solution. Aspirate this solution with a 10 ml syringe, attach a 
23 G × 1 in. needle on the syringe, press the syringe plunger to 
inject with force the solution in the 10 ml of CFA previously 
prepared. Emulsify this white oil–water emulsion by repeat-
edly aspirating and fl ashing with a 1 ml syringe to homogene-
ity or until the emulsion is thick enough to remain in the vessel 
when inverted ( see   Note 2 ).   

   2.    Sedation of mice. Dilute Hypnorm 1:10 (vol:vol) in sterile 
water for injections. Sedate 10- to 12-week old mice with an 
intraperitoneal (i.p.) injection of 150–200 μl diluted Hypnorm 
using a 27 G × ½ in. needle ( see   Notes 3  and  4 ).   

   3.    Immunization of mice ( see   Note 5 ). Gently shave the rumps 
of the mice with electric clippers to completely remove the fur 
at the base of the tail. Inject 100 μl in total of the emulsion 
intradermally at two sites at the base of the tail using a 1 ml 
syringe with a 23 G × 1 in. needle ( see   Notes 6  and  7 ).   

   4.    Induction of arthritis. Seven days later, mice are sedated ( see  
 step 2 ) and unilateral arthritis is induced by intra-articular 

2.8  Cytokine 
Analysis

2.8.1  ELISA

2.8.2  Mesoscale 
Discovery (MSD) Platform

3.1  Induction 
of Arthritis

3.1.1  Antigen-Induced 
Arthritis (AIA)
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injection of mBSA in PBS into the right knee joint. Prepare a 
40 mg/ml mBSA stock solution using sterile water and dilute 
it 1:2 (vol:vol) in PBS. Before injection, sterilize the solution 
using a 0.20 μm syringe fi lter. Gently shave the right leg of the 
mice with electric clippers to completely remove the fur around 
the knee joint. 

 Inject 200 μg of mBSA in PBS (10 μl total volume) into the 
intra-articular space of the knee joint ( see  Fig.  2  and  Note 8 ). 
Control mice are injected intra-articularly with 10 μl of PBS, 
while the contralateral, left joint functions as untreated control.

       5.    Monitor mice every day after the intra-articular injection. 
Knee swelling should be evident 24 h after the injection ( see  
 Note 9 ).      

  
     1.    Preparation of DAMP. In order to avoid TLR activation by 

endotoxin contamination of endogenous TLR ligands, a LAL 
test should be carried out to quantify endotoxin levels in 
recombinant DAMPs according to the manufacturer’s instruc-
tions (LAL assay QCL-1000™). Only preparations with endo-
toxin levels <1 EU/ml should be injected in the mouse. Dilute 
DAMP of choice ( see  Table  1 ) in sterile PBS to the desired 
concentration (e.g., 0.1 mg/ml FBG).   

   2.    Induction of arthritis. Mice are sedated ( see  Subheading 
 3.1.1 ,  step 2 ) and unilateral arthritis is induced by intra-
articular injection of the DAMP of choice into the right 
knee joint. Gently shave the right leg of the mice with elec-
tric clippers to completely remove the fur around the knee 
joint. Inject 1–10 μg of DAMP in PBS (10 μl total volume) 

3.1.2  TLR-Induced 
Arthritis

  Fig. 2    Intra-articular injection into the cavity of the knee joint. Syringe positioning to locate correct injection site 
(A) and insert the needle into the cavity of the knee joint (B)       
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into the intra-articular space of the knee joint ( see  Fig.  2  and 
 Note 8 ). Control mice are injected intra-articularly with 10 
μl of PBS, while the contralateral, left joint functions as 
untreated control. Induction of joint infl ammation by the 
C-terminal fi brinogen-like (FBG) domain of the extracellu-
lar matrix glycoprotein tenascin-C ( see  Table  1 ) is shown in 
Fig.  3  as an example.

       3.    Monitor mice every day after the intra-articular injection. 
Knee swelling should be evident 24 h after the injection ( see  
 Note 9 ).       

  
     1.    Mouse knee joints are excised 1, 3 or 7 days after intra-articu-

lar injection by removing the skin and subcutaneous tissue, 
cutting longitudinally the muscles that cover the front and 
side of the femur and the side of the tibia and cutting the 
femur 1–2 mm above the knee joint and the tibia 1–2 mm 
below the patella. Carefully remove muscle tissue in excess 
without damaging the knee joint.   

   2.    Fix the freshly isolated knee joints in 10 % (vol/vol) neutral 
buffered formalin for 48 h at room temperature.   

   3.    Decalcify the knee joints in 10 % EDTA/PBS for 4 weeks, 
changing the solution three times per week ( see   Note 10 ).   

   4.    Embed the tissue in paraffi n wax using a cycle on an automatic 
tissue processing machine (e.g., a representative cycle is etha-
nol 70 % for 90 s at 40 °C, 5× ethanol 100 % for 90 s at 40 °C, 
3× xylene 90 s at 40 °C and paraffi n for 90 s at 63 °C).   

   5.    Cut coronal tissue sections at a thickness of 4 μm at seven 
depths throughout the joint, 80 μm apart. Mount sections 
onto glass microscope slides made to ensure fi rm electrostatic 
attraction of paraffi n sections (e.g., Superfrost™ Plus Slides). 

3.2  Immunohisto-
chemistry

  Fig. 3    Sections of the knee joints of wild type (A-B) and TLR4−/− (C) mice 3 days after intra-articular injection 
of PBS (A) or 1 μg FBG (B-C) stained with H and E. Sections show infl ammatory cell infi ltration, mild synovitis, 
and pannus formation exclusively in wild type mice injected with FBG [ 24 ]       
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Let the tissue sections air-dry for 1 h or until dry and place 
them in an oven at 60 °C overnight. This will help with adher-
ence of the sections to the slides.   

   6.    Dewax sections in xylene (2 × 5 min) and rehydrate through 
ethanol 100 % (2 × 1 min) followed by 1 min in tap water.   

   7.    H and E staining: place slides in hematoxylin for 6 min and 30 
s and rinse under tap water for 2 min; dip slides 2–3 times in 
0.3 % acid alcohol for 40 s and rinse under tap water for 2 min; 
dip slides 8–10 times in ammonia water for 1 min and rinse 
under tap water for 1 min; fi nally, place slides in eosin for 
1 min and 45 s and rinse under tap water for 3 min.  See  Fig.  4a  
as an example of the results that can be produced.

       8.    Safranin-O staining: place slides in hematoxylin for 30 s and 
rinse under tap water for 2 min; dip slides 2–3 times in 0.3 % 
acid alcohol for 20 s and rinse under tap water for 2 min; dip 
slides 8–10 times in ammonia water for 1 min and rinse under 
tap water for 1 min; place slides in 0.1 % fast green for 6 min 
followed by 1 % acetic acid for 15 s and rinse under tap water 
for 2 min; fi nally, place slides in 0.1 % safranin-O for 5 min and 
rinse under tap water for 1 min.  See  Fig.  4b  as an example of 
the results that can be obtained.   

   9.    Dehydrate samples by transferring slides to 100 % ethanol 
(3 × 1 min) and then to xylene (2 × 1 min).   

   10.    Remove slides from xylene and apply DPX mountant and cover-
slips using an automated coverslipping machine ( see   Note 11 ).   

   11.    Histological analysis of H and E and safranin-O stained sec-
tions is performed using a light microscope, a camera and 
image acquisition software (e.g., BX51 microscope, Olympus; 
18.2 Color Mosaic camera, Diagnostic Instruments; Spot 

  Fig. 4    Sections of the knee joints of 129/sv mice 7 days after intra-articular injection of mBSA stained with H 
and E (A) and safranin-O (B). Sections show infl ammatory cell infi ltration in the joint space, synovial hyperpla-
sia, pannus formation, destruction of articular cartilage, and bone erosion [ 24 ]       
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Advanced or DP Manager acquisition software) ( see   Note 12 ). 
Score histopathological changes using the following parame-
ters as previously described [ 39 ]. Grade the infl ux of infl am-
matory cells into synovium (infi ltrate) and the joint cavity 
(exudate) with an arbitrary scale from 0 (no infl ammation) to 
3 (severe infl ammation). Determine chondrocyte death as the 
percentage of cartilage area containing empty lacunae in rela-
tion to the total area and cartilage surface erosion as the 
amount of cartilage lost in relation to the total cartilage area. 
Assess bone destruction in ten different areas of the total knee 
joint section and grade it on an arbitrary scale of 0 (no dam-
age) to 3 (complete loss of bone structure). Calculate the 
mean score for each mouse in an experimental group by aver-
aging the histopathological scores in at least fi ve section depths 
per joint.      

          1.    Excise mouse knee joints at day 1, 3, or 7 after intra-articular 
injection ( see   Note 13 ), carefully removing muscle tissue, and 
immediately freeze them in liquid nitrogen. Maintain tissues 
at −80 °C until pulverization is carried out using a BioPulverizer 
( see  Fig.  1 ) following manufacturer’s instructions.   

   2.    Lyse pulverized tissue by adding 700 μl of RLT buffer 
(included in the RNeasy mini kit) per sample.   

   3.    Extract and purify total RNA according to manufacturer’s 
instructions (RNeasy Mini kit) including homogenization of 
tissue lysate with a shredder (QIAshredder Homogenizer) ( see  
 Note 14 ).   

   4.    Assess total RNA concentration and purity by measuring the 
sample absorbance at 260 nm and the ratio of absorbance at 
260 and 280 nm respectively, using a spectrophotometer.   

   5.    Using the Affi nityScript™ Multiple Temperature cDNA syn-
thesis kit, reverse transcribe 500 ng total RNA into cDNA 
with oligo(dT) primers ( see   Note 15 ) according to manufac-
turer’s instructions.   

   6.    Dilute cDNA 1:3 (vol:vol) in RNase-free water.      
  

     1.    Prepare TNF-α, CXCL1 and HPRT1 TaqMan reaction mix 
for each cDNA sample (10 μl per sample per well/tube, in 
triplicates). For each sample, pipette 1.5 μl of RNase-free 
water, 5 μl of 2× TaqMan PCR master mix, 0.5 μl of 20× 
TaqMan primers and probe set and 3 μl of diluted 
cDNA. Seal microplates and centrifuge the reaction briefl y 
to force the solution to the  bottom and to remove any air 
bubble ( see   Note 16 ). Transfer the microplate to the 
Applied Biosystems Viia 7™ Real-Time PCR system or to 
the Rotor-Gene 6000 instrument.   

3.3  Real-Time PCR

3.3.1  RNA Preparation

3.3.2  Real-Time PCR
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   2.    Analyze relative expression of gene of interest by using the 
endogenous control HPRT1 to normalize the results, accord-
ing to the comparative threshold cycle ( C  t ) method for relative 
quantifi cation, as indicated by the manufacturer. Calculate the 
differences in  C  t  values (Δ C  t ) between the sample and the 
endogenous control. Finally, calculate relative expression lev-
els according to the change-in-threshold (ΔΔ C  t  = Δ C  t  [injected 
knee sample] − Δ C  t  [untreated knee sample]. An example of 
results generated is reported in Fig.  5 .

          

       1.    Follow  step 1  in Subheading  3.3.1 .   
   2.    Prepare lysis buffer by adding 1 μl of protease inhibitor cock-

tail to 1 ml of T-PER tissue protein extraction reagent and 
keep it on ice.   

   3.    Lyse pulverized tissue by resuspending it in ice-cold T-PER 
tissue protein extraction reagent containing protease inhibitor 
in a 1.5 ml Eppendorf tube at a fi nal concentration of 100 
mg/ml.   

   4.    Sonicate samples on ice using the following program: 80 s 
total time; pulse ON for 10 s; pulse OFF for 30 s; amplitude 
40 %.   

   5.    Centrifuge samples at 10,000 rpm for 5 min at 4 °C using a 
microcentrifuge and transfer supernatant to a fresh 1.5 ml 
Eppendorf tube. Keep samples on ice at all times. If not pro-
ceeding immediately to immunoblotting, store samples at 
−80 °C.   

   6.    Determine the protein concentration of each sample using 
either the Coomassie (Bradford) or bicinchoninic acid (BCA) 
protein assay and adjust total protein concentration by adding 
ice-cold T-PER reagent as appropriate to ensure equal protein 
loading. Add 12.5 μl 5× Laemmli buffer to 50 μl lysate and 

3.4  Western Blot 
Analysis

3.4.1  SDS-PAGE

  Fig. 5    TNF-α and CXCL1 mRNA induction in the right and contralateral control knee of  Tnc+/+  and  Tnc−/−  
mice 1, 3, 5, and 7 days after intra-articular injection of mBSA       

 

TLRs in Arthritis Models



366

boil the samples for 10 min at 95 °C and centrifuge them at 
maximum speed for 5 min.   

   7.    SDS-PAGE is carried out using the Laemmli method [ 40 ] and 
the following instructions assume the use of the Atto 
Electrophoresis system.   

   8.    Glass plates are assembled according to manufacturer’s 
instructions.   

   9.    Prepare a 1 mm thick, 5 % gel ( see   Note 17 ) by mixing 
1.875 ml of 4× separating buffer, with 1.25 ml acrylamide–bis 
solution, 4.375 ml water, 25 μl APS, and 5 μl TEMED. Pour 
the gel between clean glass plates, leaving space for a stacking 
gel (~1.5 cm). Overlay with water-saturated isobutanol to 
obtain a smooth surface. Let gel polymerize at room tempera-
ture for 30 min.   

   10.    Remove the isobutanol, rinse the top of the gel with deionized 
water and carefully remove any residual water with Whatman 
paper.   

   11.    Prepare the stacking gel by mixing 0.625 ml 4× stacking buf-
fer with 0.325 ml acrylamide–bis solution, 1.5 ml water, 12.5 
μl APS, and 2.5 μl TEMED. Pour the stacking gel on top of 
the separating gel, insert a comb and let polymerize at room 
temperature for 30 min.   

   12.    Remove the comb, rinse the wells with deionized water and fi ll 
them with 1× running buffer.   

   13.    Place the gels in the tank fi lled with 1× running buffer and 
load samples for analysis of tenascin-C (or other endogenous 
TLR ligands). Include one well with pre-stained molecular 
weight marker and one with mouse embryonic fi broblast cell 
lysates as positive control.   

   14.    Finalize the assembly of the gel unit and connect to the power 
supply. Run the gel at 100–200 V for 1–1.5 h.      

   
     1.    Transfer the protein samples that have been separated by SDS- 

PAGE to nitrocellulose membranes using a semi-dry blotting 
system (Bio-Rad).   

   2.    Soak two sponges, two sheets of Whatman paper and one 
nitrocellulose membrane per gel in ice-cold 1× transfer 
buffer.   

   3.    Disconnect the gel unit from the power supply and disassem-
ble it. Remove and discard the stacking gel. Lay sponges, 
paper, membrane and gel on the surface of the blotting device 
in the following order to form a sandwich: one sponge, one 
sheet of Whatman paper, one membrane, one gel, one sheet of 
Whatman paper, and one sponge.   

   4.    Once the assembly of the blotting device is complete, transfer 
at 150 mA for 1.5 h.   

3.4.2  Immunoblotting
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   5.    When transfer is complete, incubate the membrane in 5 ml 
blocking buffer for 1 h at room temperature on a shaker set at 
70 rpm   

   6.    Discard blocking buffer and replace it with 1:1000 dilution of 
the anti-tenascin-C antibody in antibody diluent. Incubate 
overnight at 4 °C on a shaker set at 70 rpm.   

   7.    Discard the primary antibody and wash the membrane three 
times for 10 min each with 10 ml PBS-T at room temperature 
on a shaker set at 70 rpm.   

   8.    Incubate the membrane with a 1:50,000 dilution of the sec-
ondary antibody in antibody diluent for 1 h at room tempera-
ture on a shaker set at 70 rpm.   

   9.    Discard the secondary antibody and wash the membrane three 
times for 10 min each with 10 ml PBS-T at room temperature 
on a shaker set at 70 rpm.   

   10.    Mix 1 ml of each solution of the ECL substrate and add it 
immediately to the membrane and incubate for 2 min at room 
temperature on a shaker set at 70 rpm.   

   11.    Drain excess ECL substrate and place the membrane between 
two transparent plastic leaves in an X-ray fi lm cassette and 
expose to an X-ray fi lm for 1 min at a start. Increase or decrease 
exposure time if signal is too weak or too strong, respectively.   

   12.    Strip the membrane by incubating it with stripping buffer for 
15 min at room temperature on a shaker set at 70 rpm.   

   13.    Remove the stripping buffer and store it at 4 °C for subse-
quent use. Block the membrane twice for 5 min with blocking 
buffer at room temperature on a shaker set at 70 rpm.   

   14.    Discard the blocking buffer and replace it with 1:200 dilution 
of the anti-actin antibody in antibody diluent. Incubate over-
night at 4 °C on a shaker set at 70 rpm.   

   15.    Discard the primary antibody and wash the membrane three 
times for 10 min each with 10 ml PBS-T at room temperature 
on a shaker set at 70 rpm.   

   16.    Incubate the membrane with a 1:5000 dilution of the second-
ary antibody in antibody diluent for 1 h at room temperature 
on a shaker set at 70 rpm.   

   17.    To detect actin, follow  steps 9 – 11  as in Subheading  3.4.2 . An 
example of the results obtained is showed in Fig.  6 .

          

       1.    Adjust Collagenase NB1 to a concentration of 4 mg/ml and 
neutral protease (NP) to 0.4 μl/ml per gram of tissue weighed 
( see   Notes 18  and  19  and Fig.  7 ).

3.5  Synovial Tissue 
Preparation

3.5.1  Enzyme 
Preparation
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  Fig. 6    Tenascin-C protein levels in the joint were assessed 1, 3 and 7 day after 
intra-articular injection by western blot analysis of equal amounts of total joint 
lysate with a rat monoclonal antibody to mouse tenascin-C (TN-C). Mouse 
embryonic fi broblast cell lysate was used as a positive control (+) and non- 
injected mice as a negative control (c). Blots were re-probed with an antibody to 
actin to demonstrate equal protein loading in each lane (actin)       
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  Fig. 7    To test the potential for cleavage of cell surface markers by enzymes commonly used for synovial tissue 
digestion, PBMCs were treated with a range of collagenases for 90 min and staining intensity for CD4 ( top row  
CD4-APC-H7) and CD56 ( lower row  CD56-PE) was compared to that obtained following no enzyme treatment. 
The mean fl uorescence intensity (MFI) for the relevant parameter is shown in brackets next to the name of 
enzyme used. Col A = collagenase A, Col D = collagenase D, Col NB1 = collagenase NB-1 and Liberase = Liberase 
TL. Comparative staining shows that Col NB1 spares cleavage of both CD4 and CD56, unlike the other colla-
genases used       

       2.    Combine solution of either Collagenase NB1 and neutral pro-
tease, or Liberase TL (4 mg/ml fi nal) and 2 ml of DNase1 (1 
mg/ml) to make a fi nal concentration of 0.2 mg/ml respec-
tively. Add CaN 2 O 6  to the collagenase NB1/NP (to give a 
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fi nal concentration of 2 mM) to the enzyme mixture in a total 
of 10 ml of RPMI and sterile fi lter (0.20 μm) the mixture into 
a sterile 50 ml conical fl ask. Set aside.   

   3.    Place 50 ml of RPMI media supplemented with 10 % FCS and 
1 % Pen/Strep on ice to be used to terminate the reaction after 
digestion.      

  
     1.    Discard any unnecessary tissue (i.e., fat) using sterile scissors 

and forceps, then cut the tissue into small pieces (<2 mm) or 
use McIlwain tissue chopper to get fi nely chopped synovium; 
there should be no large clumps. To further increase the sur-
face area for optimal digestion, the tissue pieces are forcibly 
pressed using the fl at end of a 5 ml syringe plunger for 2 min.   

   2.    Using the forceps, scrape the fi nely chopped synovial tissue 
from the petri dish into a small conical fl ask. Wash the petri 
dish with 2 ml RPMI/enzyme mix using a Gilson pipette, 
there should be no visible tissue remaining on the plate. Mix 
tissue/enzyme thoroughly. Add the remaining RPMI/enzyme 
mix to the fl ask and transfer the fl ask to a shaking water bath 
at 175 strokes per minute or 40rpm for 1–2 h at 37 °C. At the 
end of fi rst hour, check the tissue. It should appear “gloopy” 
or “stringy.” The pinkish color of RPMI in media should dis-
color. If the tissue is still visibly clumpy, continue incubating 
for up to 60 min. It is critical not to go over 2 h, as this will 
begin to affect viability. Swirl every 20–30 min by hand.   

   3.    Transfer 20 ml of ice-cold medium (RPMI with 10 % FBS) to 
the fl ask containing the digested tissue to terminate the 
digestion.   

   4.    Sieve cells through sterilized beaker covered with Microsieves 
200 μm material allowing the digested synovium to pass 
through. It is important to aggressively force through the tis-
sue clumps using a Corning Cell lifter, again pressing with the 
rubber end of a plunger from a 2 ml syringe.   

   5.    Wash the fl ask with a further 10 ml of ice-cold medium and 
rinse membrane covered beaker. Remove any remaining tissue 
from the Microsieve membrane and place in 10 ml of medium 
(RPMI containing 10 % FBS) in a 10 cm 2  tissue culture dish 
and leave overnight in an incubator; cells still remaining within 
the tissue will egress overnight from the tissue and adhere to 
plastic and can be further passaged to yield synovial 
fi broblasts.   

   6.    Transfer fi ltered cells from beaker into a 50 ml falcon tube, 
add medium (RPMI containing 10 % FBS) to make up to 
50 ml and spin at 360 ×  g  for 10 min. Resuspend the pellet 
with 10 ml Red Blood Cell Lysis buffer, incubate for 5 min at 
room temperature, terminate the reaction by the addition of 

3.5.2  Synovial 
Processing
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40 ml RPMI, and spin for 5 min at 360 ×  g . Resuspend cells in 
50 ml RPMI and spin for 5 min again. If the pellet is not clean 
(has fi bers) sieve cells through a 70 μm cell strainer to get 
single cell suspension and spin at 360 ×  g  for 5 min. Cells are 
now ready for phenotype analysis or cell culture.       

  

       1.    For basic phenotyping place a minimum of 200,000 cells in 
each of three wells (for Panel A, Panel B, and unstained,  see  
Table  2 ) in a 96-well (U or V bottom) culture plate for anti-
body labeling ( see   Note 20 ).

       2.    Add 150 μl per well of cold FACS wash buffer (2 % FCS in 
PBS containing 0.01 % NaN 3 ) and spin at 530 ×  g  for 2 min to 
pellet cells.   

   3.    Remove supernatant by a gentle fl ick to minimize residual 
buffer.   

   4.    Add Fc Receptor blocking reagent ( see   Note 21 ) diluted 
1:5 in a total volume of 10 μl per sample. Incubate at 4 °C for 
10 min.   

   5.    Add antibody cocktails ( see  Table  2 ) in a total volume of 20 μl 
directly on top of FcR block without washing. Incubate at 4 
°C for a further 20 min.   

   6.    Wash 3 times by addition of 150 μl of FACS wash buffer, spin 
at 530 ×  g  and fl ick off supernatant as in 3.   

   7.    Resuspend after fi nal wash in 150 μl of FACS wash buffer and 
proceed directly to fl ow cytometer (e.g., BD Facs Canto II 
equipped with three lasers: blue (488 nm), red (633 nm), and 
violet (405 nm) for excitation of all fl uorophores specifi ed.      

  

 Using antibody panels A and B ( see  Table  2 ), it is possible to identify 
the main immune cell types within the typical RA synovial tissue. 
After exclusion of dead cells and debris, fi rst gate on CD45+ and 

3.6  Phenotype 
Analysis

3.6.1  Antibody Labeling

3.6.2  FACS Analysis

     Table 2  
  Antibody cocktails for synovial cell FACS analysis   

 Panel A  Panel B 

 CD45 PerCP  CD3 APC 

 CD14 APC  CD25 V450 

 CD11c V450  CD8 PeCy7 

 CD15 PeCy7  CD56 PE 

 HLADR PE  CD4 APC-Cy7 

 CD90 FITC  Viability dye (Am Cyan) 

 Viability dye (Am Cyan) 
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CD45- populations to facilitate identifi cation of further subsets ( see  
Fig.  8  and  Notes 22 – 25 ). CD45+ cells usually make up the bulk 
(approx. 60 %) but there is a signifi cant degree of heterogeneity in 
the cellular composition of RA synovial membrane tissue from each 
RA donor, as demonstrated in Fig.  9 , with CD45+ cells ranging 
between 20 and 80 % of all viable cells recovered. The remaining 

  Fig. 8    Synovial tissue from RA patients was collected during joint replacement surgery and cells were enzy-
matically dissociated, then labeled with a panel of antibodies for immune phenotyping. (A) Total cells were 
gated to exclude cell debris. (B) CD45 staining was used to identify hematopoietic cells and stromal cells. 
CD45+ cells comprised CD14+, HLADR+ macrophages (C) and CD3+ T cells among others not shown (D). 
CD45− cells largely expressed CD90 FLS marker (E)       
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CD45- population is largely CD90+, suggestive of a fi broblast-like 
phenotype ( see  Fig.  9a ), and comprises approximately 20 % of all 
viable cells. Other major cell subsets within the CD45+ gate (hema-
topoietic in origin) are depicted in Fig.  9b . These are mostly mac-
rophages (CD14+, HLADR+) with a lesser proportion of CD3+ T 
cells (1–20 %). CD11c+, HLADR+, CD14− cells, likely conven-
tional dendritic cells, are few in number (<5 %) and neutrophils 
(CD14−, CD15+) even less (<2 %). This may refl ect the “damp-
ened” biological activity of the tissue collected at joint replacement 
surgery (i.e., end stage RA), where the tissue may be more quies-
cent after long-term chronic infl ammation. To confi rm this, it will 
be of interest to compare cellular composition of synovial biopsy 
tissue collected in early onset RA to late stage surgery.

       

       1.    Once isolated from membranes, cells can be cultured for a 
limited period of time as follows. Resuspend cells in RPMI 
with 5 % HIFCS supplemented with 1 % Pen/Strep, dispense 
into a 96-well fl at bottom tissue culture plate (200 μl at 
1–2 × 10 5 /well) and incubate at 37 °C.   

   2.    To assess TLR ligand activity in this system, incubate cells with 
50 μl of TLR ligand agonists or antagonist (as previously 
described [ 5 ]). For example stimulation with FSL-1 10 ng/
ml, poly(I:C) HMW 20 ng/ml, LPS 10 ng/ml, fl agellin 10 
ng/ml, R847 1 μg/ml, R848 1 μg/ml, or ssDNA/LyoVec 
500 ng/ml can be used in order to modify spontaneous cyto-
kine production.   

3.7  Synovial Cell 
Culture

3.7.1  Cell Culture 
and Stimulation
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  Fig. 9    Proportions of immune cells in synovial tissue from 16 RA patients were quantitated using fl ow cytom-
eter. (A) CD45+ hematopoietic cells and CD45−, CD90+ FLS cells were enumerated. (B) CD45+ cells were 
further stratifi ed into macrophages (CD14+, HLADR+), cDCs (CD14−, HLADR+, CD11c+), neutrophils (CD14−, 
CD15+), and T cells (CD3+)       
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   3.    Harvest cell supernatants 24–72 h later. We routinely measure 
cytokines after 48 h and store supernatants at −20 °C until 
cytokine assays are performed.      

  

 Using AdEasy adenoviral constructs of the TLR adapter molecules 
MyD88 and Mal, we have previously shown that these molecules 
control spontaneous cytokine and MMP production in synovial 
membrane cultures [ 7 ]. A detailed protocol for the generation of 
adenoviral vectors can be found elsewhere [ 41 ]. Here we describe 
how to transfect RA synovial membrane cells.
    1.    Cells are resuspended in serum-free RPMI supplemented with 

1 % Pen/Strep and dispensed into a 96-well fl at bottom tissue 
culture plate (100 μl at 1–2 × 10 5 /well) and incubated at 37 
°C for 1 h.   

   2.    Incubate cells with 100 μl of AdEasy adenoviral vectors at a 
multiplicity of infection of 100, wash after 2 h, and culture in 
200 μl of 5 % HIFCS RPMI media for 48 h, at which time 
collect supernatants and store at −20 °C until cytokine assays 
are performed.    

     

       1.    Coat ELISA plates with anti-human TNF-α antibody or anti- 
IL- 8 antibody diluted 1:400 and 1:1000 respectively in 1× PBS 
in a volume of 50 μl/well, cover them with acetate plate sealers 
to prevent evaporation and shake (50 rpm) overnight at 4 °C.   

   2.    Wash plates three times with PBS, 0.01 % Tween 20, pat dry, 
and block with 2 % BSA in PBS for 1 h.   

   3.    Prepare standard curves of recombinant TNF-α and IL-8 in 5 
% HIFCS to include six points of threefold serial dilutions 
(5000–20 pg/ml). Wash plates as described in  step 2 . Dispense 
in duplicate, 50 μl of each of the six points of the serial dilution 
of the standard curve to the plate. Add cell supernatant to the 
plate (in the case of TNF-α neat and in the case of IL-8 diluted 
1:1000).   

   4.    Shake (50 rpm) samples for 2 h at room temperature or over-
night at 4 °C.   

   5.    Wash plates as described in  step 2 . Dilute biotinylated anti-
bodies at 1:1000 in 0.5 % BSA/PBS and dispense 50 μl/well 
into the ELISA plate. Shake samples for 1 h at room 
temperature.   

   6.    Wash plates as described in  step 2 . Prepare streptavidin-HRP 
at a dilution of 1:400 in 0.5 % BSA/PBS and dispense 50 μl/
well into the ELISA plate. Shake samples for 1 h at room 
temperature.   

3.7.2  Adenoviral 
Infection

3.8  Cytokine 
Analysis

3.8.1  ELISA

TLRs in Arthritis Models



374

   7.    Wash plates as described in  step 2 . Prepare TMB substrate by 
mixing the TMB peroxidase substrate with the substrate solu-
tion B in a 1:1 ratio and dispense 50 μl/well into the plate.   

   8.    When the fourth dilution of the standard curve begins to 
develop, add 50 μl/well of stop solution to the plate. Read 
absorbance on a spectrophotometric ELISA plate reader (e.g., 
Labsystems Multiscan Biochromic) and analyze data using the 
Ascent software program (Thermo Labsystems, Altrincham, 
UK)( see  Figs.  10  and  11 ).

          

 MSD assays demonstrate a superior dynamic range (3–4 logs) to 
standard ELISAs and allow researchers to measure multiple cyto-
kines and metalloproteinases, expressed over a large concentration 
range in extremely small volumes of culture supernatants. Assay 
protocols vary from plate to plate depending on the particular plex 
of antibodies and specifi c protocols that are supplied with each kit.
    1.    Bring all reagents to room temperature.   
   2.    Dispense 25 μl of diluent 2 to the MSD plate for 30 min with 

vigorous shaking (300 rpm).   
   3.    Prepare 8 point standard curve (calibrator) for MMP1/3 

(100,000–24 pg/ml) and MMP9 (500,000–122 pg/ml) in 
diluent provided in the kit.   

3.8.2  Mesoscale 
Discovery (MSD) Platform
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  Fig. 10    Spontaneous cytokine production from RA synovial cultures. Synovial cells isolated using Liberase TL 
were seeded at 2 × 10 5 /well and cultured for 48 h. Cell culture supernatant was harvested and kept at −20 °C 
prior to cytokine analysis using MSD technology. Data shown are from 5–9 distinct RA synovial explant 
cultures       

 

Anna M. Piccinini et al.



375

   4.    Dispense 25 μl of calibrator in duplicate, blank (diluent) or 
sample (diluted 1:50 in diluent) into the MSD plate. Seal the 
plate and incubate for 2 h with vigorous shaking (300 rpm).   

   5.    Wash the plate three times with PBS, 0.01 % Tween 20 and 
pat dry. Dispense 25 μl of 1× detection antibody solution into 
each well of MSD plate. Seal the plate and incubate for 2 h 
with vigorous shaking (300 rpm).   

   6.    Wash the plate as described in  step 5 . Add 150 μl of read solu-
tion into each well. Analyze the plate on the SECTOR Imager 
using the MSD DISCOVERY WORKBENCH ®  software. 
Plates must be read immediately after addition of Read buffer.        

14000

12000

10000

8000
4000
3000

2000
1000

0 0

50

100

150
T

N
F

 (
pg

/m
l)

M
M

P
-3

 (
ng

/m
l)

IL
-8

 (
ng

/m
l)

IL
-6

 (
ng

/m
l)

un
sti

m
ula

te
d

FSL-
1

Flag
ell

in
LP

S

Poly
 IC

Im
iqu

im
od

R84
8

ss
DNA

un
sti

m
ula

te
d

FSL-
1

Flag
ell

in
LP

S

LP
S LP

S

Poly
 IC

Im
iqu

im
od

R84
8

ss
DNA

TLR ligand TLR ligand

un
sti

m
ula

te
d

FSL-
1

Flag
ell

in

Poly
 IC

Im
iqu

im
od

R84
8

ss
DNA

un
sti

m
ula

te
d

FSL-
1

Flag
ell

in

Poly
 IC

Im
iqu

im
od

R84
8

ss
DNA

TLR ligand TLR ligand

00

10

20

50

150

100

200

30

40

  Fig. 11    TLR ligand induced cytokine production from RA synovial cultures. Synovial cells isolated using Liberase 
TL were seed at 2 × 10 5 /well and cultured for 48 h. Cell culture supernatant was harvested and kept at −20 °C 
prior to cytokine analysis using MSD technology. Data shown are from an individual RA membrane, mean ± SD 
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4    Notes 

     1.    The nature and frequency of the RA tissue samples we process 
has changed over the last decade: RA is much more effectively 
managed by the use of high dose disease-modifying anti- 
rheumatic drugs (DMARD) such as methotrexate and the 
anti-TNF based biologicals. As such, we have observed that 
the spontaneous production of many cytokines, including 
TNF-α, IL-1, and IL-15, is much more conservative than pre-
viously described, while IL-6, IL-8, and matrix metallopro-
teinases are still expressed at high, pathogenic levels in this 
subset of patients undergoing joint replacement therapy.   

   2.    To test the quality of the emulsion, place one drop of emul-
sion on water. If the droplet fl oats on the surface and remains 
intact, the emulsion is of optimal quality.   

   3.    This animal experiment is a regulated procedure that has to be 
performed in an approved animal facility according to legal 
regulation. For each animal experiment planned, an applica-
tion must be fi led and approved by the appropriate institu-
tional and governmental committees.   

   4.    The amount of Hypnorm to be administered varies in func-
tion of the mouse body weight. Consult the vet to work out 
the appropriate dose of Hypnorm for the mouse strain in 
question. Moreover, because sedated mice get cold, it is essen-
tial to keep mice warm until fully recovered.   

   5.    In order to boost T cell reactivity against the antigen, immu-
nization of mice may be established by means of an injection 
of mBSA in CFA in the front paws and fl anks and an intraperi-
toneal injection of heat-killed B. pertussis bacteria followed by 
a second set of injections 7 days later as described previously 
[ 32 ,  42 ]. Note that, in this case, induction of arthritis by intra- 
articular injection of mBSA is performed at day 21.   

   6.    Recommended sites for intradermal injections are at the base 
of the tail and in a slightly more anterior location.   

   7.    After fi lling the syringe with the emulsion, hold the syringe up 
to a light source and remove any air bubble as this will result 
in less emulsion administered to the mice. Change the needle 
frequently since it becomes blunt after few injections.   

   8.    This injection requires two people: one to hold the mouse 
(person A) and one to perform the injection (person B). While 
person A scruffs the mouse, person B pulls out the leg and 
shaves it around the knee joint. The patella (or knee cap) 
should be visible under the skin as white. 

 Person A scruffs the mouse and turns it onto its back with 
one hand and gently pulls the leg nearly straight with the other 
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hand. The hind foot is held down with the thumb while the 
knee is supported from underneath with the index fi nger. 

 Person B aligns the needle perpendicular to the leg and 
over the top of the patella and, by pressing down the needle 
gently, identifi es the groove between the femur and the tibia 
( see  Fig.  2a ). The needle is maintained in line with this groove 
while slid slightly back before raising it to approximately a 45° 
angle and inserting it into the cavity of the joint; all in one 
smooth motion ( see  Fig.  2b ). Ten microliters of solution is 
dispensed. 

 The two most frequent incorrect targets of the injection are 
the bone and the site immediately below the patella. The per-
son performing the injection will encounter resistance in the 
former case while notice the needle moving loosely around in 
the latter case. If the solution comes straight out in the process 
of injection or if in an incorrect location, remove the needle 
and begin the process again. If the skin has been damaged, 
manipulate surrounding shaven skin to have intact layer over 
the knee. No more than three attempts should be made on the 
knee, after which intra-articular administration should be 
stopped if unsuccessful and the mouse allowed to recover.   

   9.    Clinical evaluation of arthritis may include the use of calipers 
to measure knee joint swelling. This consists of measuring the 
distance between the medial and lateral aspects of each knee 
joint at the level of the patellar ligament and is expressed as 
knee diameter. However, in our experience we have found this 
technique not very reliable. Alternatively, water displacement 
[ 42 ] is a more accurate and reliable method that can be used 
to measure knee swelling. However, this requires the use of a 
plethysmometer, which may not be readily available.   

   10.    Tissues such as joints containing calcifi ed areas need to be 
decalcifi ed before processing in order to become soft enough 
for sectioning. It is possible to test biochemically for calcium 
in solution to assess endpoint of decalcifi cation.   

   11.    DPX is a synthetic resin mounting media composed of 
Distyrene, a plasticizer, and xylene. It preserves the stain and 
dries quickly, enabling slides to be screened immediately. It 
has a low viscosity, allowing the medium to fl ow easily and 
prevents air bubbles from becoming trapped. Application of 
coverslips to microscope slides can also be done manually by 
adding a drop of mounting media at base of slide, placing the 
coverslip at an angle as to begin to spread the media and care-
fully lower the coverslip onto the tissue while the media 
spreads underneath. Allow slides to dry under a hood.   

   12.    Histological analysis should be performed by an investigator 
who is blinded to the experimental groups.   
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   13.    During the fi rst 7 days after intra-articular injection of mBSA, 
the acute phase of the arthritic response can be investigated. 
In order to evaluate the chronic phase of the arthritic response, 
disease can be allowed to progress for 2–3 weeks after intra- 
articular injection of antigen.   

   14.    Isolation of total RNA from tissue lysates requires homogeni-
zation to reduce viscosity caused by high-molecular-weight 
cellular components and cell debris. Unlike traditional meth-
ods that use syringes and needles, QIAshredder spin columns 
require a single and fast centrifugation step and reduce loss of 
sample material.   

   15.    Oligo(dT) primers anneal to any mRNA with a poly(A) tail, 
generating full length copies of the mRNA. Alternatively, ran-
dom primers can be used. These are random combinations of 
nucleotides, 6 or 9 bp long, that enable transcription of 5′ 
ends of long genes, generating cDNAs that may not be full 
length copies of the entire gene.   

   16.    If performing the real-time PCR in a Rotor-Gene 6000 instru-
ment using 0.1 ml strip tubes, there is no need to centrifuge 
the tubes before starting the reaction as the machine spins 
samples for the entire duration of the PCR.   

   17.    Choose the acrylamide–bis solution percentage most appro-
priate to the endogenous TLR ligand of interest.   

   18.    There are numerous commercial sources of collagenase used 
by various laboratories to digest synovial tissue. However, 
great care has to be taken to ensure each batch of enzyme is 
tested for endotoxin contamination and not simply rely on 
manufacturer’s product sheets. We batch test using Endpoint 
Chromogenic LAL Assays (Lonza) and reject if contamination 
exceeds 1 EU/ml. In addition to exclude any possibility that 
low levels of endotoxin could stimulate the highly sensitive 
macrophage population within RA synovial membranes, we 
perform mock enzymatic digestions (i.e., incubation of human 
monocytes with collagenase NB1 8 mg/ml for 2 h followed 
by three washes, culture of monocytes for 18 h and measure-
ment of monocyte activation by assaying for TNF-α produc-
tion by ELISA). Many commercial sources of collagenase 
induce up to 20 ng/ml of TNF-α under these conditions. We 
observe no such effect using NB1 or Liberase TL in any 
batches assayed.   

   19.    The choice of enzyme to digest synovial tissue is also critical 
depending on the end point assay each researcher uses. We 
have found Collagenase A from Roche cleaves CD56, a NK 
cell marker which then may give a false under representation 
of NK cells within the tissue. Another popular source of 
enzyme is Roche Liberase TL, which we found to cleave CD4 
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(as demonstrated in Fig.  7 ), leading to an underestimation of 
this cell population. As new technologies such as CyTOF and 
multicolor FACS are developed which allow multiple param-
eter analysis of mixed cells populations, it is critical that the 
integrity of cell surface receptors remain intact. After extensive 
testing, we have found NB1 with its high collagenase and low 
neutral protease activity was the optimal collagenase for tissue 
digestion while maintaining cell surface receptor expression. 
However the high specifi city of this particular enzyme results 
in a lower cell yield and careful thought is needed as RA syno-
vial membranes can yield very little cells and if cytokine analy-
sis is the endpoint, a collagenase preparation such as Liberase 
TL ®  may be a more appropriate digestive enzyme of choice.   

   20.    For clear defi nition of positive staining and to assist set up of 
the fl ow cytometer, it is suggested to leave one sample 
unstained (in addition to those for staining panels A and B).   

   21.    The inclusion of FcR block is necessary to avoid nonspecifi c 
staining of all FcR bearing cells, in particular macrophages, 
which are abundant in RA synovial membranes.   

   22.    It is essential to include a viability stain as up to 20 % of total 
cells do not remain intact after tissue dissociation. Therefore 
only collect data from viable cells.   

   23.    For low abundance cell types, it is suggested to gate on the 
appropriate subset and collect a minimum of 5000 events 
therein.   

   24.    While it is preferable to analyze cells directly after staining, if a 
cytometer is not available, samples may be kept at 4 °C in the 
dark for up to a few hours, or, alternatively, they can be fi xed 
post staining and analyzed the following day.   

   25.    NK cells are also detectable with the staining panels detailed 
here (CD45+, CD3− and CD56+) when using collagenase 
NB-1 for tissue digestion. Other collagenases (e.g., Liberase 
TL) cleave CD56, rendering it undetectable on the cell sur-
face ( see  Fig.  7  and  Note 18 ).         
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    Chapter 23   

 Delineating the Role of Toll-Like Receptors 
in the Neuro- infl ammation Model EAE                     

     Francesca     Fallarino    ,     Marco     Gargaro    ,     Giada     Mondanell    ,     Eric     J.     Downer    , 
    Md     Jakir     Hossain    , and     Bruno     Gran      

  Abstract 

   Experimental autoimmune encephalomyelitis (EAE) is the most relevant and commonly used animal 
model to study autoimmune demyelinating diseases like Multiple Sclerosis (MS). In EAE, the activation of 
CD4+ T-cells is considered to be the main trigger leading to infl ammation and central nervous system 
(CNS) demyelination. Toll-like receptors (TLRs) are the most important and fi rst class of pattern recogni-
tion receptors (PRRs) in innate immune system and play critical roles in initiating infl ammatory responses 
and promoting adaptive immune responses due to their ability to recognize a wide range of pathogen 
associated molecular patterns (PAMPs) and being expressed in a wide range of cell types both in the innate 
and adaptive immune systems. Upon TLR stimulation by appropriate ligand, innate immune cells produce 
pro-infl ammatory cytokines and can serve as antigen-presenting cells (APCs) to prime naïve T cells to 
recognize antigens. Thus, TLRs play an important role in linking the innate to the adaptive immune 
response. To date, large numbers of studies have been done to investigate the role of adaptive immunity in 
both EAE and MS but delineating the role of innate immunity in EAE received very little focus and appre-
ciation taking into account that it might contribute to both the initiation and progression of the disease. 
Moreover, EAE is not only a model to study infl ammatory demyelination in the CNS; it is in general a 
model to study cell-mediated organ-specifi c autoimmune conditions. Roles of different TLRs were studied 
in relation to EAE and MS. More recently, some studies demonstrated the immune adjuvant properties of 
certain TLR ligands including TLR2, TLR4, and TLR9 in EAE. This chapter outlines different methods 
employed in our labs to investigate the role of TLRs in EAE model.  

  Key words     EAE  ,   Multiple sclerosis  ,   Infl ammation  ,   Demyelination  ,   Autoimmune disease  ,   Toll-like 
receptors  ,   T cell  ,   Antigen-presenting cells  ,   Dendritic cells  ,   B cells  

1      Introduction 

 EAE is a well-characterized animal model of autoimmune infl am-
matory demyelination in the CNS. To date, studies on EAE have 
signifi cantly facilitated the understanding of the biology of MS and 
have contributed to the development and approval of at least three 
MS therapies, glatiramer acetate (GA), mitoxantrone, and natali-
zumab [ 1 – 5 ]. There is a great heterogeneity in the susceptibility 
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and method to induce EAE, thus also refl ecting large variations in 
the response to immunological or neuropharmacological interven-
tions [ 4 ,  6 ,  7 ]. This makes EAE a very versatile system to use in 
translational neuroimmunology, but the model needs to be tai-
lored to the scientifi c question being asked. EAE can be induced 
by active immunization (active EAE) with self-antigens or adoptive 
transfer (passive or at-EAE) of activated T cells in several species 
and strains of rodents [ 8 ]. In active EAE, animals are actively 
immunized with self-antigen in the form of myelin components or 
CNS homogenates emulsifi ed in adjuvant [ 9 ]. Passive or at-EAE is 
induced by adoptive transfer of encephalitogenic CD4+ T cells 
(with specifi city to self-antigens, e.g., myelin) into naïve animals 
(recipient) generated in donor animals by active immunization 
[ 10 ]. More recently, spontaneous EAE models have also been 
developed using transgenic mice that express T cells with myelin 
specifi c T-cell receptors that represents an alternative model to 
study some of the initial events in the pathogenesis of CNS auto-
immunity [ 11 ,  12 ]. Active EAE is the easiest inducible model 
allowing quick screening of the effects of drugs on autoimmune 
infl ammation. Lewis rats were the most popular animals used for 
EAE as they showed 100 % responsiveness after immunization with 
myelin basic protein (MBP) [ 13 ]. In recent years, C57BL/6 mice 
have become more popular mainly for studies involving transgenic 
mice [ 12 ]. at-EAE is a very useful model to address issues related 
with the effector phase of the disease [ 8 ]. The encephalitogenic T 
cells can also be manipulated in vitro to study the role of specifi c 
cytokines and other biological agents prior to their transfer to 
recipients [ 4 ]. In addition, these cells can be labeled to trace their 
localization, survival or interactions with other cell types in the 
recipient [ 4 ,  8 ]. Moreover, the at-EAE model is of particular inter-
est to study the role of a variety of infl ammatory molecules in dif-
ferent aspects of disease development and regulation through the 
use of gene-targeted donor or recipient animal strains [ 6 ]. 

 Over the years, the protocols for EAE induction have been 
extensively refi ned [ 9 ]. The advent of the use of Freund’s adjuvant 
[ 14 ] greatly facilitated immunization regimens, effi ciency of the 
immunization, such that EAE induction now requires only a single 
immunization. To induce EAE, myelin-derived peptides are emul-
sifi ed in complete Freund’s adjuvant (CFA) that contains killed 
 Mycobacterium tuberculosis  and PAMPs from these bacteria that 
activate innate immune responses, which in turn promote patho-
genic autoreactive T cell responses [ 15 ]. The addition of pertussis 
toxin also greatly improved the effi ciency of EAE induction by pro-
moting infl ammatory CNS infi ltration [ 16 ]. Fractionation of spi-
nal cord homogenate led to the identifi cation of encephalitogenic 
myelin antigens including MBP [ 17 ], proteolipid protein (PLP) 
[ 18 ], myelin-associated glycoprotein [ 19 ], and myelin oligoden-
drocyte glycoprotein (MOG), a minor component of myelin that 
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is highly encephalitogenic in many species [ 20 ,  21 ]. Current EAE 
protocols typically use purifi ed or recombinant myelin proteins, or 
synthetic peptides derived from these proteins, as immunogens. 
Further refi nement of the passive induction protocol revealed that 
transfer of T cells [ 22 ], and later, more specifi cally MHC class 
II-restricted T cells [ 23 ,  24 ] was suffi cient to induce EAE, infer-
ring that the EAE disease induction is mostly CD4+ T cell 
mediated. 

 The principles underlying the active and passive methods of 
EAE induction are almost the same [ 9 ]. Both protocols involve the 
activation of peripheral myelin reactive CD4+ T cells that cross 
blood-brain-barrier (BBB), and once inside the CNS activate the 
CNS resident APCs and recruit more infi ltrating lymphocytes to 
the CNS [ 9 ]. Such coordinated activities of APCs and CD4+ T 
cells leads to the release of infl ammatory cytokines that in turn are 
responsible for demyelination, axonal loss and neurological insults. 
This same scenario occurs in passively induced EAE, except that 
the encephalitogenic T cells are isolated from the lymphoid tissues 
of an animal immunized with myelin antigen, restimulated in vitro 
and then transferred into a naïve recipient in which the T cells cross 
the BBB and initiate infl ammation [ 9 ].  

2    Materials 

     The reagents for active EAE induction outlined below are based 
on ref. [ 9 ].

    1.    PBS, without calcium or magnesium.   
   2.    DMSO, anhydrous >99 % ( see   Note 1 ).   
   3.    Mice, 6–12 weeks old. The strain used should be determined 

by the investigator. Commonly used vendors are The Jackson 
Laboratory, Taconic, Charles River Laboratories and Harlan 
( see   Notes 2 – 4 ).   

   4.    CNS tissue homogenate, purifi ed myelin protein or synthetic 
myelin peptide (as determined by the investigator) ( see   Note 5 ).   

   5.    Complete Freund’s adjuvant (CFA). Store at 4 °C ( see   Note 6 ).   
   6.    Pertussis toxin, lyophilized in buffer (List Biological 

Laboratories Inc.). 
 Resuspend in 1 ml of sterile dH 2 O for a concentration of 50 

μg/ml and store at 4 °C ( see   Note 7 ).   
   7.    Ovalbumin or irrelevant protein for control immunizations.   
   8.    Anesthesia reagents (optional) for performing subcutaneous 

(s.c.) immunizations. Multiple protocols for anesthesia suit-
able for immunizations are available that require different 
reagents. Many laboratories use a mixture of ketamine and 

2.1  Active EAE 
Induction
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xylazine (state and federal drug licenses are required to use 
these reagents), while tribromoethanol or isofl urane are also 
used by others. Choice of anesthesia should be determined by 
individual investigator. Be extremely careful when preparing 
anesthetic for mice, as small errors can result in the death of 
the animal. Before using anesthesia in mice, always check with 
your IACUC protocol for approved agents. Note that investi-
gators very experienced with mouse handling may not require 
the use of anesthesia for s.c. immunizations.   

   9.    Petroleum ophthalmic ointment (necessary only if mice are 
anesthetized).   

   10.    Vortex, with an attachment capable of holding multiple 
Eppendorf tubes (optional, depending on the method used for 
emulsifying adjuvant).   

   11.    1 ml syringes with 26 G 3/8 needle.   
   12.    Needles: 25 G 5/8 and 30 G 1/2.   
   13.    Eppendorf tubes.   
   14.    Balance scale (0.1 g sensitivity).    

      The reagents for passive EAE induction outlined below are based 
on ref. [ 10 ].

    1.    PBS, without calcium or magnesium.   
   2.    Hank’s balanced salt solution (HBSS).   
   3.    Lympholyte-M or Ficoll-Paque.   
   4.    DMSO, anhydrous >99 %. This reagent is needed only if pep-

tide solubility is limited in PBS ( see   Note 1 ).   
   5.    Mice, 6–12 weeks old. The strain used should be determined 

by the investigator. Commonly used vendors are The Jackson 
Laboratory, Taconic, Charles River Laboratories and Harlan 
( see   Notes 2 – 4 ).   

   6.    CNS tissue homogenate, purifi ed myelin protein or synthetic 
myelin peptide (as determined by the investigator) ( see   Note 5 ).   

   7.    CFA. Store at 4 °C ( see   Note 6 ).   
   8.    Pertussis toxin (optional), lyophilized in buffer. Resuspend in 

1 ml of sterile dH 2 O to a concentration of 50 μg/ml and store 
at 4 °C ( see   Note 7 ).   

   9.    Anti-mouse CD3 and anti-mouse CD28 antibodies (optional). 
Some laboratories use these antibodies to activate T cells for 
adoptive transfer of activated, non-myelin-specifi c T cells for 
control recipients.   

   10.    Anesthesia reagents ( see   item 8 , Subheading  2.1 ).   
   11.    Petroleum ophthalmic ointment, necessary only if mice are 

anesthetized.   

2.2  Passive EAE 
Induction
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   12.    Human or mouse IL-2 ( see   Note 8 ).   
   13.    Mouse IL-23 and anti-IFN-ɣ (optional). These reagents may 

be used in T cell cultures to promote T H 17 cells that have 
recently been shown to be highly encephalitogenic on adoptive 
transfer [ 25 ,  26 ].   

   14.    Complete RPMI 1640 medium, Click’s medium, or DMEM 
can be used, supplemented with 10 % heat-inactivated fetal 
bovine serum, 1 mM sodium pyruvate, 10 mM nonessential 
amino acids, 4 mM  l -glutamine, 100 U/ml penicillin–strepto-
mycin, and 50 μM 2-mercaptoethanol. Filter through a 0.2 μm 
fi lter to sterilize. Store at 4 °C.   

   15.    Ammonium chloride potassium carbonate buffer (ACK lysis 
buffer): Add 8.29 g NH 4 Cl (0.15 M), 1 g KHCO 3  (10.0 mM), 
and 37.2 mg Na 2 EDTA (0.1 mM) to 800 ml of dH 2 O. Adjust 
pH to 7.2–7.4 with 1 N HCl and add dH 2 O to 1 l. Sterilize 
through a 0.2 μM fi lter. Store at 4 °C.   

   16.    Vortex with an attachment capable of holding multiple 
Eppendorf tubes (optional, depending on the method used for 
emulsifying adjuvant).   

   17.    1 ml syringes with a 26 G 3/8 needle.   
   18.    Needles: 25 G 5/8 and 30 G 1/2.   
   19.    60 × 15-mm petri dishes.   
   20.    Scissors and forceps, sterilized before use.   
   21.    15 ml conical centrifuge tubes.   
   22.    50 ml conical centrifuge tubes.   
   23.    Microscope slides for the dispersion of cells from fi brous tissue 

( see   Note 9 ).   
   24.    Eppendorf tubes.   
   25.    Wire mesh screens (0.178 mm).   
   26.    Light microscope.   
   27.    Hemocytometer.   
   28.    Balance scale (0.1 g sensitivity).   
   29.    T25 tissue culture fl asks.   
   30.    T75 tissue culture fl asks.    

         1.    Two empty 250 ml fl uid bags with fl uid lines attached.   
   2.    60 ml syringe and large bore needle.   
   3.    IV stand.   
   4.    Butterfl y catheter (23 g) with the needle blunted.   
   5.    Bandage tape.   
   6.    Mosquito hemostats.   

2.3  Tissue Fixation
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   7.    Small scissors.   
   8.    Jeweler’s forceps or equivalent.   
   9.    Scalpel handle and blade.   
   10.    Alm retractor.   
   11.    Glass pan to catch waste fl uids.   
   12.    Freshly made 4 % paraformaldehyde (PFA) ( see   Note 10 ).; 

10–150 ml per mouse.   
   13.    0.9 % saline (or preferred fl ush) 8–25 ml per mouse.   
   14.    Anesthetic ( see   item 8 , Subheading  2.1 ).   
   15.    Chemical fume hood.      

       1.    Hank's Balanced Salt Solution (HBSS; Life Technologies).   
   2.    ACK Lysing Buffer ( see   item 15 , Subheading  2.2 ) (also avail-

able commercially, e.g., Life Technologies).   
   3.    FBS; heat inactivate the complement at 56 °C for 30 min, ali-

quot and store at −20 °C.   
   4.    Complete Iscove’s Modifi ed Dulbecco’s Medium (IMDM; Life 

Technologies): add 10 % of FBS, penicillin (100 U/ml fi nal con-
centrations), streptomycin (100 μg/ml fi nal concentration), 
gentamycin (5 mg/ml fi nal concentration), 2- mercaptoethanol 
(2-ME) (50 μM) to IMDM basal Medium. Filter the Medium 
with 0.2 μm pore size fi lters and store at 4 °C.   

   5.    Collagenase IV from  Clostridium histolyticum : resuspend the 
lyophilized power with HBSS at 8000 U/ml and store at 
−20 °C. For 5 ml of collagenase 400 U/ml: dilute 0.250 ml of 
the stock solution (8000 U/ml) with 4.750 ml of HBSS and 
keep the solution at 4 °C until the use.   

   6.    Percoll (Sigma-Aldrich).   
   7.    10 % PFA.   
   8.    Nonidet P-40 (Sigma-Aldrich).   
   9.    FOXP3 Fix&Perm buffer set (BioLegend).   
   10.    Cell scrapers with thin fl exible blades (Sarstedt).   
   11.    Homogenizer douce tissue grinder.   
   12.    Sterile scalpels (number 10) (Fisher Scientifi c).   
   13.    Hemocytometer.      

       1.    5× PBS: weigh 40 g of NaCl, 14 g of Na 2 HPO 4 , 0.75 g of KCl, 
and 0.68 g of KH 2 PO 4  and place in a cylinder. Add water to a 
volume of 1 litre and mix well. Filter the PBS solution with 0.2 
μm pore size fi lter and store at 4 °C.   

   2.    Na 3 N solution: weigh 100 mg of sodium azide and place in a 
cylinder. Add water to a fi nal volume of 100 ml and store at 4 °C.   

2.4  Tissue Collection

2.5  FACS Analysis

Francesca Fallarino et al.



389

   3.    Fluorescent Buffer: prepare 250 ml of 1× PBS by diluting 50 ml 
of 5× PBS with 200 ml of ultrapure water, add 3 % FCS (7.5 
ml) and 1 % Na 3 N (2.5 ml), fi lter (0.2 μm) and store at 4 °C.      

       1.    Murine TLR RT-PCR primers (InvivoGen).   
   2.    RNA Isolation kits such as SV Total RNA Isolation System 

(Promega) ( see   Note 11 ).   
   3.    ImPromII Reverse Transcriptase (Promega) or Transcriptor 

Reverse Transcriptase (Roche).      

       1.    Buffers for cellular fractionation:
    Buffer A : 10 mM HEPES–NaOH, pH 7.9, 1.5 mM MgCl 2 , 

10 mM KCl, 0.5 mM DTT, and 0.5 mM PMSF. Store at 
4 °C adding DTT and PMSF prior to use.  

   Buffer B : 20 mM HEPES–NaOH, pH 7.9, 420 mM NaCl, 
1.5 mM MgCl 2 , 0.2 mM EDTA, 25 % (w/v) glycerol, and 
0.5 mM PMSF. Store at 4 °C adding PMSF just prior to 
use.  

   Buffer C : 10 mM HEPES–NaOH, pH 7.9, 50 mM KCl, 0.2 
mM EDTA, 20 % (w/v) glycerol, 0.5 mM PMSF, and 0.5 
mM DTT. Store at 4 °C adding DTT and PMSF just prior 
to use.      

   2.    Buffer for brain/spinal cord fractionation: 10 mM Tris–HCL, 
pH 7.4, 50 mM NaCl, 10 mM Na 4 P 2 O 7 ·10H 2 O, 50 mM NaF, 
1 % Igepal, 1 mM PMSF, 1 mM Na 3 VO 4 , 2 μg/ml aprotinin, 
2 μg/ml leupeptin, pepstatin 5 μg/ml. Store at 4 °C, adding 
protease inhibitors, Na 3 VO 4  and PMSF just prior to use.      

       1.    Tinfoil paper.   
   2.    Tissue TEK O.C.T.   
   3.    Glass slides.   
   4.    Proteinase k/trypsin/ chymotrypsin/pepsin/pronase.   
   5.    10× PBS.   
   6.    3 % H 2 O 2  in 1 % sodium azide/PBS.   
   7.    TBS: 0.15 M NaCl, 0.1 M Tris–HCl, pH 7.5.   
   8.    TBS-T: 0.1 % Triton-X 100 in TBS.   
   9.    1 % Ovalbumin.   
   10.    BSA.   
   11.    Blocking solution: 3 % goat or donkey serum in TBS-T).   
   12.    TLR-1 and TLR-2 primary antibodies (Imgenex),   
   13.    Neuron specifi c antibody: NeuN or Alexa 488 conjugated 

NeuN (Chemicon International) and HuC/D (Molecular 
Probes),   

2.6  RT-PCR Analysis

2.7  Protein Analysis

2.8  Tissue 
Sectioning and 
Immuno-
histochemistry
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   14.    Oligodendrocytes specifi c antibody: Olig2 (R&D systems),   
   15.    Microglia specifi c antibody: Iba-1 (Abcam).   
   16.    Astrocytes specifi c antibody: GFAP (Covance).   
   17.    Secondary antibodies: biotinylated goat anti-rabbit IgG sec-

ondary antibody (Vector Laboratories), donkey anti-chicken 
DyLight 549 (Jackson ImmunoResearch), donkey anti-mouse 
Alexa 488, donkey anti-rabbit Alexa 594, donkey anti-goat 
Alexa 647, and donkey anti-rabbit Alexa 488 (Molecular 
probes).   

   18.    VECTASTAIN avidin biotin complex (ABC) Elite (Vector 
Laboratories).   

   19.    3,3′-diaminobenzidine (DAB; Sigma-Aldrich).   
   20.    10 mM Na Citrate, pH 6.   
   21.    Mounting media.   
   22.    Coverslip.   
   23.    Confocal or fl uorescent microscope.   
   24.    Olympus BX60 fl uorescence microscope equipped with an 

Olympus DP50 cooled digital camera.       

3    Methods 

          1.    Each mouse will be administered with 200 μl of emulsion con-
taining a 1:1 ratio of antigen/CFA. Owing to loss of some of 
the viscous emulsion on the walls of the Eppendorf tubes and 
in the hub of the syringe, excess emulsion should be prepared. 
Calculate the total volume of emulsion needed by multiplying 
the number of mice to be immunized by 1.5, and multiply that 
number by 200 μl. Divide this number by 2 and this gives the 
volume of antigen (in PBS) and CFA needed. For example, if 
you want to inject 20 mice, the amount of emulsion to be pre-
pared will be 20 × 1.5 × 200 = 6000 μl or 6 ml. So, you will need 
3 ml of peptide or antigen and 3 ml of CFA.   

   2.    Select the total amount of antigen to be administered to each 
mouse. We recommend using 100 μg of myelin protein or 200 
μg of myelin peptide per mouse. Calculate the fi nal concentra-
tion of antigen in the emulsion by dividing the selected amount 
of antigen to be administered to each mouse by 200 μl. For 
example, immunization of each mouse with 200 μg of peptide 
requires a fi nal concentration of antigen in the emulsion of 1 
mg/ml. In this case, our total emulsion is 6 ml (as calculated 
above for 20 mice), so we will need 6 mg of peptide or antigen. 
As the antigen is fi rst diluted in PBS before emulsifi cation, the 
antigen should be diluted from the stock solution into the PBS 

3.1  Active EAE 
Induction

3.1.1  Antigen/CFA 
Emulsion
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to a concentration that is 2× the fi nal concentration of antigen 
in the emulsion (2 mg/ml for the example above). So, we can 
add 2 × 6 or 12 mg of antigen in 6 ml of PBS. Aliquot 0.5 ml 
of the antigen/PBS solution into Eppendorf tubes. Additional 
tubes should be prepared containing either PBS without anti-
gen or PBS containing an irrelevant protein, such as ovalbumin 
to generate emulsion for control mice.   

   3.    Add an equal volume (0.5 ml) of CFA to each tube. Vortex the 
stock CFA for 5–10 s to resuspend particulate heat-killed  M. 
tuberculosis  before pipetting.   

   4.    Emulsify the antigen–CFA mixture by vortexing for 45 min or 
by an alternative method. Alternative methods for emulsifi ca-
tion, such as syringe extrusion or homogenization or sonica-
tion are also effective. If using an alternative method, the 
antigen–CFA mixture can be prepared in a single tube before 
emulsion rather than multiple Eppendorf tubes ( see   Note 12 ).      

       1.    Prepare 200 ng of Pertussis toxin in 0.1 ml of PBS per mouse 
for i.v. injection (however a range of 200–500 ng can be used). 
To calculate the volume required, multiply 0.1 ml by the num-
ber of mice to be injected. Make 0.2 ml extra solution to 
accommodate some loss in the needle hub.      

           1.    On day 0, weigh mice. The onset of EAE typically correlates 
with weight loss, which can be used as an indicator of disease 
activity. The killing of mice is usually required when weight 
loss exceeds 20–30 % of initial body weight or severe clinical 
signs occur. The specifi c criterion for required euthanasia 
should be determined by each investigator’s Institutional ani-
mal care and use committee (IACUC) protocol.   

   2.    Administer pertussis toxin in 0.1 ml of PBS per mouse using a 
30 G 1/2 needle. Some investigators administer pertussis toxin 
by intraperitoneal (i.p.) injection ( see   Note 13 ).   

   3.    Anesthetize mice. Our laboratory injects 250–300 μl of a ket-
amine–xylazine mixture by i.p. injection. The recommended 
dosage of this tranquilizer/dissociative agent is 0.02 ml per 
gram of body weight. Wait for approximately 5 min for the 
anesthesia to have an effect. Use a front foot toe pinch to assess 
the level of anesthesia. Do not use a hind foot toe pinch because 
ketamine/xylazine does not suppress the hind foot refl ex. This 
drug combination will provide approximately 25–30 min of 
moderate-level anesthesia. Thus, we typically anesthetize ten 
mice at a time before performing emulsion injections. Apply a 
small amount of petroleum ophthalmic ointment to eyes to 
prevent dryness of the cornea.   

   4.    Load a 1 ml syringe with antigen/CFA emulsion ( see   Note 14 ).   

3.1.2  Pertussis Toxin

3.1.3  EAE Induction
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   5.    Inject 50 μl of antigen/CFA emulsion s.c. into two different 
sites on each hind fl ank, resulting in four injections per mouse 
and a total volume of 200 μl emulsion per mouse ( see   Note 15 ).   

   6.    On day 2, administer a second dose of pertussis toxin as 
described in  step 2 , Subheading  3.1.3 . The second dose of 
pertussis can be administered on day 2 or day 3 
post-immunization.   

   7.    On day 7, mice can be reimmunized with antigen/CFA 1 
week after the fi rst immunization as described in  steps 3 – 5 , 
Subheading  3.1.3 . Although our laboratory does not typically 
perform this step, a second immunization in CFA may increase 
the incidence and/or severity of EAE. The investigator must 
confi rm that two CFA immunizations are approved by indi-
vidual investigator’s IACUC protocol.   

   8.    Monitor mice for clinical signs and weight loss daily, as weight 
loss is an indicator of clinical disease. When mice have clinical 
symptoms of EAE, it is important to place food on the cage 
fl oor and monitor the ability of mice to urinate. In some cases, 
it may be necessary to express the bladder or administer fl uids 
to paralyzed mice. Consult your veterinary staff regarding 
these techniques. Depending on the scientifi c question that is 
under investigation, mice can be monitored for various 
amounts of time. If the investigators are interested in the acute 
stage of EAE, then mice can be euthanized shortly after onset. 
Long term courses (60 days or more) are recommended if the 
course of clinical disease is under investigation. Clinical signs 
of EAE usually begin between 9 and 20 days post-immuniza-
tion depending on the strain and immunogen.       

         1.    Follow the  steps 1 – 4  as described in Subheading  3.1.1 .      

        1.    Immunization is performed on day 0. Before doing that, fi rst 
anesthetize mice as described in  step 3 , Subheading  3.1.3 .   

   2.    Load a 1 ml syringe with antigen/CFA emulsion ( see   Note 14 ).   
   3.    Inject 50 μl of antigen/CFA emulsion s.c. into two different 

sites on each hind fl ank, resulting in four injections/mouse 
and a total volume of 200 μl emulsion/mouse. The number of 
immunized mice depends on the fi nal number of T cells to be 
transferred per mouse. It is common to transfer between 
1 × 10 6  and 2 × 10 7  cells per mouse. Usually two donor mice 
must be immunized to generate enough donor T cells for one 
recipient, depending on the initial precursor frequency of anti-
gen-specifi c T cells and their priming effi ciency ( see   Note 15 ).   

   4.    Harvest draining lymph nodes (sub-iliac and axillary) and 
spleens 10 days post-immunization, but it can also be carried 
out between 7 and 14 days post-immunization.   

3.2  Passive EAE 
Induction

3.2.1  Antigen/CFA 
Emulsion

3.2.2  EAE Induction
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   5.    Prepare a single-cell suspension of mononuclear cells ( see  
 Note 16 ).   

   6.    Centrifuge for 5 min at 500 ×  g  at 4 °C and resuspend pooled 
spleen and lymph node cells in complete media at a concentra-
tion of 1 × 10 7  cells/ml. Add myelin peptide or protein from 
the stock solution to the appropriate concentration to stimulate 
optimum proliferation of myelin-specifi c T cells ( see   Note 17 ).   

   7.    In many passive EAE induction experiments, investigators will 
proceed directly to the incubation as in  step 8 . However, spe-
cifi c applications may include one or both of the following two 
optional steps: 

  Optional step A : This step generates control recipients that 
receive nonspecifi cally activated T cells. One example of the need 
for control tissues is to provide a baseline when identifying 
changes in gene expression in the CNS that result from induction 
of EAE mediated by myelin-specifi c T cells. For generating con-
trol recipients, harvest spleen and lymph node cells from naïve 
mice as described ( see   Note 16 ). Nonspecifi cally activate T cells 
by incubating mononuclear cells in complete media at a concen-
tration of 1 × 10 7  cells/ml with soluble anti-CD3 (fi nal concen-
tration of 1 μg/ml) and anti-CD28 (fi nal concentration 0.5 μg/
ml). Incubate in a 37 °C, 5 % CO 2  incubator for 48–72 h. Transfer 
activated T cells as described below for transfer of myelin-specifi c 
T cells after primary stimulation ( see  Subheading  3.2.3 ). 

  Optional step B : Some investigators may wish to focus on the 
activity of the recently identifi ed T H 17 cells in EAE. To pro-
mote the generation of T H 17 cells in primary T cell cultures, 
which may increase the severity of passively induced EAE, IL-23 
(fi nal concentration 10 ng/ml) and anti-IFN-ɣ (fi nal concen-
tration 10 μg/ml; unpublished observations) may be included 
during in vitro stimulation.   

   8.    Incubate fl asks in a 37 °C, 5 % CO 2  incubator for 72–96 h.   
   9.    Follow Subheading  3.2.3 , if transferring antigen-specifi c T cells 

after primary in vitro restimulation or Subheading  3.2.4 , if 
transferring antigen-specifi c T cells after secondary in vitro 
restimulation. T cells can be transferred after primary restimula-
tion, after secondary restimulation or even after multiple restim-
ulations in vitro. The advantage of transferring T cells after 
multiple restimulations is that there will be a higher frequency 
of antigen-specifi c T cells in the cultures; however, the disad-
vantage is that some T-cell lines have been reported to lose 
encephalitogenicity after extensive in vitro culture. Note that T 
cells activated by anti-CD3 and anti-CD28 antibodies to gener-
ate control recipients are transferred after primary stimulation.      

         1.    On day 12, sub-lethally irradiate naïve, syngeneic recipient 
mice (350–400 rad). The dose of radiation may vary with 
inbred strains. This step is recommended to increase the sur-

3.2.3  Transferring T Cells 
after Primary Restimulation
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vival of injected cells in the recipient, but is not required in all 
cases. Calculate the number of recipient mice that will be 
needed based on the expected yield of cells plated in the cul-
ture and the number of cells to be transferred per mouse. The 
number of transferred cells per mouse ranges in the literature 
from 1 × 10 6  to 2 × 10 7  cells. In mouse strains expressing the 
male-specifi c HY antigen, donor male T cells can only be trans-
ferred into male mice due to rejection of male T cells in female 
recipients.   

   2.    On day 13, transfer T cells after primary restimulation. Purify 
viable cells from T cell cultures ( see   Note 18 ).   

   3.    Resuspend T cells in PBS at the appropriate concentration for 
injection into mice. No more than 250 μl per mouse should be 
injected i.v. (up to 500 μl/mouse i.p.). Some investigators also 
administer pertussis toxin to recipient mice on the day of T cell 
transfer and 2 days after T cell transfer as described for active 
EAE induction, as it can promote EAE development. 
Remember that cells resuspended at high density are prone to 
lysis as they pass through the 30 G 1/2 needle. Therefore, the 
density of cells should not exceed 1 × 10 5  cells/ml. If more 
than 2 × 10 7  cells per mouse are being injected, i.p. injections 
are recommended to accommodate the increased volume 
needed to minimize cell density. In calculating the amount of 
cell suspension to be prepared, remember that 100 μl of sus-
pension will remain in the needle hub.      

        1.    On day 13, add IL-2. After 3 days in primary culture, purify 
viable cells from T cell cultures ( see   Note 18 ).   

   2.    Resuspend cells in complete media supplemented with 2.5 U/
ml of IL-2 to a density of 1 × 10 6  cells/ml. If skewing toward 
Th17 cells, IL-23 (10 ng/ml) can be included in the media to 
promote T cell survival. Pipette 10 ml of resuspended cells per 
T25 fl ask. For large numbers of cells, it is more effi cient to use 
larger T75 fl asks for this step. In this case, pipette 25 ml of 
resuspended cells per T75 fl ask. Incubate for 7 days in a 37 °C, 
5 % CO 2  incubator.   

   3.    On day 20, do the in vitro T cell restimulation. Harvest sple-
nocytes and lymph node cells from syngeneic mice for APC to 
be used in the second restimulation. Prepare mononuclear cells 
as described ( see   Note 16 ). Note that there is some fl exibility 
in the timing of the second restimulation of T cell lines. 
Typically it is performed between 10 and 12 days after the pri-
mary in vitro restimulation.   

   4.    Irradiate APCs with 2500 rad and keep on ice.   
   5.    Purify viable cells from T cell cultures ( see   Note 18 ). Combine 

T cells (2 × 10 6 ) with irradiated APCs (2 × 10 7 ) and antigen 

3.2.4  Transferring T Cells 
after Secondary 
Restimulation
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(using the same concentration as determined previously for the 
primary stimulation-  step 6 , Subheading  3.2.2 .) in 10 ml of 
complete media in T25 fl asks. Incubate in a 37 °C, 5 % CO 2  
incubator for 3 days.   

   6.    On day 22, sub-lethally irradiate naïve, syngeneic recipient 
mice (350–400 rad). Calculate the number of recipient mice to 
be irradiated based on the expected yield of cells plated in the 
culture and the chosen number of donor cells to transfer to 
each recipient. The number of cells transferred per mouse 
ranges in the literature from 1 × 10 6  to 5 × 10 7  cells. Our labo-
ratory typically transfers 1–2 × 10 7  cells per recipient. The dose 
of radiation may vary with inbred strains. This step is recom-
mended to increase the survival of injected cells in the recipi-
ent, but it is not required in all cases. In mouse strains expressing 
the male- specifi c HY antigen, donor male T cells can only be 
transferred into male mice, due to rejection of male T cells in 
female recipients.   

   7.    On day 23, transfer T-cell after secondary restimulation. Purify 
viable cells from the T cell cultures ( see   Note 18 ). Activated 
T-cells can be transferred either 3 or 4 days post restimulation 
in vitro. Resuspend antigen-specifi c T cells in PBS at the appro-
priate concentration for injection into mice. No more than 
250 μl per mouse should be injected i.v.; up to 500 μl per 
mouse can be injected i.p. Some investigators also administer 
pertussis toxin to recipient mice on the day of T cell transfer 
and 2 days after T cell transfer as described for active EAE 
induction [ 9 ], as it can promote EAE development.   

   8.    Monitor clinical signs and weight loss daily as described in  step 
8 , Subheading  3.1.3 .       

   The goal of perfusion tissue fi xation is to use the vascular system of 
a deeply anesthetized animal to deliver fi xatives to the tissues of 
interest. This is the optimal method of tissue preservation since the 
tissues are fi xed before autolysis begins. Perfused tissues are less 
susceptible to artifacts caused by handling. Techniques for fi xation 
vary depending on the organ and the desired method of process-
ing. Appropriate literature should be consulted to determine the 
ideal technique for the organ of concern. The following technique 
is appropriate for harvesting brain and organs with circulation sup-
plied by the left side of the heart. This method combines tissue 
fi xation with euthanasia and can only be performed as a terminal 
procedure. 

       1.    4 % PFA must be made fresh on the day of the procedure in a 
chemical fume hood.   

   2.    The perfusion process should be performed in a chemical fume 
hood for the best personal protection. Perfusion can be per-

3.3  Tissue Fixation

3.3.1  Experimental Setup
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formed in a well-ventilated area if a chemical fume hood is not 
available.   

   3.    Fill one IV bag with the fresh 4 % PFA using a 60 ml syringe 
and a large bore needle.   

   4.    Fill the second IV bag with the fl ush3/11.   
   5.    Set up the IV lines in a “piggy back” fashion with the blunt 

butterfl y needle attached to the end.   
   6.    Hang the bags from the IV pole at least 30 cm, but not more 

than 120 cm above the animal.   
   7.    Flush any air bubbles out of the IV line.   
   8.    Use the saline to fl ush any fi xative out of the line before 

starting.      

       1.    Barbiturates like pentobarbital (100 mg/kg) provide the best 
anesthesia for perfusion.   

   2.    Pentobarbital should be diluted to 15 mg/ml by adding 0.3 ml 
undiluted pentobarbital (50 mg/ml) to 0.7 ml sterile saline 
(1 ml total). This dilution will yield a volume of 0.2 ml for a 30 
g mouse.   

   3.    Administer the anesthetic to the mouse and allow the animal 
to rest in a cage alone in a dark, quiet environment. The with-
drawal refl ex must be absent in each pelvic limb before the 
perfusion can begin.      

       1.    Place the mouse on its back and tape each limb down to the 
glass pan.   

   2.    Check the withdrawal refl ex once more to assure adequate 
depth of anesthesia.   

   3.    Make a midline skin incision from the thoracic inlet to the 
pelvis.   

   4.    Use scissors to carefully open the abdomen and expose the 
liver and intestine.   

   5.    Grasp the tip of the sternum (xiphoid process) with forceps 
and make a 1 cm incision in the midline of the sternum (too 
large an incision risks cutting the major vessels as they enter the 
thoracic inlet).   

   6.    Place the Alm retractor into the chest incision and adjust the 
knob until the sternum is held open widely enough to visualize 
the heart.   

   7.    Grasp the heart gently by the right ventricle and lift it to the 
midline and slightly out of the chest.   

   8.    Use the scissors to make a small nick in the apex of the left 
ventricle. The left ventricle is thicker and lighter pink than the 
right ventricle.   

3.3.2  Anesthesia

3.3.3  Perfusion
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   9.    Place the blunt butterfl y needle into the heart incision toward 
the aorta and clamp in place with hemostats. (Blunt needle can 
be inserted directly into apex of ventricle without fi rst making 
incision with scissors.)   

   10.    Start the fl ow of the fl ush and watch the chamber on the IV 
line to assure that the fl uid is dripping.   

   11.    Use scissors to cut the right auricle to allow the perfusate to 
exit the circulation.   

   12.    When the fl uid exiting the mouse is clear of blood, close the 
fl ush line and open the 4 % PFA line.   

   13.    Muscle contractions and blanching of the liver and mesenteric 
blood vessels are signs of good perfusion.   

   14.    Perfusion is complete when all muscle contractions have 
stopped, the liver and mesenteric vessels are blanched and the 
desired amount of preservative has passed through the circula-
tory system. The mouse should be stiff.   

   15.    PFA and other fi xatives must be collected after the perfusion 
and stored appropriately as hazardous chemical waste. Contact 
Environmental Health and Safety for disposal procedures.      

       1.    Remove the head using a pair of scissors.   
   2.    Make a midline incision along the integument from the neck 

to the nose and expose the skull.   
   3.    Trim off the remaining neck muscle so that the base of the 

skull is exposed; remove any residual muscle using scissor or 
rongeurs.   

   4.    Place the sharp end of a pair of iris scissors into the foramen 
magnum on one side, carefully sliding the scissors along the 
inner surface of the skull.   

   5.    Next, make a cut extending to the distal edge of the posterior 
skull surface. Make an identical cut on the contralateral side. 
Use the rongeurs to clear away the skull around the 
cerebellum.   

   6.    Carefully slide the scissors along the inner surface of the skull 
as the tip travels from the dorsal distal posterior corner to the 
distal frontal edge of the skull, lifting up on the blade as you 
are cutting to prevent damage to the brain. Repeat for oppo-
site side.   

   7.    Using rongeurs peel the dorsal surface of the skull away from the 
brain. Trim away the sides of the skull using rongeurs as well.   

   8.    Using a spatula, sever the olfactory bulbs and nervous connec-
tions along the ventral surface of the brain.   

   9.    Gently tease the brain away from the head, trimming any dura 
that still connects the brain to the skull using iris scissors.   

3.3.4  Dissection
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   10.    Remove the brain and place it in a vial of fi xative containing 
fl uid at least 10× the volume of the brain itself. Swirl the vial 
occasionally.      

       1.    Keep the brain in fi xative for 24 h at 4 °C, swirling 
occasionally.   

   2.    After 24 h, wash the brain with phosphate buffered saline by 
exchanging the media 3 times and swirling each time.   

   3.    Brains can then be stored in PBS or HEPES Buffered Hanks 
Solution (HBHS) with sodium azide and kept at 4 °C.       

          1.    Prepare 5 ml of collagenase IV 400 U/ml in HBSS buffer for 
up to 400 mg tissue.   

   2.    Anesthetize mice and remove the brain. Weight the tissue in 
1 ml of cold HBSS to make sure the 400 mg limit per digestion 
is not exceeded.   

   3.    Place the brain on the lid of a Petri dish and cut it into small 
pieces using a scalpel.   

   4.    Add 1 ml of collagenase in HBSS and pipette pieces back into 
an appropriate-sized tube. Rinse with the remaining collage-
nase solution.   

   5.    Incubate in closed tubes for 30 min at 37 °C to allow the enzy-
matic disaggregation.   

   6.    After this incubation, dilute the cell suspension with 10 ml of 
10 % FBS-IMDM to neutralize the collagenase activity. Gently 
mix the suspension by moving up and down with a pipette ( see  
 Note 19 ).   

   7.    Apply the cell suspension to a 100 μm nylon cell strainer, 
placed on a 50 ml tube, and rinse it with complete medium.   

   8.    Centrifuge the cell suspension at 580 ×  g  for 10 min at room 
temperature. Then, carefully remove the supernatant and 
resuspend the cell pellet in 2 ml of ACK Lysing Buffer.   

   9.    Incubate the sample for 5 min at room temperature. Lysis of 
the red cells should be evident during this incubation.   

   10.    Add 10 ml of 10 % FBS-IMDM, spin the cells and wash once 
with additional 10 % FBS-IMDM. After this step the pellet 
should become white.   

   11.    Proceed with a Percoll gradient ( see   Note 20 ). Two brains are 
applied to each Percoll gradient.   

   12.    Prepare a stock isotonic Percoll [ 27 ], by mixing nine parts of 
Percoll with one part of 10× PBS. Further dilute 100 % SIP to 
70 % and 30 % with 1× HBSS ( see   Note 21 ).   

   13.    Resuspend the brain homogenates in 3 ml of 70 % Percoll and 
place in the bottom of 15 ml tube.   

3.3.5  Post-fi xation 
and Storage

3.4  Tissue Collection

3.4.1  Brain Infi ltrate 
Leucocytes
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   14.    Slowly layer 4 ml of 30 % Percoll on top of the 70 % SIP, avoid-
ing mixing the solutions ( see   Note 22 ).   

   15.    Centrifuge at 450 ×  g  for 30 min at 18 °C, with no brake so 
that the interphase is not disturbed.   

   16.    After the centrifugation, a viscous layer of myelin and debris 
should accumulate at the top of the tube. The next layer is a 
Percoll 30 % and the next one is the 30–70 % interphase that 
should fi nally contain a white ring of mononuclear cells.   

   17.    To decrease contamination, gently remove the layer of debris 
from the top of the tube and discard it.   

   18.    Collect the 70–30 % interphase into a clean conical tube con-
taining 10 ml of 1X PBS. Ensure that the interphase contain-
ing Percoll is diluted approximately threefold, mix by inversion 
and centrifuge for 7 min at 300 ×  g , at 18 °C.   

   19.    Carefully aspirate the supernatant, resuspend the pellet in 3 ml of 
media and count the cells using a hemocytometer ( see   Note 23 ).      

       1.    Prepare 2 ml of collagenase IV 400 U/ml in HBSS buffer for 
up to one spinal cord.   

   2.    Anesthetize mice and remove the spinal cord. Place it on the 
lid of Petri dish and cut the tissue into small pieces using a 
scalpel.   

   3.    Add collagenase solution and incubate for 30 min at 37 °C.   
   4.    After the incubation, aspirate the collagenase solution and dis-

sociate the tissue using the plunger of a 2 ml syringe.   
   5.    Gently homogenize by moving the cell suspension up and 

down with a 10 ml syringe.   
   6.    Apply the cell suspension to a 100 μm nylon cell strainer, 

placed on a 50 ml tube, and add 10 ml of IMDM with 10 % of 
FCS to neutralize the collagenase activity.   

   7.    Centrifuge at 580 ×  g  for 10 min at room temperature and 
carefully aspirate the supernatant.   

   8.    Resuspend the cell pellet in 1 ml of ACK Lysing Buffer for 
5 min and then wash with 10 % FBS-IMDM by centrifugation 
at 580 ×  g  for 10 min.   

   9.    Proceed with a Percoll gradient as described in  steps 10 – 17 , 
Subheading  3.4.1 . Apply two spinal cords to each Percoll gra-
dient tube.      

       1.    Prepare 1 ml of collagenase IV 400 U/ml in HBSS buffer for 
up to one lymph node and vortex.   

   2.    Anesthetize the mice and remove the cervical lymph nodes. 
Place the tissue on the lid of a Petri dish and carefully separate 
surrounding fat ( see   Note 24 ).   

3.4.2  Spinal Cord 
Infi ltrate Leucocytes

3.4.3  Cervical Lymph 
Nodes Cell Suspension
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   3.    Add collagenase solution and incubate for 40 min at 37 °C.   
   4.    After the incubation, aspirate the collagenase solution and 

gently dissociate the lymph nodes using the plunger of a 2 ml 
syringe.   

   5.    Homogenize by moving the cell suspension up and down with 
a 10 ml syringe.   

   6.    Apply the cell suspension to a 40 μm nylon cell strainer, placed 
on a 50 ml tube, and add 10 % FBS-IMDM to neutralize the 
collagenase activity.   

   7.    Centrifuge at 580 ×  g  for 10 min at room temperature and 
carefully decant the supernatant.   

   8.    Resuspend the pellet in 1 ml of complete medium and count 
the cells using the hemocytometer.       

       1.    Aliquot 0.5–1 × 10 6  cells into each assay tube and wash once 
with fl uorescent buffer and centrifuge at 580 ×  g , for 10 min.   

   2.    To perform the extracellular staining resuspend the cells in 50 
μl of fl uorescent buffer with purifi ed anti-mouse CD16/CD32 
to block the Fc binding sites and incubate on ice for 20 min.   

   3.    Add the specifi c antibodies against the immune cells surface anti-
gens, using appropriate fl uorochrome combinations by choos-
ing them according to the particular settings of your fl ow 
cytometer. The most common staining for the infi ltrate analysis 
are: CD4 + CD25 + Foxp3 +  (Regulatory T cells), CD4 + CD25-
Rorc +  (TH17 T cells), CD8 +  T cells, CD11b + CD11c +  (myeloid 
dendritic cells) ,  pDCA1 +  (plasmacytoid dendritic cells), F4/80 +  
(macrophages), and CD11b + Ly6G +  (neutrophils) ( see   Note 25 ).   

   4.    Incubate the stained samples for 30 min at 4 °C in the dark to 
prevent nonspecifi c antibody binding.   

   5.    Remove any unbound antibody by washing the cells in fl uores-
cent buffer and centrifuge at 580 ×  g  for 10 min, at 4 °C.   

   6.    Decant the supernatant and resuspend the pellet with fl uores-
cent buffer containing 1 % PFA and store at 4 °C. Analyze the 
sample by fl ow cytometry with appropriate software.   

   7.    Alternatively, cells can be resuspended in Fix & Perm buffer to 
perform the intracellular staining. Cells should be fi xed to 
ensure stability of soluble antigen and to retain the target pro-
tein in the original cellular location. In this case it is necessary 
to permeabilize cells prior to the detection of intracellular 
antigens.   

   8.    Incubate samples in the Fix & Perm buffer for 30 min at 4 °C, 
mixing every 15 min in order to maintain a homogenous single 
cell suspension.   

3.5  FACS Analysis
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   9.    Centrifuge and resuspend the pellet in detergent-based per-
meabilizing reagent (perm buffer) and incubate for 30 min at 
4 °C.   

   10.    After the incubation, centrifuge and resuspend the cell pellet 
with perm buffer (50 μl/sample) and add 10 μl of fl uorochrome- 
conjugated antibody at a specifi c pre-diluted and titrated con-
centration, and mix well. Incubate the cells for 30 min at 4 °C 
in the dark ( see   Note 26 ).   

   11.    Remove any unbound antibody by washing the cells with at 
least 300 μl of fl uorescent buffer by centrifugation at 500 ×  g  
for 10 min, discard the supernatant and resuspend the cells 
with fl uorescent buffer 1 % PFA.   

   12.    Acquire the samples by a fl ow cytometer and analyze the data 
using specifi c software.      

   Toll-like Receptors are predominantly expressed in tissues involved 
in immune function, such as spleen, lymph nodes and peripheral 
blood leukocytes, mononuclear cells of the brain and spinal cord, 
other CNS cell types, as well as tissues exposed to the external 
environment such as lung and the gastrointestinal tract. Their 
expression profi les vary among tissues and cell types. Murine TLR 
RT-PCR primers are commercially available to determine the 
mRNA expression pattern of TLRs. They can be used to analyze 
the expression of endogenous TLR genes from normal as well as 
EAE induced mice. TLR RT-PCR primers are provided as pairs for 
each individual TLR or as a set containing a primer pair for nine 
murine TLRs. The size of the amplifi ed fragments varies from 300 
to 800 bp depending on the primer for different types of TLRs.

    1.    Extract mRNA from tissues or cell (brain, spinal cord, spleen, 
lymph nodes or whole blood) of EAE induced mice using 
commercially available RNA Isolation kits.   

   2.    Convert mRNA to cDNA by retrotranscription using reverse 
transcriptase according to the manufacturer’s protocol.   

   3.    PCR is performed in 50 μl reaction volumes containing the 
following: 4 μl MgCl2 (25 mM), 4 μl dNTPs (2.5 mM each), 
5 μl 10× buffer (provided with Taq polymerase), 2 μl primer 
pair (25 μM), 5 μl cDNA or 1 μl positive control dsDNA (10 
ng/μl), 0.25 μl Taq polymerase (5U/μl), 30 μl H 2 O.   

   4.    PCR conditions are the following: (95 °C for 2 min, 95 °C for 
30 sec, 60 °C for 30 sec, 72 °C for 2 min) for 35 cycles fol-
lowed by 72 °C for 5 min and then 16 °C overnight.   

   5.    Assess RT-PCR products on 2 % agarose gel.      

3.6  RT-PCR Analysis
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         1.    Following cell isolation (plated at 2 × 10 5  cells/ml), resuspend 
cells in 1 ml of ice-cold hypotonic Buffer A. If cells are in cul-
ture, remove culture media and wash cells in ice-cold 
PBS. Remove PBS and scrape cells from tissue culture plates/
fl asks into 1 ml of ice-cold hypotonic Buffer A.   

   2.    Centrifuge sample at 21,000 ×  g  for 10 min at 4 °C.   
   3.    Carefully discard the supernatants and lyse the pellet for 10 min 

on ice in hypotonic buffer A (30 μl) containing 0.1 % (v/v) 
Nonidet P-40 on ice ( see   Note 27 ).   

   4.    Centrifuge the lysates at 21,000 ×  g  for 10 min at 4 °C. The 
resulting supernatants constitute cytosolic fractions. Determine 
protein concentrations via Bradford assay, equalize samples in 
sample buffer to assess protein targets via Western 
immunoblotting.   

   5.    Resuspend the pellets with trituration (5–10 times) in Buffer B 
(25 μl) and incubate the sample for 15 min on ice.   

   6.    Centrifuge the sample at 21,000 ×  g  for 10 min at 4 °C, and 
remove the supernatants into Buffer C (75 μl) and mix with 
trituration (5–10 times) ( see   Note 28 ). These samples consti-
tute nuclear-enriched extracts. Determine protein concentra-
tions via Bradford assay; equalize the samples in sample buffer 
to assess the protein expression of TLR signaling targets via 
Western immunoblotting.      

       1.    Prechill glass douce homogenizer on ice. Place brain/spinal 
cord samples (20–80 mg) on an ice-cold lid of a Petri dish and 
cross-chop using a sterile scalpel. Transfer tissue to homoge-
nizer and homogenize on ice with 10–15 up and down strokes 
in ice-cold brain/spinal cord lysis buffer (200–800 μl) using a 
1 ml glass pestle in a douce homogenizer.   

   2.    Transfer homogenate from the glass tube to prechilled 1.5 ml 
centrifuge tubes using a pasteur pipette.   

   3.    Centrifuge lysates at 16,000 ×  g  for 15 min at 4 °C.   
   4.    Transfer the supernatants to ultracentrifuge tubes and resus-

pend the pellet (representing nuclear-enriched fractions) in 
ice- cold lysis buffer (100 μl) with trituration (5–10 times) ( see  
 Note 28 ). Such samples constitute nuclear-enriched extracts. 
Determine protein concentrations via Bradford assay; equalize 
samples in sample buffer to assess the expression profi le of 
nuclear protein targets via Western immunoblotting.   

   5.    Centrifuge the remaining supernatants at 100,000 ×  g  for 1 h.   
   6.    Transfer the supernatants to prechilled fresh centrifuge tubes. 

Such samples constitute cytosolic fractions. Determine protein 
concentrations, equalize in sample buffer and assess the expres-
sion profi le of cytosolic protein targets via Western 
immunoblotting.   

3.7  Protein Analysis

3.7.1  Cellular 
Fractionation

3.7.2  Brain and Spinal 
Cord Fractionation
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   7.    Resuspend the remaining pellet in ice-cold lysis buffer (200 μl) 
( see   Note 28 ) and sonicate for 5 s on ice. These fractions are 
enriched with membrane-associated proteins for Western 
immunoblotting analysis.       

     Cryosections are the fi rst choice of immunohistochemistry (IHC). 
It is the best approach in terms of preserving the antigenicity of 
target antigens. The disadvantage of cryosections is that it can 
result in poor morphology and poor resolution in high power 
image. However, in general, cryosection derived images can still 
refl ect tissue structure with required signifi cance and has the capac-
ity to satisfy publisher's requirement. The following method for 
brain sectioning is based on ref. [ 28 ].

    1.    Making frozen blocks is the fi rst step in cryosection. Prepare 
some block molds that look like a cylinder approximately 
1.5 cm in diameter, made with tinfoil paper, fi lled with Tissue 
Tek O.C.T. (approximately 1–1.5 cm in depth).   

   2.    Sample tissue should be cut in appropriate size and placed in 
the OCT cylinder bottom in the correct orientation.   

   3.    Immerse the OCT cylinder into liquid nitrogen for 2–3 min.   
   4.    The blocks can now be stored at −80 °C for future use or 

moved to the cryostat to cut sections.   
   5.    Samples of muscle or mucosa can be sectioned at 4–6 μm; 

brain and spinal cord tissue should be sectioned at 10–40 μm.   
   6.    Cryosections can be picked up by glass slides directly from the 

cryostat; labeled properly and allowed to dry at room tempera-
ture overnight, or, if urgent, the sections can be dried with a 
power fan within 1 h.   

   7.    Once dry, sections can be wrapped with tinfoil and stored at 
−80 °C for future use, or stored in a box with lid at 4 °C tem-
porally for up to 1 week, or, moved to staining stage.    

      This protocol has been used to detect TLR1/TLR2 in mouse 
brain sections and is based on methods from ref.  29 .

    1.    Immunohistochemical staining could be performed on free- 
fl oating 25 μm sections pretreated with 0.6 % H 2 O 2  in TBS for 
30 min to block endogenous peroxidase activity. To prevent or 
block nonspecifi c binding incubate for 30 min in blocking 
solution ( see   Note 29  and  30 ).   

   2.    Then rinse the sections and incubate with the appropriate dilu-
tions of primary antibody (TLR-1 1:500; TLR-2 1:100) in 
blocking solution at 4 °C for 48 h.   

   3.    Then incubate the tissue sections for 1 h with biotinylated goat 
anti-rabbit IgG secondary antibody (1:500) in blocking solu-
tion and then rinsed in TBS.   

3.8  Tissue 
Sectioning and 
Immunohisto-
chemistry

3.8.1  Sectioning

3.8.2  Immunohisto -
chemistry for TLR 
Detection
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   4.    To visualize use VECTASTAIN avidin biotin complex elite 
with 0.5 mg/ml DAB, enhanced with 0.01 % H 2 O 2  and 0.04 
% NiCl.   

   5.    Sections can then be analyzed on an Olympus BX60 fl uores-
cence microscope equipped with an Olympus DP50 cooled 
digital camera or other suitable settings.    

         1.    To identify the cell type specifi c localisation of TLRs, multi- 
immunofl uorescence staining can be performed. Nonspecifi c 
binding needs to be blocked by incubating for 30 min in block-
ing solution.   

   2.    TLR antibodies (TLR1 or TLR2;  see   step 2 , Subheading 
 3.8.2 ) can then be incubated simultaneously with antibodies 
against specifi c markers for neurons (NeuN, use at 1:1000; or 
Alexa 488 conjugated NeuN, use at 1:1000; and HuC/D, use 
at 1:500), oligodendrocytes (Olig2, use at 1:1000), microglia 
(Iba-1, use at 1:1000), and astrocytes (GFAP, use at 1:1000) 
diluted in blocking solution for 48 h at 4 °C. Samples stained 
for HuC/D were subjected to sodium citrate antigen retrieval 
in 10 mM Na Citrate for 30 min at 80 °C prior to blocking.   

   3.    Immunoreactivity can be visualized via appropriate combina-
tions of the following secondary antibodies: donkey anti- 
chicken DyLight 549, donkey anti-mouse Alexa 488, donkey 
anti rabbit Alexa 594, donkey anti-goat Alexa 647, and don-
key anti-rabbit Alexa 488 (all used at 1:1000 in blocking 
solution).   

   4.    Multichannel confocal images can be captured with a confocal 
microscope with channel settings appropriate to the fl uoro-
phores present.        

4    Notes 

     1.    This reagent (DMSO) is needed only if peptide solubility is 
limited in PBS.   

   2.    It is important to use age-matched mice in experimental 
groups since susceptibility to disease can vary with age in some 
strains.   

   3.    EAE susceptibility can also vary with gender in certain mouse 
strains.   

   4.    All experiments using mice should be performed in accor-
dance with the guidelines of each individual investigator’s 
Institutional Animal Care and Use Committee.   

   5.    EAE induction with whole protein may be different compared 
to EAE induction with defi ned peptides because synthetic 
peptides may not precisely mimic the naturally processed epitopes 

3.8.3  Immunohisto 
chemistry for TLRs 
in Specifi c Cell Types
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of the protein. The purifi cation of myelin proteins such as 
MBP, recombinant MOG, or recombinant proteolipid protein 
can be performed as described. Since immune tolerance mech-
anisms shape the repertoire of myelin-specifi c T cells in the 
periphery, heterologous antigens are frequently more immu-
nogenic and effective in EAE induction than homologous 
antigens (provided that the heterologous antigens elicit cross 
reactive T cells capable of recognizing the myelin antigens 
expressed in the animal). Stock solutions of myelin protein or 
peptide prepared in PBS are preferable; however, myelin pro-
teins are usually resuspended in sodium acetate buffer (pH 3) 
owing to low solubility in PBS. The minimum concentration 
of peptide stocks made in DMSO should equal 20 mg/ml to 
avoid diluting large amounts of DMSO in working solutions. 
Store peptide or protein stocks at −20 °C.   

   6.    CFA contains heat-killed  Mycobacterium tuberculosis  that stim-
ulates the innate immune response, hence avoid inhalation 
and contact with skin and eyes. EAE induction in mice  typically 
requires CFA, as the  M. tuberculosis  in the emulsion is a pow-
erful stimulus for priming the immune system. An adjuvant 
containing bacterial components such as CFA is recommended 
to promote the development of TH 1  and/or TH 17  [ 25 ] versus 
TH 2  cells. The concentration of  Mycobacterium tuberculosis  in 
the CFA for EAE induction ranges in the literature from 1 to 
5 mg/ml. Investigators can assess the optimal  M. tuberculosis  
concentration for EAE induction by titrating bacteria in 
incomplete Freund’s adjuvant (IFA). CpG oligonucleotides 
have also been shown to act as innate immune stimulants that 
can replace CFA in some models of EAE. Although some rat 
models of EAE can be induced using IFA, immunization in 
IFA has been shown to be tolerogenic in other models of 
EAE. This discrepancy could refl ect differences in the prepara-
tions of antigen emulsifi ed in IFA in these studies.   

   7.    It has been reported that different sources or batches of per-
tussis toxin can infl uence the effectiveness of EAE induction. 
Toxin derived from  Bordetella pertussis  has many biological 
effects. Avoid inhalation, ingestion and contact with skin, eyes 
and mucus membranes. Active induction of EAE in most 
mouse models requires administration of pertussis toxin.   

   8.    Multiple vendors, including eBioscience, BD Biosciences and 
R&D Systems supply human IL-2; human IL-2 is also avail-
able without charge to investigators with federally sponsored 
research grants in the USA.   

   9.    To remove glass shards from slides that can cause cell lysis, rub 
the frosted sides of two slides together for 15 s while sub-
merged in H 2 O and rinse in 70 % ethanol. When the slides dry, 
autoclave to sterilize.   
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   10.    Preparation of 4 % PFA from powder:
   (a)    Measure 100 ml Phosphate Buffered Saline (PBS) into a 

measuring cylinder. Pour into the conical fl ask containing 
4 g of paraformaldehyde. Cover with Parafi lm and transfer 
to the fume hood: thoroughly shake—take care not to 
splash paraformaldehyde—it is a rapid fi xer and is TOXIC.   

  (b)    Place fl ask on top of the hotplate/stirrer inside the fume 
cupboard and set the heat control to 7 with moderate stir-
ring. Allow the solution to warm up—it will turn from 
being cloudy to clear when ready. Inspect regularly to 
avoid overheating and consequent spilling.   

  (c)    When the paraformaldehyde has dissolved, switch off the 
heat but leave to stir: do not handle for safety reasons. 
Allow to cool.   

  (d)    When cooled, transfer the fi xative to a 4 °C refrigerator. 
Label appropriately and date.         

  Important ! Avoid inhalation and any type of contact with the 
body. Wear gloves and goggles while preparing this.

    11.    Ensure that RNA isolation procedures include DNAse treat-
ment to achieve high pure RNA and to avoid contamination 
with genomic DNA.   

   12.    Different methods of preparing emulsions have been reported 
to affect the manifestation of EAE. Low incidence of EAE 
induction was reported as follows:
    (a)    When  antigen concentration  in emulsion is not optimal for 

priming in vivo. The optimal antigen concentration for 
in vivo priming is determined empirically. Vary the con-
centration of antigen in the emulsion for more effective 
priming (concentrations range from 10 to 300 μg).   

   (b)    Using suboptimal  concentration of M. tuberculosis in CFA . 
Titrate the concentration of  M. tuberculosis  (clone H37RA 
is recommended) in either IFA or CFA. The range that 
investigators typically use is 1–5 mg/ml.   

   (c)     Poor antigen/CFA emulsifi cation . The solution should be 
uniform (no separation of phases), white, stiff and viscous. 
If using the vortex method, be sure to emulsify for a full 
45 min. To ensure the appropriate concentration of  M. 
tuberculosis , be sure to vortex the CFA well to resuspend 
particulate material before pipetting into the tube. If dis-
ease is still not induced, attempt a different emulsifi cation 
method.       

   13.    To avoid poor pertussis toxin injections ensure that the needle 
has entered the vein by detecting no resistance when injecting 
intravenously. Wait for 2–3 s before removing the needle after 
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the injection; a small amount of blood should be visible when 
the needle is removed. Alternatively, change the timing of the 
second dose or inject pertussis toxin i.p.   

   14.    CFA emulsions are extremely viscous and are diffi cult to load 
into a syringe. Slowly load the syringe without using the nee-
dle. Be careful to avoid introducing air into the syringe, which 
will form bubbles in the emulsion. Place a 25 G 5/8 needle on 
the syringe and remove any air bubbles by gently tapping the 
syringe and expelling air through the needle.   

   15.     Poor injection of emulsion : Ensure syringe with emulsion does 
not contain air bubbles. While injecting s.c., a bulbous mass 
should form under the skin and persist for several weeks. 
Check immunization site 2 weeks post-immunization for the 
presence of the emulsion. If the emulsion is not visible, insuf-
fi cient emulsion may have been injected. Do not inject the 
emulsion directly over the subiliac (inguinal) lymph nodes (for 
location and names of lymph nodes,  see  ref. [ 30 ] to avoid col-
lecting some CFA while harvesting lymph nodes. 
 Contaminating CFA present in the culture of mononuclear 
cells can result in nonspecifi c proliferation.   

   16.    Preparation of mononuclear cell suspensions from spleen and 
lymph nodes (modifi ed from ref. [ 31 ]) is as follows:
    (a)    Place freshly isolated spleens or lymph nodes in 60 × 15-mm 

Petri dishes that contain 3 ml of HBSS. Place a spleen 
between the frosted sides of two autoclaved microscope 
slides and gently rub back and forth applying slight pres-
sure to disperse spleen cells. Rinse the spleen cells from 
the slide into the Petri dish using 3 ml of HBSS. Transfer 
the cell suspension through a wire mesh screen to a 15 ml 
conical tube. Rinse the petri dish with 3 ml of HBSS and 
add to the 15 ml conical tube that contains the spleen 
cells. An alternative method to disperse cells from organs 
is to use a plunger from a 6 ml syringe and wire mesh 
screens.   

   (b)    Wash lymph nodes to remove CFA contamination by 
placing tissue on a wire mesh screen on top of a 15 ml 
conical tube and pipetting 10 ml of HBSS through the 
screen. Transfer the lymph nodes to a 60 × 15-mm petri 
dish containing 3 ml of HBSS and tease apart with two 
forceps to disperse cells.   

   (c)    Pipette the cell suspensions through a wire mesh screen 
into 15 ml conical tubes (to remove fi brous tissue). Wash 
the petri dish with 5 ml of HBSS and transfer to the same 
conical tube. Pool spleen and lymph node cells.   

   (d)    Centrifuge for 5 min at 500 ×  g  at 4 °C. Discard 
supernatant.   
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   (e)    Resuspend the cell pellet in ACK lysis buffer using 1 ml 
per donor mouse to lyse red blood cells.   

   (f)    Incubate on ice for 5 min.   
   (g)    Add 9 ml of complete media and mix by pipetting to stop 

cell lysis. Let cell debris settle to the bottom of the tube 
for 2 min. Transfer cells to a new 15 ml conical tube.           

   (h)    Centrifuge for 5 min at 500 ×  g    at 4 °C. Discard 
supernatant.   

   (i)    Resuspend cells in 2 ml of complete media, count and 
store on ice to maintain cell viability.       

   17.    Ensure that protein or peptide stocks are sterile, or fi lter the 
media through a 0.2 μm fi lter after addition of antigen. Typical 
concentrations of peptides used for in vitro restimulation range 
from 5 to 50 μM, but vary depending on the mouse strain and 
antigen. Therefore, the concentration of antigen that is opti-
mal for T cell stimulation should be determined by individual 
investigators. Aliquot 10 ml of cell suspension per T25 fl ask. 
Scaling up to larger fl asks for restimulation of large cell num-
bers can decrease cell yield.   

   18.    Procedures for removal of dead cells from T-cell cultures 
(modifi ed from ref. [ 31 ]) is based on differences in density 
between live and dead cells. Lympholyte-M, or alternatively 
Ficoll-Paque, allows dead cells that have a higher density than 
live cells to centrifuge through the high-density media and pel-
let at the bottom of the tube, while live cells are retained at the 
interface of the Lympholyte-M gradient. Lympholyte-M is 
designed to be used at room temperature. For optimal live cell 
recovery, take care to ensure that cell suspensions, media and 
the centrifuge are at room temperature.
    (a)    Harvest cells from T25 fl asks and pool in 50 ml conical 

tubes.   
   (b)    Centrifuge for 5 min at 500 ×  g  at 4 °C. Discard superna-

tant. Resuspend 0.5–1 × 10 8  cells in 2 ml of HBSS or 
1–5 × 10 8  cells in 5 ml of HBSS.   

   (c)    In 15 ml conical tubes, add a volume of Lympholyte-M 
equal to the volume of the resuspended cells (e.g., 2 ml if 
cells are in 2 ml of HBSS). Carefully layer the cell suspen-
sion on top of the Lympholyte-M media.   

   (d)    Centrifuge for 10 min, at room temperature (22 °C), at 
500 ×  g , without a brake.   

   (e)    Carefully harvest cells from the interface between 
Lympholyte- M and HBSS using a 10 ml pipette. Transfer 
cells to a new tube.   
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   (f)    For <10 8  cells, pipette 10 ml of complete media (40 ml for 
>10 8  cells) to the cells harvested from the interface of the 
gradient. Centrifuge for 5 min at 500 ×  g  at 4 °C. Discard 
supernatant.   

   (g)    Resuspend cells in 2 ml of complete media, count and 
store on ice to retain cell viability.       

   19.    Do not extend the tissue incubation with collagenase over the 
prescribed time to avoid the cell lysis. It is recommended to 
add medium with 10 % FCS in order to inactivate the enzyme 
activity.   

   20.    Before proceeding to Percoll gradient make a single cell sus-
pension as complete as possible. Cell clumps have more surface 
area, are less dense and thus they will not partition correctly in 
the Percoll gradient.   

   21.    Keep in mind that Percoll should be used at room tempera-
ture; if used cold, the cells tend to clump and cell separation is 
less effi cient.   

   22.    The most critical step in the Percoll procedure is the creation 
of two different phases, thus use a pipette-aid set in the gravity 
mode avoiding mixing of the 70 and 30 % solutions. A very 
clear fl at line should be visible at the 70–30 % junction. If no 
interphase is observed the yield of cells will likely be very low, 
making further analysis extremely diffi cult.   

   23.    The expected yield is 1–2 × 10 6  cells per brain. However, an 
infl amed brain would have a much higher number of infi ltrat-
ing immune cells.   

   24.    Remove the fat around lymph nodes in order to prevent a pos-
sible lysis of the cells.   

   25.    As in any staining procedure, it is imperative that all antibodies 
should be accurately titrated to assess the optimal dilution 
starting from the manufacturer’s suggested concentration. For 
a negative control, a separate set of cells should be stained with 
an isotype control antibody.   

   26.    Antibodies should be prepared in permeabilization buffer to 
ensure the cells remain permeable. If an unconjugated primary 
antibody was used, incubation with an appropriate secondary 
antibody should occur, diluting the secondary antibody in per-
meabilization reagent and incubating for 30 min in the dark. 
When gating on cell populations, the light scatter profi les of 
the cells on the fl ow cytometer will change after the 
permeabilization.   

   27.    Resuspend the pellet with gentle trituration using a pipette.   
   28.    Scale the volume of buffer downwards depending the relative 

size of the pellet achieved following centrifugation.   

Delineating the Role of TLRs in EAE 



410

   29.    For paraffi n sections, antigen retrieval can be achieved by boil-
ing the sections in 10 mM sodium citrate buffer (pH 6.0) for 
10 min. Nonspecifi c binding could be blocked for 30 min in 
blocking solution (1 % horse serum, 3 % bovine serum albu-
min, 0.1 % NaN3 in PBS).   

   30.    Keep in mind that slightly higher concentration and longer 
treatment with Triton X-100 used for antigen retrieval could 
sometimes destroy the antigen when the antigen is localized 
on the cell surface (e.g., TLRs).    
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    Chapter 24   

 The Use of MiRNA Antagonists in the Alleviation 
of Infl ammatory Disorders                     

     Lucien     P.     Garo     and     Gopal     Murugaiyan      

  Abstract 

   Toll-like receptors (TLR), a family of pattern-recognition receptors (PRRs) stimulated by pathogen- 
associated molecular patterns (PAMPs), generate antigen-triggered innate and adaptive immune responses. 
Recent studies have indicated that several small, regulatory RNAs, called microRNAs (miRNas), are 
induced by TLR activation in immune cells and that many microRNAs can control the infl ammatory pro-
cess and response to infection by positively or negatively regulating TLR signaling. Among these miRNAs, 
aberrant microRNA-155 (miR-155) has been implicated in diverse immune processes including the patho-
genesis of several autoimmune diseases and cancer. Here, we discuss the role of miR-155 in TLR-mediated 
and TLR-related immune system regulation. Furthermore, we present our current knowledge of the 
design, in vivo delivery strategies, and therapeutic effi cacy of miR-155 inhibitors in various infl ammatory 
disorders and cancer, including a protocol on the use of miRNA-155 inhibitors in experimental autoim-
mune encephalomyelitis (EAE).  

  Key words     MicroRNA  ,   Dendritic cells  ,   T cells  ,   Experimental autoimmune encephalomyelitis  ,   Peptide 
nucleic acid  ,   PNA  ,   Locked nucleic acid  ,   LNA  ,   MiR-155  ,   Anti-miR  

1      Introduction 

   TLRs recognize microbial pathogens and generate antigen-specifi c 
innate and adaptive immune responses [ 1 ]. Because excessive acti-
vation of TLR pathways can lead to altered immune homeostasis, 
chronic infl ammatory diseases, and cancer, TLR signaling path-
ways are strictly regulated. Recent studies have indicated that sev-
eral miRNAs are induced by TLR activation in immune cells and 
that many miRNAs can control infl ammatory process and response 
to infection by positively or negatively regulating TLR signaling 
[ 2 ,  3 ]. 

 MiRNAs are small endogenous noncoding RNAs, about 
20–25 nucleotides in length, that post-transcriptionally repress the 
expression of genes [ 4 ]. miRNAs play a key role in many 
 physiological processes, such as embryogenesis, cell proliferation, 
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apoptosis and immune system development and function [ 5 ]. 
Dysregulation of miRNA expression and function has been associ-
ated with a variety of human diseases, including cancer and many 
infl ammatory and autoimmune diseases [ 5 ]. The enzyme respon-
sible for regulatory miRNA biogenesis, Dicer, is required for nor-
mal lymphocyte function, suggesting an indispensable role for 
miRNAs in immune system regulation. Indeed, miRNAs have 
been shown to affect developmental outcomes in thymic T cell 
precursors, infl uence T regulatory (Treg) cell development, regu-
late the maturation and antigen-presenting function of antigen- 
presenting cells (APCs), and affect the production of antibodies to 
thymic-dependent antigens [ 6 – 8 ].  

  
 MiR-155 was one of the fi rst miRNAs linked to immune system 
development and function and has been shown to regulate both 
innate and adaptive immunity. Various TLR ligands have been 
shown to induce miR-155 expression in macrophages and other 
antigen presenting cells (APCs) in a TLR-dependent manner, 
implicating miR-155 as a downstream player in innate immune 
function [ 9 ]. In addition to infl ammatory ligands, miR-155 is also 
induced in macrophages and dendritic cells (DCs) after exposure 
to infl ammatory cytokines such as IFN-β, IFN-γ, and TNF-α [ 9 ]. 

 MiR-155 expression within DCs is necessary for their general 
function, as DCs from miR-155 −/−  mice fail to effectively activate T 
cells [ 10 ,  11 ]. It is the intrinsic miR-155 within DCs that promotes 
production of Th1- and Th17-polarizing cytokines crucial for the 
development of these T cell subsets [ 10 ,  11 ]. For example, although 
miR-155 expression within T cells is not important for Th1 differ-
entiation, miR-155 within DCs promotes Th1 development by tar-
geting SOCS1 and inhibiting DC-secreted IL-12 [ 6 ,  11 ]. 

 However, T cell-intrinsic expression of miR-155 is also impor-
tant for differentiation towards certain T cell subsets. T cells display 
induction of miR-155 in response to different activating stimuli 
including TCR engagement and T helper polarizing cytokines [ 10 , 
 12 ]. We and others have found that miR-155 expression within T 
cells is important for effective Th17 development by targeting the 
transcription factor Ets1, a negative regulator of Th17 differentia-
tion [ 10 ,  11 ,  13 ,  14 ]. More recently miR-155 has also been shown 
to contribute to Th17 cell function by suppressing the inhibitory 
effects of Jarid2, a DNA-binding protein that recruits the Polycomb 
Repressive Complex 2 (PRC2) to chromatin [ 15 ]. In addition, the 
bias towards the Th2 phenotype observed in miR- 155 −/−  mice is 
also partly due to increased levels of the miR-155 target transcrip-
tion factor c-Maf, which is important for the  production of IL-4 
[ 16 ]. In Treg cells, miR-155 is required for differentiation and pro-
liferation, but not immunosuppressive functions. No pathology due 
to impaired Treg cell differentiation has been reported in miR-
155 −/−  mice [ 17 ,  18 ]. In addition to T cells, miR-155 has been 
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shown to promote immunoglobulin (Ig) class switching in B cells 
via targeted repression of activation- induced cytidine deaminase 
(AID) and the transcription factor PU.1 [ 19 ,  20 ]. 

 Together, these defects in miR-155 −/−  mice have led research-
ers to study the impact of miR-155 in the regulation of TLR- 
dependent and TLR-related immune functions in vivo in response 
to various intracellular and extracellular pathogens, in cancer, and 
in autoimmunity.  

  
 Although healthy miR-155 −/−  mice do not present with gross 
abnormalities in myeloid or lymphoid cell development, protective 
immune responses to various infections appear to be impaired in 
these mice. The contribution of miR-155 to protective immunity 
against microbial infection was fi rst suggested by Rodriguez et al. 
[ 21 ]. They found that loss of miR-155 leads to an impaired 
response to  salmonella typhimurium  infection due to defective T 
helper differentiation and antibody production. Since then, mir- 
155 −/−  mice have been shown to be susceptible to  Helicobacter 
pylori  and various intracellular pathogens, including viruses 
[ 22 – 24 ]. 

 Although miR-155 expression within the immune system is 
required for normal immune system function, altered expression of 
miR-155 in immune cells has been linked to cancers and autoim-
mune diseases. For example, mir-155 is highly overexpressed in 
patients with lymphomas of B cell origin, including Hodgkin's 
lymphoma and diffuse large cell B cell lymphoma [ 25 ,  26 ]. 
Consistent with these observations, transgenic expression of miR- 
155 in B cells causes acute lymphoblastic leukemia [ 27 ]. 

 Among the miRNAs described, miR-155 is one of the most 
highly implicated in autoimmune diseases [ 28 ]. For example, 
increased expression of miR-155 has been observed in brain lesions 
from MS patients [ 29 ,  30 ]. In mice, we and others have found that 
miR-155 expression is increased in CD4 +  T cells during EAE and 
that miR-155 −/−  mice have a delayed course and reduced severity 
of disease accompanied by less infl ammation in the CNS [ 10 ,  11 ]. 
The attenuation of EAE in miR-155 −/−  mice is associated with 
decreased Th1/Th17 responses in the CNS and peripheral lym-
phoid organs. Further evidence supporting a positive role for miR- 
155 in autoimmune infl ammation is the resistance to 
collagen-induced arthritis observed in Mir-155 −/−  mice, which is 
also associated with a selective defect in Th17 polarization [ 13 , 
 31 ]. Recently, it has been shown that miR-155 defi ciency results in 
diminished eosinophilic infl ammation and mucus hypersecretion in 
the lungs of allergen-sensitized and allergen-challenged [ 32 ]. MiR- 
155 −/−  mice have also been shown to be resistant to colitis [ 33 ]. In 
support of these animal models, increased expression of miR-155 
has been observed in synovial samples from patients with rheuma-
toid arthritis, in the lungs of patients with asthma, and in the bowel 
tissue of patients with ulcerative colitis [ 13 ,  34 ,  35 ]. 
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 Although critical for response to pathogens, dysregulated 
expression of miR-155 in immune cells seems to contribute to the 
development of cancer and autoimmunity. Therefore, miR-155 
may be an effective therapeutic target in the treatment of a range 
of immune-mediated disorders.  

  
 The discovery of miRNAs as powerful regulators of gene expres-
sion, combined with the observation that many miRNAs are dys-
regulated in human diseases, opened up the possibility of 
modulating miRNA expression for therapeutic purposes. miRNA- 
related therapeutics may involve either miRNA antagonists or 
miRNA mimics. MiRNA antagonists (i.e., anti-miRNAs, anti-mirs, 
or miRNA inhibitors), are chemically modifi ed RNAs that bind to 
a miRNA of interest and inhibit its activity. This in turn relieves the 
miRNA’s targets of its suppressive function and allows for gain of 
function within a disease state. Conversely, miRNA mimics intro-
duce miRNAs into diseased cells to restore a loss of function by 
suppressing translation of target mRNA and mimicking a healthy 
cell state. 

 In this chapter, we focus on assessing the therapeutic potential 
of anti-miRNAs. An absolute requirement to begin studying the 
potential use of miRNA antagonists in clinical settings is the ability 
to synthesize stable and specifi c miRNA antagonists on a scale suit-
able for in vivo studies. Therefore, various miRNA inhibitor tech-
nologies have been developed using chemical modifi cation, 
conjugation, and encapsulation to enhance their activity by pro-
tecting therapeutic molecules from biological degradation and 
clearance, as well as by increasing binding affi nity and specifi city. 

 Several chemical modifi cations that enhance cellular uptake, 
binding affi nity, and stability of anti-miRNA oligonucleotides have 
been reported in vitro and in preclinical animal models [ 36 – 38 ]. 
Current anti-miRNA chemistries use modifi cations of the typical 
nucleic acid ribose sugar backbone with 2′-modifi cations. For 
example, introduction of 2′-O-methyl (2′-O-Me) contributes to 
improved binding affi nities to RNA, whereas addition of 
2′-O-methoxyethyl groups (2′-MOE) to the ribose sugar compo-
nent of oligonucleotides increases nuclease resistance and affi nity 
and specifi city to RNA. 

 Although 2′-OMe-modifi ed anti-miRs are more effective than 
unmodifi ed oligonucleotides, they are still susceptible to degrada-
tion by nucleases and are thus not ideal for in vivo applications. 
Therefore, in addition to methylation, other modifi cations at the 
2′ sugar position have been tested for their effect on miRNA inhi-
bition. For example, 2′-fl uoro (2′-F) modifi cation of the sugar 
moiety confers nuclease resistance and increases the binding affi n-
ity of anti-miR oligonucleotides to their cognate miRNAs. Among 
the miRNA inhibitors, locked nucleic acid (LNA) and peptide 
nucleic acids (PNA) modifi cations have been known to possess 
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superior affi nity towards complementary RNA and with higher 
nuclease resistance. In LNA, the 2′-oxygen and the 4′ carbon of 
the ribose moiety of the nucleotide are covalently linked to enhance 
the oligonucleotide binding to miRNAs [ 39 ]. LNA chemistries 
also generally use phosphorothioate backbone linkages in which a 
sulfur atom replaces one of the non-bridging oxygen atom in the 
phosphate group to increase nuclease resistance. A subclass of LNA 
anti-miRNAs containing cholesterol conjugated via 2′-O-Me link-
age, named antagomirs, have also been generated to increase cel-
lular uptake and stability. Another class of miRNA inhibitors known 
as PNAs has also been successfully used in several in vitro and 
in vivo studies to knockdown the expression of specifi c miRNAs 
[ 40 – 42 ]. Next, we discuss some of the chemically modifi ed miR- 
155 inhibitors with demonstrated effectiveness in vivo. 

  
 Peptide nucleic acids (PNAs) are an uncharged ON analogue in 
which the entire sugar-phosphate backbone of the DNA/RNA has 
been replaced by a neutral N (2-aminoethyl) glycine moiety [ 40 ]. 
Recently, several studies have demonstrated that PNAs can be 
effectively used as anti-miRNAs. PNAs show high affi nity and 
sequence specifi city for complementary RNA and DNA, and are 
not easily recognized by either proteases or nucleases, making 
them resistant to enzymatic degradation; therefore, these ON ana-
logs are more effective than standard 2O-methyl ONs at binding 
and inhibiting microRNA function. Furthermore, it has been 
shown that miRNA inhibition can be enhanced by conjugation of 
an antisense PNA to a cell-penetrating peptide or by linking to just 
few lysine residues. Critically, PNAs have also been shown to pos-
sess antisense activities in vivo with little or no toxicity [ 41 ]. 

 PNAs targeted against different microRNAs have been used 
successfully both in vitro and in vivo. For example, Martin et al., 
found that the induction of miR-155 by LPS is reduced by PNA 
anti-miR-155 that was linked to four lysine residues [ 42 ]. Targeting 
mir-155 using PNA anti-miRs completely reduces the expression 
and function of miR-155 in primary murine B cells both in culture 
and in vivo. Furthermore, their genome-wide expression analysis 
revealed that PNA anti-miR-155 treatment effi ciently reproduced 
the effect of miR-155 genetic deletion with no apparent signs of 
toxicity. Subsequently, Babar and colleagues demonstrated that 
systemic delivery of PNA anti-Mir-155 encapsulated in unique 
polymer nanoparticles inhibited miR-155 and slowed the growth 
of B cell lymphoma in mice [ 43 ]. More recently, the same group 
developed a new anti-miRNA delivery platform in which neutral 
PNA anti-miRNAs were attached to a low pH-induced transmem-
brane structure (pHLIP), which specifi cally localized to the acidic 
tumor microenvironment and effectively transported anti-miRNAs 
across the plasma membrane of various tumor cell types under 
acidic conditions [ 44 ]. Treatment with pHLIP–anti-miR-155 
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diminished the growth of subcutaneous lymphomas, prolonged 
survival, and suppressed metastatic spread more effectively than 
commercially available anti-miRNAs and without systemic toxicity. 
PNA anti-miRs can be purchased from several companies, includ-
ing Panagene, Inc. (  www.panagene.com    ) and PNA Bio (  www.pna-
bio.com    ). Alternatively, PNA anti-miRs can be synthesized 
following the procedures described by Fabbri et al. [ 45 ].  

  
 Locked nucleic acids (LNAs) contain a methylene bridge that con-
nects the 2′-oxygen with the 4′-carbon of the ribose ring of the 
oligonucleotide [ 39 ]. This results in a locked ribose conformation 
that pre-organizes the nucleotide bases for high binding affi nity 
and hybridization between single-stranded, LNA-modifi ed anti- 
miRNA oligonucleotides and their complementary miRNA tar-
gets. LNA oligonucleotides exhibit unprecedented thermal stability 
when hybridized to their target molecules due to the locked con-
formation that enhances base stacking and backbone pre- 
organization. In addition, oligomers that contain LNA bases 
(LNA/DNA oligomers) have signifi cantly improved mismatch dis-
crimination compared with unmodifi ed reference oligomers, are 
highly resistant to nuclease degradation, and display low toxicity 
in vivo [ 46 – 48 ]. 

 Several studies have reported on the inhibition of miRNA func-
tion using high affi nity LNA-modifi ed DNA phosphorothioate 
ONs targeting mature miRNA. Zhang et al. showed that silencing 
LNA-modifi ed miR-155 leads to signifi cant inhibition of B cell 
lymphoma growth in mice [ 49 ]. In another study, silencing miR- 
155 by LNA-antimiR leads to downregulation of LPS-induced 
GM-CSF expression in vivo [ 50 ]. We and others have found that 
silencing miR-155 using LNA-modifi ed anti-miR-155 ameliorates 
the clinical severity of EAE and is associated with a reduction in 
both Th1 and Th17 cells [ 11 ,  51 ]. LNA anti-Mir-155 can be pur-
chased from Exiqon, Inc. (  www.exiqon.com    ). The following proto-
col describes the use of LNA-mediated miR-155 silencing in EAE.    

2    Materials 

     1.    Female C57BL/6 mice, 6–8 weeks old (Jackson Laboratories).   
   2.    MOG peptide 35–55 (MEVGWYRSPFSRVVHLYRNGK).   
   3.    Incomplete Freund’s adjuvant (Difco).   
   4.    Heat-inactivated  Mycobacterium tuberculosis , strain H37Ra 

(Difco).   
   5.    Pertussis toxin from  Bordetella pertussis  (List Biological Labs).   
   6.    Sterile phosphate buffered saline (PBS) without calcium and 

without magnesium.   

1.4.2  Locked Nucleic 
Acids (LNA)
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   7.    Two 10 ml glass syringes connected by a 2-way Luer lock 
adapter (Becton Dickinson).   

   8.    1 ml syringes with removable needle (Becton Dickinson).   
   9.    21-G needles (Becton Dickinson).   
   10.    MiR-155 and control inhibitor (Exiqon).   
   11.    Either Lipofectamine (Life Technologies) or Invivofectamine 

(Life Technologies).   
   12.    Float-A-Lyzer (Spectrum Labs).   
   13.    Infrared lamp.   
   14.    Mouse restraint for intravenous injections.   
   15.    RNase-free water (Life Technologies).      

3    Methods 

   Each mouse receives an emulsion composed of 100 μg of MOG 35–

55  peptide in complete Freund’s adjuvant (CFA), supplemented 
with 5 mg/ml of  Mycobacterium tuberculosis  ( see   Note 1 ). The 
emulsion is prepared as follows:

    1.    Prepare a stock solution of Complete Freund’s adjuvant (CFA) 
by mixing 10 ml IFA with 50 mg  M. tuberculosis  H37Ra (fi nal 
concentration of  M. tuberculosis  is 5 mg/ml). The stock solu-
tion can be stored at 4 °C for up to 6 months.   

   2.    To prepare a stock of MOG 35–55  peptide solution, dilute lyophi-
lized MOG 35-55  peptide in ddH 2 O to a fi nal concentration of 10 
mg/ml. Each mouse receives 100 μg MOG 35–55  peptide con-
tained in 10 μl of the stock solution. The peptide solution 
should be stored at −80 °C ( see   Note 2 ).   

   3.    Calculate 200 μl of emulsion for each mouse receiving the injec-
tion to determine the total emulsion volume ( see   Note 3 ).   

   4.    Emulsify MOG 35–55  peptide: CFA in a 1:1 volume ratio with 
two glass syringes connected with a 2-way luer lock adapter for 
5–10 min. The solution should become a homogenous opaque 
white and increasingly fi rm. The emulsion should be stored at 4 
°C for a minimum of 2 h and a maximum of 48 h before 
injection.    

    

     1.    Reconstitute 50 μg of pertussis toxin in 500 μl of ddH 2 O for a 
100 μg/ml stock solution. The stock solution can be stored at 
4 °C for up to 6 months.   

   2.    Each animal receives two injections of 200 ng of PT. To prepare 
working PT solution for injection, dilute 1:100 stock solu-
tion with PBS. 100 μl should now contain 100 ng of PT.      

3.1  Preparation 
of MOG35-55 Peptide 
Emulsion

3.2  Preparation 
of Pertussis Toxin (PT)
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       1.    Each animal receives a total of 200 μl of the MOG/CFA 
 emulsion. Administer two 100 μl injections of the emulsion, 
one injection per fl ank via subcutaneous route ( see   Note 4 ).   

   2.    In addition, each animal receives 200 ng of PT in 200 μl intra-
peritoneally on the day of immunization and a second injection 
48 h later.      

         1.    Generally, miRNA inhibitors get shipped in lyophilized form 
and must be stored in −80 °C before and after their 
resuspension.   

   2.    Spin down the vial for 10–20 s before resuspension to prevent 
loss of inhibitor upon opening the vial .    

   3.    Under sterile conditions, resuspend the miRNA inhibitor by 
adding sterile RNase-free water to a total concentration of 1 
mM for the stock solution. ( see   Note 5 ).      

   

     1.    Under sterile conditions, mix 30 μl of Lipofectamine 2000 with 
anti-miR-155 (30–50 μg/mouse) dissolved in 170 μl PBS ( see  
 Note 6 ). To calculate the mg/ml of miRNA inhibitor use the 
following formula: mM concentration/1000) × molecular 
weight = mg/ml.   

   2.    Incubate the mixture for at least 10 min at RT.   
   3.    Administer the liposome complexes intravenously to MOG- 

immunized mice on days 5, 7, 9, 11, and 13 post-immunization 
( see   Note 7 ).   

   4.    Although Lipofectamine has been shown to be effective in 
delivering miRNA inhibitors in vitro and in vivo, Invivofectamine 
has been specifi cally designed for RNA delivery in vivo ( see  
Subheading  3.4.3 ).      

   
 Alternatively, control and miR-155 inhibitor-liposome complexes 
can be prepared using Invivofectamine [ 52 ]. The following proto-
col can be used to generate the miRNA-liposome complexes using 
Invivofectamine. All additional reagents listed in the following 
supplemental Invivofectamine protocol are contained within the 
Invivofectamine kit.

    1.    Prepare 500 μl of oligonucleotide solution by mixing 250 μl of 
oligonucleotide stock solution with 250 μl of Complexation 
Buffer.   

   2.    Warm Invivofectamine reagent to RT and add 500 μl to a 2 ml 
tube.   

   3.    Add the diluted oligonucleotide solution from  step 1  to the 
Invivofectamine in a 2 ml tube and vortex immediately for 2–5 s.   

3.3  Immunization

3.4  Anti-miR-155 
and Control Inhibitor 
Treatment

3.4.1  MiRNA Inhibitor 
Stock Solution

3.4.2  MiR-155 
Inhibitor-Liposome 
Complexes

3.4.3  Alternative 
MiR-155 Inhibitor-
Liposome Complexes
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   4.    Incubate the Invivofectamine–oligonucleotide mixture for 
30 min at 50 °C.   

   5.    Centrifuge the tube briefl y to collect the sample.   
   6.    Prepare the Float-A-Lyzer dialysis device by soaking in sterile 

water for 10 min, following the manufacturer’s recommended 
procedure.   

   7.    Add the Invivofectamine–oligonucleotide duplex mixture to 
the Float-A-Lyzer dialysis device and incubate at RT for 2 h in 
1 l of PBS, pH 7.4, with gentle agitation.   

   8.    Collect the sample and measure the volume. Since the volume 
may increase during the dialysis, divide the volume by the initial 
amount of oligonucleotide to determine the concentration. 
Adjust the volume to the desired concentration with sterile PBS.   

   9.    Proceed with in vivo delivery of the Invivofectamine–oligonu-
cleotide complex as described in  step 3 , Subheading  3.4.2 .    

          1.    Following immunization, mice should be monitored daily after 
the fi rst week for the development of disease, which will become 
evident between 10 and 15 days after immunization ( see   Notes 
8 – 10 ).   

   2.    Clinical assessment of EAE is performed according to the fol-
lowing criteria:
   (a)     Score 0 : No disease.   
  (b)     Score 0.5 : Partial tail paralysis. When the animal is held by 

the base of the tail, the distal half of the tail will hang limp, 
forming a “U-shaped hook.”   

  (c)     Score 1 : Complete tail paralysis. When the animal is held by 
the base of the tail, the tail will hang completely limp.   

  (d)     Score 2 : Lack of righting refl ex. When the animal is placed 
upside-down on its back on a fl at surface, it will not “right” 
itself by fl ipping over for greater than 5–10 s ( see   Note 11 ).   

  (e)     Score 2.5 : Partial (i.e., single) hindlimb paralysis. When the 
animal walks, one hindlimb is paralyzed and will typically 
drag behind the mouse along the cage bedding.   

  (f)     Score 3 : Complete (i.e., double) hindlimb paralysis. When 
the animal walks, both hindlimbs are paralyzed and will 
typically drag behind the mouse along the cage bedding. It 
will “crawl” using its forelimbs ( see   Note 12 ).   

  (g)     Score 3.5 : Partial (single) forelimb paralysis. When the ani-
mal walks, both hindlimbs and one forelimb will be para-
lyzed and will typically drag behind the mouse along the 
cage bedding.   

  (h)     Score 4 : Complete forelimb and hindlimb paralysis.   
  (i)     Score 5 : Moribund state.       

3.5  Clinical 
Assessment of EAE
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   3.    Mean clinical scores on separate days can be calculated by add-
ing the scores of individual mice and dividing by the total num-
ber of mice in each group, including mice that did not develop 
signs of EAE. Statistical analysis between groups can be per-
formed using linear regression analysis.       

4    Notes 

     1.    Commercial preparations of CFA contain only 1 mg/ml of  M. 
tuberculosis  which is not ideal for EAE. Therefore, it is gener-
ally necessary to create your own as described previously.   

   2.    There is sometimes variability in potency between batches of 
MOG 35–55  peptide. Therefore, we recommend ordering a 
small amount for a pilot study before purchasing a bulk stock 
with the same Lot # for all subsequent experiments within a 
study.   

   3.    When preparing the MOG 35–55  peptide-CFA mix, always con-
sider at least 5–10 mice in excess to account for loss during the 
emulsion preparation and injection (e.g., for 20 mice, instead 
of 4 ml prepare 5–6 ml of emulsion, calculated considering 
25–30 mice).   

   4.    When injecting the emulsion, keep the needle inserted into 
the subcutaneous space for several seconds to allow the emul-
sion to be completely expelled and to avoid leakage.   

   5.    Generally, miRNA inhibitors get shipped in nanomolar con-
centrations with known molecular weight. If you know the 
molar concentration of miRNA inhibitor, it is easy to prepare 
a stock solution. For example, if you have 250 nM of anti- 
miR- 155, dissolving in 250 ml of water gives you a 1 mM 
stock solution. Aliquot the working solution to avoid multiple 
freeze–thaw cycles.   

   6.    During preparation of mir-155 inhibitor/liposome complexes 
using either Lipofectamine (Life Technologies) or 
Invivofectamine (Life Technologies), all tubes, containers, and 
pipette tips must be certifi ed RNase-free to prevent degrada-
tion of the inhibitor. MiR-155 inhibitor-liposome complexes 
should be prepared fresh before each injection.   

   7.    At least fi ve continuous administrations of anti-miR-155 post- 
immunization are necessary to obtain observable biological 
effects on microRNA activity and disease pathogenesis.   

   8.    Although there is some variability between the onset of symp-
toms between days 10 and 15, symptoms rarely manifest dur-
ing the fi rst week. Therefore, it is not usually necessary to 
rigorously score the mice during this period. While a score of 
> =2 is immediately apparent upon observation, onset scores 
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<2 are not always visible. Each mouse should be individually/
manually scored following the fi rst week.   

   9.    Although this EAE scoring system is well established, it is still 
susceptible to inter-experimenter variability and bias. 
Therefore, it is ideal to maintain the same scorer throughout 
the duration of an experiment and a double-blind scoring 
method should be used at all times.   

   10.    EAE progression will generally appear in the sequence listed in 
the scores (e.g., tail paralysis before hindlimb paralysis, and 
hindlimb paralysis before forelimb paralysis).   

   11.    Provide mice with moist food on the cage fl oor when the mice 
reach an EAE score of 2 or more. Use of gel food is ideal.   

   12.    Note that normal EAE progression will not surpass score 3. 
Peak disease is generally achieved approximately 1 week after 
disease onset, and disease recovery may begin the following 
week. The majority of WT mice will reach peak disease recover 
to a score of 1–2 within an observation period of 25 days.         
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    Chapter 25   

 Investigating the Role of Toll-Like Receptors in Mouse 
Models of Gastric Cancer                     

     Alison     C.     West     and     Brendan     J.     Jenkins      

  Abstract 

   Gastric cancer (GC) is the second most lethal cancer world-wide, and the poor overall 5-year survival rate 
of <25 % for GC is largely due to both the late detection of this aggressive disease and limited effectiveness 
of current treatment options. Collectively, these observations underscore the need to identify new molecu-
lar targets (i.e., genes) to serve as biomarkers for early detection and/or treatment strategies to improve 
patient outcomes. While GC represents a growing number of cancers whereby deregulation of the immune 
system is linked to tumor initiation and progression, the identity of innate immune regulators with onco-
genic potential in the host gastric mucosal epithelium remains obscure. 

 Over the last couple of decades experimental mouse models for many cancer types have been widely 
used with great success to identify genes whose expression and/or mutation status infl uences tumorigen-
esis. Considering the recent mounting evidence for the role of innate immunity in the pathogenesis of 
infl ammation-associated cancers such as GC, much attention has focused on members of the Toll-like 
receptor (TLR) family, which are key components of the innate immune system primarily known to trigger 
infl ammatory responses upon pathogen detection. Here, we describe techniques used on genetic mouse 
models for GC to examine the role of specifi c TLR family members in the pathogenesis of GC.  

  Key words     Toll-like receptor (TLR)  ,   Gastric cancer  ,   Infl ammation  ,   Mouse models  ,   Polymerase chain 
reaction (PCR)  ,   Histopathology  ,   Immunohistochemistry  ,   Western blotting  

1       Introduction 

 Gastric cancer (GC) is among numerous cancers (e.g., colon, liver, 
lung) for which there is a well-established causal link with chronic 
infl ammation [ 1 ,  2 ]. Differentiated (intestinal-type) adenocarci-
noma is the predominant histopathological type of human GC, 
which as defi ned by the Correa model arises from an initiating 
stage of chronic gastric infl ammation (gastritis) that progresses in a 
stepwise manner to gastric atrophy, intestinal metaplasia (IM), 
 dysplasia/adenoma and gastric adenocarcinoma [ 3 ]. The primary 
causal factor for most of these human GC cases is gastritis triggered 
by bacterial infection with  Helicobacter pylori  ( H. pylori ) [ 1 ,  4 ], 
and recent studies support the notion that  H. pylori  eradication 
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treatment can reduce GC risk, with more favorable outcomes 
achieved when  H. pylori  eradication occurs in patients presenting 
with earlier precursor lesions (e.g., gastric atrophy) rather than 
advanced disease [ 5 ,  6 ]. Despite a slowly declining trend in the 
incidence and death rates for GC in North America and Western 
Europe, globally GC remains the fourth most common and second 
most lethal cancer, largely due to its high prevalence in Asian, 
Eastern Europe and Central/South America [ 7 ,  8 ]. 

 The involvement of pathogenic microbes and infl ammation in 
GC has led to intensive research efforts to identify key regulators 
of the immune system with oncogenic potential that promote the 
transition from a chronic infl ammatory state to one of carcinogen-
esis. In this respect, much attention has focused on members of the 
evolutionarily conserved Toll-like receptor (TLR) family which act 
as critical sensors of the immune system to trigger the infl amma-
tory response to many microbial (i.e., viral, bacterial, fungal) insults 
[ 9 ]. Support for a role of TLRs in human GC has come from clini-
cal data indicating increased  TLR2  and  TLR4  gene expression in 
 H. pylori -positive gastritis patients [ 10 ], and  TLR2  and  TLR4  gene 
polymorphisms are associated with an increased GC risk [ 11 – 13 ]. 
More recently, our laboratory has demonstrated that the specifi c 
overexpression of the  TLR2  gene in tumors of advanced GC 
patients is associated with poor overall patient survival [ 14 ]. In 
light of these observations, it is of note that among TLRs, TLR2 
not only recognizes the most diverse set of bacterial-derived 
ligands, including peptidoglycan, bacterial lipoproteins, and some 
lipopolysaccharides [ 9 ], but also is the dominant TLR for mediat-
ing  H. pylori -induced infl ammatory responses [ 15 ]. 

 While the above-mentioned clinical data provide strong evi-
dence that TLRs may contribute to the initiation and/or progres-
sion of human GC, the use of genetically defi ned, preclinical mouse 
disease models is most informative in providing formal proof for a 
causal role for specifi c TLRs, or other genes for that matter, in the 
molecular pathogenesis of GC. In this regard, we have previously 
generated the  gp130  F/F  genetic mouse model for GC which spon-
taneously develops gastritis and gastric tumors that histologically 
represent intestinal-type adenomas [ 16 ]. At the molecular level, 
these mice are homozygous for a phenylalanine (F) knock-in sub-
stitution of the cytoplasmic tyrosine residue at position 757 (Y 757 ) 
in gp130, the signal-transducing receptor for the interleukin (IL)-6 
cytokine family. As a consequence of this mutation, binding of the 
negative signaling regulator, suppressor of cytokine signaling 
(SOCS)3, to gp130 is abolished, resulting in hyperactivation of the 
gp130-mediated Janus kinase (JAK)/signal transducer and activa-
tor of transcription (STAT)3 pathway [ 17 ]. Furthermore, we have 
shown that hyperactivation of the STAT3 latent transcription  factor 
in these mice specifi cally augments TLR2 expression levels in gastric 
tumors, and genetic complementation studies revealed that gastric 

Alison C. West and Brendan J. Jenkins



429

tumorigenesis was signifi cantly suppressed when  gp130  F/F  mice 
were generated onto genetic backgrounds either homozygous 
or heterozygous null for the  Tlr2  ( gp130  F/F : Tlr2  −/− ) or  Stat3  
( gp130  F/F : Stat3  −/+ ) genes, respectively [ 14 ,  17 ]. The clinical rele-
vance of such fi ndings is underscored by the fact that STAT3 is 
over-activated in up to 50 % of human GC cases [ 18 – 20 ], and a 
signifi cant positive correlation exists between STAT3 activation 
and  TLR2  gene expression levels in human GC [ 14 ]. The potential 
for the therapeutic targeting of TLR2 in GC was also demonstrated 
with an anti-TLR2 monoclonal antibody which dramatically sup-
pressed the growth of established tumors in  gp130  F/F  mice [ 14 ,  21 ]. 

 Here, we describe a range of methods to characterize mouse 
models of GC, with a focus on the expression status and functional 
role of specifi c TLRs in promoting tumorigenesis.  

2     Materials 
  

     1.    Tail Buffer (100 ml): 5 ml 1 M Tris–HCl, pH 8.0, 20 ml 
0.5 M EDTA, 2 ml 5 M NaCl, 5 ml 20 % SDS, make up to 
100 ml with ultrapure Milli-Q water.   

   2.    20 mg/ml Proteinase K (Roche).   
   3.    5 M NaCl: 292.2 g NaCl in 1 L distilled water.   
   4.    Isopropyl alcohol.   
   5.    70 % Ethanol.   
   6.    Milli-Q water.   
   7.    Buffer PB (DNA binding buffer) and Buffer PE (wash buffer) 

(both Qiagen), used as per manufacturer’s instructions.   
   8.    TE buffer (1×; 100 ml): 1 ml 1 M Tris–HCl, pH 8.0, 200 μl 

0.5 M EDTA, and make up to 100 ml with Milli-Q water. For 
0.25× solution, dilute 1:4 in Milli-Q water.   

   9.    Vacuum Manifold (Pall Corporation) with UNIFILTER ®  
800 μl, 96-well microplate (Whatman).   

   10.    1.5 ml microcentrifuge tubes.   
   11.    96-well plastic plates.   
   12.    55 and 37 °C incubator.   

   13.    Heat block.      

          1.    GoTaq ®  Flexi DNA Polymerase kit (includes 5× Green GoTaq ®  
Flexi buffer, 5× Colorless GoTaq ®  Flexi buffer, GoTaq ®  DNA 
Polymerase and 25 mM MgCl 2 ; Promega).   

   2.    dNTPs (stock at 10 mM in nuclease-free water).   
   3.    Nuclease-free water.   

2.1  Genomic DNA 
Extraction

2.2   PCR Genotyping

2.2.1   PCR

TLRs in Gastric Cancer
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   4.    Gp130 primer A (specifi c for mutant allele), B (specifi c for 
wild- type allele) and C (specifi c for common allele) working 
stocks, diluted to 300, 150 and 300 ng/μl respectively, in 
nuclease-free water.   

   5.    TLR2 primer A (specifi c for wild-type allele), B (specifi c for 
common allele) and C (specifi c for mutant allele) working 
stocks, diluted to 100 ng/μl in nuclease-free water.   

   6.    96-well thermal cycler PCR machine (e.g., Verti ®  Thermal 
Cycler, Applied Biosystems ® ).   

   7.    1.5 ml microcentrifuge tubes.   
   8.    8-well PCR strip tubes with dome lids.      

       1.    Agarose powder (molecular grade).   
   2.    Tris–Acetate-EDTA buffer (TAE, 1×): 40 mM Tris, 20 mM 

glacial acetic acid, 1 mM EDTA, pH 8.0.   
   3.    SYBR ®  Safe DNA Gel Stain (Invitrogen).   
   4.    100 bp DNA ladder.   
   5.    Agarose gel apparatus and electrophoresis power supply system.   
   6.    UV or blue-light transilluminator (e.g., Safe Imager™ 2.0 

Blue- light Transilluminator; Invitrogen).       

         1.    TRIsure reagent (Bioline).   
   2.    Diethylpyrocarbonate (DEPC)-treated water.   
   3.    RNase-free solutions: chloroform; isopropyl alcohol (chilled); 

100 % ethanol; 75 % and 80 % ethanol (in DEPC-treated water).   
   4.    RNase-Free DNase Set (includes RNA-free DNase I, RNase- 

free Buffer RDD and RNase-free water; Qiagen).   
   5.    RNeasy Mini Kit (includes RNeasy Mini Spin Columns, 

Collection Tubes, RNase-free RLT, RW1 and RPE Buffers; 
Qiagen).   

   6.    β-mercaptoethanol.   
   7.    Tissue homogenizer (e.g., Ultra-Turrax ®  T10 basic disperser/

homogenizer; IKA).   
   8.    Microcentrifuge.   
   9.    15 ml Falcon ®  tubes.   

   10.    RNase-free 1.5 ml microcentrifuge tubes.      

       1.    Transcriptor High Fidelity cDNA Synthesis kit (includes PCR 
grade water, Random Hexamer Primers, 5× Transcriptor High 
Fidelity Reaction Buffer, Protector RNase inhibitor, dNTPs, 
DTT, and Transcriptor High Fidelity Reverse Transcriptase; 
Roche).   

2.2.2  Agarose Gel 
Electrophoresis

2.3  Real-time 
Quantitative PCR

2.3.1   RNA Isolation

2.3.2   cDNA Synthesis
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   2.    At least two heat blocks.   
   3.    RNase-free 1.5 ml microcentrifuge tubes.   
   4.    Microcentrifuge.      

       1.    SYBR Magic Reaction mix (20 ml): 11.38 ml Nuclease-free 
water, 3.2 ml DMSO, 4 ml GeneAmp 10× PCR Gold Buffer 
(Applied Biosystems), 100 μl 1 M Magnesium acetate solu-
tion, 320 μl 100 μM dNTPs, 250 U (200 μl) AmpliTaq ®  Gold 
DNA Polymerase (Applied Biosystems), 800 μl 50× ROX 
Reference Dye (Invitrogen), 2.1 μl 10,000× SYBR ®  Green I 
Nucleic Acid Gel Stain (Invitrogen).   

   2.    Primers specifi c for murine  Tlr2  and  18S  mRNA.   
   3.    Milli-Q water.   
   4.    Optical 384-well PCR plate (e.g., MicroAmp ®  Optical 384-

well Reaction Plate and MicroAmp ®  Optical Adhesive Film; 
Applied Biosystems).   

   5.    Quantitative real-time PCR machine (e.g., Applied Biosystems 
7900HT Fast Real-time PCR system).   

   6.    Quantitative real-time PCR analysis software (e.g., SDS2.4; 
Applied Biosystems).   

   7.    Filter tips.   
   8.    Nuclease-free 1.5 ml microcentrifuge tubes.       

         1.    SDS lysis buffer: 50 mM Tris, 150 mM NaCl, 1 % (v/v) Triton 
X-100, and 1 mM EDTA, adjust to pH 7.4 and store at 
4 °C. Prior to use, add one cOmplete Protease Inhibitor Mini 
Cocktail Tablet (Roche) and one PhosSTOP Phosphatase 
Inhibitor Cocktail Tablet (Roche) per 10 ml SDS lysis buffer.   

   2.    Protein G Sepharose ®  beads (Sigma-Aldrich).   
   3.    Tissue homogenizer (e.g., Ultra-Turrax ®  T10 basic disperser/

homogenizer; IKA).   
   4.    Flat-bottom tubes.   
   5.    Standard 1.5 ml microcentrifuge tubes.   
   6.    Tube rotator wheel.   
   7.    Refrigerated microcentrifuge.      

       1.    Sodium dodecyl sulfate (SDS)-polyacrylamide gel electropho-
resis (PAGE) resolving gel buffer: 2 M Tris–HCl and 10 % 
SDS, adjust pH to 8.8.   

   2.    10 % SDS-PAGE resolving gel: 8 ml Milli-Q water, 6.6 ml 
30 % Acrylamide–Bis Solution, 5.2 ml SDS-PAGE resolving 
gel buffer, 200 μl 10 % APS, and 8 μl TEMED.   

   3.    Isopropyl alcohol.   

2.3.3   Real-Time PCR

2.4  Western Blot 
Analysis

2.4.1  Preparation 
of Tissue Lysates

2.4.2   SDS-PAGE
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   4.    SDS-PAGE stacking gel buffer: 1 M Tris–HCl and 10 % SDS, 
adjust pH to 6.8.   

   5.    4.5 % SDS-PAGE stacking gel: 2.92 ml Milli-Q water, 800 μl 
30 % Acrylamide–Bis Solution, 1.25 ml SDS-PAGE stacking 
gel buffer, 100 μl 10 % APS, and 4 μl TEMED.   

   6.    SDS-PAGE running buffer (10×; 1 L; pH 8.3): 30 g Tris base, 
144 g glycine, 10 g SDS in Milli-Q water. Store at room tem-
perature and prior to use dilute to 1× in Milli-Q water.   

   7.    SDS-PAGE sample buffer (6×; 100 ml): 5.91 g Tris–HCl (pH 
6.8), 6 g SDS, 48 ml 100 % glycerol, and 20 mg bromophenol 
blue, and make up to 100 ml with Milli-Q water. Store at 
room temperature and prior to use add 50 μl β-mercaptoethanol 
per 1 ml buffer.   

   8.    Pre-stained molecular weight standard.   
   9.    SDS-PAGE apparatus and electrophoresis power supply system.   
   10.    Heat block.   
   11.    Standard 1.5 ml microcentrifuge tubes.   

   12.    Microcentrifuge.      

       1.    Odyssey Blocking Buffer (Li-Cor ® ).   
   2.    Primary antibodies: Mouse monoclonal Actin antibody 

(Sigma-Aldrich); Rabbit polyclonal tyrosine 705 phosphorylated-
STAT3 (pY-STAT3) antibody (Santa Cruz); Rabbit polyclonal 
STAT3 antibody (Santa Cruz); Rabbit polyclonal TLR2 anti-
body (Epitomics).   

   3.    Secondary antibodies: Alexa Fluor ®  680 Goat Anti-Rabbit 
antibody and Alexa Fluor ®  790 Goat Anti-Rabbit antibody 
(Molecular Probes), and Goat Anti-Mouse antibody IRDye
800 ®  (Rockland™).   

   4.    PBS-T: 1× PBS with 1 % Tween 20.   
   5.    Milli-Q water.   
   6.    IBlot ®  7-minute Blotting System (Invitrogen).   
   7.    Odyssey ®  CLx Infrared Imagine System (Li-Core).   
   8.    50 ml Falcon ®  tubes.   
   9.    Tube roller.   

   10.    Rocker.       

         1.    Non-sterile laboratory grade 1× PBS (pH 7.0).   
   2.    Neutral buffered formalin (pH 7.0; Amber Scientifi c).   
   3.    Surgical implements.   
   4.    Petri dish.   
   5.    Cork.   

2.4.3   Immunoblotting

2.5  Histopathology 
and Immunohisto-
chemistry

2.5.1  Formalin Fixation 
and Paraffi n- Embedding
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   6.    Small pins.   
   7.    Specimen pots.      

       1.    Solutions: Xylene; 100 % ethanol; 70 % ethanol (in distilled water); 
distilled water and PBS.   

   2.    3 % hydrogen peroxide in methanol.   
   3.    Anti-TLR2 primary antibody (OPN-301; Opsona Therapeutics).   
   4.    Rabbit anti-mouse biotinylated secondary antibody (Vector 

Laboratories).   
   5.    Mouse on mouse (M.O.M.) Basic Kit (includes M.O.M. Protein 

Concentrate, Mouse Ig Blocking Reagent, M.O.M. Biotinylated 
Anti-Mouse IgG Reagent; Vector Laboratories Inc.). 
M.O.M. Diluent prepared by adding 600 μl Protein 
Concentrate to 7.5 ml PBS.   

   6.    VECTASTAIN ®  Elite ABC Kit (standard) (includes Reagent 
A and Reagent B; Vector Laboratories Inc.).   

   7.    Liquid diaminobenzidine (DAB; for example liquid DAB+ 
substrate chromogen system; Dako).   

   8.    Scott’s tap water (1 L): 20 g magnesium sulfate, 2 g sodium 
bicarbonate, and tap water up to 1 L.   

   9.    Small glass wash basins.   
   10.    Slide holder.   
   11.    Humidifi ed box.   
   12.    Fume hood.   
   13.    Microwave.   
   14.    Wax pen.   
   15.    Coverslip-mounting medium.   
   16.    Coverslips.        

3     Methods 

 To determine whether TLR2 promotes the pathogenesis of gastric 
tumorigenesis, our genetic approach involves  gp130  F/F  mice homo-
zygous for the gp130Y 757 F mutation being mated with  Tlr2  −/−  
mice to generate  gp130  F/F : Tlr2  −/−  mice lacking both copies of the 
 Tlr2  gene. The  gp130  F/F : Tlr2  −/−  mice and control parental  gp130  F/F :
 Tlr2  +/+  mice (containing both copies of the  Tlr2  gene) are geno-
typed by performing PCR on genomic DNA extracted from mouse 
tail snips. The expression level of  Tlr2  mRNA in these mice is 
assessed by quantitative real-time PCR (qPCR) on cDNA prepared 
from gastric tissue, while TLR2 protein levels and location in 
the stomach are detected by Western blotting on lysates and 

2.5.2  Immunohisto-
chemistry
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immunohistochemistry on formalin-fi xed, paraffi n-embedded 
(FFPE) stomach sections, respectively, with a TLR2 antibody. 
The hyperactivation of STAT3, which is a molecular hallmark of 
the  gp130 Y 757 F mutation, is confi rmed by Western blotting of 
gastric tissue lysates with a pY-STAT3 antibody. 

 To obtain high quality gastric tissue specimens to be processed 
for the methods described, stomachs surgically removed from 
 gp130  F/F  mutant mouse strains are immediately opened by cutting 
along the lesser curvature, followed by gentle agitation in a petri 
dish containing ice-cold PBS. This washing step is essential to 
remove stomach contents which may interfere with subsequent 
analyses. Gastric tumor tissue to be used for the isolation of RNA 
and protein lysates is immediately snap-frozen in liquid nitrogen 
and stored at −80 °C, whereas tissue for sectioning is fi xed over-
night in formalin, and then stored in 70 % ethanol solution at room 
temperature or 4 °C. 

       1.    Tail tips are collected on ice by snipping end with scissors and 
stored at −20 °C in 1.5 ml microcentrifuge tubes ( see   Note 1 ).   

   2.    To each tube, add 750 μl tail buffer and 10 μl proteinase K, 
and incubate at 55 °C for a minimum of 3 h ( see   Note 2 ).   

   3.    Add 310 μl 5 M NaCl, gently mix, and let stand for at least 
10 min (up to a maximum of 2 h).   

   4.    Microcentrifuge at 13,500 rpm (13,447 RCF; g) for 25 min, 
and then transfer 800 μl of aqueous phase (i.e., not white pel-
let or very top layer) into a fresh, labeled 1.5 ml Eppendorf 
tube ( see   Note 3 ).   

   5.    Add 500 μl isopropyl alcohol to aqueous phase and gently 
shake by inverting tubes until any clumped DNA is 
suspended.   

   6.    Microcentrifuge for 15 min at 13,500 rpm, and then discard 
the supernatant by inversion ( see   Note 4 ).   

   7.    Wash the DNA pellet by adding 500 μl 70 % ethanol, micro-
centrifuge for 5 min at 13,500 rpm, and then discard superna-
tant by inversion ( as per   Note 4 ).   

   8.    Air-dry the DNA pellet by opening the microcentrifuge tube 
lid and incubating at 37 °C for 1 h, or room temperature for 
3–4 h.   

   9.    Add 125 μl Milli-Q water, and incubate for at least 15 min at 
37 °C to fully resuspend the DNA pellet. Mix well and DNA 
is ready to purify by Vacuum Manifold, as described below.   

   10.    Add 500 μl of Buffer PB to each sample.   
   11.    To purify, wash and elute genomic DNA, assemble the Vacuum 

Manifold apparatus with 96-well fi lter plate as per manufac-

3.1  Genomic DNA 
Extraction
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turer’s instructions, with the waste collection tray in place for 
the initial steps.   

   12.    Pipette total volume of each sample into one well of the silica 
pore plate while mounted onto the vacuum. Place supplied 
plastic sheet on top of the plate and apply pressure (10–15 
Hg) and hold until all the solution has passed through each 
well ( see   Note 5 ).   

   13.    Wash well by adding 500 μl of Buffer PE into each well, and 
repeat  step 12 .   

   14.    Replace waste collection tray with a new 96-well plate for 
DNA sample collection. Add 60 μl of warm 0.25× TE buffer 
to each well, and repeat  step 12  ( see   Note 6 ).   

   15.    Store purifi ed genomic DNA at 4 °C.      

         1.    Place 3 μl per sample of genomic DNA into each well of 8-well 
strip tubes (~100 ng template DNA). Include one sample of 
water alone and at least one sample that is confi rmed homozy-
gous wild-type, heterozygous and homozygous mutant for 
each genotype ( see   Note 7 ).   

   2.    Prepare separate PCR reaction mixes on ice (critical step—
keep reaction mixes on ice as Taq degrades rapidly at room 
temperature) for  n  + 1 (where  n  = number of samples including 
controls) for  gp130 , and  Tlr2  wild-type and  Tlr2  mutant alleles 
as listed in Tables  1 ,  2  and  3 .

3.2   PCR Genotyping

3.2.1  PCR

   Table 1  
  PCR reaction mix ( n  = 1) to genotype the  gp130   F/F  knock-in mouse   

 Reagent  Stock concentration  Final concentration  Volume (μl) 

 5× Green GoTaq ®  Flexi buffer  5×  1×  6.00 

 MgCl 2   25 mM  2.5 mM  3.00 

 dNTPs  10 mM  200 nM  0.60 

 Primer A  300 ng/μl  300 ng  1.00 

 Primer B  150 ng/μl  75 ng  0.50 

 Primer C  300 ng/μl  150 ng  0.50 

 Milli-Q water  –  –  15.25 

 GoTaq ®  Flexi DNA Polymerase  5 U/μl  0.75 U  0.15 

 (Template DNA)  3.00 

 Total volume  30.00 
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         3.    Aliquot 27 μl PCR reaction mix to each genomic DNA sample 
in 8-well PCR strip tubes. Seal well with dome cap, briefl y 
centrifuge to mix DNA and PCR master mix.   

   4.    Place samples in 96-well PCR thermal cycler machine (for exam-
ple Verti ®  Thermal Cycler, Applied Biosystems ® ), and amplify 
with the conditions listed in Tables  4  and  5  ( see   Note 8 ).

        5.    Once amplifi cation is complete, PCR products can be assessed 
immediately by agarose gel electrophoresis or stored at 4 °C 
(up to 24 h) or −20 °C (long-term) for later assessment.      

   Table 2  
  PCR reaction mix ( n  = 1) to genotype the  Tlr2  wild-type allele in mice   

 Reagent  Stock concentration  Final concentration  Volume (μl) 

 5× Green GoTaq ®  Flexi buffer  5×  1×  6.00 

 MgCl 2   25 mM  2.5 mM  3.00 

 dNTPs  10 mM  200 nM  0.60 

 Primer A  100 ng/μl  100 ng  1.00 

 Primer B  100 ng/μl  100 ng  1.00 

 Milli-Q water  –  –  15.25 

 GoTaq ®  Flexi DNA Polymerase  5 U/μl  0.75 U  0.15 

 (Template DNA)  3.00 

 Total volume  30.00 

   Table 3  
  PCR reaction mix ( n  = 1) to genotype the  Tlr2  mutant (knockout) allele in mice   

 Reagent  Stock concentration  Final concentration  Volume (μl) 

 5× Green GoTaq ®  Flexi buffer  5×  1×  6.00 

 MgCl 2   25 mM  2.5 mM  3.00 

 dNTPs  10 mM  200 nM  0.60 

 Primer B  100 ng/μl  100 ng  1.00 

 Primer C  100 ng/μl  100 ng  1.00 

 Milli-Q water  –  –  15.25 

 GoTaq ®  Flexi DNA Polymerase  5 U/μl  0.75 U  0.15 

 (Template DNA)  3.00 

 Total volume  30.00 
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       1.    Dissolve agarose powder in TAE buffer to create a 1.5 % 
solution and microwave until boiling. Leave to cool (10 min) 
and pour into appropriate electrophoresis apparatus with 
SYBR ®  Safe DNA gel stain (3 μl per 100 ml agarose solution) 
and leave until set (~20 min).   

   2.    Cover gel with TAE buffer and load 5–10 μl PCR product per 
sample into each well ( see   Note 9 ). Load 5 μl molecular weight 
DNA ladder into one well and set the voltage. Small gels run 
typically at 50–70 V, or larger gels at 80–100 V. Run for 
30–45 min to fully separate PCR products.   

   3.    Visualize gel with a blue-light or UV transilluminator.  See  Fig.  1  
for expected results when genotyping  gp130  F/F  knock-in (Fig.  1a ) 
and  Tlr2  knockout (Fig.  1b ) mice.

                 1.    Transfer frozen tissue samples ( see   Note 10 ) into fl at bottom 
tubes, and homogenize using a small probe on ice in 1 ml 
TRIsure ( see   Notes 11  and  12 ). Once all samples are homog-
enized, transfer each homogenate to a 15 ml falcon tube and 
centrifuge at 1865 RCF for 30 min at 4 °C.   

3.2.2  Agarose Gel 
Electrophoresis

3.3  Real-Time 
Quantitative PCR

3.3.1  RNA Isolation

   Table 4  
  PCR thermal cycler settings to genotype  gp130  F/F  knock-in mice   

 Step  Process  Temperature (°C)  Time (min)  Cycles 

 1  Initiation/melting  94  10  1 

 2A  Denaturation  94  1  35 

 2B  Annealing  60  1  35 

 2C a   Elongation  72  1  35 

   a Steps 2A-2B-2C cycle in succession  

   Table 5  
  PCR thermal cycler settings to genotype  Tlr2  knockout mice   

 Step  Process  Temperature (°C)  Time  Cycles 

 1  Initiation/melting  94  10 min  1 

 2A  Denaturation  95  20 s  35 

 2B  Annealing  65  20 s  35 

 2C a   Elongation  72  1 min 20 s  35 

 3  Strand completion  72  3 min  1 

   a Steps 2A-2B-2C cycle in succession  
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   2.    Transfer the supernatant (leaving insoluble material pelleted at 
the bottom) into a new 15 ml falcon tube, and incubate at 
room temperature for 5 min.   

   3.    In a fume hood, add 200 μl chloroform, vortex vigorously and 
leave at room temperature for 2–3 min. Centrifuge at 4 °C for 
45 min at 1,865 RCF, and transfer the clear phase (aqueous, 
top layer) into a new 15 ml falcon tube ( see   Note 13 ).   

   4.    Add 500 μl isopropyl alcohol, vortex, and incubate at room 
temperature for 10 min. Repeat centrifugation in  step 5  to 
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  Fig. 1    PCR genotyping for  gp130  knock-in and  Tlr2  knockout alleles. ( a ) PCR 
product size and number of bands present indicates whether the mouse harbors 
a homozygous  gp130  knock-in mutation (one ~700 bp product), is homozygous 
wild-type (one ~500 bp product), or is heterozygous (bands at ~500 and ~700 
bp). ( b ) The presence of a band (~900 bp) in either the wild-type or mutant PCR 
indicates that the mouse is homozygous wild-type or mutant for loss of  Tlr2  
respectively, and presence of a band in each PCR indicates the mouse is hetero-
zygous. The lack of bands in the water (negative control)  lane  indicates the PCR 
is free of contamination, and the use of positive controls provides quality control 
for each PCR, and enables accurate genotyping.  L  = 100 bp ladder       
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pellet RNA, discard the supernatant, and wash the RNA pellet 
by adding 500 μl of 75 % ethanol (in DEPC-treated water).   

   5.    Centrifuge at 4 °C for 15 min at 1,865 RCF discard the super-
natant and then air-dry the pellet by inverting the tube on a 
paper towel (maximum 30 min).   

   6.    Dissolve the RNA pellet in 50 μl RNase-free DEPC-treated 
water, and RNA samples can either be DNase-treated to 
remove contaminating genomic DNA (as below) or stored at 
this stage at −20 °C ( see   Note 14 ).   

   7.    To DNase I-treat the RNA samples, add 350 μl RLT buffer 
(containing 10 μl β-mercaptoethanol per 1 ml of RLT buffer) 
to each 100 μl RNA sample, and mix by pipetting.   

   8.    Add 250 μl of 100 % ethanol, mix thoroughly by pipetting, 
and then transfer total volume of sample to an RNeasy mini 
column placed in the supplied 2 ml collection tube.   

   9.    Microcentrifuge for 30 s at 10,000 rpm (7,378 RCF; g), dis-
card the fl ow through, and add 350 μl RW1 wash buffer. 
Repeat microcentrifugation, discard the fl ow through.   

   10.    Prepare 10 μl DNase I and 70 μl RDD buffer per sample, and 
pipette 80 μl onto each RNeasy mini column membrane ( see  
 Note 15 ). Incubate at room temperature for 15 min.   

   11.    Add 350 μl RW1 wash buffer to each RNeasy mini column, 
and the microcentrifuge at 10,000 rpm for 30 s. Discard the 
fl ow through, and replace collection tube with a new one.   

   12.    Add 500 μl 80 % ethanol, microcentrifuge at 10,000 rpm for 
30 s, discard the fl ow through, and then microcentrifuge for 
an additional 1 min to completely dry the membrane.   

   13.    Transfer column to a labeled new RNase-free collection micro-
centrifuge tube (supplied in the kit), and add 30 μl RNase-free 
water onto each mini column membrane.   

   14.    Incubate for 5 min at room temperature, and microcentrifuge at 
10,000 rpm for 1 min to collect the eluent (RNA) in labeled tube.   

   15.    To ensure maximal elution of RNA from the membrane, add 
another 30 μl RNase-free water to membrane, and repeat step 
14, yielding a total volume of 60 μl ( see   Note 16 ). Store puri-
fi ed total RNA samples at −80 °C.      

  

     1.    For fi rst stand cDNA synthesis with the Transcriptor High 
Fidelity cDNA Synthesis kit (Roche), add up to 1 μg of RNA 
in a fi nal volume of 9.4 μl per sample in a 1.5 ml RNase-free 
microcentrifuge tube ( see   Note 17 ).   

   2.    In an RNase-free 1.5 ml microcentrifuge tube, mix a maxi-
mum of 1 μg RNA together with 2 μl random hexamer primers 
and DEPC-treated water in a total volume of 11.4 μl for each 

3.3.2  cDNA Synthesis
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sample. Also include one additional sample to act as the “minus 
reverse transcriptase (RT) control” in order to detect genomic 
DNA contamination ( see   Note 17 ).   

   3.    Denature the RNA-primer mix for 10 min at 65 °C, and cool 
on ice.   

   4.    Add 4 μl 5× Transcriptase Reaction Buffer, 0.5 μl RNase inhib-
itor, 2 μl dNTPs, 1 μl DTT to each sample, and 1.1 μl High 
Fidelity Reverse Transcriptase enzyme for each cDNA sample, 
or 1.1 μl water for the minus RT control, making a total vol-
ume of 20 μl.   

   5.    Using heat blocks, incubate for 10 min at 29 °C, then 
60 min at 48 °C. Finally, inactive enzyme by heating for 
5 min at 85 °C.   

   6.    Briefl y microcentrifuge, and either place cDNA directly onto 
ice for immediate use, or store at −20 °C.      

  

     1.    Prepare the  18S  and  Tlr2  SYBR Magic reaction mixes for trip-
licates of  n  + 1 (where  n  = number of samples to be tested, 
including water (negative) and minus RT controls), containing 
5 μl SYBR Magic, 0.2 μl Forward Primer, 0.2 μl Reverse 
Primer, and 2.6 μl Milli-Q water (for  n  = 1).   

   2.    Dilute cDNA samples (including minus RT control) in Milli-Q 
water (1:4–1:6 dilution) ( see   Note 18 ).   

   3.    Using fi lter tips, pipette 8 μl SYBR magic reaction mix for  18S  
and  Tlr2  into the appropriate number of individual wells of a 
384-well plate (i.e., three wells for each reaction mix per sam-
ple). Next, pipette 2 μl diluted cDNA sample (or control) to 
individual wells containing  18S  and  Tlr2  reaction mixes, in 
triplicate (i.e., six wells total per cDNA sample).   

   4.    Seal the plate very securely with an adhesive optical cover to 
avoid uneven evaporation, and centrifuge to remove air bub-
bles and to combine the cDNA and reaction mix at the bottom 
of the wells (1 min, 1000 rpm).   

   5.    Transfer the plate on a real-time PCR instrument and run with 
cycle conditions of 50 °C for 2 min, 95 °C for 10 min, fol-
lowed by 40 cycles of 95 °C for 15 s and 60 °C for 1 min and 
fi nishing with a disassociation curve to detect formation of 
primer-dimers.   

   6.    Following successful PCR, the results can be assessed by appro-
priate PCR software (e.g., Applied Biosystems SDS2.4). Firstly, 
confi rm the melting temperature of the PCR products for  18S  
and  Tlr2  are within ±1 °C of the expected temperature. If not, 
the sample should be excluded as likely contains nonspecifi c 
products such as primer dimers.   

3.3.3  Real-Time PCR
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   7.    Secondly, use the analysis software to calculate the cycle 
threshold ( C  t ) of both  18S  and  Tlr2  for each sample. Normalize 
the expression of  Tlr2  to  18S  within each sample by calculating 
the difference in  C  t  (Δ C  t ). This number can be used to describe 
the mRNA expression of  Tlr2  or relative expression levels 
(ΔΔ C  t ) can be assessed between sample groups, for example 
ΔΔ C  t  = Δ C  t  ( gp130  +/+ : Tlr2  +/+ ) − Δ C  t  ( gp130  F/F : Tlr2  +/+ ).       

         1.    Transfer frozen tissue samples ( see   Note 10 ) into fl at bottom 
tubes, and homogenize using a small probe on ice in ice-cold 
800 μl SDS lysis buffer. Once all samples are homogenized, 
transfer each homogenate to a fresh 1.5 ml microcentrifuge 
tube and place on a tube rotator wheel on slow speed at 4 °C 
for 30–60 min to fully lyse the cells.   

   2.    Pellet the cellular debris by microcentrifugation at 10,000 rpm 
for 5 min at 4 °C, and transfer supernatant to fresh 1.5 ml 
microcentrifuge tube.   

   3.    To further clear the sample of debris, add Protein G Sepharose ®  
beads to each sample (10 μl per 500 μl supernatant) and incu-
bate for 30 min on tube rotator wheel at 4 °C on slow speed.   

   4.    Pellet the Sepharose ®  by microcentrifugation at 5000 rpm 
(1,844 RCF; g) for 10 min at 4 °C. Transfer supernatant 
to fresh 1.5 ml microcentrifuge tube and proceed with 
 quantifi cation and SDS-PAGE, or store at −80 °C for later 
interrogation.      

  

     1.    Ensure the apparatus is clean, and wipe glass plates with 95 % 
ethanol and air-dry prior to use. Prepare the 1.5 mm thick, 
10 % resolving SDS-PAGE gel immediately prior to use and 
pour between glass plates (leaving room for stacking gel). 
Overlay with ~1 ml isopropyl alcohol to ensure a smooth sur-
face and leave gel to polymerize for 30 min.   

   2.    Remove isopropyl alcohol and carefully dry with Whatman 
paper.   

   3.    Prepare the 4.5 % stacking gel immediately prior to use and 
pour onto resolving gel. Insert combs immediately and leave 
gel to polymerize for 30 min.   

   4.    When gel is fully polymerized, remove combs, assemble SDS- 
PAGE apparatus and fi ll with SDS running buffer ensuring 
wells are covered.   

   5.    Following quantifi cation of protein lysates ( see   Note 19 ) ali-
quot 30 μg of protein per sample into new 1.5 ml microcentri-
fuge tube. Make volume of each up to 10 μl (15-well comb) or 
30 μl (10-well comb) with SDS lysis buffer, and add 2 or 6 μl 
of 6× sample buffer, respectively.   

3.4  Western Blot 
Analysis

3.4.1  Preparation 
of Tissue Lysates

3.4.2  SDS-PAGE
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   6.    Reduce proteins by boiling at 95 °C for 5 min. Briefly 
microcentrifuge protein samples to collect condensation, and 
load into each well of SDS-PAGE gel. Include 5 μl of the pre-
stained molecular weight standard in one well.   

   7.    Place lid on gel tank, ensuring correct orientation of electrodes, 
and connect to power pack. Run gel at 90 V for 30 min (to 
ensure even migration through the stacking gel), then increase 
to 120 V for an additional 30–60 min. Stop running gel when 
sample buffer has migrated off the bottom of the resolving gel, 
and the lowest molecular weight band of the standard is near 
the end of the gel.      

   

     1.    The following methods refer to use of the IBlot ®  7-minute 
Blotting System (Invitrogen) for semi-dry transfer and the 
Odyssey ®  CLx Infrared Imaging System (Li-Core) for fl uorescent 
Western immunoblotting.   

   2.    Following SDS-PAGE separation, disconnect gel tank from 
power pack and remove gel from glass plates. Remove stacking 
gel, and briefl y wash gel in Milli-Q water. Transfer proteins to 
a nitrocellulose membrane using the IBlot ®  semi-dry transfer 
system (Invitrogen), as per manufacturer’s instructions.   

   3.    Following transfer, remove membrane, briefl y wash in Milli-Q 
water, and block nonspecifi c epitopes with 3 ml Odyssey ®  
Blocking Buffer and gentle rocking for 1 h at room 
temperature.   

   4.    Following blocking, place membrane in a 50 ml Falcon tube 
(or similar) with TLR2, STAT3, and pY-STAT3 antibodies 
each diluted to 1:1000 in 3 ml Odyssey ®  Blocking Buffer, for 
overnight incubation at 4 °C on a tube roller ( see   Note 20 ).   

   5.    Remove membrane from Falcon tube and store primary anti-
body at 4 °C ( see   Note 21 ). Wash membrane three times in 
2 % PBS-T for a minimum of 5 min each wash at room tem-
perature with gentle rocking, discarding the buffer between 
each incubation.   

   6.    Incubate membranes in 1 μl Alexa Fluor ®  680 Goat Anti- 
Rabbit antibody in 3 ml Odyssey ®  Blocking Buffer at room 
temperature with gentle rocking and protected from light.   

   7.    Following incubation, discard secondary antibody and wash 
membrane three times in 2 % PBS-T for a minimum of 5 min 
each wash at room temperature with gentle rocking, discard-
ing the buffer between each incubation.   

   8.    Transfer membrane to Odyssey ®  Clx Infrared Imaging System, 
and capture image at a wavelength of 700 nm.   

   9.    In order to confi rm equal protein loading between samples, 
re-probe each membrane in a 50 ml Falcon tube with the anti- 

3.4.3  Immunoblotting
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Actin primary antibody diluted 1:500 in 3 ml Odyssey ®  
Blocking Buffer, overnight at 4 °C on a tube roller.   

   10.    Repeat  steps 4 – 7 , however with Alexa Fluor ®  790 Goat 
Anti- Rabbit secondary antibody and capture image at a wave-
length of 800 nm ( see   Note 22 ). Figure  2  shows an example 
of Western blotting for TLR2 and actin (Fig.  2a ), and STAT3, 
pY- STAT3, and actin (Fig.  2b ) on mouse stomach samples.

                 1.    Remove the stomach from the mouse, immediately open by 
cutting along the lesser curvature, and gently agitate in a petri 
dish containing ice-cold PBS.   

   2.    Pin the stomach out onto small circle of cork with the outer 
membrane against the cork, and inner membrane facing up. 
Place the cork into a specimen pot fi lled with neutral buffered 
formalin for exactly 24 h to fi x the tissue. After 24 h, remove 
the stomach from the cork and place the tissue into a specimen 
pot fi lled with 70 % ethanol to dehydrate ( see   Note 23 ).   

   3.    Cassette stomach, paraffi n-embed and section using standard 
histology procedures with serial 4 μm thick sections prepared 
for each specimen. For histopathological assessment, slides can 
be stained for hematoxylin and eosin (H and E) following rou-
tine methods.        

     1.    In a fume cupboard, fi ll two wash basins with xylene, two with 
100 % ethanol, one with 70 % ethanol and two with distilled 
water. To de-wax slides, place paraffi n-embedded mouse tissue 
slides in a slide holder and immerse in the fi rst wash (xylene) 
basin for 5 min. Repeat for each basin in the order listed above, 
fi nishing in the second distilled water to ensure thorough 
washing of the slides.   

   2.    Perform antigen retrieval by boiling slides in citrate buffer in 
microwave on high power for 2 min. Continue boiling on 
medium to low heat for an additional 4 min ( see   Note 24 ). 
Allow slides and buffer to cool in fume hood at room tempera-
ture (~30 min).   

   3.    Wash slides thoroughly in distilled water twice, and place slides 
into a humidifi ed box (perform incubations in humidifi ed box 
at room temperature for the remainder of the protocol, unless 
otherwise specifi ed). Circle tissue with wax pen to contain 
buffers directly on specimen and quench endogenous peroxi-
dase activity by incubating in 3 % hydrogen peroxide for 
30 min.   

   4.    Wash thoroughly in PBS, and block nonspecifi c epitopes with 
M.O.M. mouse Ig blocking reagent for 30 min.   

   5.    Wash in PBS for 5 min, then tap dry on paper towel and incu-
bate tissue in M.O.M. diluent for 5 min.   

3.5  Histopathology 
and Immunohisto-
chemistry

3.5.1  Formalin Fixation 
and Paraffi n-Embedding

3.5.2  Immunohisto-
chemistry
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   6.    Incubate in anti-TLR2 primary antibody diluted to 12 μg/
slide in M.O.M. diluent overnight at 4 °C (in humidifi ed box). 
Also, incubate one sample in mouse IgG control/M.O.M. 
diluent as negative control.   

   7.    The following day, wash in PBS for 5 min, and incubate in 
M.O.M. biotinylated Anti-Mouse IgG reagent secondary 
antibody diluted to 1:400 in PBS for 30 min. During this 
incubation, prepare the streptavidin-HRP based VECTASTAIN 
mix according to manufacturer’s instructions (protect mix 
from the light).   

Actin
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n.s.
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wild-type gp130F/F

80 kDa
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Actin

STAT3
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  Fig. 2    Western blotting for TLR2, STAT3, and pY-STAT3 on gastric tissue from 
mice. ( a ) The expression of pY-STAT3 and STAT3 and ( b ) TLR2, along with actin 
to confi rm equivalent protein loading, are shown by Western blotting on gastric 
tissue extracted from wild-type ( gp130  +/+ ) and  gp130  F/F  mice. ( b ) A whole blot 
is included to show the presence of nonspecifi c bands (n.s.), as well as the 
band representative of TLR2 (at ~90 kDa).  L  = pre-stained molecular weight 
standard.       
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   8.    Wash slides in PBS for 5 min, and apply the pre-prepared 
VECTASTAIN mix for 30 min.   

   9.    Wash slides in PBS for 5 min. While washing, prepare the DAB 
peroxidase solution according to manufacturer’s instructions.   

   10.    Transfer the slides to a light microscope. Add DAB and moni-
tor the development. Stop the reaction when the tissue has 
developed to the desired dark brown intensity by rinsing in 
distilled water.   

   11.    Finally, counterstain in hematoxylin for 15 s, wash thoroughly 
in distilled water, then incubate in Scott’s tap water for 30 s to 
gently blue the hematoxylin.   

   12.    In order to dehydrate the slides for coverslip application, rinse 
in distilled water for 2 min, then place slides in a wash basin 
fi lled with 70 % ethanol, two basins of 100 % ethanol and two 
basins of xylene for 10 s each in order listed. Wipe excess 
xylene from front and back of slide with a tissue (do not touch 
tissue sample), place two drops of coverslip-mounting media 
at base of slide and apply coverslip slowly starting at the side 
with the mounting media. Allow mounting media to dry in 
the open air.   

   13.    Slides can now be visualized by light microscopy, and Fig.  3  
shows an example of TLR2 immunostaining on stomach 
tissue from a  gp130  F/F : Tlr2  +/+  mouse.

  Fig. 3    The expression of TLR2 in the stomach of  gp130  F/F  mice shown by immu-
nohistochemistry. A cross section through the antral stomach region of a  gp130  F/F  
mouse showing TLR2 expression by immunohistochemistry is shown. The  dark 
brown  cells residing within the surface area of the glandular gastric epithelium 
are representative of TLR2-positive cells obtained by the technique described 
herein. Scale bar = 100 μm.       
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4              Notes 

     1.    Tail snipping of mice should be conducted between 10 and 21 
days of age as the tail tissue is still soft and the tail vertebrae 
have not yet calcifi ed, and the yield of DNA is the highest at 
this age. The recommended tail biopsy length is the distal 
2 mm (5 mm maximum). Tail snipping must be carried out by 
a trained professional and the appropriate animal ethics guide-
lines must be adhered to.   

   2.    Mouse tail digestions can be performed longer, if convenient, 
for up to 72 h.   

   3.    Pellet and remaining supernatant can be stored at −20 °C in 
case genomic DNA needs to be extracted again.   

   4.    When discarding the supernatant, only invert once so as not to 
discard the DNA pellet.   

   5.    During the vacuum manifold steps, if a well is blocked and 
solution will not pass through, manually pipette solution up 
and down several times until solution passes through to collec-
tion plate.   

   6.    TE solution must be pre-warmed to ~70 °C in a heat block in 
order to maximize DNA solubilization and recovery.   

   7.    We fi nd that 3 μl of genomic DNA extracted in the way 
described is ~100 ng, and is suffi cient for genotyping PCR 
without checking quality or quantity, in a fi nal PCR reaction 
volume of 30 μl. Water used in PCR mastermix should be used 
as the negative control to ensure there is no contamination 
infl uencing the results.   

   8.    The PCR thermal cycling conditions are based upon optimiza-
tion for the particular primer pairs described in Subheading 
 2.2.1 . If different primer pairs are used, optimization will have 
to be carried out specifi cally using a gradient PCR optimiza-
tion protocol.   

   9.    If the 5× Green GoTaq ®  Flexi buffer (Promega) was used 
there is no need for the addition of DNA loading dye, as the 
buffer contains both a yellow and a blue dye to visualize the 
loading and migration of the PCR products during electro-
phoresis. However, if this kit (or the colorless buffer) was 
used, the addition of a DNA loading dye is required. For 
example add 2 μl of Gel Loading Dye, Blue (6×; New England 
BioLabs) to each 10 μl of PCR product you wish to run prior 
to loading. 5–10 μl PCR product should be suffi cient to visu-
alize PCR bands. Store remaining PCR products in order to 
repeat electrophoresis step if required.   
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   10.    RNA and proteins can be cleanly and easily extracted from 
tissues snap-frozen in liquid nitrogen, such as whole stomachs 
(washed in PBS fi rst), antrum or tumor tissue dissected from 
whole stomach, spleen and lymph nodes, via homogenization. 
If the tissue is large (e.g., whole stomach or tumor tissue) 
small pieces can be excised off the main organ after snap freez-
ing with a scalpel blade in a petri dish on dry ice.   

   11.    The use of 1 ml TRIsure is based on 50–100 mg tissue weight. 
For smaller quantities of tissue (1–50 mg), use 0.5 ml of 
TRIsure and reduce volumes of all other reagents and solutions 
in the protocol by half.   

   12.    In between samples, ensure to wash the homogenizer probe 
twice in RNAse-free DEPC-treated water for RNA extraction, 
or 1 % SDS (in Milli-Q water) then Milli-Q water for protein 
extraction.   

   13.    Centrifugation separates the solution into phases. Carefully 
remove the clear (aqueous, top layer) phase, without disturbing 
the interphase which is the white protein layer.   

   14.    Prior to proceeding to DNase I treatment, the quality and 
quantity of the RNA can be measured. For example, measure 
the optical density (OD) of RNA at 230, 260, and 280 nm 
(e.g., using the NanoDrop ND-1000 Spectrophotometer; 
Nanodrop Technologies Inc.) to obtain quantity (in ng/μl) 
and quality (assessed by a 260/280 ratio of ~2.0 and a 
260/230 ratio of 1.8–2.2). RNA can also be assessed visually 
by agarose gel electrophoresis if required.   

   15.    DNase I is very sensitive to physical denaturation, and as 
such any mixing should only be carried out by gently invert-
ing the tube, and not by vortexing. Also, to ensure maximal 
DNase I digestion, avoid contacting the mix with the walls 
or the O-ring of the RNeasy column. Rather, pipette the 
DNase I incubation mix directly onto the RNeasy silica-gel 
membrane.   

   16.    If low yields of RNA are consistently recovered via this tech-
nique, reapply the fi rst eluent (i.e., RNA in 30 μl RNase-free 
water) to the column for the second elution step, instead of 
the described second 30 μl aliquot of RNase-free water. Thus, 
the fi nal RNA volume will be 30 μl.   

   17.    Prior to beginning cDNA synthesis, RNA should be quanti-
fi ed and quality controlled ( as per   Note 14 ). If you cannot 
aliquot 1 μg of RNA in 9.4 μl for one or more sample in the 
series, adjust all samples to the same concentration as the low-
est sample. As little as 0.1 μg RNA can be used for the described 
protocol. Use the sample with the highest yield or excess vol-
ume for the “minus RT sample.”   
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   18.    The dilution ratio of cDNA:water will depend on (1) the 
amount of RNA reverse-transcribed, (2) the abundance of the 
target genes, and (3) the source of the RNA. We fi nd that if 
1 μg of RNA was reverse-transcribed and  18S  is used as the 
housekeeping gene, 1:6 dilution of cDNA in water is suffi -
cient. However, this may need to be adjusted accordingly for 
subsequent real-time PCR experiments.   

   19.    Protein lysates can be quantifi ed by any method desired. We 
use the Lowry method (using the  DC ™ Protein assay; Bio- 
Rad; as per manufacturer’s instructions).   

   20.    The membrane can be incubated in primary antibody for up to 
72 h at 4 °C on the tube roller, however this may also increase 
background staining. Alternatively, the membrane can be 
incubated in primary antibody for 1–2 h at room temperature 
on a tube roller if preferred. This technique may be less sensi-
tive than overnight incubation at 4 °C however.   

   21.    The primary antibody can be stored at 4 °C for reuse (up to 
three times is recommended). However, the buffer should be 
carefully monitored for contamination and discarded if 
appears.   

   22.    STAT3 and pY-STAT3 can be probed on two different mem-
branes, or the same membrane using secondary antibodies 
conjugated to different fl uorophores. Alternatively, after 
immunoblotting for actin, the pY-STAT3-immunoblotted 
membrane can be stripped by sealing in a plastic envelope 
with ~5 ml membrane stripping buffer (contains the follow-
ing per 100 ml: 20 ml 10 % SDS, 12.5 ml Tris–HCl (pH 
6.8), 67.5 ml Milli-Q water, and 0.8 ml β-mercaptoethanol) 
and incubating for ~20 min in a 55 °C water bath. Then, 
wash the membrane thoroughly in 2 % PBS-T and follow 
method to block and re- probe with anti-STAT3 as described 
in Subheading  3.4.3 .   

   23.    Tissue can be left in 10 % formalin for greater than 24 h. 
However this can alter the integrity of the tissue, thus the fi xa-
tion time should be consistent for all samples collected 
throughout the study. Samples can be stored long-term in 
70 % ethanol at room temperature.   

   24.    In order to prevent over-boiling, stop the microwave when the 
solution starts to boil and wait until the bubbles subside. Start 
the microwave again and repeat until 2 min has elapsed. Follow 
the same protocol for the following 4 min on the low- medium 
setting.         

Alison C. West and Brendan J. Jenkins
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